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The aim of this thesis is to evaluate correlation functions of twist fields in mixed states
in two-dimensional integrable models of quantum field theory (QFT). We construct the
“Liouville space” for general models of QFT in general mixed states associated to diagonal
density matrices, and define mixed-state form factors in Liouville space. We then specialize
to two concrete models: the Ising model and U(1) Dirac model. Using a novel method
based on deriving and solving a system of nonlinear functional differential equations, we
obtain exact mixed-state form factors of twist fields, in both models. These form factors are
in agreement with finite-temperature form factors which correspond to the thermal Gibbs
state. We then write down mixed-state correlation functions for these fields in terms of
the full form factor expansions with respect to the vacuum in Liouville space. Under weak
analytic conditions on the eigenvalues of the density matrix, they are exact large-distance
expansions. We apply the results in the Ising model to analyze large-distance behaviours
of two-point functions of order and disorder fields in generalized Gibbs ensembles and non-
equilibrium steady states. In particular, we find non-equilibrium form factors have branch
cuts in rapidity space and the leading large-distance behaviour of two-point functions
admit oscillations in the log of the distance between fields. Using the results in the Dirac
model and the relation between the Ising and Dirac models, we deduce the Réyi entropy
for even integer n. Finally, as an extra work, we deduce the high- and low-temperature
limit of the exact current at non-equilibrium steady states in general integrable models of

quantum field theory with diagonal scatterings.
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Chapter 1

Introduction

Quantum field theory (QFT), since its birth, has witnessed a rapid evolution over the years
and has occupied a central position in the description of modern theoretical physics. This
is partly due to the principle of universality which is a primary property of all local inter-
actions and which naturally arises from the analysis of the renormalization group. Thanks
to the principle of universality, it is possible for a given model of quantum field theory
to describe the large-distance physics of various systems with very different microscopic
details. Moreover, a vast variety of successful applications are also responsible for the
popularity of quantum field theory. Originally developed to describe elementary particles
and their interactions, quantum field theory has been shown to be a very powerful and
efficient method for describing condensed matter physics, especially for the case of low di-
mensional and strongly correlated systems where traditional methods fail. Quantum field
theory also found its applications in quantum electrodynamics (QED), in the description

of weak and strong interactions, and in statistic mechanics.

Among the objects in a model of quantum field theory, correlation functions are of crucial
importance since they encode in principle all physical information including the dynamics
of the physical systems and the response of the model to external perturbations. Corre-
lation functions are the key allowing us to leave the frame of pure theoretical formalism
and get into the real world of experiments. For instance, correlation functions, interpreted
from statistical mechanics, correspond to linear responses to applied local external fields,
which can be directly measured in lab, and the measurement of which is one of the main
approach to study a material. Moreover, the computation of all quantities of interest in
a model can be in principle achieved from the knowledge of correlation functions. In this
sense, we could say that the main problem in the study of a model of quantum field theory

can be seen as the reconstruction of its correlation functions.



Unfortunately, it is usually non-trivial to obtain numerically accurate results for correla-
tion functions of a model of quantum field theory. In addition, most models of relativistic
quantum field theory, from the mathematical point of view, is not well-defined. However,
there exist two types of models in which these two obstacles can be overcome. These
two exceptions are quantum field theory for free relativistic particles and two-dimensional
quantum field theory with conformal invariance. In the context of these exceptions, corre-
lation functions of more complicated models can be studied with the help of perturbative

methods and physical arguments.

Besides models in conformal field theory and free field theory, a special family of two-
dimensional massive integrable models of quantum field theory [1-3, 17, 18] is also a very
populous research field in modern physics. These models admit the presence of an infinite
number of conserved charges and it is these conserved charges that open the possibility
for exact evaluations of many quantities, such as scattering matrix, form factors (ma-
trix elements of local fields), and correlation functions, giving rise to a rich mathematical
structure to build upon. Successes for these models have been made over the last two
decades on the determination of vacuum correlation functions via form factor bootstrap
approach. For instance, large distance expansions of two-point correlation functions, which
are hardly accessible by perturbation theory, can be obtained by form factor expansion
(Kéllen-Lehmann expansions) [1-3] under the factorized scattering theory and both their
large-distance and short-distance asymptotic behaviors agree with general QFT expecta-

tions (see for instance, [4, 5]).

In recent years, correlation functions in general mixed states have attracted growing con-
cerns and triggered an enormous amount of work, because of their wide scope of appli-
cations both of theoretical and experimental interest. For instance, correlation functions
in thermal Gibbs state, which can be related to correlation functions on an infinite cylin-
drical geometry [6], have been the subject of intense study in general QFT [7], and have
been studied more precisely in massive integrable QFT [8-15]. In particular, the Ising
model at finite temperature has been widely investigated by employing several approaches
including form factor expansions [19-23], integrable differential equations [24, 25], semi-
classic methods [26], and the finite volume regularization method [15, 16, 27-30]. On the
other hand, more mixed states have been explored, including generalized Gibbs ensembles
(GGEs) which have been predicted to occur after quantum quench in integrable models

[31-35], non-equilibrium steady states [36-40] and others.

From these works, the structure of finite-temperature two-point correlation functions is
relatively well known, although much work still needs to be done in integrable QFT in

order to get as powerful large-distance or large-time expansions as for vacuum two-point



functions. The study of expectation values and correlation functions in generalized Gibbs
ensembles is however much more recent. Analytic leading-asymptotic results for two-point
functions are available in the Ising model [34, 41] and series expansions for expectation
values in GGEs of general integrable models [42]. Concerning correlation functions in
non-equilibrium energy-carrying steady states, there are even fewer results, including a
leading-decay result at large distances in the XY spin chain [43]. Hence, obtaining exact
QFT expansions for general diagonal mixed states would shed much light onto the structure

of correlation functions.

This thesis aims to obtain the exact result for correlation functions of twist fields in general
mixed states with diagonal density matrices. The concept of twist fields was originally
introduced in [44] as the Zs monodromy field of the Majorana fermion, corresponding to
the spin operator of the Ising model. It has been shown late in [45] and [46] that the twist
fields in the n-copy Ising model can be used to study the quantum entanglement entropy.
In fact, twist fields exist in any model possessing a global internal symmetry and each twist
field is associated to one element of a symmetry group. Twist fields are “interacting fields”
since they are not local with respect to the fundamental fields in quantum field theory.
Therefore, correlation functions of twist fields usually exhibit non-trivial behaviors and
should contain parts of the complicated structure of correlation functions in integrable
models of interacting particles. It has been demonstrated in various ways that these non-
trivial correlation functions can be obtained as solutions to non-linear differential equations
[47-50]. Correlation functions of twist fields associated to the U(1) symmetry can also be
obtained from re-summing the form factor expansion in terms of Fredholm determinants
[47, 48, 51, 52]. At zero temperature, from those existing results, large-distance behaviors
of correlation functions of twist fields can be analyzed efficiently. At finite temperature or
on the cylinder, correlation functions of twist fields can be described by partial differential
equation in the coordinates on the cylinder [24, 53, 54], but these equations do not provide
a very useful tool for calculating correlation functions and analyzing their large-distance
behavior. In general mixed states, results are even less known. This thesis will constitute

one step towards this direction.

In this thesis, we consider three integrable models of quantum field theory. The first
model is the Ising model, which describes the scaling limit of the Ising quantum chain
near the critical value h. of the external transverse magnetic field h. In this model, the
twist fields are associated to the Zs symmetry and they represent the scaling limit of the
order parameter in the ordered (h > h.) and disordered (h < h.) regimes. The second
model is the free Dirac fermion theory, which is equivalent with “doubled” Ising model.
In this model, the twist fields are associated to the U(1) symmetry. Finally, we consider a

model which is composed of n non-interacting copies of the Ising model. In this model, the



twist fields are called branch-point twist fields and they correspond to the Z,, symmetry
of the model.

The correlation functions we will obtain in this thesis admit the expressions which can
be adapted to a large family of mixed states and offer an efficient way to analyze their
large-distance behavior. In the Ising model, for the case of generalized Gibbs ensembles,
we will find agreement with leading large-distance results derived in [41], and we will
calculate new subleading terms; for the case of non-equilibrium steady state, although our
expansion needs further regularization, the leading large-distance behavior indeed agrees
with the well-known results presented in [43], and we will conjecture the existence of

logarithmic oscillating subleading factors.

Our results are derived by the “Liouville-space method”. This method was initially es-
tablished in [21, 23] in order to derive finite-temperature spin-spin correlation functions,
and then further developed in [55] to obtain general diagonal mixed-state spin-spin corre-
lation functions, both in the Ising model of QFT. The Liouville space construction [56—61]
is based on the GNS construction [62, 63] of C*-algebras (see the book [64]) and it has
applications in thermal and non-equilibrium physics. In the present thesis, we will apply
this method to integrable models of quantum field theory. We will define and evaluate the
mixed-state form factors of twist fields, and then formulate mixed-state two-point func-
tions of these fields using form factor expansion with respect to the vacuum in Liouville

space.

This thesis is organized as follows:

e In chapter 2, based on [65-68], we will start by providing a detailed review of the most
important and most relevant properties of the two-dimensional integrable quantum
field theory. After this general part, we will specialize to two particular integrable
models: the Ising model, where a fairly rigorous analysis of the connection between
the Ising quantum chain and the free massive Majorana field theory will be carried
out, and the U(1) Dirac model.

e In chapter 3, based on [66], we will give the explanation of the twist fields in general
through the path integral formulation of quantum field theory. Two types of twist
fields and their form factors will be reviewed. In addition, we will introduce the
branch-point twist fields in the n -copy Ising model and their relation with the U (1)

twist fields in the n-copy Dirac model will be reviewed.

e In chapter 4, we will introduce the Liouville space in general, including its construc-

tion and properties, and illustrate the concept of mixed-state form factors. Within



this framework, we will then construct the Liouville space in the Ising model and in

the Dirac model, and define the associated mixed-state form factors.

In chapter 5, we will give a review of a method employed in [21], which is to determine
finite-temperature form factors of twist fields in the Ising model by setting up and
solving a Riemann-Hilbert problem. Following similar lines, we will then derive a
similar Riemann-Hilbert problem for twist fields in the Dirac theory. With the help
of low temperature expansions, we will calculate the finite-temperature form factors

of U(1) twist fields.

In chapter 6, we will present the exact results for mixed-state form factors of twist
fields in the Ising model and in the Dirac theory. Thereafter, we will derive a system
of non-linear first-order functional differential equations for mixed-state form factors
of twist fields and verify that the exact form factors we obtain indeed satisfy these
equations. We close this chapter by presenting a general solution as integral-kernel
to this system of equations, which serves as an alternative expression for the mixed-

state form factors of twist fields.

In chapter 7, we will apply our exact results for mixed-state form factors to the
evaluation of the corresponding mixed-state correlation functions of twist fields in
the Ising model and the Dirac theory, which is the main goal of these thesis. Then, the
first application of the general mixed-state correlation functions will be to the Gibbs
thermal state in the Ising model, where we will show that our thermal correlation
functions indeed reproduce the large-distance correlation functions on the circle.
After this, we will enter, in the Ising model, the analysis of the analytic properties
of form factors of twist fields and large-distance behaviors of two-point functions,
in non-equilibrium steady state. We will also study the large-distance behaviors of
two-point functions in the state described by the generalized Gibbs ensemble after
a quantum quench. Finally, we will obtain the Rényi entropy for integer n in the
Ising model, in virtue of our mixed-state correlation functions of U(1) twist fields.
This result can be directly used to compute the bipartite entanglement entropy for

the Ising model.

In chapter 8, we will summarize the main works carried out in this thesis and point

out some open problems for future investigations.

In the appendix A, we will present an extra work concerning the high- and low-
temperature limit of the energy current obtained in [69] for non-equilibrium steady
states in general integrable models of relativistic quantum field theory with diagonal

scattering.



Chapter 2

Two-dimensional massive

integrable quantum field theory

2.1 Exact S-matrices

2.1.1 Asymptotic states and scattering matrix

Two-dimensional massive integrable quantum field theory, which we will focus on in this
thesis, is built on a basis of the Hilbert space, namely asymptotic states (see, for instance,
[70]). With the assumption that interactions in our theory are short-ranged, an asymptotic
state represents a set of well-defined particles that are infinitely separated from each other
in the infinite past or infinite future, behaving like a collection of free propagating particles.
This is an eigenstate of the Hamiltonian as it has a well-defined energy. The n-particle

asymptotic states can be written as

|Aa1 (91) e Aan (en»

where we denote by Ag, (6;) the particle of type a; traveling with rapidity 6;. Note that it
is convention, in two-dimensional QFT, to characterise the momentum of on-shell particles

by invariable 8 called rapidity. For a particle of mass m;, we have
p? = m, cosh 0;, pil = m; sinh 6; (2.1)

with p* = (p°,p') its momentum. Asymptotic states consist of two types of states: in-
and out-states. In-states are given by particles at ¢ - —oo and out-states by particles

at t — oco. In two-dimensional QFT, particles move on a line and this means that, for



interactions to happen at finite time, particles must be ordered in space from left to right,
with decreasing values of rapidities, in the infinite past ¢ — —oo, while they must be
in opposite order, in the infinite future ¢ — oo. According to this physical situation,
we consider Ag, (6;) as non-commuting symbols, whose orders are associated to the space
orderings of the particles they represent. In this way, in- and out-states can be written
respectively as

|Aa, (01) -+ Aq, (0n))in, with 601 >--->0,, (2.2)

and
|Ag, (01) -+ Aa, (00))our, with 61 <---<0,. (2.3)

The asymptotic states are constructed, as a fundamental assumption, by a set of in-and
out-operators of creation and annihilation type, which we denote by AL(G)(i"’OUt) and
Ag(0)m0u) yepresenting a particle whose quantum numbers are labeled by a and which

has rapidity 0. These operators satisfy the canonical (anti-)commutation relations

[Aa(0)Fmo), AL, (6) )] = drdud(0 ~ €)
[Aa(e)(in,out), Aa,(el)(in,out)} — [AE(H)(in,out), AL,(QI)(m’Out) —0. (2_4)

The operators A}, (0)(0ut) and A,(6)0u) define the space of physical states. The vac-

uum state is defined as the one annihilated by any of these operators
Ag(0)oD|vac) = 0 = (vac| Al (9)out) | (2.5)

The n-particle states are generated by the action of n in- or out-operators on the vacuum
state. These states are not linearly independent due to the algebra (2.4) and a certain
prescription is needed in order to select out a basis of independent states. In fact, the
asymptotic state introduced above is a natural choice and it is generated by acting in-
operators with a decreasing ordering of rapidities in the infinite past or out-operators with
an increasing ordering of rapidities, on the vacuum state. Since in-and out-operators are

eigenoperators of the Hamiltonian and the momentum

{H,A(Ei(ei)(m"’“ﬂ = mg, cosh 0, A (6;)(meut) (2.6)

[P,Azi(ei)(i”"’“t)} — my, sinh 6 A (6,) ), (2.7)



the asymptotic states created by these in- and out-operators are eigenstates of the Hamil-

tonian and the momentum

H|Aa1 (01) e Aan (en)>in,out = Z Mg, cosh ek‘Aal (91) e Aan (en»in,out ) (28)
k=1

P‘Aal (91) T Aan (Hn»in,out = Z Mq,, sinh ek‘Aal (‘91) te Aan(en»in,out . (29)
k=1
In this sense, the Hilbert space is the Fock space over the algebra of all such in-operators,

which is isomorphic to the Fock space over the algebra of all out-operators.

Note that if we find a state with a definite number of particles at definite rapidities in the
infinite past, then we can find in the infinite future a superposition of such states. This
can be implemented by the scattering matrix or the S-matrix which provides the mapping

between the in-state basis and out-state basis. Take a two-particle in-state for example,

Aoy (00) Aay (02))in = > S° 0 Shbn(91,00:6), ..., 6)| Ay, (6) - Ay, (62))out

N=2 by,....by 0] <--<0),
(2.10)

where 6; > 0y and the sum over ¢, generally involves a number of integrals, with the

rapidities constrained by the overall conservation of left- and right-lightcone momenta:
May € 4+ mg e = my, et 4 mbnei% (2.11)

So we can see that the scattering matrix is the overlap between the associated in-state

and out-state, representing the scattering amplitude from the in-state to the out-state

Sblmbm(el T 9713 9/1 T 9;77) - out<Ab1(9/1) T Abm<9;n)‘Aal(91) T Aan (en»m . (2-12)

ar-an

2.1.2 Higher spin conserved charges, elasticity and factorisability

The very common conserved quantities in QFT are the energy H and momentum P, which
transform under the Lorentz group as scalars and vectors. They are both local and can

be expressed as

H= / dz h(z), P = / dz p(z) (2.13)



where h(z) and p(z) are energy density and momentum density, respectively. They are

diagonalised by the basis of asymptotic multi-particle states:

H|Aq, (61) -~ Aq, (00))inout = (Z My, cosh 9k> |Aa, (61) - - Aq,, (0n))in,out (2.14)
k=1

P|Aay (61) -+ Aay (0n))imous = (Z Ma, sinh 9k> [ Aay (01) -+ Ay, (62)im.out (2.15)
k=1

Beyond these, in integrable models there exist also higher spin conserved charges which

transform as tensors of higher rank under the Lorentz group

Qs = A°Qs (2.16)

where A is a Lorentz boost characterised by a velocity v or a rapidity 6

1
+'U:eg
1—v

A=

and integer s is called the (Lorentz) spin of Q)s. These conserved charges Qs are regarded
as tensors of rank s, and, in particular, ()41 coincide with the light-cone components
pT = p’ £ p! of the energy-momentum operator p* = (p°,p'). In this thesis we will
consider only the local conserved charges () which are integrals of local charge densities
q(x)

Q= /dw q(z) (2.17)

In fact, some integrable models also possess non-local conserved charges which are of-
ten associated to operators with fractional spin [71-79]. Taking into account relativistic

covariance, the local conserved charges ()5 act as follows on asymptotic in- and out-states:
S
Qs‘Aa(e»in,out - 55({9) <ma€0) ’Aa(9)>m,out (218)

where gff) is a non-vanishing Lorentz scalar that depends on quantum number a of the
particle and the spin s, and fc(f) (mg)?® is the one-particle eigenvalue of the charge Qs on
the particle a. The set of spin s and the one-particle eigenvalue &(Lf) (mg,)® are model-
dependent and hence are good fingerprints for an integrable model. Due to the locality,

the conserved charges ()5 act additively on multi-particle asymptotic states:

Qs Ay (B1) -+ Aa, (00))inout = [Z €6 (mae®) [ 140y (01) -+ Aay (0n))inout - (2:19)
i=1
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It can be seen from (2.19) that the conserved charges @5 are simultaneously diagonalised

by the basis of asymptotic multi-particle states. As a result, they are also in involution

[Q57 Qn] =0 (2.20)

for all s,n.

The existence of these higher spin local conserved charges has profound consequences on
the scattering processes in QFT. In 1967 S. Coleman and J. Mandula demonstrated in
their paper [80] that the existence of even just one conserved charge of spin higher than
one leads to trivial S-matrix, namely S = £1, in a model of QFT in more that one space
dimension. This statement does not hold for two-dimensional QFT, but, in this case,
an infinite number of conserved charges do impose a series of stringent conditions on the

scattering processes [81-85], which are listed below:

e there is no particle production in any scattering process, namely the number of

particles in the in- and out-states is the same; ;

e the set of the initial momenta of the particles is the same as that of the finial

momenta, namely the scattering processes are purely elastic;

e any n-particle S-matrix can be factorized into sums of products of two-particle S-

matrices.

These conditions enable us to find the full S-matrices of two-dimensional models. Follow-
ing the Refs mentioned above, I shall give a couple of arguments to explain why these
constraints follow from the existence of infinitely many conserved charges. In fact, it has
been shown in [86] that the existence of only two conserved charges of spin higher than one
is sufficient to lead to these constraints on the S-matrices in two-dimensional models of
QFT. But we will employ only the arguments based on the presence of an infinite number

of conserved charges.

To explain the first two properties, let us now consider a scattering process with n incoming

particles and m outgoing particles, and the scattering amplitudes are

Sbm (01, 003071, .., 0,,) = out(Ap, (01) - - Ap,, (6,)| Ay (61) - - A, (On)Yin -

at,...,an

The conserved charges act on the associated in- and out-states as

QslAa, (01) -+~ Aa, (6))in = [Zg&? (m0,€%) | 140, (601) -+ Aa, 0n))in
1=1
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and

Qul b, (01 Ay, (0o [Z@f) (m0,e%) | 140, 85) - An, (G )b

respectively. In accordance with the fact that Qs are conserved quantities

dQs
dt

=0, (2.21)

an initial eigenstate of ()5 with a given eigenvalue must evolve into a superposition of
states all with the same eigenvalue, and this imply a sequence of equations that involves

the sum of the higher powers of the momenta of the initial and final particles

iffs) (mae’ ) Zfb (e 69/)8. (2.22)
=1

The number of these equations is infinite since we assume the existence of infinitely many
conserved charges. Thus the only solution to these infinite numbers of equations with
different values of s is that

n=m, 0, = 0., ) (ma,)* = &) (my,)* (2.23)

7

for i = 1,...,n. Therefore, there is no particle production and the set of momenta of the
particles in in- and out-states coincide. But this does not suggest that the outgoing set of
quantum numbers {b1, ..., b, } must be equal to the ingoing set {a1,...,a,}. The possible
exchange of quantum numbers between ingoing particles and outgoing particles is allowed
in the case of degenerate spectrum in which more than one particle share the same mass.
It should be mentioned that, in some models, there exist also some solutions with n # m
to those equations (2.22). However, these solutions can be only found for some special

sets of initial momenta in the presence of bound states [98].

In addition to being elastic, the scattering processes in two-dimensional integrable QFT are
also factorised [81-86]. The proof of the S-matrix factorisability requires the assumption
that any asymptotic one-particle state |A4,(6;)) can be represented by a localised wave
packet ¥, (x xl)

W, (xo,ml) = N/dplef
F) = —alp' —pg)* +ilp (¢ —xg,) —ph, (z° —27,)] (2.24)

where pl, = (pgi, pclh) is the energy-momentum of the particle a; and ( o Clh) the coor-

dinates of the central position of the wave packet, namely the approximated time-space
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position of the particle a;. N is a normalisation constant and a is a constant express-
ing the spreading on the velocity of the wave packet. Even though the wave function
formalism is not valid in the context of relativistic QFT due to particle production and
annihilation, we can exploit it in the framework of asymptotic states in which particles
are propagating freely without interactions. In this way, we can associate to each particle
in the multi-particle in-states or out-states a localised wave packet like (2.24). According
to the wave packet description, the physical scattering matrix also depends on the impact
parameters, which are the central positions of the particles with respect to each other in
the asymptotic states. In our construction of the asymptotic states, for convenience, we
choose the impact parameters of the scattering so that all particles collide at one point
under an extrapolation of their free trajectories, namely the central positions of the wave
packets of all particles are same. We could also define the asymptotic states with the cen-
tral position of each wave packet shifted slightly, which means that some particles could
collide first in an extrapolation of the free trajectories. Hence the scattering matrix, which
is formed by the overlap between the associated in- and out-states, is different for different
choices of impact parameters. Now, let us consider the action of an operator e!®@s for free
parameter « on the wave function (2.24) and this amounts to shifting the coordinates of

the center of the wave packet as follows

s—1
0 — xgi + asé,, (maieei) , (2.25)

xcllz — :Ullh + asé;, (mai69i>s_1. (2.26)
It is worth noting that the shift mentioned above is in general rapidity-dependent, ex-
cluding the case s = 1 for which all wave packets are shifted by the same amount «.
Consequently, it is feasible, via such an operator with s > 1, to make an asymptotic multi-
particle state in which each wave packet has its central position independently shifted. In
this way, the higher spin conserved charges lead to alterations in the impact parameters.
According to this formalism, we can demonstrate the feature of the factorization of the
S-matrix by analyzing 3 particle — 3 particle scattering processes depicted in Fig. 2.1
The central positions of wave packets can be shifted enough by the action of the operator
€'@Qs 50 that as time evolves a well-defined first sub-process takes place, in which two wave
packets collide while the other one propagate freely. The set of momenta is preserved due
to the absence of particle production and hence there is still a well-defined momenta con-
figuration after the collision. Since particles propagate on a line in one space dimension,
this two-particle scattering procedure will be repeated until all wave packets have their
order inverted. The full scattering process will consists of three two-particle scattering
sub-processes separated by free propagation. These two-particle scattering processes will

occur in different orders for different ways of shifting central positions of wave packets.
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F1GURE 2.1: 3 particle — 3 particle scattering processes

In the case of 3 — 3 scattering, there are two different ways to shift central positions of

wave packets, which are depicted as B and C in Fig. 2.1.

In a general QFT, the three processes in Fig. 2.1, including the simultaneous collision of
the three particles, are not related to each other and their associated scattering amplitudes
are not same. However, the situation is different for a QFT with the presence of higher
spin conserved charges. Since the conserved charges Qs commute with the hamiltonian of
the system, their action must result in equivalent physical situation. This means that the
scattering amplitude must be invariant under any transformation generated by conserved
charges

So1sbn — o—aQs g1, bn LaQs (2.27)

a1,...,0n a1,...,an
In this spirit, the three scattering processes in Fig. 2.1 should share the same scattering
amplitude. The equality of the amplitude B and C leads to a constraint on the two-particle
S-matrices, known as the so-called Yang-Baxter equation [87]

Skp

aiaz

(012) Sy (013)S52 (B25) = SI°% (013)SE,. (B23) P2 (612) (2.28)

kas ark

where a repeated index implies a summation. In particular, if the particle spectrum is
non-degenerate, the quantum numbers of the particles are also preserved in the scattering
processes. In this case, the S-matrix is diagonal and the Yang-Baxter equation becomes
trivial. It is also obvious that the same argument can be applied to any n — n scattering
process in which the scattering matrix will factorise into a product of n(n — 1)/2 two-
particle scattering matrices. Finally, from the above arguments, we can see that in any
two-dimensional IQFT, with the presence of an finite numbers of local conserved charges,

the scattering matrix does not depend on impact parameters.
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The factorization properties of the S-matrix can be implemented by assuming the asymp-

totic operators of creation and annihilation type to obey the highly non-trivial algebra

Aai(0) A, (0;) = D Said (0 — 0;) Ay, (8;) As, (67), (2.29)
b;,bj;
AL (0)AL (0;) = Zsala] )AT (0;) A} (67), (2.30)
b;,b;
NAT (9 — _ T (p. ) _h.
Aa (0)AL (0;) = Y Said (0 0:) Ay, (05) A, (0i) + 27 00,0, (0 — 05) . (2.31)
bi,bj;

where we dropped out the subindices in or out in these operators since definitions (2.2)
and (2.3) allow to distinguish the set of incoming and outgoing particles by the ordering
of the rapidities. This algebra is known as Zamolodchikov’s algebra [82] and named also
as Faddeev-Zamolodchikov algebra [88]. This algebra provides the generalization of the
usual bosonic and fermionic algebraic relations. These asymptotic operators define the
space of physical states in integrable QFT: the in-basis is formed by products of these
operators with rapidities in decreasing order from left to right; the out-basis is formed by
similar products of these operators with rapidities in increasing order. Since the S-matrix
is involved in this algebra, any commutation of these operators can be interpreted as a
scattering process. It is worth noting that the two-particle S-matrix only depends on the
rapidity difference of scattering particles because of its Lorentz invariance. The explicit

form of this algebra depends on the S-matrix involved which varies with different theories.

2.2 Analytic structures of the two-particle S-matrix

In light of the properties of elasticity and factorisability, the S-matrix theory of a two-
dimensional massive integrable model is drastically simplified and the problem of finding
the exact full S-matrices has been reduced to the determination of all two-particle S-
matrices which are associated with the different 2 — 2 scattering processes in the model.
The explicit expression of two-particle S-matrices can be obtained by solving, in addition
to the highly non-trivial Yang-Baxter equation following from quantum integrability, a set

of restrictive equations [82, 89] which arise from general physical principles of QFT:

*
e Hermitian analyticity: (5211222(9)) - Sg;})all(_e*)
e Unitarity: 5311222(9)5511:522(79) = 5162
e Crossing symmetry: st (i — ) = P2 (p).

a1,b2
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Let us begin with a detailed discussion of the physical requirements listed. In a gen-
eral model of QFT, the scattering matrix is usually expressed in terms of the so-called

Mandelstam variables s, ¢ and u, which are defined as

s=(p1+p2)?* t=(pm—p3)? u=(p1—ps)? (2.32)

with s+t +u = 2?21 m? for a scattering process of the type 1 +2 — 3+ 4. In two-
dimensional integrable models, the variable u vanishes, namely uv = 0, due to the elasticity
of the scattering process. Therefore, only one of these three variables is independent
and it is convention to focus on s. Consider now a two-particle elastic scattering process
ay+ag — by + by with the scattering amplitude 521’222( ) = 5’3}1222(9). In terms of rapidity

difference 8 = 61 — 05, we have
s = mzl + m§2 + 2mg, Mg, cosh @ . (2.33)

For a physical process, both 6 and s are real. We can analytically continue s to the complex
plane, and the two-particle S-matrix, as a function of s, is a multi-valued function. The

branch points of Sg}ff? (s) start at the values s = (mg4, + mMq,)? , and the corresponding

branch cuts are on the portions of the real axis s < (M4, — Mq,)? and s > (Mg, + May ).
Therefore, 5217222( ) is not a meromorphic function. The first Sheet of the full Riemann
surface for S51°%2 (s) is called physical sheet. The physical values of S51°%2 (s) are just above
the cut [(mg, + Ma,)?,00] and this “just above the cut” prescription is in the spirit of
Feynman’s 7€ prescription in perturbation theory. The simple poles are in the interval
[(May — May)?, (Ma, +mMa,)?] of the real line and they correspond to possible bound states

in the scattering process.

Let us turn our attention from the Mandelstam variable s to the rapidity difference 6, via

transformation
2 2
0 = cosh™! <8_m“1 —mw)
2mg, Mg,
= og |5 (s = m2, —m2, + VG5 (s + 0,0 (5~ (s —m10,)%)) |
2Mg, May May a2

(2.34)

Since s(f) = s(—#), the mentioned branch cuts do not occur in the #-plane, and therefore
the two-particle S-matrix is a meromorphic function of . The physical sheet corresponds
to the region Im 6 € [0, 7] and this region is called physical strip. The poles corresponding

to bound states are located on the imaginary axis Re(f) = 0 in the physical strip.
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Hermitian analyticity [90-92] is one of general principles of QFT and it postulates that the
complex conjugate of the S-matrix on the physical sheet is equivalent with the S-matrix

on the complex conjugate argument still on the physical sheet:
(Stat()) = sy (—67). (2.35)

Since we are looking at models of relativistic QFT, the assumption of charge-parity-time-

reversal (CPT) invariance should be considered

b1,b
Sw0) = Sa@®), C (2.36)
Sav(0) = Seel(0), P (2.37)
Se(0) = Spzpi), T (2.38)

Hermitian analyticity, together with time-reversal invariance (2.38), leads to real analyt-
icity
bi,b Y _ abid
(Shata(0)) = stita(-0). (2.39)
In general QFTs, the total probability of producing an arbitrary out-state from any in-
state is postulated to be one. This probability conservation condition requires the S-matrix

to be unitary
SST=1. (2.40)

This should be interpreted as a matrix equation, with a sum over a complete set of inter-
mediate states hiding between S and ST. In principle, with sufficiently high energy, any
n-particle intermediate state can be allowed in the sum. However, in integrable models,
integrability restricts intermediate states to two-particle states, meaning that the ampli-
tudes of producing intermediate states with more than two particles are all zero. In this
case, for real 6, unitarity reads

st o) (shlz0) = ooz (241)

ai,a2 C1,C2 ayl a2

In virtue of PT invariance (2.37), (2.38), and real analyticity, this can be rewritten as

ai,az2 al - ag

Siita(0) (S5152(-0)) = o023 (2.42)

which is usually called unitarity for two-particle S-matrix in integrable models. By analytic
continuation to the complex plane, the relation (2.42) is assumed to hold for any complex

value of 6.
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Crossing symmetry is a fundamentally relativistic property of QFT. In the process of
two-particle scattering a1 + aa — by + by, any particle involved can be replaced by
its antiparticle, which is interpreted as the particle traveling back in time with opposite
momentum. A new two-particle scattering a; + by — by + @ can be anticipated from
this fact, where the overbar indicates the antiparticle, and crossing symmetry states that
the scattering amplitude for this process can be obtained as the analytic continuation of
the previous one to negative energies. In terms of equations, crossing symmetry can be

expressed as
St (i — 9) = SP92(g) (2.43)

ai,a2 ai,ba

and this relation can be understood via the following consideration. For the two-particle
scattering 5’31’,222(91 — 62), we rotate the time and space arrow by m/2, which, since the
slope of the world line of the particle j is coth#;, amounts to 6; — im/2 — ;. After this
rotation, particle as and by seem like propagating back in time. Then we transform them,
with the help of time-reversal symmetry, into their antiparticles which propagate correctly,

and this gives crossing symmetry (2.43).

Finally, in the presence of bound states, a set of additional conditions, called “bootstrap
equations” [81, 93, 94|, will arise in the integrable theory to further constrain the S-
matrix. A bound state is manifested by a virtual particle, which is created in a two-particle
scattering process and identified as an asymptotic particle already in the spectrum of the
theory, and it generates in the S-matrix a pole lying on the imaginary axis in the physical
strip 0 < Im(#) < m. For the scattering process a; + as — ¢, the corresponding pole in

the S-matrix is given by

2 2 2

ms;—ms —m

0 = i arccos < = = a2> : (2.44)
2Mg, May

In fact, the bootstrap equations not only restrain the S-matrix but also affect the masses of

the particles, the set of spin s of the conserved charges and the eigenvalues of the conserved

charges [93, 95-97] (see the review [98]).

In light of internal symmetries and bootstrap equations, the work of reconstructing the
S-matrix and the spectrum of particles has been performed in several models [99, 100]. In
general, it is not trivial to obtain the S-matrix as the solution to those conditions mentioned
above. However, the spectrum and S-matrix can sometimes be exactly evaluated by the
method of Bethe ansatz [101-104] or the quantum inverse scattering [105] (see also the
book [106]).
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2.3 Form factors and correlation functions

The scattering matrix is not directly useful for most calculations related to experimental
situations. The objects that are of direct importance are the correlation functions of local

fields which encode all physical information. In particular, the two-point function
(vac|O1(z,t)O02(0,0)|vac)

is a quantity often required, as it is related to the response function of the system at one
point once it is disturbed at another point. In principle, all quantities of interest in a model
can be obtained from the knowledge of correlation functions. Therefore, the main problem
in the study of a model of quantum field theory can then be seen as the reconstruction of
its correlation functions. In general, the computation of correlation functions is a difficult
task, usually achieved with partial success through perturbative methods. Probably the
most fruitful idea is to start from a representation of the two-point function coming from

inserting a complete set of energy eigenstates between the operators:

<Vac](’)1(x t)O02(0, 0)|vac)
-y S [ e e (a0 0. 000k e

n
n=0ai,...,an 01>--->0n )

a1, 0,]O2(0, 0)]vac>} (2.45)

for E, = Z?zl Mg, cosh@; and p, = 2?21 Mg, sinh @;. This is the basis for the usual
Kallen-Lehmann spectral decomposition. The in-states are, as we define, wave packets
at minus infinite time with particles ordered from left to right by decreasing rapidity. Of
course, we could have used as well the out-basis. Using the fact that these bases are not

independent, we can rewrite (2.45) in terms of all bases:

<Vac\(’)1(a: t)O2(0, 0)]V&C>

Z Z /dQ; 'n —zEnt-‘,-zpnac
7)"n!

n=0ai,...,an

X (vac|O01(0,0)(01, ... 0n)ar,..an ar,...an(O1s- -, 0n|O02(0,0)|vac)
(2.46)

where the factors 1/n! come from overcounting repeated intermediate states. Note that we
will from now on employ the notation |01, ...,0,)a,,... 4, tO represent an n-particle state

instead of the notation |Ag, (01) - - Aq, (0r)). The matrix elements between the vacuum
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state and an n-particle state

(vac|01(0,0)|61,...0n)a;....a

n

are called form factors, which are the central quantities in integrable theories. It is con-

vention to denote by
£ (01, 00)

the form factors of a certain operator . Thanks to crossing symmetry and the S-matrix,
it is possible to deduce all matrix elements of O between asymptotic states in terms of the
form factors. Hence, we can completely describe the local field once its form factors are
known. The form factors f(?l,...,an (01,...,6,), as tensor-value functions, can be analytically
continued to complex values of #; and it has been shown in [3] that the analytically
continued form factors of a local field must satisfy a set of axioms, which arise as the direct
consequences of factorized scattering and general principles of QFT. Therefore, similarly
to the construction procedure of S-matrices for integrable massive 141-dimensional QFT's
described before, the form factors associated to a certain operator can be obtained as
the solutions to a set of consistency equations. These consistency equations form what is

called Riemann-Hilbert problem and are formulated as follows:

1. Meromorphicity: the form factor ffl,_”,an(el, ...,0,), as function of the variable
0; — 0;, for any i,j € {1,...,n}, is analytic inside the strip 0 < Im(#) < 2, apart

from some simple poles corresponding to the bound states.

2. Relativistic invariance:

£O a0+ B, O+ B) =P fO (1, 0,),

where s is the spin of O.

3. Generalized Watson’s theorem:

(@]
fah---,ajﬂjﬂ,---,an (01, ., 05,0541, ) =

bj,bjt1 o
Saj:aj+1 (9] - 9j+1)fa1,...,bj+1,bj,...7an (917 s 79j+17 eja s 3911) .
4. Monodromy:

Foronan (01 + 27, 0,) = (—1)J0 v 2m(O0) 1O (02,...,0n,01)

a27"'7a’n7a1

where fo = 1 if O is fermionic, fo = 0 if O is bosonic, ¥ is the fundamental field
that creates the particle a,,, and w(O, ¥) is the semi-locality index of O with respect
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to ¥, which is the phase factor arising in correlation functions when one of the fields
is turned once around another field counterclockwise and was originally introduced
in [107].

5. Kinematic pole: the form factor fgw’an(ﬂl, ...,0y), as function of the variable 6,
has some simple poles, called kinematic poles, at the points 6, = 0; + im for j €
1,...,n — 1, with residues

o .
fbl,...,éj,...,bn,l(el’ o0, 000)

2 B 80) ~ o e :

by bi—1 gbj+1:¢5 N Ghit2:Cit1 g . bn—1,b; ,
5(11 e 5aj_15aj+1’aj (9]4-1 - HJ)Saj+2,Cj (93.},_2 - 9]) o San—l,cnfli (Gn—l - 9])_

(—1)fo v meONg a1 860 (05— 051) S5 (05 = 052) -+ a3 6
6. Bound state: the form factor f£7...7an (01,...,0y), as function of the variable 6; — 6;

in the presence of bound states of mass m, has some simple poles at the points

2 2 2
me—mg —myg

0; — 0; = iarccos <W> € 1[0, 7.
Axiom 1 is required by the analytic properties of the general QFT. Axiom 2 is a direct
consequence of relativistic invariance. Axiom 3 is obtained by the braiding relation (2.30),
which means that a commutation of two asymptotic operators is equivalent to a scattering
process. Axiom 4 results from the analysis based on LSZ reduction formulae [108] and it
states the discontinuity of the form factors at the cuts #1; = 2mwi. Concerning axiom 5 and
axiom 6, they describe the pole structure of the form factors. Two kinds of simple poles
are involved in the form factors. The first are kinematical poles and they come from the
one-particle state realized by the three-particle clusters, which corresponds to the crossing
channel of the S-matrix. Kinematical poles do not depend on the existence of bound states.
The second are poles coming from the two-particle cluster and they are related to bound
states of the S-matrix. It is worth noticing that both types of poles of the form factors are
determined by the underlying scattering theory and they are operator-independent. Such
pole structure plays a very crucial role in finding exactly the solutions to the form factor
consistency equations, since form factors with different number of particles can be related
by the residues of these poles. This point can be made more clear in the case of diagonal
scattering where two sets of recursion relations, relating the (n + 2)- and the n-particle
form factors and the (n + 1)- and the n-particle form factors respectively, arise from the
poles mentioned in axiom 5 and 6. Notice that if we assume the S-matrix to be diagonal,

in virtue of Axiom 3, Axiom 4 can be rewritten as

n

Foan Or+2mi, . 0y) = (—1)JO v O TS, 0 (0i) [ 0 (01, 00)  (247)

=2

_01)
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which turn out to be a set of recursion relations relating the n- and n-particle form factors.

Form factors associated to a certain operator can be obtained as the solution to the
set of consistency equations summarised above. Once the solution has been found, the
identification of the operator it corresponds to is required, due to the fact that some of the
consistency equations, namely axiom 1, 4, 5 and possibly 6 in the presence of bound states,
do not refer to any particular nature of the operator involved. It is an assumption that
each solution to the form factor consistency equations corresponds to a particular local
operator [1, 109]. Based on this assumption, the work of identifying and constraining the
specific content of the operator has been carried out in numerous papers [1, 3, 4, 108-114],
by exploiting various methods including investigating asymptotic behaviours, performing
perturbation theory, taking symmetries into account and formulating quantum equations

of motion.

The locality of the operator is a fundamental requirement which needs to be proved in
order to guarantee that we are looking at a well-defined QFT. Even though the locality
of the operator has been encoded in the form factor consistency equations, since there
exists no well established proof for it and several consistency equations do not require any
information of the operator content, the verification of it can be of great interest. Inspired

by the definition of the locality of bosonic or fermionic operators
[Ol(xl,tl),02($2,t2)] =0 or {Ol(xl,tl),OQ(xg,tg)} =0 (248)

with (z1,t1), (x2,t2) causally disconnected points in Minkowski’s space and Op, Oy lo-
cal operators of the QFT, we can verify the locality property by evaluating correlation

functions of the form
(vac| [O1(x1,t1)O2(x2, ta)] |vac) or (vacl{O1(z1,t1)O2(x2,t2) }|vac) (2.49)

via the spectral representation series involving form factors associated to the operators
O1, Os. If such correlation functions vanish for all causally disconnected points (z1,t1),

(x2,t2), the locality of the operators 01, Oz will be confirmed.

The work of reconstructing form factors from the form factor consistency equations was
initiated, in the context of two-dimensional QFT’s, by P. Weisz and M. Karowski [1, 109].
Then, the development of the form factor approach has been performed to a large extent
by several authors including F. A. Smirnov, J. L. Cardy and G. Musssardo [3, 110, 115
121]. It turns out that this approach is very powerful within two-dimensional integrable

QFT’s due to its wide range of applications like determining form factors associated to
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certain operators, evaluating correlation functions, characterizing the operator content of

the perturbed conformal field theory.

As mentioned before, once the matrix elements of the operators, namely the form factors,
are known, their correlation functions can be recovered in terms of spectral representation
series (2.46). It is worth mentioning that these series present remarkable convergence prop-
erties. The form factors, in contrast with Feynman formalism, employ from the beginning
all the physical parameters of the theory and hence divergences of the perturbative series
can be avoided. Also, it has been proved that these form factor expansions in integrable
models allow for evaluating correlation functions in a wide rage of energies with a high
numerical precision, and together with conformal perturbation theory they give correlation
functions at all energy scales. By using space-time translation and relativistic invariances,

form factor expansions (2.46) at space-like separations can be rewritten as

<Vac\(’)1 (x,t)O02(0,0)|vac)

_Z Z /dQ;W nn'n —T‘Z Ma; cosh 0;

n=0ai,...,an

x(vac|O01(0,0)|01,...,0n)a1,....an a1,..an b1, -, 0n]O2(0,0)|vac)
(2.50)

where r is the Minkoswki distance 7 = v/x2 — 2 with 22 > t2. This representation is more
useful since it is a large-distance expansion, which converges well at large r and describes
the large-distance behaviour of the two-point functions, and which is hardly accessible by

perturbation theory.

2.4 Ising model

2.4.1 Ising quantum chain

Let us commence with the generic XY model defined by the infinite-length quantum chain

of spin—% degree of freedom and the Hamiltonian of the total system is expressed as

J 1+k 1-x
Hyy = -5 Z [201«0&1 +— ——ojor .+ hafl} . (2.51)
n

The 0!, with i = x,y, z are pauli matrices at site n with the representation

(o 1) (o —i) (1 0 )
ot — ’ oY = , o% = . (252)
10 i 0 0 -1
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There exists a two-dimensional Hilbert space of spin—% degree of freedom at each site of
the chain and the full quantum space is the tensor product of all such two-dimensional
spaces, for all sites of the chain. In this spirit, o, can be considered as the operator acting

on the n-th site of the chain
0h=191® - ®s® 1 (2.53)

with 1 the identity operator. At the n-th site, the basis of the associated two-dimensional

1 0
!M—(O), Mn—(l) (2.54)

which are the two eigenstates of the operator o7 with eigenvalues 1 and —1, respectively.

quantum space is given by

The operator o are off-diagonal in the basis of these states and their eigenstates are given

by a linear superposition of these basis states

= = ([ D+ ) /V2
| = ([ Da—1dn)/V2 (2.55)

with eigenvalues +1. The operators o’ at different sites will commute with each other,
namely

loh,00] =0, n#m (2.56)

with ¢ = z,y,z and j = x,y, 2z, because they act on different spin states. k € [—1,1] is
the anisotropy parameter and h is the dimensionless parameter representing the external
transverse magnetic field. Due to the invariance of the Hamiltonian (2.51) under the
operation (h, k) — (—h, —k), we can focus on without loss of generality the region (h >
0,k > 0). J is an energy coupling constant describing the relative interaction between
the nearest two sites. The absolute value of J determines the energy scale and the sign of
it sets the type of interactions between the spins. In this thesis, we restrict ourselves to
the regime J > 0, namely the ferromagnetic regime, in which the spins have lower energy

when the neighbors are polarized parallel.

At the special value k = 1, the XY model is reduced to the quantum Ising model in a

transverse field with the Hamiltonian

H=-3 > lotor,, +hoy) . (2.57)

n

One of the most interesting feature of the quantum Ising model is that it exhibits a second
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order phase transition at a special point h = h,, which is called the critical point. Generally
speaking, second order phase transitions are those at which the characteristic energy scale
of fluctuations above the ground state goes to zero as h approaches h.. Let us denote by
A the energy gap between the lowest excitation and the ground state. In most cases, it

can be shown that as h approaches h., A vanishes as
A~ Jlh—h|* (2.58)

where zv is a critical exponent. This feature of quantum phase transition is called as a
level-crossing between the energy level of the ground state and of the lowest excited state.
Moreover, the ground state energy, which is a smooth function of h, is not analytic at
the critical point h = h.. It is worth mentioning that the above level-crossing does not
generally occur for the case of a finite lattice. Instead, there is an avoided level-crossing
between the energy levels of the lowest excited state and the ground state. However, as
the lattice size increases, the avoided level-crossing gets sharper and give rise to a point of
nonanalyticity at h = h. in the infinite lattice limit. In this sense, the above level-crossing

can be seen as the limiting case of an avoided level-crossing.

In addition to the vanishing energy gap between the ground state and the lowest excited
state, and the nonanalyticity in the ground state energy, a second order quantum phase
transition is usually accompanied by a diverging correlation length . Correlation length
is the length scale which determines the exponential decay of equal-time correlation func-
tions in the ground state and describes the system around the criticality. For instance,
in the region h > h., it has been demonstrated by sophisticated calculations that corre-
lation functions for two separated sites are short-ranged decreasing exponentially at large
separations:

(0]c%a® |0) ~ e~ =™/ —m| = 0o (2.59)

where we denote by |0) the ground state of the system. The correlation length is a function

of h and as h approaches h, it diverges as

1

&~ T (2.60)

Considering (2.58) and (2.60), we can relate the energy gap A with the correlation length

&
An~EF (2.61)

from which z is called dynamic critical exponent. At the critical point h = h,, the
correlation length become infinite and a system exhibiting this type of behaviour is said

to undergo a critical phase transition. Correlation functions at the critical point, due to
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the divergent correlation length, display an algebraic decay with the power law:
(0]6%0® |0) ~ |n —m|~2¢, In —m| — oo (2.62)

where d is a critical exponent with positive value and it is usually referred to as scaling
dimension of the observable. It is worth mentioning that the exponents in (2.58), (2.60)
and (2.62) are universal, which means that they do not depend on the microscopic details
of the Hamiltonian. This is universality and it arises in the scaling limit which will be
introduced later. The assertion of universality is that the thermodynamic properties of a
system in the scaling limit show the insensitivity to the microscopic details of the system
and depend only on a small number of features, such as dimensionality and symmetry. In
light of universality, it is plausible to describe different and physically unrelated phenomena
with the same theory. In the Ising model, the critical exponents zv, v and d are in the

Ising universality class and their effective values are called Ising values.

Then let us turn our attention to the local magnetization M? along the z-axis. This

quantity is defined as the expectation value of o7 in the ground state:
M? = (0]oy]0)

and this definition does not depend on the position because of translation invariance. The
local magnetization M? determines the physical properties and characterizes two different
phases in which the system displays very different responses to the external disruption,
namely the transverse maganetic field, and which are divided by the critical point hA.. In
the region h < h¢, the expectation value M¥ is non-zero. This is called ordered phase. On
the other hand, in the region h > h,, there is no magnetization along the z-axis, namely
the expectation value M? is zero. This is called disordered phase. Since these two phases
are characterized by the value of M¥, this quantity is termed order parameter. The above
arguments (concerning the qualitative change in the ground state) can made more clear by
considering two limiting cases h — 0 and h — oo since the ground state of the Hamiltonian
(2.57) depends only on the value of h. In the limit h — oo, the second term in (2.57)

dominates and the ground state is simply
0) =111 (2.63)

Since the o are off-diagonal in the basis of states, the order parameter M* = 0, which
means that the magnetization of the system along z-axis is zero and the system is magnet-
ically disordered. As a result, the correlation functions (0|o o7, |0) in this ground state are

short-ranged and their large-distance behaviours are described by the exponential decay
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(2.59). The ground state in this phase possesses a symmetry under an exact global Zs
symmetry transformation:

oy, — —0 o, —o;, (2.64)

which is generated by the unitary operator II,,07 and which leaves the Hamiltonian (2.57)
invariant. Because of the symmetric ground state, the disordered phase is also called
symmetric phase. On the other hand, in the limit h — 0, the external transverse magnetic
field vanishes and the first term in Hamiltonian (2.57) dominates. The system has two

possible ground states

0) =] = or [0)=]]I«m (2.65)

in which the spins are either up or down along the x-axis. Since these two ground states
are both eigenstates of o7, the order parameter M* = £1, which implies that the system

is magnetically ordered and the correlations of o are long-ranged:
(Oloror]0) =1, |In —m| — oco. (2.66)

Again, the Hamiltonian (2.57) is invariant under the transformation (2.64). But, the
symmetry of the ground state has been broken and the two possible ground state are
mapped into each other by the transformation (2.64). The system can choose any of these
two states as the ground state since they are physically equivalent. This is usually referred
to as spontaneously breaking of the Z5 symmetry. The degeneracy of the ground state can
survive even when a small density of external magnetic field A is applied to the system

thanks to the Zs symmetry.

Now we have observed that there is no possibility that the ground states obeying (2.66)
and (2.59) can be transformed into each other analytically as a functions of h. There must
be a critical point h = h. at which the large-distance behaviour of the two-point correlation
function changes from (2.66) to (2.59) and which marks the boundary between the two
qualitatively different phases discussed above. At this point, the two-point function obey
(2.62). This is the position where a second order quantum phase transition occurs. For
the Ising model, the value of critical point is specialized as h, = 1. We focus for now on
the zero temperature case, so that any phase transition will be driven only by quantum
effects, and the system will be in a pure state rather than a thermal ensemble. We take

the system to be in its ground state.
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2.4.2 Ising model in the scaling limit

As we introduced before, the correlation length can be varied by varying the external
magnetic field h. When the system is close sufficiently to the critical point, namely h — he,
the correlation length tends towards infinity, leading to the long-ranged correlations of the
system. Along with the divergent correlation length, the energy gap between the lowest
excitation and the ground state becomes almost null in the limit A — h,, leading to a
gapless energy spectrum at h = h.. This implies that near the criticality excitations
at arbitrarily low energy are allowed and the system is dominated by the low-energy
physics. Compared to the infinite correlation length, the lattice space we denote by a,
setting the microscopic length-scale of the system, become infinitesimal, a < £&. We can
take the lattice space as zero, a — 0, which amounts to looking at large distances, and
this is a continuum limit, in which the configurations of the system can be considered as
sufficiently smooth on the lattice spacings. It is then natural to assume that the system can
be described in the language of the relativistic quantum field theory which are continuous
and which looks at sufficiently low energy. In another word, a second order quantum phase
transition defines a quantum field theory in the continuum. The process of getting closer to
the critical point where a second quantum phase transition happens while looking at large
distance is the scaling limit. A lattice system, in the scaling limit, will exhibit a number of
features which are independent of the microscopic details of the underlying lattice system.
This is universality. In light of universality, it is plausible that various models close to a
second order quantum phase transition will share the same set of universal properties, and
these models fall into universality classes which are characterized by the critical exponents
of models. It turns out that the quantum field theory, as the result of the scaling limit of
lattice systems, provides the most natural formulation for the quantitative study of those
universal properties in the vicinity of the quantum critical point and for the description of
universality classes. Let us make the above argument more explicit. In the scaling limit,
the lattice spacing is reduced to zero while the correlation length goes to infinity. There

is a charateristic length of the system and it can be defined as

E=a&(h). (2.67)
The scaling limit must be taken in such a way that the characteristic length is kept constant

&= il_}I% a&(h) = const (2.68)
h—he

in order to preserve the physics of the system. In fact, we can define the characteristic

length in arbitrary way, but no matter in which definition the two limits h — h. or £ — oo
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and a — 0 must be taken keeping length é fixed. Besides the correlation length, all the
lengths must be rescaled. For instance, the position of the site n can be rescaled as x = an
and to keep x intact the limit n — oo must be performed. Consider the correlation function

of local operators o7, 0, at positions n,m:
(0]oo|0) .
We take the scaling limit

h—he, a—0, n,m-— o0 (2.69)

2d _, 0. But, the correlation

and the correlation function, in this limit, vanishes as a
function multiplied by (mé)??¢, where m is defined by m = 1 /é , in the same limit, will be
non-zero and it can be written in terms of a two-point correlation function in a quantum
field theory with the mass scale m:

i lim (m€)*H{0loyo1|0) | = (vac|O(2)O(y)|vac) (2.70)
where O(z) is a local field of QFT and it corresponds to the operator of in the lattice
model with the identification x = an. The quantity m can be interpreted as the mass of
the lightest particle in QFT due to its correspondence with the dimensionful mass gap in
a relativistic theory. The positive number d making the limit finite is called the dimension
of the local field O. The correlation function on the righ-hand side of (2.70) is a scaling
function and the resulting QFT is a scaling theory. The quantum field theory, associated
with a Hamiltonian defined in the continuum, is a simplification of the lattice theory, as
it has no intrinsic short distance or high-energy cutoff and focuses only on the low-energy
physics. Notice that the quantum chain, before the scaling limit is performed, can be
treated as a regularisation of the quantum field theory, and taking the scaling limit leads

to the renormalisation process.

Now we consider the quantum Ising model in a transverse field in the scaling limit. In
this model, the Ising quantum chain of spin—% particles can be mapped, through the
Jordan-Wigner transformation [122-124], to a system of free spinless fermions with the

Hamiltonian

H= —% Z [(CL - cn) (CLH + cn+1> —h (CL - cn> (CIL + cnﬂ . (2.71)

ch and ¢n, are fermionic operator satisfying the canonical anti-commutation relation

{enrcl,} = O, {en,en} ={ch, e} =0 (2.72)
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To relate (2.71) with a free Majorana Hamiltonian, we can rewrite (2.71) as
H=—i] Y [T(n)(¥(n+1) = U(n)) — (h—1)T(n)T(n)] (2.73)

where we define the two components of a Majorana spinor

cL+cn — cL—cn

75 and U(n) = T

U(n) = (2.74)

It can be seen from (2.72) that these two components also satisfy the canonical anti-

commutation relation
{U(n),¥(n)} = Snm, and {¥(n),¥(n)} = {¥(n),¥(n)} = 0. (2.75)

The energy spectrum of this free-fermion model is described by fermionic excitation modes

of energies

€p=J\/1+h%—2hcos¢ (2.76)

where ¢ € [—7, 7] is the wave number. The lowest excitation, equivalent with the energy
gap, occurs at ¢ = O:
€min = J|h —1]|. (2.77)

We see that the model is gapless at the critical point h = 1, implying that it is the
critical point h = 1 that marks the phase boundary between order and disorder phase. In
this regime, fermions with low momenta are permitted to carry arbitrarily low energies.
The critical point is in the Ising universality class and it is described by the Ising model
of conformal field theory with central charge ¢ = 1/2 [159], which is the massless free

Majorana field theory.

Further, it is also possible to describe the Ising model close to the criticality by a free
massive quantum field theory which is expressed in terms of fermion fields . To achieve
this, we take the scaling limit, namely the limits a — 0 and h — 1. We define the velocity
of the excitations v = Ja and their mass m = J(h — 1). In order to obtain a gapped
scaling theory, another limit J — oo needs to be taken in such a way that the mass m is
constant. In the continuum limit a — 0, we replace the fermionic operators ¥(n), ¥(n)
by the continuum Fermi fields ¥(z), ¥(z) which obey the continuum anti-commutation
relations

(), W@} = bz — '), {W(2), V(")) = o(e — ), (2.78)
identifying the coordinates x = na. We perform all the aforementioned limits while holding
m, v, ¥(x) and ¥(x) fixed. In these limits, with the replacement > — [ dz, we expand

in (2.73) the continuum fields ¥(z), ¥(x) to their first order in the spacial gradients, and
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we then obtain a continuum Hamiltonian
H=—i / de (v ()0, ¥ (z) — m¥(2) ¥ (x)) (2.79)

leading to the vanishing of the irrelevant short wavelength degrees of freedom. We then

perform the replacement
(2.80)

where ¢(z) and 1(z) are a new set of Majorana components satisfying anti-commutation

relations

{¢(2), (")} = d(z —a'), {¥(x),d()}=d(x —a'), (2.81)
and this gives rise to the free massive Majorana field theory with the Hamiltonian
H =i [ do [} (352)0:0(0) - b@00(@) + mo@yita)] . (282)

where in the following we set v = 1.

2.4.3 The free massive Majorana theory

In the free Majorana theory with mass m, fermion operators evolving in real time ¢ can

be expressed in terms of mode operators a(f) and a(6):

Y(x,t) = ;\/m/dH 02 (a(&) ePor—ikigl | aT(H) e*’ipgﬁﬁ’iEgt)
T
@Z_J(SL‘, t) = _;\/H/dtg 6_9/2 (a(@) ePox—iEpt _ (IT(Q) e—ipgac—f—iEgt) (2.83)
T

where pg and Fjy are the relativistic momentum and energy associated to the rapidity 6
and with mass m

pgp = msinh@, FEy= mcoshf (2.84)

and where the mode operators a(f) and their Hermitian conjugate af(6) obey the canonical

anti-commutation relations
{a(6),a(0")} = {a'(6),a'(#")} =0, {a(9),a'(8)} = 6(6 —¢"). (2.85)

The fermion operators are the solution of the equation of motion

(1) = Filet), Dla,t) = T(b) (2.86)
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with
85896—0%, 55837—1—&5

and they satisfy the equal-time anti-commutation relations

{¢(2), (@)} =0z —2'), {P(2),9(")} =d(z -2 (2.87)

with other anticommutators vanishing. The Hamiltonian (2.82) can also be given in terms
of mode operators:
H = /d&mcoshGaT(G)a(G) (2.88)

and it is bounded from below on H. Similarly the momentum operator is
P= / dfmsinh @ a'(0)a(8). (2.89)

The spectrum of the free massive Majorana theory contains only one particle type. The
space of in-states is a Fock space H over the canonical anti-commutation relations (2.85)
which is in agreement with Zamolodchikov’s algebra for the Ising model with two-particle
scattering matrix —1. With the vacuum state |vac) defined by a(6)|vac) = 0, the n-particle

asymptotic in-states are identified as
|‘91"""9n>:CLT(Ql)"'aT(Gnﬂvac), 0> >0,

and the same state with different rapidity orderings can be obtained via the canonical

anti-commutation relations (2.85). The inner products are normalized as follow

n

(07, 0,101,...0,) =[] 6(6; — 6)), 0y >--->0, and 0; > --->0,,  (2.90)
i=1
where we denote (61, ...,0,| = |61,...,60,)7. As we discussed before, the vacuum correla-

tion functions can be obtained via the spectral decomposition which follows the statement
that the basis of asymptotic states can be used to resolve the identity. In the Ising model,

the resolution of the identity is given by

(o ¢] 1 00 o)
1=Zn!/ d91---/ 0,101, ...,0,)(61,...,0,] (2.91)
n=0 -0 —00

where n! in the denominator comes from overcounting the same state with different order-

ings of rapidities.
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2.5 U(1) Dirac model

In the free massive U(1) Dirac theory, fermion operators with evolution in real time ¢ are

given in terms of mode operators D4 (6) and Dl(@):

Up(z,t) = vm / doe®? (D} (§)e*Fr=iero — iD_(g)e~itFninmo )

Wi t) = Vi [ dge O (iD] @) - D_g)e i Erim ) (200)
where

Ey = mecosh@,

pg = msinh6 .

The Hermitian Conjugation of fermion operators can be obtained by directly taking Her-

mitian Conjugation of (2.92):

h(z,t) = Vm / 6/ (z’DT_(Q)e”EG*”pg —|—D+(€)e’“E9”m9>

W(at) = vm / dfe=0/2 (—Di (6)eitBo—iape _ iD+(9)e—“Ee+im) . (2.93)
The creation and annihilation operators satisfy canonical anti-commutation relations:

{DL(01), Dy (62)} = 6(01~ 00)
(D' (61),D_(62)} = 6(61 — ) (2.94)

with other anti-commutators vanishing. The fermion operators satisfy the equations of

motion

5\I/R = m\I/L, 8\I/L:m\I/R
ovl, = mul, aul =mul (2.95)

and their anti-commutation relations are

{(Ur(21), Uh(z2)} = 4md(z) — o)
(U (21), Wl (20)} = 4m6(a1 — a2) (2.96)
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with other anti-commutators vanishing. The Hamiltonian and momentum operators are:

H = / dfm cosh § (Di(e)m(e) +Di(9)D,(9)) ,
P = / d6 m sinh (Di(a)m(e) +Di(e)D_(9)> . (2.97)
The spectrum of the free massive U(1) Dirac theory contains two types of particle with

charges +. The space of in-states is simply the Fock space H over algebra (2.94) with
vacuum state defined by D4 |vac) = 0 and with multi-particle states denoted by

101, .. ON) o,y = Dil ---DiN|Vac>, 01> >0n (2.98)

where v; are signs (%), corresponding with particle type. Again, the asymptotic states
with different rapidity orderings can be obtained from the associated in-state by the anti-

commutation relations (2.94). The inner products are normalized as follows:
N
Vi,...,l/}\]< /17 e 7‘%\/’01’ <o 70N>V17---7VN = H 51/11/;5(02 - 0;) (299)
i=1

with the notation ,, ., (61,....0n| = |01,... ,9N>:E17,“71,N. The resolution of the identity

are then written as:

0 1 00 o)
1=>" i > / d91~~-/ dON 1601, ONYorn o1 (015 -+ ON|  (2.100)
N=0 e

V1,0 UN -0

where N! in the denominator comes from overcounting the same state with different or-

derings of rapidities.



Chapter 3

Twist fields in free fermion models

3.1 General definition

In QFT, if a field O(z) commutes with the Hamiltonian density h(z’), related to the

Hamiltonian by
H= /da: h(z),

at space-like distances:
[O(x),h(2)] =0, x#2, (3.1)

this field is called a local field. Locality means quantum mechanical independence with
respect to the energy field at space-like distances. Let us then introduce the concept of
mutual locality: if two fields O;(x), Oz(2’) commute (for bosonic fields) or anticommute

(for fermionic fields) at space-like distances
[01(2),02(2")] =0 or {O1(x),02(z')} =0, xz+#2', (3.2)

they are called local with respect to each other. On the other hand, if two fields O;(x),

Os(x') neither commute nor anticommute at space-like distances and they satisfy
O1(2)Oq(z') = (—1)/01/02=2mw(O1.02)0@=2 0, (YO, (), x +# ' (3.3)

or
O1(2)Os(2') = (—1)forfor 2mw(OL0)OE =2) 0, (1O (1), x # ' (3.4)

where w(O7, 02) is the semi-locality index we introduced before, ©(x — ') is Heaviside’s
step function (O(z — 2’) is 1 for z > 2’ and 0 for x < 2) , fo =1 for O fermionic, fo =0

for O bosonic, they are called semi-local with respect to each other. Generalizing the

34
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relation (3.3) and (3.4) for semi-locality, we introduce the twist field: it is the field which
is associated with a global internal symmetry of a QFT model and exhibit the property of
semi-locality generated by this symmetry transformation. To be more explicit, we consider
a twist field Ty associated to a global internal symmetry g. If gO # O, where O is a local
field, then the twist field 7}, is said to be semi-local with respect to O. The property of

this semi-locality is described by the equal-time exchange relation
O(2)T,(z) = (—1)/1al0 =T (NO(2), o+ (3.5)

or

O(2)T,(z") = (=1)/1e /o g=O@ =0T (:1NO(z), x# 2. (3.6)

Hence, the twist field Tj is an interacting field. Now we can see that the semi-locality

defined through (3.3) or (3.4) is just a special case in which g is the U(1) symmetry.

In order to gain more intuition into the semi-locality of twist fields, we consider it in
Feynmann’s path integral formulation of QFT, in which a product of operators inside
a correlation function (vac|Op(z1,t1) - Op(n, ty)|vac) is required to be time-ordered so

that its correlation function can be defined through the functional integral:

/ AT Oy (21,41 - O, 1) - (3.7)

In this way, the semi-locality of the twist field can be reformulated by the following

i U [dW]e™M) (- O, ) Ty(a/,0) - ')]

e—0+
= lim [/[d\lf]ew[‘l’] (...gie(i(ﬂc—l”))(’)(x,—E)Tg(x/,O)...>] . x#£x (3.8)
e—0
where O is a local field and --- represents insertions of other local fields at different

space-time points. The sign + is synchronized and only one choice of sign can be chosen,
which is valid for both bosonic and fermionic fields. To further interpret this semi-locality,
we exploit the imaginary time formalism, since with an imaginary time two operators
are always separated by a space-like distance. The equation (3.8) is then rewritten by

replacing € with —ie:

i U[dq,]eiswz] (- O(x, —ie)Ty(a',0) - - ‘)]

e—0t

— lim U[dqf]eism (---gie(i(x_xl))(’)(x,ie)Tg(x',O)-~->] . x#2 (3.9)

e—0t
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which is allowed in Feynmann’s path integral formalism. To be more precise, we consider

the functional integral
Fla,t) = / [dU)eSY (.. O, )T, (0,0) - ) (3.10)

as a function of z and ¢, and analytically continue it in the variable ¢ from a space-like
region |z| > |t| to the purely imaginary region of time ¢ = —ir, with 7 real. Employing
the complex coordinates z = x + ¢7 and Z = z — i7, the semi-locality of the twist field can
be interpreted by the discontinuity of the function F' when going once around the point
x = 0,7 = 0 anti-clockwise:

F (e*i‘z’z, ei‘z’é) ‘ = F'(2,%) (3.11)
¢:0—21

where

Fl(2,5) = /[d\Il]eiS[‘I'] (- O (2, 2)Ty(0,0) - ).

This implies that the function F is defined on a multi-sheeted covering of R? with a branch
point at (0,0) and it should have a branch cut on z € RT or on z € R~ according to the
synchronized sign + in (3.9). From this, the twist field 7, can be interpreted as a branch
point of a cut through which any other local field transforms inside the correlation function
as

O s gO. (3.12)

Let us denote by O(z,7) the fields O(z, —i7) in Euclidean theory which are analytically
continued from the space-like region as discussed above and we then can formally define

a twist field through the path integral

/[d\IJ]eiS[‘I’]Tg(O, 0)O1(z1,71) - On(Tn, ) = / [d0]eSM O, (21, 71) - - O, )
(0,0)
(3.13)
where C(0,0) is a quasi-periodicity condition imposed on the fundamental fields ¥ in the

functional integral:

C(0,0): { U(z,0t) = gU(z,07)  (z>0) (314)

U(z,0") = U(x,07) (x <0).

As we see, in order for the functional integral (3.13) to represent the insertion a twist field,
we have to take a cut in the plane over which the integration is taken. This cut starts at
the point (0,0) where the twist field T} is inserted in the functional integral, and it ends
at the infinity point. The fundamental fields or any other fields O such that gO # O are

discontinuous across this cut. The twist field T} is local with respect to the Hamiltonian
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density, namely it is a local field, due to the invariance of the Hamiltonian density under
the symmetry transformation g. As a consequence of this, the functional integral (3.13)
is independent of the shape of the cut x > 0 and the shape changing only produces g
transformations of the fields that the cut may cross while moving. To make this more
explicit, let us consider two cuts /1 and [y both of which start from (0,0) and end at the
infinity, with I3 = [; U lo a closed path, and the quasi-periodicity condition is satisfied on
the each side of the two cuts. We suppose that the cut [; is above the cut 5. When the
cut in the path integral is moving from [ to lo clockwise, all the fields inside I3 transform

according to the symmetry g, adding a contribution to the path integral:

/ [dql]eis[‘p]ol (w1, 71) - On(Tn, Tn) = / [d\y]eis[‘l’}e_ fc3 ds#juewol (1, 71) - On(Tpn, ™)
I1 l
’ (3.15)

¥ is the Noether current associated to the

where ds* is the line element along path I3, j
symmetry g, and the action in the isolated region is preserved under the transformation g.
The extra contribution has the effect of performing the transformation g of the fields inside
the path l3. Now we get a similar path integral with the new cut [, across which the quasi-
periodicity condition still holds, and the only difference stems from the transformation g

of all the fields present inside the path I3.

Now let us turn our attention on the uniqueness of the twist field. It is possible that a set of
fields have the same twist-field effect, for instance, the quasi-periodicity condition (3.14),
but they have different scaling dimensions. In the language of conformal field theory,
among the twist fields associated to the same global symmetry, the one with the lowest
scaling dimension is called the primary twist field and those with higher dimensions are
called its descendants. Primary twist fields can be uniquely defined by the semi-locality
condition (3.5) or (3.6), and the condition that it has the lowest scaling dimension and
be invariant under all symmetries of the model that commutes with ¢g. In this thesis, we

focus on the primary twist fields.

In the following sections, we will introduce twist fields in the Ising model, in the U(1) Dirac

model, and in the n-copy Ising model, which are associated to different global symmetries.

3.2 Twist fields in the Ising model

As we introduced before, a correlation function of local operators in the Ising lattice model
can reproduce in the scaling limit a correlation function of local fields in the QFT, with a
correspondence between the local fields and the local operators, for instance, (2.70). For

the Hamiltonian (2.57), the observable o* is related, in the scaling limit, to two fields in
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the Majorana theory: twist fields ¢ and p associated with Zo symmetry:

which preserves the Euclidean action
Sel6.9) = —i [ Palwdp v - 50s G+ 2mii) (3.17)

with notations Og = (1/2)(0/0x —i0/07) and O = (1/2)(0/0x +i0/07). The twist field
o is obtained in the order phase h — 17 and hence called order field. The order field
o only generates even numbers of particles and hence is of bosonic statistics. The order
field o has nonzero vacuum expectation value since it couples states with even numbers of
particles. By contrast, the twist field u is called disorder field since it is obtained in the
disorder phase h — 17. The disorder field p only generates odd numbers of particles and
hence is of fermionic statistics. The disorder field p has vanishing vacuum expectation
value since it couples states with odd numbers of particles. However, order field o and
disorder field p share the same scaling dimension 1/8. These field represent the endpoint
of branch cuts through which other fields are affected by the Zs symmetry transformation
(3.16). These branch cuts, in principle, can be taken arbitrarily. Here, for convention, we
denote by o, uT twist fields with branch cuts running towards the right direction, and
by o=, u~ those with branch cuts running towards the left direction. These two types of

twist fields are related to each other by an unitary operator

Z = exp [m / do aT(G)a(Q)} (3.18)
which implements the Zy symmetry transformation and we then have
o (v, t) =0T (2, )Z, p (x,t)=p"(z,t)Z. (3.19)

where the multiplication by Z does not change the scaling dimension. Twist fields ¢ and
u", with n = &£, are semi-local with respect to the free Majorana fermion fields and this

semi-locality is charaterized by their twist conditions:

(~8p +0,1) 0" (O)(a)  (x < 0)
b(a)o"(0) = (3.20)
(~Ope +0,-) 0" (O)(z) (x> 0)
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and
(+0y— = o) p"(0)0(2)  (z<0)

P(z)p"(0) = (3.21)
(+0n+ = op-) p"(0)0(z)  (z>0)

with similar twist conditions holding with the replacement v — 1. These twist conditions
are in agreement with the relation (3.19). Along with the requirement that twist fields o=
and uF be of the lowest scaling dimension, these fields can be uniquely defined, up to the

normalization, by their twist conditions (3.20) and (3.21).

Even though the Ising model is free-fermion model with a trivial scattering matrix, the
twist field o7 and u" are interacting fields rather than free fields. As a result, the form
factors of these twist fields are nontrivial. Thanks to the twist conditions (3.20) and (3.21),
the form factors of order fields 0" and disorder fields p [5, 21, 126] are given by

£ 0y e (\/;TJN @) [ tann (03;9> (3.22)

1<i<j<N

. 0 1 i\ 0; — 0;
A v <\/Z277> <a>1<il;[<Ntanh<J2> (3.23)

where (o) := (vac|o”|vac) is the vacuum expectation value and it has been computed
as ms21ze 5 A3 with A a Glaisher’s constant [125]. The order fields ¢ have nonzero
form factors for even particle numbers only and the disorder fields p" have nonzero form
factors for odd particle numbers only. All other matrix elements can be evaluated by using

crossing relations [1, 3, 5, 126], and that [21]
(e =0, (WM =nu". (3.24)

The explicit matrix elements for the fields ¢” and ", provided as above, can be seen as
another way of uniquely defining these fields. The form factors (3.22), (3.23) as well as

their normalizations are in agreement with (3.19).

Lastly, it is worth noting that higher-particle form factors of the twist fields ¢” can be
obtained using Wick’s theorem on the particles, with a contraction given by the two-
particle form factor of ¢”. Similarly, the twist fields p” with higher number of particles
can also be factorized into a product of one-particle form factors of u”7 and two-particle
form factors of ¢” with the help of Wick’s theorem. The factorization of form factors
indicates that the twist fields ¢ and u" are normalized exponentials of bilinear expressions

in fermion operators (the overall normalization is made finite by normal ordering). For
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instance, the order fields ¢” can be expressed as

o = () : exp [Z / 6 dbs Fg@(el,92)a€1(91)a€2(92)] : (3.25)

€1,€2

where

(3.26)

1 ) i i
FI _(01,02) = —§2Le_6176_627 tanh <

€1,€2 T

Oy — 61 + ni(—e2 + 61))6162
2

are the matrix elements of ¢ on the Hilbert space, up to the factor —ﬁ. This expres-
sion along with the twist conditions (3.20) provide a third way to uniquely define, up to

normalization, the order fields ¢”. Similar argument holds for the disorder fields u".

3.3 Twist fields in the U(1) Dirac model

3.3.1 Bosonic primary twist fields

The Dirac theory possesses a U(1) internal symmetry ¥p 1, +— e2mioy R, Where for now we
consider 0 < o < 1 and there exists a family of primary twist fields o, (z, t) associated with
this symmetry, which are local, Lorentz spinless, and U (1) neutral, with dimension o2 [48].
These fields generate even number of fermions and hence are of bosonic statistics. The

bosonic primary twist fields with negative index can be defined by Hermitian conjugation:
ol =0 4, 0<a<l. (3.27)

Twist fields o, are associated with branch cuts through which other fields are affected by
U(1) symmetry transformation. These branch cuts, in principle, can be taken arbitrarily.
Here, for convention, we denote by o the twist fields with branch cuts running towards the
right direction, while by o, the ones with branch cuts running towards the left direction.

These two types of twist fields are related to each other by an unitary operator

Z :=exp [Z 2m’ya/d0Di(9)Du(9)] (3.28)
which implements the U(1) symmetry transformation and we have

o, (v, t) =0l (z,1)7. (3.29)

07
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Twist fields o/, with n = & are semi-local with respect to the Dirac fermion fields, and are

characterized by equal-time exchange relations

g 1 (2)07(0) = { (0y, €™ + 6, 1) o0(0) VR L(z)  (z<0) (330)
B (8y0e2™0 15, )M (O)¥ro(z) (x> 0)
and
(8,72 15, Yol (0)¥h  (z)  (z<0)
Wl (2)07(0) = { ’ (3.31)
(B2 4+ 6, ) 0d(0)Th (@) (2> 0).

Thanks to these twist conditions, two-particle form factors of twist fields o for -1 < o < 1

can be fixed, up to normalization, [44, 132-134] (see also appendix A of [47]):

sin(ra) ev1@(01=02)
(vac|ad(0)]61,62)v, 0, = 0uy,—vy 11 oM cosh 91;02 (0a) (3.32)
where (04) := (vac|oll|vac) = cam® is the vacuum expectation value. The dimensionless

constants ¢, are computed in [135, 136]. All other higher-particle form factors can be
obtained by Wick’s theorem due to the fact that twist fields ol can be expressed as

normal-ordered exponentials of bilinear expressions in Dirac fermion operators:

o = (o) [ : exp > dOrdOaFy), i o (01,02) D5 (01) D (62) | ] (3.33)
(v1,e1)(v2,e2)
where
1 sin(mra) evrere(01-62)
n -
F(Vl:él)(l/27€2)(91’92) 2 [5617626%_”2 M o (:osh(‘al;gz)+

sin(ﬂa) eVlﬁla(el—Gz)e—imyyla

; ] — ._ "
211 sinh <01 92+7712(61 €2)0 )

. (3.34)

551,—52 51/1,1/2 Wi

are the matrix elements of o/ on the Hilbert space, up to the factor _2<Tla)‘ Note that
twist fields o have non-zero form factors only for even particle numbers since they are
U(1) neutral. Other matrix elements can be evaluated using crossing symmetry. Finally,
it is natural for us to define twist fields o, for all a € R\ Z* by noticing that their form
factors for fixed rapidities are analytic functions of @ on o € C\ Z*, with general poles on
7 =17\ {0}.
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3.3.2 Fermionic primary twist fields

In the U(1) Dirac theory, there also exist two families of primary twist fields of fermionic
statistics, which can be obtained as the coefficients occurring in the operator product
expansions (OPEs) of primary twist fields o, with the Dirac fields W and \IJE, for all
aeR\Z"

Oarrale,t) = lim(z —w) " Uh(a',t)ou(z,1) (3.35)
Z—W
Oat1a(x,t) = lim(z—w) “Ug(2,t)oa(z,1) (3.36)
zZ—w
where z = —1(2/ — ) and w = —1 (2 — t) with time ordering ¢’ > ¢. The factors (z — w)"

and (z —w)™® are taken on the principal branch. Twist fields 0441, have charges F ,

spins +a + 1/2, and dimensions o 4+ « + 1/2. Their Hermitian conjugations are given by
Ol 10 =0 atl—a- (3.37)

Again, we define two types of fermionic primary twist fields: U;r 41, With branch cuts on
the right and o, , with branch cuts on the left, which are related to each other by the
unitary operator Z

Oatia = Tasia? - (3.38)

From the definitions (3.35) (3.36) and twist properties of o4 (3.30) (3.31), these twist fields
should also be parameterized by non-trivial equal-time exchange relations with respect to

the Dirac fermion fields

— (6™ 1.5, Yol (0)Vg () (x <0)
Wi 1 (2)07,4(0) = { G, | ) O | (3.39)
- (5n,+627m7a + 57]:*) Jgﬂ,a(o)‘I’R,L(l“) (z >0)
and
T n - (5n,f€_2wma +dy.+) JZ:I:l,a(O)\I]}L%,L(x) (z <0)
\IlR,L(m)Uail7a(0) = ) ; (340)
- (5n,+6_2mm + 577,—) UZil,a(O)\IlR,L(x) (z>0).
One-particle form factors of these twist fields can be deduced in the OPEs [49]:
. 6—z'7ra/26277i1/a67,,, at1/2, (at1/2)6
<Vac,aa+1,a<0)’9>l/ - 51/7"!‘ F(l 4 Oé) m € <Ua> (341)
i/ 2 2mivady, )
(vaclol_y (0)|0), = —id,_ mOtY2e(za /205 ) (3.42)

'l -«
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Any higher-particle form factors can be factorised into a product of the associated one-
particle form factor and two-particle form factors due to Wick’s theorem. Other matrix

elements can be obtained by crossing symmetry.

It is worth noting that we can obtain the same families of fermionic primary twist fields
Oa,a—1 and o4 41 [49, 50] by shifting & — a — 1 in 0441, and shifting @ — a+ 1 in
Oa—1,a respectively. These fields are just a relabeling of the same fermionic primary twist
fields.

3.4 Twist fields in the n-copy Ising model

The branch-point twist fields originally arose in CF'T, in the context of evaluating partition
functions on Riemann surfaces [127]. But their most important application is probably in
the evaluation of entanglement entropy [45, 46, 128-131]. In this section, we will present

a brief review of the branch-point twist fields, which is mainly based on the literature [46].

Consider a model which is formed by n independent copies of the Ising model. Particles
on different copies do not interact. The lagrangian density of this n-copy Ising model is

the sum of the lagrangian density of every copy and it can be written as

LOWn, .. gl (@) = LIpi)(x) + - + L] () (3.43)

where 1; is the free Majorana field on the i** copy of the model. It is obvious that this

model possesses a Z, symmetry under cyclic exchange of the copies:

LOgpr, ..., gl (@) = LD 1, - ] () (3.44)

where ¢ is the transformation that permutes the copy numbers cyclically:

g¥i = Vit (3.45)

withi=1,--- ,n,n+1 = 1. The branch-point twist field 7 is the twist field associated to
the symmetry g. Denoting by 7+ and 7~ the twist fields with branch cuts on the right
and on the left, respectively, their equal-time exchange relations with respect to the free

Majorana fields are:

T0) (Bpatile) +8y—thina(a) (<0

(3.46)
T0) (8y-i(z) + Oy tivr(z)) (x>0

~— ~—

Pi(x)T(0) = {
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with n = +. In addition, we can define another branch-point twist field 7 which is

I under the opposite cyclic exchange ¢ '1; = 1;_1 with

i —n = i. Similarly, we denote by 7T and 7~ the twist fields with branch cuts on the

associated to the symmetry ¢~

right and on the left, respectively. They also have the equal-time exchange relations with
respect to the free Majorana fields:

Yi(@)T"0) =1 - (3.47)

{ T0) (4 9bi(x) + 6y ti-1(z))  (2<0)
T0) (65— ti() + Oyrthir(x)) (2> 0)

with the identification ¢ —n = 4. It is implied from (3.46) and (3.47) that the branch-point
twist field 7" is the Hermitian conjugate of the branch-point twist field 77:

T = (TNT. (3.48)

These twist fields are spinless and they are primary fields with the lowest possible scaling

dimension (they have the same scaling dimension) [127]:
dp=—(Mn——). (3.49)

The branch-point twist fields 77 and 77, defined by (3.46) and (3.47) respectively, can
be uniquely fixed by the requirement that they have the lowest scaling dimension given
by (3.49) and they are invariant under all symmetries of the n-copy Ising model which
commute with g. For our limited purpose, we will not review in this section the form

factors of branch-point twist fields. We refer the reader to the papers [46, 131].

It has been shown in [46] that there exists a relation between the branch-point twist fields
in the n-copy Ising model and the U(1) twist fields in the n-copy Dirac theory. To see this
relation, we construct an n-copy free Dirac fermion model by doubling the n-copy Ising
model. We denote the fundamental real Majorana fermion fields for each n-copy Ising

model by g ;, 1[_Jw~ and 1y ;, @Z_Jb,j for j =1,--- ,n, respectively, and the fundamental Dirac
\I{ .
v= .
Y

(Ya,j + 1ty 5), U=

spinor fermion field by

Then we have the identification:

1

V2

1

\/Q(i/jag - Z"QZ[;J') . (350)

Vpgj=
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In order for different copies of the Dirac fermions to anti-commute with each other, we
define a new basis
v
(3.51)
W&C
n

with scattering matrix —1 among different copies. Accordingly, the branch-point twist field

in the n-copy Dirac theory, which we denote by T

irac> has modified exchange relations

with respect to the Dirac fermions:

7;:)+irac(0)‘IJ?C(‘T) fOI‘j = 17"' ,n (.’E < 0)
\II?C($)TSET&C(O) = Hrae(o)qj?grl(x) fOI’j = 17 R 1 (l’ > 0) (352)
—HraC(O)\If?C(x) for Jj=n ({L’ > 0)
and
Hrac(o)‘ll?c(x) for j = 17 e, n (JI > 0)
U5 (2) Tirac(0) = § Toipac(0)¥35 () forj=1,---,n—1 (z<0)  (3.53)
_7;3_irac<0)lp?c(‘r) for ] =n (.T < 0) .

Then, we diagonalise the branch-point twist fields in the n-copy Dirac theory by performing
a SU(n) transformation of the basis (3.51) and the new basis after this transformation
can be considered as n independent Dirac fermions. In this new basis, the branch-point
twist fields can be written as a product of U(1) twist fields acting on these independent

Dirac fermions from different copies:
7-]§irac = H U?}g@k) (354)
k

2’;—;1 is associated with

where k = —3 +1,--- , 5 represents the copy number and oy =
the U(1) element > @ for aj € [0,1]. It is worth mentioning that the relation (3.54) is
only valid in the case of even n. For n odd, the dimension of the branch-point twist field
constructed from this factorisation relation does not agree with (3.49) which is predicted
by the conformal field theory. More details of the derivation of (3.54) can be found in
Appendix B of [46]. On the other hand, from the point of view that the n-copy Dirac

theory is a doubled n-copy Ising model, the branch-point twist field 7. . . has the relation

1rac

7o

irac

=TT T, (3.55)

where 75’ and 7" are the branch-point twist fields in the copies a and b of the n-copy Ising

model, respectively.



Chapter 4

Liouville space and form factors in

mixed states

In quantum field theory, correlation functions in mixed states can be described via a trace

expression involving the density matrix p:

(O(x,t)---), = Tr (p i(?;;) )

(4.1)

where O is a local field and --- represents other local fields at different positions. The
density matrix can have different forms according to different mixed states it describes.
For instance, in thermal equilibrium with a Gibbs ensemble, the (un-normalized) density
matrix is specialized as
p=pg=e 1

where [ is the inverse temperature and H is the Hamiltonian. In the Ising model, the
density matrix for a non-equilibrium steady state sustaining a constant energy flow, admits
the form [39]

0= Pross = o~ B J5° ddmcosh 6 al (B)a(9) 5, [P d9mcosh@al(0)a() (4.2)
where 3, L and B! are the left- and right-temperatures of the asymptotic baths driving
the steady state, and where af(6) and a(f) are asymptotic operators of creation and anni-
hilation type. Further, it has been argued that after quantum quenches, the density matrix
becomes the exponential of a linear combination of local conserved charges (generalized
Gibbs ensemble) [31, 32], and this has been demonstrated in the Ising model [34, 35]. Since
local conserved charges in the Ising model have the form [ dfe® af(6)a(9), the density

matrix in this case is also the exponential of an integral over particle densities af(8)a(d).

46
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Mixed-state correlation functions can be evaluated from the trace expression (4.1) by
using the knowledge of the matrix elements of local fields in the vacuum. However, this
method exhibits great difficulty, for instance, in the calculation of correlation functions
for twist fields. This difficulty stems from two problems. One is that the re-summation
of infinite number of states is required in order to gain the full temperature dependence.
Another problem comes with the realization that summing explicitly over diagonal matrix
elements generically suffers from divergencies at colliding rapidities. To overcome these two
problems, we employ a novel approach based on the Liouville space and the mixed-state

form factors.

4.1 Liouville space in general

Recall that at zero temperature, correlation functions are vacuum expectation values in
the Hilbert space, and the large-distance form factor expansion (2.50) can be obtained
by using the completeness of the basis of asymptotic states. Thanks to the Gelfand-
Naimark-Segal (GNS) construction (see for instance the book [64]), a new Hilbert space
can be constructed above a vacuum associated with a density matrix (or more precisely
with a state, seen as a linear functional on a C*-algebra), so that mixed-state correlation
functions are vacuum expectation values in this space. The resulting Hilbert space is
basically the space of operators (more precisely, a certain completion of a certain quotient
of the C*-algebra), and it is referred to as the Liouville space (sometimes referred to as
the associated Hilbert space) [56-58]. In this fashion, mixed-state correlation functions
can be obtained, using the resolution of the identity with respect to the Liouville space,
in terms of a “form factor expansion”. The idea of Liouville space arises from the theory
of thermo-field dynamics. To our knowledge, it was in [21, 23] that the Liouville-space
idea was applied for the first time to the form factor program in integrable quantum field
theory. It is not our intention to go into the delicate details of how to construct a C*-
algebra in order to mathematically have the ingredients necessary for the application of the
GNS construction. We will rather provide some basic principles in a slightly different but
equivalent formulation in order to explain some of the subtleties involved in the process
of obtaining a form factor expansion. Combining arguments in [23] and [55], we will
provide in this section an introduction of the Liouville space for general mixed states with
diagonal density matrices in general integrable models of quantum field theory and define

the associated mixed-state form factors.



48

4.1.1 Formal structure

We consider the space of operators with basis formed by the product of a set of asymptotic
operators of creation and annihilation type V1 (01)--- VN (0n) with 61 > ... > 0N, €5 =

+, a; representing particle types, and N € N. Here and below, we use

As introduced in section 2.1, these asymptotic operators construct the basis of asymptotic
states of Hilbert space and for general integrable models of QFT they satisfy Zamolod-

chikov’s algebra

V00V, (07) = > Savd (0 — 0;)Va, (6;)V, (6), (4.3)
by by
bz,b
VIOV (6;) = D Sad,(6: = 6,)V! (9,)V, (60, (4.4)
by b;
b',(l'
Vo 0V (0)) = I;; a4 (05 = 0:) Vil (6;)V, (63) + a0, 0(6: — 65) . (4.5)
iyY3

This space is called Liouville space £,. It is an inner-product space based on End(H),
with inner product specified by the density matrix p. With A, B € End(#), we denote the
corresponding Liouville states by |A)?, |B)? respectively, and we set the inner product to

be
Tr (p ATB)

p<A|B>p:T(p)

(4.6)

We restrict ourselves to density matrices p which are diagonal on the asymptotic state

basis:
= exp [ /dG Z W ( Va(60) (4.7)

where the functions W, () are integrable on the real line and they guarantee a well-
defined density matrix. These choices of density matrix include the usual Gibbs state at
finite temperature or chemical potential, as well as the non-equilibrium steady state (4.2)
and the generalized Gibbs ensembles. We will consider two cases: the untwisted and the
twisted cases. In the untwisted construction, we consider the density matrix (4.7). In the

twisted construction, we consider the density matrix pf with the presence of an unitary
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operator which implement the U(1) symmetry:

po= mpP/EGZNWMHmew>

= exp [—/d@ > Wal0) Vi(0)Va(0) — 2miaQ| , «a € (0,1) (4.8)

where @ is the Hermitian conserved charge associated with the U(1) symmetry, given by
Q= [ Y u@Vi©)V.). (4.9)
a

with u(a) the charge of the excitation a, and hence W#(#) = W () + 2imau(a). Note that
we could actually employ in the twisted density matrix a more general operator which
is associated with any global symmetry of QFT models. But, due to the limited models
considered in this thesis, we will consider only the density matrix of the form (4.8) in the

twisted case.

For convenience, we define the basis of states in the Liouville space in terms of the usual

annihilation and creation operators, but with a particular normalization:

lvac) =1, |04,... ,9N>€a1,51)...(aN76N) = Qfdl’El)...(aneN)(Gh .o, 0N) Vail (61)--- V(f]{f(@N),
(4.10)
where the normalization factors are given by
N 1f
Q?M,Gl)"'(azv,ezv)(gl’ s ON) = H 6 (1 - (_1)fai€_6iwai(6i)) (4.11)
i=1

with f, corresponding to the statistics of the particle of type a (f, = 1 for the fermionic
particle and f, = 0 for the bosonic particle) and where we refer to a doublet (a,e€) as
representing the type of a “Liouville particle” of rapidity . The Liouville space can be
physically interpreted as the space of different types of particles and holes excitations
created from the Liouville vacuum consisting of a finite density of particles with statistical
distribution determined by p. In this sense, a basis element |01, ...,0N)¢, . . represents
the presence of N Liouville particles including particles (a;,e; = +) or holes (a;,e; = —)
above the finite density. The choice of the normalization (4.96) leads to nice analytic
properties which will be explained below. To avoid overcounting states with the same
set of rapidities, we need to choose an ordering, for instance, 61 > --- > Oy. In fact, it
is convenient to define states with other orderings of rapidities by exchanging Liouville

particles. It is worth mentioning that we define states with colliding rapidities as exactly
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Z€ero:

‘91,...,9]\[)? :0, 92‘:9]‘ fori;«éj and a; = aj . (4.12)

ate1)(an,en)

This means that the exchange of Liouville particles will not give rise to any delta-function
“contact terms” and the Liouville space is formed by a continuous basis without discrete
(or delta-function) part at colliding rapidities. Then the resolution of the identity in
Liouville space can be “symmetrized”, and re-expressed through integrals over the full

line,

1:§: D3 /Z dfy ---dby

1—fa, —e.W. (6
N=001,.,GN €1,....EN N! H'f\il €; o (1 - (_1)faie iWa; wl))
X|01,...,9N>p p<91,...,9]\[| (4.13)

(a1,e1)-(an,en) (a1,e1)(an,en)

where the colliding-rapidity submanifold of RY has zero measure in a decomposition of

the identity, and where the factor N! in the denominator arises from overcounting states.

Generally, the basis of states are not orthonormal. However, in the case of diagonal

scattering (and this is the only case which will be considered from now on)

Sbrbz (g) = gb15%2.5, 4, (0) (4.14)

a1,a2 ai a2

(without summation over repeated indices), it is possible to calculate, using the cyclic

property of the trace and Zamolodchikov’s algebra, the following quantities

Va(O)V(0)), = eV Owl@)va(0)),
= O (S a0 = O)(Va(OVI (O + (—1) TF00,08(0 — 0))
(R

T 1= (—1)faeWa® (4.15)
and
VIOVa(®)), = " OWa@Vi0),
O (S0 (0 = ) ValO)V 1 (0)p + G000 — 0'))
(—1)!b0,08(0 — ) (416

1= (—1)feea®

where (—1)fa = S,,(0) = + and (—1)!"f« = F, corresponding to the statistics of the

particle of type a. Following the same recipe, we can further write down the inner products
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of basis states

N
(a1,e1)-(an, 6N)<01, cee 7‘9N|9/1a . 9N>(a1,€ D) (aly,€ly) = H [Qgi,ei(ei)(sai,a’iCSei,s’ié(ei - 9;)
= (4.17)
where we assume the ordering 0; > --- > 6y and 6] > --- > @y. In fact, this is equivalent
with using Wick’s theorem applied to traces of products of asymptotic operators with
contractions given by
Oer,—e30a1,a20 (01 — 62)

(Vo (01)V52(02)), = P (6)

(4.18)

It can seen from (4.17) that the states in Liouville space are not “canonically” normalized

due to the existence of normalization factors.

In order to describe in a convenient way the states in Liouville space, we define Liouville
operators Z, ((#) and its hermitian conjugate ZZ,E (0) (sometimes referred to as “superop-
erators”) such that

Z,(0)|lvac)’ =0, 1[61,...,0N)"

(a1,e1) (an,en) — alvel(el) aN EN

(On)|vac)?. (4.19)

These operators satisfy the following exchange relations

Zai,ez'(ei)zaj,ej(e ) = S%'yg(e ej)zaj,q (ej)zai,fi (‘91) (4-20)

Zli,ei (gi)zlj7€] (9 ) = S’Yzy’)/j (92 - QJ)ZL],ej (GJ)ZLZ,EZ (01) (42]‘)

Ziaii (00) 2, ¢ (05) = S, 5:(05 = 002 (0)Zea e (0:) + QF, ¢, (6)0a, a;0€1, €2 6(0; — 6;)
(4.22)

where we denote the Liouville particle types by the couples v = (a, €) and where

Sai,aj (02 - 0]) (61 = 62)

s (0i-,) = { B8 (o= ).

(4.23)
It can be checked that this algebra is in agreement with the inner products (4.17). The
space L, can be identified with the Fock space over this algebra (it is sometimes referred to
as a “Liouville-Fock” space [59]) and it is this algebra that describes the way how Liouville

particles scatter.
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4.1.2 Liouville left- and right-actions

To each operator A € End(#), one can define two operators, A* € End(L£,) and A" €
End(L,), by left- and right-action of A, respectively:

AYBY = |AB)?,  A"|B)? = |BA)". (4.24)

The left-action linear map A — A’ is an algebra homomorphism, (AB)¢ = A’B?; the right-
action linear map A — A" is an algebra anti-homomorphism, (AB)" = B"A". Recalling

the definition (4.6), we consider the quantity :
?(B|AYC)? = P(B|AC)* = (BTAC), = P(ATB|C)? (4.25)
and this implies that left-action Liouville operators act on conjugate vectors as
P(B|A* = P(ATB. (4.26)
Similarly, we consider the quantity:
?(B|A"|C)” = *(B|CA)” = (BTCA), = (o' ApB'C), = *(BpATp!|C)? (4.27)
and this implies that right-action Liouville operators act on conjugate vectors as
P(B|A™ = P(BpATp~1|. (4.28)
It is obviously that left- and right-action Liouville operators commute with each other,
A'B" = BT A% (4.29)

The Hermitian conjugation of operators on H can also be translated by left- and right-
action linear maps onto that of operators on £,. In particular, we find, by conjugating
the equations (4.26) and (4.28), that, for every A € End(H),

(Af)T - (AT>Z, (A" = (pAT p_l)T. (4.30)

Hence, the Hermitian conjugation commutes with the left-action map, but not not with

the right-action map. Specializing to operators V,(6) and using

VL) p = WOy (e) (4.31)

a
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as well as linearity of the right-action map, we obtain

(VE0))' = eMe@ye(g)". (4.32)

a a

In the Liouville space, there should also be generators of symmetry transformations on £,
or Hermitian conserved charges. Let us consider left- and right-action of the Hermitian

conserved charge @ (4.9) of H: Q° and Q". We act Q° on a Liouville state with n particles:

—

@
I
—

622\91,-~-79N>’(J =

ai,e1)(an,en)

(147 Me®) 1QVz (6r) - Vi (0))°

I
AEZ

(14 emWes®) [Vt (01) - VX (03) Q)"

=1
N N

+> eula) [ (1 et (9”) Var (61) -+ V¥ (6))°
=1 =1

— Qr|91’"'79N>l()0417€1)"'(aN7€N)

N

+ ) eu(@i)|01, - 0N ) anen) (4.33)
i=1

where we use [@Q, V£(6)] = eu(a)V,E(0) in the second step. As we see, the Liouville operator
Q% — Q" is diagonal on Liouville eigenstates and has eighenvalue vaz L €u(a;). It is then

natural to define the Hermitian conserved charge on £, as

T
Q=0Q'—Q = ZZ/‘ME“(“) Z“’E(?:;v)ﬁw). (4.34)

The Hamiltonian and momentum can also be defined in this way:

N
N & {4 — . )
H:=H'—H", Hf,... ’9N>€a1,61)---(a1\r,€1v) = Z €iMg, cosh 0;]61, . . ., 0N>’()a1,€1)._(aN,EN)
i=1

N
. pt T p _ . : . p
P:=P —P", P|O,... ’9N>(a1,61)-~(azv,ezv) = Z €;Myg, sinh 0;]61, . .. ’9N>(a1,61)---(aN,6N)

=1

In terms of the operators Z, ((6) and ZCTL,E(G), they read

3 Z4,c(0)Z0.(0)
- L ro__ ) a,e a,e
H = H —-H = - E / dfe mg cosh 6 W (435)

t
P = P@—PT—ZZ/deemasinhaz“’f@z(;;@ (4.36)
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The Hamiltonian generates time evolution and the momentum generates spatial transla-

tion. For any A € L,, we have
A(a: t) _ ethfiP:L‘AefthJriPx. (437)
This is in agreement with the left- and right-action maps: with A(z,t) = etft=1Pz ge—iHlt+iPz

we have

Az, t)f = Az, t), Az, t)" = A™(z,1) (4.38)

where we used the homomorphism and anti-homomorphism properties of the left- and
right-action maps, respectively, as well as the fact that left- and right-action Liouville
operators commute with each other. It is also in agreement with the correspondence

between Hilbert space operators and Liouville space vectors:

|A(z,1))P = HI7Pe| 4)P, (4.39)

We can also construct the left- and right-actions of the Hilbert space creation and annihila-

;
tion operators V5 (6) by the operators Z, ((#) and ZL,6 (0). Letn=>",> [df %Z(gj;@ €

End(L,) be the number operator of the Liouville space, with

1’1‘91, e ,9]\[)?

ai,e1)(an,en

_ p
= N1 0N o en) (4.40)

Taking into account the action of the operator V.(6)¢ on Liouville states and on their

Hermitian conjugate

1
€ l P — p
Va (9) |917‘-'a9N>(a1761)...(aN,EN) - m’gy b1, .. "9N>(a,e)(a1,61)~~~(aN,GN)
A0 ,
= g76(6) ’01, “e 79N>(a1,61)"'(aN75N)
and
(0 On|VE(O) = A 0 |¥
(arer)(an,en) V1 s UNIVq = (a,—¢)(arer)(an,en) V0 L0 UN 5—5(0)
Zy_(0)
_ p ,
= (arer)(an.cn) 0y, ... ,QN\ma
we have

CZL(0)  Zao(9)
T Qo) T ar oy

Vi (0)"

(4.41)
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Similarly, considering

1
€ r p = P
Ve (0)101, - -, 0N>(a1,61)~"(aN»6N) B mwl’ R 9>(a17€1)~~~(aN7€N)(av€)
(=N p
B f.e(0) 9,61, 9N>(azf)(al,ﬁl)“-(aNyﬁN)
Zh.(0) (1" p
i 7 oan CIRTO A
and
P €(n\T P eEW“(Q)
(a1,€1)-(an,en) <917 cee 76N’Va (9) = (al,El)"'((lN,EN)(a,fﬁ)<017 NS e‘m
N
_ p (=1
RS AN DU RSN
_ p (_1)nza,76(9)
— (a1,61)~~-(aw,ew)<01”"’GN’W’
we have
1
€(P\T — T _ "
Va (9) 276(9) (Za,e(a) Za776(0)) ( 1) (442)

(the result for this operator, presented in [55] is incorrect). From Zamolodchikov’s algebra,
using the homomorphism and anti-homomorphism properties of the left- and right-map,

we should have the following algebras

Vaeii(ai)Z Vaejj (aj)é = S’Yiij (92' - 9]') aejj (ej)z V:ii (ei)z + E;_faj 5ai,aj 6€i7_€j5(0i - 0]04'43)
€5 € . 1—fa.
Vai(0:)" Va; (05)" = Sy, (60 — 0:)Va] (6;)" Vg, (6:)" + € & Oa;,a;0e;,—¢;0 (0 — Of).44)

J 7

One can verify that operators defined by (4.41) and (4.42) indeed reproduce these algebras,

using relations
Si; (0i = 05) = 5,5, (0 = 05) = S5, (05 — 0;) = Sy 5,(6; — 05) (4.45)

where 7 = (a, —¢) for v = (a,€), and

1 (1)t 7
70 Ql_0)

= el/a, (4.46)

Moreover, they agree with relations
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due to the fact that the number operator n is Hermitian
n' =n.
Note that we will consider from now on only the left-action, which is sufficient for the

purpose of this thesis.

4.1.3 Mixed-state form factors

Definition

After the setup of the Liouville space, we can see that mixed-state correlation functions

are then vacuum expectation values in L,:
(A), = *(vac| Af|vac)”. (4.47)

Hence, using (4.13), two-point functions should have a spectral decomposition on £, where
left-action matrix elements are involved. This gives rise to the definition of mixed-state
form factors associated to p: they are the matrix elements

0 (01, 0n) == P(vac|O“|01, ..., On )]

(a1,€1)-(an,en) a1,e1)-(an,en)

(4.48)

(or more precisely, analytic functions of the rapidities continued from the region 6 > - -- >
On), where O is implicitly at the space-time point (0,0). These form factors satisfy, from
the algebra (4.21), the relation

;0 . 0.
f(al:ﬂ)"'(aj7€j)(aj+1,5j+1)"'(aN:ﬁN)(61’ w05, 0541, ON)
;0
= Saj,aj+1 (HJ — 9j+1)f(pa1,61)---(a]~+1,€j+1)(aj,6j)---(aN,€N)(91’ e ,9j+1, Qj, .o, 0n)(4.49)

which allows us to extract the scattering matrix by analytic continuing mixed-state form
factors to different orderings of the rapidities. In addition, it can be inferred from the
cyclic property of the trace that

200y, ...,0n |0 vac)? = f7© Oy, ..., 01). (4.50)

(a1,e1)(an,en) (an,—en)-(a1,—€1)

From this definition, mixed-state form factors can be considered as traces with insertions

of operators V(#), up to the overall factor Q’(’ ...,0n), and up to the

(017
ai,e1)(an,en)
subtraction of contact terms at colliding rapidities. Let us illustrate this more explicitly.
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Traces of products of creation and annihilation operators are evaluated by using Wick’s
theorem (this follows from cyclicity of the trace and Zamolodchikov’s algebra) with con-

tractions given by

Qlar 1) (azsen) (015 02) V(01 Va2 (02))p = (o, 5 (02101)(, -

Traces with a further insertion of a local field, expressed through creation and annihila-
tion operators, are evaluated similarly. This leads in a standard way to a diagrammatic
expression, associating a single vertex to the local field. In this sense, mixed-state form
factors are obtained by summing over connected diagrams,

;0 € €
f(pal,el)u-(aN,eN)(Hl’ SRR GN) = |:Q€a1,61)--~(aN,€N)(01’ EER) 0N)<O Va11 (91) T Vagizv (QN»P]

connected

Take two-particle form factors for example,

f(pa;?q)(a2752)(91a 02) Q(al 51)((12752)(917 02)<O Vaell (‘91)‘/;;22 (02)>p - <O>p (az,—e2) <92| 1> (a1,e1)"
(4.51)

Using cyclicity of the trace, other matrix elements for two particles are written as

(az,e2) <92|O£‘91> (a1,€e1) = f(al €1)(az, —52)(01’ 92) + <O>p (az,e2) <92’91> (a1,e1) (4-52)
(az,e2)(a1, 61)<92> 01‘0 [vac)? = f(ah,q 27,62)(917 02) +(O)p (az,e2) <92“91> (a1, 751§4-53)

Similar equations for many particles can be obtained in the same fashion.
Mixing phenomenon

Consider local fields O that are expressed through normal-ordered products of finitely
many asymptotic operators Vy(#) and V4 (A). It is a simple matter to evaluate the traces
defining mixed-state form factors (or to evaluate any correlation functions) for such fields
O by using Wick’s theorem. For instance, one can check explicitly in the Ising model that

for the Majorana fermionic field ¢ we have

. (vaclulo) (e
) =
e {<e|wrvac> (e

+)
-)
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and that for the energy field € = i : 1% : we have

(vaclelf1,02) (1 =€ =+)
m
fﬂE = / W(B) fel 62(91)92) <62‘6‘01> (61 =+, €9 = —)
(02,01]elvac) (€1 = €2 = —)

where the zero-particle form factor f”°(—) of the field ¢ is just its expectation value (g},
(all other form factors are zero). It can be inferred from these formulas that the mixed-

state form factors of i) and of € are equal to matrix elements on H of the fields
U(Y) =1, ) ==+ (g),1 (4.54)

respectively, where the matrix element taken depends on the Liouville particle types. This
is a mizing phenomenon and it is in fact completely general: a local field is transformed
(or mixed) into a linear combination involving its “ascendants” under Zamolodchikov’s

algebra.

This phenomenon of mixing suggests the existence of a mixing map i on the space of local

fields such that the following relation holds:

TS ) s ansoan ) O3 03,051, O)
= aN,__,,aijN,...,9j+1yu( N1, 05)an, 0 (4.55)

where there are j plus signs and N — j minus signs as indices on the left-hand side. Note
that matrix elements of O on H can be considered as the pure-state limits W,(0) — oo
(uniformly on 6) of mixed-state form factors. For instance, inside the trace defining the

mixed-state form factor

;O . 0.
Har )@y )i —)tan =) O3 0350515, ),

we can bring all operators V,(6) to the left while keeping all operators V4 (A) to the right
of O, by using the cyclic property of the trace. After taking the pure-state limit, we see
that
Whgoofalﬁr ~(aj,+)(aj4+1,—)(an —)(91’ 305, 0541, -, ON)
- an---vaj+l<0N7" J+1‘O’917'” 0; >a17 g (4'56)
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This holds for all values of rapidities such that 6; # 6, for j # k, and thanks to (4.49) we
may evaluate the limit for other choices of signs. From this, we can denote by

£ eytansen)(Brs -, Ox) = lim  f7O (61,...,0N) (4.57)

W00 (a1,€1)(an,en)

the matrix elements of O on H which are obtained from taking pure-state limits of general
mixed-state form factors. In particular, the usual form factors, with excited states on the
right and the vacuum on the left, are f((gl,-l-)...(aN,—i—)(el’ ...,0n). In this sense, the relation
(4.55) can be generalized as

PO 01,...,0n5) = f1O (01,...,0n). (4.58)

(a1,e1)(an,en) (a1,€1)(an,en)

It will be convenient to use a notation for form factors with general Liouville states |A)”:

FoO[14)7] = #{vac|O*|A)”. (4.59)
We will also use the notation
o Pl — 1 ;0 p
£OLIAY] = Jim rOlIAy]. (4.60)

With these notations, (4.58) becomes

FRO1AY] = £ 14)7] (4.61)

One consequence of (4.61) is that mixed-state form factors of local fields which are normal-
ordered products of finitely many asymptotic operators V,(6) and v (0) are entire func-
tions of the rapidities, no matter the analytic properties of W (#). This is the reason for our
choice of the normalization factor (4.96). Note that this argument holds for non-interacting
fields, for instance, local fields O. But we expect that it is still true for interacting fields,

including twist fields and general local fields in integrable interacting models.

We recall that when evaluating vacuum form factors of local fields given by normal-ordered
products, there can be no contractions inside the field. However, when evaluating mixed-

state form factors, there exist contractions

(VL (01)Vay (02)), = ‘5“1’“%5(%;)92)

inside such fields. It is the map i which implements these additional “internal” contrac-
tions. Since a local field O can be seen as a state in Liouville space, il is also a map that

translates the Liouville state |O)” to another Liouville state which is a linear combination
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of |O)? and those with lower numbers of Liouville particles. From this point of view, the

map & can be represented conveniently by the action of an operator on the Liouville space
|U(O)) =U|0)”. (4.62)

It turns out that the operator U performing the necessary Wick contractions is given by

= exp [ /d@ o 5 ;(0)] . (4.63)

(l—

We may also see these additional contractions as arising from a change of normal ordering,
from one with respect to the usual vacuum |vac) to one with respect to the Liouville vacuum
|vac)?. The normal ordering in Liouville space is defined to bring all operators ZZ,e (0) to
the right of all operators Z, ((f) without taking any delta-function term but taking all S-
matrices involved in the exchanges. If we denote by © - ° the normal ordering with respect

to |vac)?, then we have

o) =

. (4.64)

In order to prove (4.64), let us consider the normal-ordered operators
O =V} (01)-- V. (06)Var s (Brs1) -~ Vi ( H V(0 (4.65)

for fixed n and k, with all nonegative integers n > k > 0. Using (4.41) and the definition

of normal-ordering ° - °, we have

a“ez 9) vac
H o ()\ )P (4.66)

Vi, €4

P(vac|2O% = P(vac| H m (4.67)

Further, direct calculation shows that

a.c(6)
’ (®)

a,—

UZ! () U =Z] (0) + € Zo,—(0) (4.68)

where we used Zamolodchikov’s algebra and the property Sy, q;(0; —07)Sa;,q;(0j —0;) = 1.
Then, on the right-hand side of (4.64), using (4.66), (4.68) and U~}!|vac)? = |vac)? , we

have

Us

P le‘,+(9i) Zai,*(ei) - Zt];iﬁ(e) fazaz,+(9)
. H( o0 ooy ) L \arme e ey ) e

i=1 a;,+ ai,— i=k+1 Aq,—
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and on the left-hand side, using (4.99), we have

k Z:;_ 91- Za_ _ 0@ n Z:;_ _ 92' Za- 91
o 5 ) B (e )

i=1 ai,— ai,+ i=k41 ai,+ aj,—\"’1

These are equal, in light of the fact that Za, + (0:)Z} _(0;) = Sa.a, (0:i—0;)Z} _(0;)Za, + (6:)
and that Z, 4 () |vac)? = 0. The relation (4.64) plays an essential role in expressing mixed-
state form factors of local fields O in terms of matrix elements on Hilbert space. On one

hand, the Hermitian conjugation of (4.64) leads immediately to the relation
f”;o[|A>p} = P{vac|° O UT|A)*. (4.69)
On the other hand, using (4.64) and the definition (4.62) of the map Y, we obtain
Ofvac)? = 284(0)" 2 |vac)?. (4.70)
Hermitian conjugating (4.70) and considering $4(O") = 4(O)T, we have
P(vac|OF = P(vac| U (O)*e. (4.71)

This gives rise to the relation

FPOLIAY] = #lvac|s (O) 2| A). (4.72)
Due to (4.67), (4.22) and (4.19), it can be shown that
P(vac|:0%2| Ay = O[] 4)¢]. (4.73)

Putting together (4.69), (4.72) and (4.73), we finally obtain
frOf1A)] = fHO14)] = fO[UTA)]. (4.74)

where (4.61) is reproduced and hence the existence of the map i is confirmed.

From the above proof, we can see that the relation (4.64) indeed play an essential role.
But (4.64) can not be proved without the equation (4.68). To make sure the equation
(4.68) holds, the operator U is required to have the form U = eB with B satisfying

Qa.e(6)
)

a,—

B,Z{ .(9)] = ¢ Zo_(0), [B,Za.(0)] =0, Blvac)’ =0.

This is the reason why the operator U is written as (4.63).
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Now we summarise the above arguments. First, we observe the mixing phenomenon that
mixed-state form factors of local fields O can be obtained as the known vacuum form
factors of a linear combination of O and their ascendants. Then we suspect there exists
a map # such that mixed-state form factors can be evaluated by the relation (4.58). We
define the map 4 through the relation (4.62) which involves an operator U acting on the
Liouville space. With the explicite form of U (4.63), we prove the relation (4.58) and
hence the existence of the map . To sum up in a word, we find a map i or an operator
U which provides a way of evaluating mixed-state form factors from the known vacuum

form factors.

Finally, as stated in [55], this technique of employing the map 1 in order to evaluate mixed-
state form factors is in parallel with the exponential conformal change of coordinates in
conformal field theory, which is used to calculate finite-temperature correlation functions
from zero-temperature correlation functions. However, we focus in this these on massive
models with general density matrices of the form (4.7). It would be interesting to gain a

fuller geometric or algebraic understanding of it.

4.2 Ising model

In the Ising model, the fundamental fields are free Majorana fermionic fields which are
real, and the spectrum contains only one particle type. The untwisted density matrix

describing mixed states for this model is given by
p— exp [— / 40 W (6) at (6)a () (4.75)

where a(f) and af() are mode operators of free Majorana fields, and the integrable func-
tion W (#) ensures that the result is a well-defined density matrix. In the twisted construc-
tion, the density matrix p? involves the unitary operator Z (3.18) that implements the Z
symmetry (2.64): W#(0) = W(0) +im. We assume W () in the twisted construction to be
uniformly positive:

GIIGlIEW(H) >0, (4.76)

and we will explain this in section 7.1.1. The Liouville space associated to the Ising model
is spanned by the basis that is the product of a set of creation and annihilation operators
of the free Majorana fields:

lvac) =1, |01,...,0N)° =Q* (01,...,0N)at(01)---a™N (On), (4.77)

€15y €N €1, €N



63

where we use the notations

where the ordering of the rapidities is chosen as 1 < --- < 6, and where the normalization

factors are simply related to the Fermi filling fractions,

51,...,6]\] (017 s 701\7) = H (1 + efqW(Hi)) . (478)
i=1
Since the Ising model is a free model with simple S-matrix S(f) = —1, these creation

and annihilation operators satisfy the canonical anti-commutation relations (2.85). Using
Wick’s theorem on traces of products of mode operators a“(#), the inner product in £, is

evaluated as

10 (14 W05, o0 —0)]  (479)

=1

61,...765 <‘917 .. 9N|9

61, ,e

where we assume the ordering 6; > --- > 6y and 0] > --- > 0. Thus, we have the

resolution of the identity on L,:

Lo dOy
1= / ‘917"'76N>€ CEN € ...ep<917"'79N"
NZOGLZ,GN OON'H +€_6JW(6 )) P S
(4.80)

The associated Liouville operators of a“(f) can be obtained through Liouville left-action

and they are written as

z!(0) AN()
1+ e—eW(0) 1+ ecW (0)

ac(0) = (4.81)

where Z.(0) and ZI(Q) are Liouville mode operators and they are defined such that

Z.(0)|vac)’ =0, |01,...,0N)" =Z! (61) - ZL (On)|vac)’. (4.82)

€1,0-,€N

These Liouville mode operators obey anti-commutation relations

{2:0),2(0)} = {Z1(0). ZL(0)} =0, {Z(0), 210} = (14 V) 6,050~ 0)
(4.83)

which gives the canonical anti-commutation relations

{a%(0)",a% (0')"} = 0c (6 — 0') (4.84)



64

that Liouville operators a€(9)£ should satisfy. In terms of these operators, the Hamiltonian

and momentum in £, are given by
ZL(0)Z.(9)
H = g/dﬁeEgl_i_e_eW(e)

ZI(9)Z(0)

Averages in the density matrix p are vacuum expectation values in L,:
(A), = P(vac| Af|vac)”. (4.86)

Using the resolution of the identity (4.80), we can obtain form factor expansions for mixed-
state two-point functions. The form factors in £, are defined as the matrix elements of

Liouville left-action operators:
£20 (01, 0N) =P (vac|O0, ..., ON)2 .- (4.87)
Due to the algebra (4.83), these form factors satisfy the relation
617 en(O1500505,0541,...,0N) = 617 en (015 050541,0;,...,0N), (4.88)

and the cyclic property of the trace implies

01,...,08|Ovac)? = 7€ (On,...,01). (4.89)

€1, »5N< EN -y —€1

Mixed-state form factors are traces with insertions of operators a“(#), up to the overall

factor le,...,eN(Hl, ...,0n), subtracting off all “external” contraction terms in terms of

QP ¢, (01,02)(a (01)a(02)), = _ [ (02[601)%,.

at colliding rapidities, and they are obtained by summing over connected diagrams,

F89 e 01, 08) = Q1 ey (Br - ) (O @ (B1) -+ N (O)), . (4.90)

connected

For instance,

61 €2 (917 92) 61 €2 (017 02)<O CL€1 (91)0“62 (92)>P - <O>P —€9 <02|01> (491)
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Using cyclicity of the trace, we obtain other matrix elements of O for two particles

(02104000 = F7O (61,62) +(O), L(62]61)°, (4.92)
62,6f<92,91\0e|vac>p = 5;27_62(91,92)+<O>p€§<92‘91>p_51. (4.93)

Similar equations generalize (4.91)-(4.93) to matrix elements for many particles.

4.3 Dirac theory

The spectrum of the Dirac theory contains two particle types which we denote by v = +.

The untwisted density matrix is

)= exp [— / d0°S" W, (0) D} (0) D, (0) (4.94)

where D, () and D,JL(O) are mode operators of free U(1) Dirac fields, and W, (0) are
integrable functions ensuring the density matrix is well-defined. In the twisted case, we

2mive [ 40D} (6) Dy (6) which implement

consider there exist in p? two extra unitary operators e
the U(1) symmetry and hence Wﬁ(@) = W, (0) + 2miva. It is worth attention that it is
not necessary in the Dirac theory to impose a positive condition like (4.76) to functions
W,(0). We will provide an argument for this in subsection 7.1.2. The Liouville space is
spanned by a set of products of creation and annihilation operators in Hilbert space with
some particular normalization:

[vac)? =1, |64,... ,9N>’(’

— 14
vise1)-(VNyEN) T Q(Vlyel)"'(VN7€N

(01, 0x) DE(61) -+ DEX (O),

(4.95)
with the ordering 67 > --- > 0y, where
N
P p— *GZ‘WVZ. (91)
Q(Vl,el)"'(l/N,EN)(gh cn ) = H (1 t+e ) (4.96)

i=1
and we use notations

D} (6) == D}(9), D, (6) == D, (0).

14

Applying Wick’s theorem on traces of products of mode operators D¢, (6), the inner product

of basis states can be deduced as

N
P / I \p _ | | —e;W,; (0:) , 00, — 0!
(v1,€1)(VN,eN) <01’ T erl’ T ’0N>(Via€/1)"'(V§V7€§v) B [(1 te ) 6Vi’l/i 5Ei’€i 6(91 91)]

=1
(4.97)



66

with the ordering 61 > --- > 0x and 6] > --- > ;. The resolution of the identity on £,
is then given by

-y ¥y z/ By P

N=0V1,..,UN €1,.. N'H <1—‘,—e_5jWVi(9j)>

x|01,....0x)] P 01,...,0N\]. (4.98)

vi,€e1)-(vnyen) (vi,e1)(VN,EN) <

To D¢, (), their associated left-action Liouville operators are

Z),(0) Zy,—(0)
14+ e~ We(0) 1 4 ecWu(0)

DS (0)" = (4.99)

where Z,t,e(ﬁ) and Z,.(0) are both defined as Liouville mode operators satisfying anti-

commutation relations

[2,0),20, .0} = (14 O) 6,650 -0) (4.100)
{Z,,e(0),20(0)} = {Z}.(0).2], ,(0)}=0. (4.101)

The Liouville space can be seen as the Fock space over this algebra,

Z,.(0)|vac)’ =0, |6,... ,0N>€’

V1,€1)-~~(I/N,6N) Vl €1 (01) VN EN

(On)|vac)?. (4.102)

With the definitions above, it is obvious to see that the mixed-state averages of operators

on H are vacuum expectation value on L:
(0), = P(vac|O*|vac)”. (4.103)
Using the resolution of the identity (4.98), two-point functions, such as
(O(z,7)O0(0)), = {vac|O(x, 7)°O(0,0)¢|vac)”

should have a spectral decomposition on £,, where we define the matrix elements of left-

action operators in Liouville space as mixed-state form factors

o V(o en) 015 -5 On) 1= P(vaclO(0, 0)461,...,0N)" (4.104)

(v1,e1 (v1,€1)-(vnyen)
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With the definition (4.104) and anti-commutation relations (4.101), the mixed-state form

factors satisfy the relations

;0 . 0.
f(l'hel) (V]76])(l/j+1’ej+1)"'(l/N’eN)(91, -5 05,0541, ON)
— f 111,61) Wistaja1) (v265) (Z/N,GN)(HI’ L. 70j+1> 9]', ... ,(9]\[) . (4105)
The cyclicity of traces leads to the relation
(v1,61)(vnsen) <91, .. 9N|O ’Vac>p = f(VN —en)- (V1,—61)(9N’ . ,91). (4106)

The mixed-state form factors are essentially traces with insertion of operators DS (), up
P .
to an overall factor Q(Vl,q)_“(VN,GN)(Ol, ...,0n) and up to the subtraction of contact terms

at colliding rapidities:

f(pl/;f€1)“~(1/]\],eN)(91’ ey QN)
[Qﬂm ), EN)(GL ., ON)(O D5 (0y1) - - - DN (On)) conmected: (4.107)

For example, two-particle mixed-state form factors can be written as

f(plij)(ug,ez)(el’ 92) Q(yl 1) (va, 62)(917‘92)<0D2 (91)D5§(92)>p = (v2,— <92’91> (v1,€1) <O>p-
(4.108)

Again, using cyclicity of the trace, we have

V2,62 <02|OZ|91>V1 €1 = f(VLEl 1/2 —52)(01’ 62) + <O>P V9,€9 <02’91>1j1 €1 (4109)
02, 110 vac) = FE0 L (01,02) + (O oy L0010 o (4.110)

(v2,e2)(v1,€1) <

More general matrix elements for many particles can be expressed in the same fashion.



Chapter 5

Form factors of twist fields at

finite temperature

The Liouville-space method was first employed in [21, 23] for evaluating correlation func-
tions at finite temperature in the Ising model. This can be seen as the starting point of the
application of the Liouville-space method to integrable models of QFT. Although the main
object of this thesis is to obtain correlation functions in general diagonal mixed-states, it is
intuitive to start with a review of previous works on the subject of correlation functions at
finite temperature in order to show the original motivation to develop the Liouville-space

method.

At finite temperature, a correlation function is not simply the vacuum expectation value
as at zero temperature but the Gibbs ensemble expectation value which is a statistical
average of quantum averages:

(e BEO(2. 1) - - -
<O($,t) o ’>Pﬂ = L ( Tr(f(/g’[;];) ) (5.1)

where § is the inverse temperature and H is the Hamiltonian. In the Matsubara imaginary-
time formalism [6], the definition (5.1) leads to the Kubo-Martin-Schwinger (KMS) identity
[137, 138]

(O(x, 7))+ )pp = (=1)T(O(2, 7+ B) - )p, (5.2)

where the value of f is determined by the statistics of operator O (f = 1 for fermionic
operators and f = 0 for bosonic operators), 7 is real time 7 = it and the dots (---)
represents local fields at time 7 and different positions. In light of the KMS identity,
finite-temperature correlation functions can be interpreted as correlation functions of a

Hilbert space on an infinite cylinder with the spatial coordinate —7 running on a circle of

68
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radius r = § and Euclidean time x going along the cylinder. In this picture, we have
(O(x,7) ), = €™/ g(vac|Og(—7,2) - [vac) g (5.3)

where s is the spin of operator O, |vac)g is the vacuum state in the Hilbert space on
the circle and Og(—7,x) is the corresponding operator acting on the new Hilbert space.
The phase factor arising on the righ-hand side of (5.3) stems from the requirement that
the corresponding operator Og is Hermitian in the Hilbert space on the circle, provided
that the operator O is Hermitian in the Hilbert space on the line. In the quantization
scheme on the circle, there are usually two type of sectors: one is called Neveu-Schwartz
(NS) sector where the fundamental fields (bosonic or fermionic) are anti-periodic on the
circle, and another is called Ramond (R) sector where the fundamental fields are periodic
on the circle. In general, sectors in this quantization scheme are associated with the

quasi-periodicity condition:

(Op(x, 7))y = (1) N O (x, 7+ B) - Vs (5.4)

where O is a fundamental field and « € [0,1]. In this thesis, we consider only fermionic
models with fundamental fermion fields. For such models, the trace (5.1), operators which
are local with respect to the fermion fields naturally correspond the NS sector due to the
KMS identity (with f =1).

Using the resolution of the identity on the Hilbert space Hg on the circle, the vacuum

expectation value on the right-hand side of (5.3) can be written as

s(vac|Og(x, 7)O0s(0,0)|vac)s

 2mix
=17 g —EnlmnkT

k
0o 621
=2 > 7
k=0 ni,...,ng

x g(vac|Op(0,0)|n1, ..., nk) g g(n1,...,nk|Os(0,0)|vac) s (5.5)

where eigenvalues of the momentum are parameterized by discrete variables n;, and en-
ergies Fy,...p, depends on n; as well as additional discrete parameters including quantum
numbers, particle types. The values of these discrete variables n; are in accordance with

the KMS identity or the quasi-periodicity condition.

The formula (5.5) is only valid for those fields which are local with respect to the funda-
mental fields. If any field which is non-local with respect to the fundamental fields, for
instance, a twist field, is present inside the trace defining a finite-temperature correlation
function, the formula (5.5) is no longer correct. This is because a twist field will affect

the vacuum sector in the quantization on the circle. This can be interpreted by looking
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at quasi-periodicity conditions involving twist fields. We assume ¥ to the fundamental

fermionic field and T to be the twist field with the twist property
U(z)TH(2') = (=1)Telr+ e 2m0®@=a )t () W(z), o+ (5.6)

and
()T~ (2)) = (=1)Tv/r- T8 == (1 W(z), x4 (5.7)

Using (5.6), (5.7) and the cyclic property of the trace, we have

—e TP (g, T T, T) x
—(U(x, 7+ BT (2, 7) - )p (x <0)

and

—(U(z, 7+ B)T~ (', 7)) (x> 0)

. (5.9)
—e2™M (W (z, 7+ B)T (2, 7)) g (x <0)

(V(z,7)T™ (2, 7)) )p = {
where the dots (- - - ) represent fields which are local with respect to the fermion field ¥, at
time 7 but different position from x. According to these quasi-periodicity conditions, one
of the vacuum, corresponding to quantization on the circle, should be in a different sector.
Denoting by |vaca)g the vacuum on the circle, which is associated to the quasi-periodicity

condition (5.4), we have
(T (@,7) )5 = (€72 plvaey o [T (<7,2) - [vacy g (5.10)

and
(T (7)) = (€72 ) lvacy [Ty (~7,2) -+ [vacs ) (5.11)

where |vac1)g is the NS vacuum. The energy of the vacuum varies among different sectors.
2
For instance, in the Ising model, the vacuum energies for the NS sector and the R sector

are given by [23]

> df
— _ _ —m/3 cosh 6
&1 = ¢ /OO 5 cosh 6 log <1+e ) (5.12)
& = e— /00 d6 cosh 0 log (1 —e ™ COShg) (5.13)
oo 2 '

where we denote by &, the energy of the vacuum in the quantization on the circle and where
€ is a common term to both vacuum energies. In this spirit, the insertion of a twist field
inside the finite-temperature correlation function will produce a real exponential factor

coming from the energy difference between the vacua. In another word, the one-point
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thermal function of the twist field is not translation invariant:

&1

(T2, 7)) = LGRS ?)xm(o,w (5.14)

Therefore, in the presence of twist fields, the vacuum expectation value (5.5) should be

rewritten as

B(Vacm |Oﬂ ($7 T)Oﬁ(07 0) ’V&Ca2>/5
00 ez;?:l 1 2L 4 (AE =By o), T)
=2 > i
k=0 ni,...,ng

Xﬁ<VaCa1 |O/B(07 0)|n17 s 7n/€>ﬂ 5<n17 s ,7’L]<;’Oﬁ(0, 0)|VaCC¥2>6 (515)

where A€ is the energy difference between the vacuum |vac,,) and the vacuum above

which the states |ni,...,ny)s are constructed.

Using the relation with correlation functions on the circle and applying the form factor
expansion technique is one of the ways to evaluate finite-temperature correlation functions
in integrable QFT. The formula (5.15) works for any integrable QFT and can be generalized
to multi-point correlation functions. However, this method does not seem quite practical,
since the Hilbert space under this quantization scheme has a very complicated structure.
The matrix elements g(vac|Og(0,0)|n1,...,nk)g, namely form factors on the circle, and
the energy FEj,,...,, are not accessible in general. An exception is in the Ising with mass m

and the exact forms of the energy levels are known:

k 2
2 .
Eppeony = Y\ [m2 + <77ﬁ”3> (5.16)
=1

where n; € Z + % for the NS sector and n; € Z for the R sector. Also, matrix elements of
the primary order and disorder fields in the lattice Ising model were deduced in [139-141],
and in [20] using the free-fermion equations of motions and “double trick”. One can then
obtain, via the form factor expansion on the circle, exponentially decaying behaviour of

static correlation functions in the quantum Ising chain.

Another way of obtain finite-temperature correlation functions, proposed by Leclair, Lesage,
Sachdev and Saleur in [19], is to perform direct calculation of the trace in representation

(5.1) by using general properties of matrix elements of local fields. For instance, the
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two-point function at finite temperature was determined as

(O (2, 7)03(0,0)),,
dake j 1 € (tma sinh 5 —mT cosh 6;)

B a6, -
Z Z / k! H (1 + e—€¢jmLcosh; )

k=0 €1,....€x= =+
XFE(’l)yl-wEk (91’ T ’ek) (Fﬁ(,l)?...,ek (017 s >9k))

(5.17)

where Fglek (01,...,0;) = (vac|O|0; — érim, ..., 0, — €im) with € = (e — 1)/2 are matrix
elements of local field O in the Hilbert space on the line. Compared to the result (5.5)
following from the form factor expansion on the circle, this representation is better for
studying dynamical correlation function in imaginary-time formalism. Leclair and Mus-
sardo conjectured in [9] that this method can be easily generalized to interacting models.
However, Saleur argued in [10] that this generalization might not be correct, and Castro-
Alvaredo and Fring [13] verified this incorrectness by performing the numerical calculation
in the scaling Lee-Yang model. Leclair and Mussardo also deduced in [9], following the
same method, a formula for one-point functions of local fields in interacting models. Even
though the results of [9] hold in various limits for some fields in the Dirac fermion model
and in the Federbush model in [13], most of them are in fact incorrect due to the neglect

of some singularities in the derivation of (5.17).

Different from the two methods mentioned above, our Liouville space approach applies
the ideas of integrable Quantum field theory to thermo-field dynamics. This is a new way
to obtain correlation functions in mixed states and the evaluation of finite-temperature
correlation functions in the free Majorana theory, performed by Doyon in [21, 23], is the
first step in this direction. Correlation functions at finite temperature can be expressed as
vacuum expectation values on the Liouville space £, with p = exp[—SH] and it is natural
to evaluate these vacuum expectation values by performing form factor expansions with
respect to £,. Hence, the main work is to determine the finite-temperature form factors
defined within this Liouville space. As explained in 2.3, zero-temperature form factors of
a local field can be obtained as the solutions to a set of consistency equations, namely a
Riemann-Hilbert problem, which they have to satisfy. In the Liouville space for thermal
Gibbs states, one can expect a similar Riemann-Hilbert problem for finite-temperature
form factors. Thermal form factors of non-interacting fields (fields that are local with
respect to the fundamental fermion or boson field) can be trivially computed by deriving
and solving a simple Riemann-Hilbert problem. But, concerning twist fields which are
interacting fields, the associated Riemann-Hilbert problems are more involved and the

determination of their thermal form factors requires more considerations. In the first
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section of the present chapter, we will give the review of a Riemann-Hilbert problem derived
in [21] for determining finite-temperature form factors of twist fields in Ising model. The
second section is devoted to the generalization of this technique to the Dirac free fermion.
We will show how to obtain the exact finite-temperature form factors of U(1) twist fields

by deriving and solving a similar Riemann-Hilbert problem [142].

5.1 Ising model

5.1.1 Riemann-Hilbert problem

Let us commence with finite-temperature one-particle form factors of the disorder fields
p" in the Ising model [21]. In the Ising Gibbs thermal state with the untwisted density

matrix pg = e PH we consider a two-point function in the imaginary-time formalism
g(x, ) = P2{vac|u(0) ) (z, 7)" [vac) " . (5.18)

Using free Majorana fermions’ mode expansions (2.83), the two-point function g(z,7)

admits the form

1 /m pa;u (9) o fﬁﬁ?#n (9) o
g(x,7) = o\ = /d9 eb/? (1 :_ B, © wortEOT 4 T ol e'Por—For (5.19)

which should be convergent in the region —f3 < 7 < 0. The function g(x,7) can also be

written as ) T (e‘ﬁH,u"(O)w(:c, T))
g(l’,T) - Tr(e_ﬁH)

From this representation, using the cyclicity of the trace and translation invariance
Pz, 7)e M = ¢z, 7 + B),

we have

Tr (u(0))(z, 7)ePH
g(xz,7) = (M (Tr)(e(BH)) )
Tr (u"(0)e " ap(x, 7 + B))
Tr(e—BH)
Tr (e Py (2,7 + B)u"(0))
Tr(e=PH) ’
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For x > 0, the fermion field ¢(z, 7 + 3) commutes with the twist field x*(0) but anti-
commutes with the twist field ©~(0). So we have

e BH x, T
g(x, 7’) = - (577— - 577+) I ( g:é?%{ i B))

= - (517* - 5n+) g($, T+ ﬁ)

For x < 0, the fermion field 1 (z,7 + ) anti-commutes with the twist field p*(0) but
commutes with the twist field ;= (0). So we have

v (e BH T, T
g(z,7) = —(6pt —0p-) I g:((eo_);%)’ )

= =g =0y ) g(z,7 + )

Thus, we obtain the quasi-periodicity equation, namely the KMS relation, for the function

g(z,7):

9@, 7+B) = —(p- —dpy)glx,7)  (z>0) (5.20)
gz, 7+ B) = — (Ot — ) g(z,7) (z <0). (5.21)

Taking into account this KMS relation and deforming the contours of the integrals in (5.19),

we find that one-particle form factors f£°* 77(9) should satisfy the following requirements:

1. Analytic structure: f£” ;“n(ﬁ) are analytic as functions of # on the complex plane
except at some simple poles. Analytic structure is specialized in the region Im(0) €

[—im, im]:

(a) Thermal poles and zeros:

fﬁmn(G) has poles at

H:An—ne%z, n ez

and zeroes at

i 1
0:/\,1—776?, nEZ—i—i.

(b) iﬁ;“n(ﬁ) and ffﬁwn (0) are related by relations:

fiﬁ;“n(e +im/2) = iffﬁ;“n(Q —im/2) for all real 6 except 0 = \,,, n € Z+ 3
(5.22)
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and
iﬁ;’ﬂ (0 —im/2) = —iffmﬂ (0 +imw/2) for all 8 except 6 = \,, n € Z (5.23)
2. Crossing symmetry:
£ 0 i) = +ifPH (6) (5.24)

This property can be used for obtaining one-particle form factors with different
charges. The term “crossing symmetry” comes from the zero temperature case and

this can be seen more clearly by rewriting (5.24) as
P8(vac|u(0)¢]0 £ im) = i P3| 1 (0) [vac)Ps
where we used the relation (4.89).
3. Quasi-periodicity:

P (0 1 2im) = — 2P () (5.25)

5.1.2 Solutions

The solutions to this Rimann-Hilbert problem can be completely fixed, up to a
normalization, by the asymptotic behavior fepﬁ;lﬂ (0) ~ O(1) at |0] — oo, since the
disorder field p is a primary field of spin 0. The one-particle mixed-state form factors

admit the representation [21, 23]:

co—eni0t /
g cin 1 T de 1 BEy
i - A S 220N oMy,
(0) =e4 o exp [en/_oo_gmm Sl smb (0 — ) og | tan 5 (™) g
(5.26)
pa;u

It is a simple matter to check that the functions f¢ (0) have poles and zeros at

the positions stated in the Riemann-Hilbert problem. By performing analytic con-
tinuation in #, we can see f°” ;“7](9) satisfy crossing symmetry and quasi-periodicity.
The normalization (¢"),, has the same vale for both order fields with branch cut on

the left and on the right, and it was computed in [143] as

In

/ /Oo df1dbs sinh 61 sinh 65
2 _ oo (2m)2 sinh(m/f3 cosh 0;) sinh(m cosh 65)

(COth b1 — 92) u
2
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where A is Glaisher’s constant. Since (0"),, is real, it is obvious that relations

B

Re (ej”‘7r/4j‘"f;“+ 0+ z'7r/2)> =0 for all real 6 except at 6 = \,, n € Z + 3
and
Re (ejFi’T/zlfiﬁ;“Jr 0F z'7r/2)> =0 for all real 0 except at § = \,, n € Z

are satisfied. In fact, we can see from (5.26) that the finite-temperature one-particle
form factor of the disorder field is constructed by adjoining a #-dependent function,
which can be called as the “leg factor”, with the zero-temperature normalized one-

particle form factor, up to the normalization (¢),,:

5
1 0) = SOMOR6) ("), (5.27)

where we define zero-temperature normalized one-particle form factors
FO90) = Tim (o) 7" (0) (5.28)

W—oo

and where the leg factor h¢(6) is of the form

co—eni0t /
hl(0) = exp [en/ w1 log <tanh BEQ)] . (5.29)

—oco—eni0t 27717 Sinh(9 - 9/) 2

It is the analytic properties of the leg factor that make one-particle form factors

i ;“n(ﬁ) satisfy all conditions mentioned in the Riemann-Hilbert problem. In the
same spirit, finite-temperature two-particle form factors of the order field is obtained
as

12257 (01,05) = O (01, 02)R2, (01)R1, (62) (0 5, (5.30)

€1,62 €1,€2

where we define zero-temperature normalized two-particle form factors:

€1,€2 P €1,€2

f(o)n(91,92) = w}i;n@(@’l p;“n(91,92) (5.31)

and they are given by

(5.32)

U g in yim Oy — 07 +ni(es — € €1€2
fe(?,)ezwlﬂ?):%elzxeu tanh(2 1+ mi(e 1)> '

2
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5.1.3 Derivation of the Riemann-Hilbert problem associated to the twist
field pu™*

Now we present the derivation of the Riemann-Hilbert problem associated to the twist
field pt, which is originally from [21]. The Riemann-Hilbert problem associated to the

twist field 4~ can be derived following similar arguments.

Analytic structure

We consider the function

Lt o
1 /m A C) FZ0) ipe
9(z,7) =35 7r/d@ ef/? (116_5%6 ot EoT 4 T cPE ePor=FoT | (5.33)

with conditions

g@,7+pB) = —glx,7) (z<0) (5.34)
9@, 7+p) = gz, 7) (z>0) (5.35)
For x < 0, we shift the #-contour in the term containing e~ as § — 0 + in/2 and

in the term containing e as § — § — iw/2 so that the form factor expansion of

g(x,7) is still convergent. When shifting the contours, we take residues of poles. By

defining
ut o+
S (0) £ )
g+(0) = 1 + e_ﬁEe 9 g—(e) - 1 n eBEiﬂ ; (536)
we have

9(w,7) = ;\/f / a0 "1 (7149, (0 + im/2) + ¢/ Ag_ (0 — im/2) ) eFortieT

+ Z im Res (g4 (0), An + i7/2) /2T /A Erpztipa, T

- Z im Res (g_(0), A — im/2) /27T /A eBrnatipa,

To meet the anti-periodic condition (5.34), we must have

%1 / % /d9 /2 (ei”/4g+(0 +im/2) + e g (9 — i7r/2)> eBortipeT

= —%, /T /d9 2 <ei7r/4g+(9 +im/2) +e g (6 — iﬂ'/2)> ePortipo(T+6)
™
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and
Z im Res (g4 (0), An + im/2) e/ 2T/ A Expatipa, T
_"Z im Res (9_(0), A\ — i7/2) oAn/2=im/4 ,Ex, ztipy, T
= - En: im Res (g4 (0), A + i /2) /27 /4o Exn 24ipn, (T46)

+ Z imRes (g—(0), A\, —im/2) An /214 Bx, wtipa, (T46)

which lead to the following requirements for g4 (6):

o ™/tg, (0+im/2)+e ™/ *g_(0—im/2) = 0 for all real A except § = \,,, n € Z+3;

o g+ (0) has poles at § = A\, +im/2 and g_(0) has poles at 6 = \,, —im/2, where

sinh \,, = 2% with n € Z + 1/2,

. . . pain oy ppaint * I
By recalling definition (5.36), using the fi"" (0) = (5" (0)) , considering the

ot
poles of functions ﬁ, and assuming that functions f7°" () have only simple

1+
poles, the requirements above can be written in the language of one-particle form

factors ffwﬁ(@) as
o Re (er/! oo (0+ir/2)) = 0 and Re (e"/1 £ g — in/2)) = 0 for all
real 0 except 0 = \,, n € Z + %;
. iﬁ”ﬁ(@) does not have poles at § = A\, + in/2 and ff‘”ﬁ(@) does not have

poles at 0 = A\, —im/2.

For z > 0, we shift the §-contour in the term containing e~%¢ as § — 6 — i7/2 and
in the term containing e™¢ as § — 0 +i7 /2. Again, we take the poles at appropriate

values and we get:

glz,7) = ;\/T / a0 ¢ (=g, (0 — im/2) + €™ g_ (0 + i /2) ) e~ EorineT

- Z i Res (g+ (0), )\n — 1,7'(/2) e>‘"/2_i7r/4e_E)\n$—ip>\nT

+ Z im Res (9 (0), An + i/2) e/ 24T/ 4= Expz=ipn, ™

To meet the periodic condition (5.35), the following requirements must be satisfied:

o e /g (0 —in/2) + e /*g_(0 +im/2) = 0 for all real 8 except 6 = \,, n € Z;

e g.(0) has poles at § = \,, —iw/2 and g_(0) has poles at § = \,, + im/2, where

sinh \,, = 7% with n € Z.
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We then translate these requirements in terms of one-particle form factors f%° e (0):

o Re (e i/t £ (0 - in/2)) = 0 and Re (¢/"/1 ff";“+(e+m/2)) — 0 for all
real 0 except 0 = \,,, n € Z;

o fiﬁ;w(@) have poles at § = A\, Fin/2, n € Z and have zeroes at § = A\, F
im/2,ne€Z+1/2.

Crossing symmetry (5.24) and quasi-periodicity (5.25)

For < 0, we shift the #-contour in the term containing e=¢ as # — 6 + i7 and in
the term containing e as § — 6 — iw. By taking the poles at the lines of imaginary
+7/2, we have

1 . .
51 / n /d0 2 (ig4 (0 + im)ePor—EoT —jg_ (6 — im)ePortEoT)
T

Z 2im Res (g1 (0), An + i/2) /2T A Ernation, ™
neZ+1/2

Z 2im Res (g_ (), A — im/2) /271 AeErnation, ™
nezZ+1/2

By recognizing the sum of last two terms as 2¢g(x, 7), we obtain again a representation

of the two-point function g(z,7):

. ; + .
g(z,7) = —*\/ /dﬁ 6/2 (Z pﬁ . ot ZTF)e””W—EeT — Zf—fﬁ ' (0 - m)e—ipeerEaT

1+ eBFo 1+ eFEe
(5.37)
which is of the same form as (5.33) and is still valid in the region—f5 < 7 < 0,z < 0.

Since a presentation of this form should be unique, comparing (5.33) and (5.37) gives
o et
258" (9 4 im) = i (0).

For = > 0, we shift the #-contour in the term containing e~ as # — 6 — i7 and in
the term containing e as § — 6+ iw. By taking the poles at the lines of imaginary

F7/2, we have

g(x,7) = %1 / % / do e/? (—ig+(6 — im)ePor—EeT g (0 + iw)e_ip9$+E97)

+ 3 2im Res (4(0), A — im/2) /27 A= Erne=ipa T
neZ

— " 2im Res (g (8), An + im/2) /2T e Expomivan,
nez
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By recognizing the sum of last two terms as 2g(x, 7), we obtain again a representation

of the two-point function g(z,7):

do 9/? ¢ (0 —im) N T ippr—EpT me—imx-ﬁ-]ﬂaﬂ'
1  14ePE 1+ e PEo
(5.38)

which is valid in the region—3 < 7 < 0,z > 0. Comparing (5.33) and (5.38) gives

the other crossing relation

iﬁ;;ﬁw —im) = _Z.ffg;/ur ).

Quasi-periodicity can be obtained by performing crossing symmetry for two times.

5.2 Dirac model

The original results presented in this section are collected from the work [142]. Before
we start, let us introduce some useful notations. We define the normalized mixed-state

one-particle form factors of the U(1) fermionic twist fields
Je(0) = (od), fLE0) (5-39)

) s/}
where f21(0) := (007" |0u,—e De ot TR 0) 4 by fre 2T (0) | and (o1, is the normaliza-
tion, and the normalized mixed-state two-particle form factors of the U(1) bosonic twist
fields

u — 1 P,Ua
f(l/1,e1)(1/2,52)(01"92) = (0d), fy17€1)(y2762)(01,92). (5.40)

Their pure-state limits are denoted by

[0) = Jim f1(6), (5.41)
’ Wi—oo 7
(0)n — ;
f(V1761)(V2,62)(01’ 02) = WEIEOO f(l/l €1) l/2,€2)(91’ 02) . (5.42)

Using the relation (4.56) and the vacuum matrix elments of U(1) twist fields in Hilbert

space, we have

efzﬂ'ua/2

(0)+ 9) = _ies 5 vea+1/2 (vea+1/2)0
fl/,e ( ) ( Le v,— + V7+) F(1+V6a)m € ’

F70) = fEr(O)Te0er (5.43)
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and

sin(ra) er1e(01=02)

2mi cosh(%5%2)

Sin(wa) eylelawl*@z)efiﬂnyla
(91—92+ni(51—52)0+ ) .
2

f(o)ﬁ

(1/1,51)(1/2,62)(01’92) - 561’6251’1’71’211161

Oci —en0 - 5.44
1,—€20u1,00 W1 oi <inh ( )

5.2.1 Riemann-Hilbert problem

We start again with finite-temperature one-particle form factors of the U (1) fermionic twist
fields in the Dirac theory. In the Dirac thermal Gibbs state with untwisted density matrix,

where W, (6) = BEy, we consider a two-point function in imaginary-time formalism

g(z,7) = p(vac|02_y(_1)7a (O)B \I';{”(x, 7')£|Vac>p (5.45)

where we denote by UF the fermion operator ¥ and its Hermitian Conjugation U respec-

tively. Using Dirac fermions’ mode expansions (2.92), (2.93), and Liouville left-action, the

two-point function g(x,7) can be written as a finite-temperature form factor expansion:
w7 o

. flff (9) TEg—i.’EPQ + f_V7_(9) 6—TE9+i:EP9 (546)

1 + e—LEs ¢ 1+ elEo

g(z,7) = \/ﬁ/d@e@/2

which should be convergent in the region —8 < 7 < 0. Following the same recipe for
obtaining (5.20) and (5.21), we can derive the KMS relation for g(x,7) (5.45):

glx,7) = — (577+ e Mv2mia | 5,],) g(z, 7+ B) (x > 0) (5.47)
g(z,7) = —(6-e ™™+ 65,1 ) g(z, 7+ B) (x <0). (5.48)

To make sense of KMS relations (5.47) and (5.48), one-particle form factor ,f’fn(ﬁ) and

oL " (6) should meet the following requirements:

1. Analytic structure: f2*"(9) and f” i " (6) are analytic as functions of 6 on the com-

plex plane except at some simple poles. Analytic structure is specialized in the region

Im(0) € [—im,in]:

(a) Thermal poles and zeroes:
ffn(H) has poles at

1
0=~y —n— n€Z+§
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and zeroes at
) 1

" () has poles at

—v,—

) 1
H:'yﬁ—Fn—Q, neZ+§
and zeroes at

Iy 1
0=\ — Z+ =
n+772, n e +2

where

2 2
sinhy? = ZAVD) A, = 2T
mp

mp3
b) AR (0) and P (0) are related by relations
v+ v,
PO £ im/2) = £ (0 F in/2) (5.49)
v 1
for all 0 except 0 =, n € Z + 3.

2. Crossing symmetry:
o0 £im) = £71(0) . (5.50)
3. Quasi-periodicity:
FEL (0 % 2im) = —JE1(6). (5.51)

Taking into account the above Riemann-Hilbert problem as well as the fact that mixed-
state form factors reproduce the ordinary form factors in Hilbert space under the limit
Wi(0) — oo, and by analogy with thermal form factors of twist fields in Ising model
(5.27), we conjecture that finite-temperature one-particle form factors of the fermionic
twist fields are expressed again as a product of the leg factor and the vacuum one-particle

form factor, up to the overall normalization (oq), :

FE(0) = fL(0) o) = SN O)L0) (o), (5.52)

with hpe(0) the leg-factor:

/ AEE / 1 —LEy
hZE(e) = exp [ de(eg)) lOg ( +e 0 >

27mi COSh(G—QG’ 1 + e2minroe—LEgy

co—nei0t / B’7 / 1 —LEy
+/ 619%“’“@( e )] (5.53)

—co—nei0+ 271 Sinh(9—29’) 1+ e—2minvag—LEg
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Factors Ajle(00') and BJ(00'), due to (5.69), (5.50) and (5.51), must satisfy a set of

relations

1.
AT (B £7i)2,0 £7i/2) = BU(0+mi/2,0+mi/2) = —ne/2
Al (0 +mif2,0') = =£iB", (0F7i/2,0)
Bl.(0+mi/2,0) = +iA?, (0F7i/2,6'). (5.54)
2.
Al (0 £7i,0) = =nei/2
B! (0 £ mi,0 £mi) = —ne/2
Al (0 +mi,0) = +iB", (6,0)
BI(0+mi,0) = +idl,_(0,0). (5.55)
3.
Al (0 +2mi,0 £ 7i) = Hnei/2
B} (0 £27i,0) = ne/2. (5.56)

To fully determine factors A}¢(60") and B.c(0¢’), it is intuitive to exploit low-temperature
expansions of finite-temperature form factors. From the trace definition of mixed-state
form factors and factorisation of higher-particle twist field form factors, we can deduce
low-temperature expansions of one- and two-particle normalized form factors for U(1)

twist fields:

20) = 1O +3 om0, ) 0.0058"6)

—f(y,g)(,,g_) (6, gf)f’E?’)f(e/)]
+0(e7"7) (5.57)

n _ (0)7)
f(V17€1)(V2762)(01’92) - f(V1761)(V2v€2)(91’62)
—BE, [ (O (0)n
+ E :/dﬁe 9|:f(1/17€1)(l/,—)(917e)f(V2752)(V7+)(02’9)

f&) o OL BTG )(9276)]+0(6*2m’3)

(v2,€2)

(5.58)
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Then, we turn our attention to the expression of f/(f) in our conjecture (5.52). We taylor
expand in h(6) two logarithmic terms as functions of e #% at the point e #% = 0 in

low-temperature limit,

o’ Al(0,0')

2mi cosh(%52)

( eQWinVa)e_,BEgl

U(0) = [0 )+f,§f?”(9)[/

do’ B(0,0' :
2
By comparing (5.57) and (5.59), we arrive at
1 .-
AL(0,0) = BU(0,0) = —ne e F (5.60)

which are in agreement with relations (5.54), (5.55) and (5.56). Thus, finite-temperature

one-particle form factors of the fermionic U(1) twist fields are fully obtained :

FOE(0) = fiM(0)h],(6)(0d) (5.61)

with
(GE))

do’ 1672 14+ e—ﬁEQ/
I/,E( ) eXp [ ne 21 Cosh(eae ) 0g (1 + eanl/aeﬁEg/)

(0'-9)

co—nei0t a6’ 1 5 1 —BEg
—ne/ 2¢ log( +¢ — > . (5.62)

co—nei0+ 27” smh(g 9’) 1 + e—2minvag BEg:

Again, this solution is unique due to the asymptotic behavior ;’jg‘"(e) ~ O(1) at |0] —
co. Similarly, we postulate that finite-temperature two-particle form factors of the U(1)
bosonic twist fields admit the representation of the form:

S5 ey (01,02) = £ (61, 02)h, o, (01)R], , (02) (o), (5.63)

(v1,€1)(v2,e2 (v1,€1)(v2,€e2)
which indeed reproduces the correct ordinary two-particle form factors in low-temperature
limit.
5.2.2 Derivation of the Riemann-Hilbert problem associated to the fermionic

U(1) twist fields with n = +

Analytic structure
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We consider the function

6/2 fpf+(9) Eg—ixP, f;ﬁt( ) Eg+izP,
gla,7) = \/ﬁ/dHe i T T e T (564)
with conditions
glz,7) = —eVTg(z.r+6)  (x>0) (5.65)
g(z,7) = —glz,7+pB) (z <0). (5.66)

For x < 0, we shift the #-contour in the term containing e~%¢ as § — 0 + in/2 and
in the term containing e’ as § — 6 — iw/2 so that the form factor expansion of
g(x,7) is still convergent. When shifting the contours, we take residues of poles. By

defining

qut ot
A" (0) ()
gv+(0) = 1+ o PEs g—v—(0) = 1 ofEs (5.67)

we have

glz,7) = Vm / do e’/ (ieiﬂ/4gy,+(e+m/2) +e g, (8 —iw/2)> eBowtipoT

+ Z imRes (gy 4+ (0), \p, + i7/2) jeAn/2HiT /4 B atipy, T

_ Z i Res (g_yv_(e)’ An — i7T/2) e)\n/Q*iﬂ/ﬁleEAnl‘ﬁ'ip)\nT )

To meet the anti-periodic condition (5.66), the following requirements must be sat-

isfied:
o ici™g, (O+in/2)+e /g, (0—in/2) =0 for all real  except 0 = \,, n €
7 + %;
e g, () has poles at = A, +im/2 and g_,, _(6) has poles at 6 = X\, — i7/2,
where sinh \,, = Z—g with n € Z+1/2.

By recalling definition (5.67), considering the poles of functions 1+e+5E9’ and assum-
it
ing that functions fiﬁii (9) have only simple poles, the requirements above can be
.t
written in the language of one-particle form factors fi‘f,i (0) as
o 5f+ (0) and f7F " (0) are related by relations
ot , -t .
S0+ im/2) = 7 (0 —in/2) (5.68)

for all real 8 except 0 = A\, n € Z + %;
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o pﬁ;w(@) does not ha 1 = ' peiit
e ve poles at § = A, +in/2 and f (f) does not have

poles at § = A\, —im/2, forn € Z + 1.

For z > 0, we shift the §-contour in the term containing e=%¢ as § — 6 — im/2 and
in the term containing e”¢ as § — 0 +i7 /2. Again, we take the poles at appropriate

values and we get:

g(.T, 7') = m/da 66/2 (ie—iﬂ/4gy,+(9 _ Z7T/2) + 67;71—/4971/’7(9 + Z7T/2)) e—Eg:I:—ipe’T

_ Z iT Res (gV +(9)7 %1; _ Z7T/2) Z'e'y,‘;/2fi7r/4efmmcosh'y,”Lfi‘rm sinh vY
n

+ Z i Res (g_y _(9)’ ,YZ + Z7T/2) efy;;/2—1—1'7r/46—:nmCosh'y;’l—h—msinh%”L )
n

To meet the periodic condition (5.65), the following requirements must be satisfied:

“im/hg, (0 —im/2) + e/ tg_, _(0+in/2) = 0 for all real § except =%, n €

e g, +(0) has poles at § =~} —in/2 and g, —(f) has poles at 0 =~ + in/2,

where sinh~Y = %}”O‘) with n € Z+1/2.

-t
We then translate these requirements in terms of one-particle form factors fif,:i (0):

o 5f+ (0) and f2 N (0) are related by relations
01T (0 —im/2) = [P0+ im [2) (5.69)

for all real 0 except 0 =), n € Z + %;

ppip™T v ppiT _ .
e fi,% () have poles at 6 = v, Fin/2 and f," (0) have zeros at 6 = \,, Fim/2,

forneZ—&—%.

Crossing symmetry (5.50) and quasi-periodicity (5.51)

For x < 0, we shift the #-contour in the term containing e=¢ as §# — 6 + i7 and in
the term containing e as § — 6 —in. By taking the poles at the lines of imaginary
+7/2, we have

g(m, T) = ﬂ/d& e0/2 (—gy,+(0 + iw)eip”_EeT _ Z’g_l,’_(ﬁ _ Z-W)e—ipgx+E97-)

+ Z 2im Res (gy,+(8), A, + i7/2) e/ 2/ A By etipa, T
n

— 2 2imr Res (g—v,—(0), A\, — i7/2) eAn/2=im /4 By, o4ipa, T
n
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By recognizing the sum of last two terms as 2g(x, 7), we obtain again a representation

of the two-point function g(z,7):

ppiT . - eppint .
fufj— (0 + 277) eiPWU*EeT Zf—i,— (‘9 - Zﬂ-)

s 0 7 efipga&i»EgT
1+ ePEo 1+ e PEe

g(z,7) = \/ﬁ/dﬂee/2

(5.70)
which is of the same form as (5.64) and is still valid in the region—f5 < 7 < 0,z < 0.

Since a presentation of this form should be unique, comparing (5.64) and (5.70) gives
o et
PO +im) = f21(0).

For > 0, we shift the #-contour in the term containing e~¢ as # — 6 — im and in
the term containing ¢ as § — 6 + im. By taking the poles at the lines of imaginary

Fm/2, we have

gr) = Vi [ 8 (g0 im)eP B g (64 im)e )
=3 imRes (g (6), 74 — i) e /2 im g coshirmsinh
neZ+1/2

+ Z imRes (g—u,—(0),v +i7/2) e/ 2+im /4 —wm cosh v} —irmsinhy},
nezZ+1/2

By recognizing the sum of last two terms as 2¢g(x, 7), we obtain again a representation
of the two-point function g(z,7):

pﬁ;;ﬁ(e B

; . opgiT )
g(x,7) = —\/E/de e?/2 Fo i) ¢iPor—EoT | M

st 0 7 e—ipgz—‘rEgT
1+ ePEe 1+ e PEeo

(5.71)
which is valid in the region—3 < 7 < 0,z > 0. Comparing (5.64) and (5.71) gives

the other crossing relation
.t i ; +
P (0 —im) = {751 (0).

Again, quasi-periodicity can be obtained by performing crossing symmetry for two

times.

Derivation of the Riemann-Hilbert problem associated to the fermionic U(1) twist fields

with n = — follows the same procedure.
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5.2.3 Low temperature expansion

Let us start with one-particle form factors

Tr (p pd Dy (6))
1 (0) = QF, () —Lte v 72
ne(0) = Q0 .(6) T (pol) (5.72)
We have
Tr (ppd, D;,(0))
= (vac|ppl D;,(0)|vac) +Z/d9' “PEo (0 |u" DE(0)]6), + O(e”2mP)
= f§f>g"(9)+z; / dg'e=PEo f(%g(y/7 D (6,60.8) + 07 (5.73)
and
Tr(po™) = (vaclo”|vac) +Z / 40/ e=5F0 (0| 0710') 0 + +O(c~2mP)
- +Z / dg'e e (O L (0.8) 0. (5T4)

In the low-temperature limit, 1/Tr (po,,) in (5.72) can be expanded as

1
Tr (poa)

— < a — o'a 2 Z/dﬂ’ —BEglf( ; » ((9/ 9/>+O( —2mB)‘ (575)

Substituting (5.73) and (5.75) into (5.72), and factorizing form factors f((l?)g(y,
through Wick’s theorem:

i (6.07.0)

(0)n N
Foow 4w ,—(0:0.0)

_ 0 (0) (0) (0) (0)
= SO0 £ @0+ O 0.0~ 5O 0.0)50).

yield the low-temperature expansion of normalized mixed-state one-particle form factors

(5.57). Then, we consider two-particle form factors

Tr (poa D (61) D52 (62)) .

7
f(V1,62)(V27€2)(91’ 02) = Q(Vl 62)(1/2762)(01’ 02) Tr (poa) (5.76)
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Likewise, we have

Tr (p od D;}(61)Dy? (92))
— (vaclpoll DS (1) DS (62) vac) —i—Z/dHe BEs(0]0" D% (0,) DE2 (62)10), + O(e=>m")

(0)n —BEg £(0)n —2m3
f(l’l €2)(v2, 62)(91’ b2) + Z / dde 9f(ul,62)(1’2,62)(%-1-)(’/7—) (01,62,0,0) + O(e )

(5.77)
Using (5.77), (5.75), and the factorisation

(0)n
For ea)mea) v,y wr—) (01, 02,0, 6)

_ ¢(O)m
- f(VLEz)(VQ €2) (‘917 92)f
+f(0)77 (017 9)f

(v1,€1)

/\

0)n (0)n 0)?7
o)) 0 0) = S )y B0 O F ) (62 0)

0)n
123 62)(I/,+) (927 0)7

—~ 2~

we obtain the low-temperature expansion of normalized mixed-state two-particle form
factors (5.58).



Chapter 6

Form factors of twist fields in

mixed states

In this chapter, we present the exact result for mixed-state form factors of twist fields in
the Ising model and in the Dirac theory. It has been shown in section 4.1.3 that the map
i in principle allows us to calculate mixed-state form factors in the Liouville space L,
from the known matrix elements on the associated Hilbert H. However, this technique
seems to break down for evaluating mixed-state form factors of the twist fields. This is
because the evaluation involves an infinite re-summation: twist fields are infinite linear
combinations of normal-ordered products (since they have nonzero matrix elements for
arbitrary large number of particles), hence there are infinitely many internal contractions.
This re-summation in principle gives rise to two effects: first, the overall normalization
of mixed-state form factors, encoded into the mixed-state expectation value (mixed-state
one-point function), is modified from its vacuum value; second, the dependence on the
rapidities 6; of the form factors is affected (Here we will only consider the dependence
on the rapidities). On the other hand, we demonstrated in chapter 5 that in the case of
thermal Gibbs state, we can formulate a set of equations and analytic conditions by setting
up a Riemann-Hilbert problem derived from the finite-temperature KMS relation. The
minimal solutions are finite-temperature one-particle form factors. But, when it comes to
the case of general diagonal mixed-states, such techniques can not be employed, due to
the fact that the analytic structure of the eigenvalue of the density matrix is in general

not accessible.

In this chapter, we exploit a novel approach based on deriving and solving a system of non-
linear functional differential equations. The derivation of this system of equations follows

from the definition of mixed-state form factors and Wick’s theorem. Using such technique

90
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of functional differential equations, we perform “automatically” the infinite resummation
of contractions in order to obtain the exact rapidity dependence of twist-field form factors.
As usual, this method will be applied both on the twist fields in the Ising model and in
the Dirac theory. In the end of this chapter, we also present the general solution of this
system of equations as the integral-operator kernel, which can be seen as an alternative
representation of mixed-state form factors of twist fields. The results presented in this

chapter can be found in [55, 142].

6.1 Exact form factors of twist fields in mixed states

As we discussed, for general diagonal mixed states, form factors of twist fields can not be
obtained from either the Riemann-Hilbert problem technique or the the map 4 technique.
However, from the results (5.27), (5.30), (5.61) and (5.63) derived in chapter 5, we see
that these finite-temperature form factors depend on the eigenvalue of the density matrix
in a very trivial way. Then it is not unreasonable for us to conjecture that mixed-state
form factors of twist fields admit a similar representation in terms of the leg factor. In
this section, we will show the exact mixed-state form factors of twist fields in the Ising
model [55] and in the Dirac theory [142]. We will also discuss the analytic properties of

these form factors.

6.1.1 Ising model

In analogy with (5.27) and (5.30), it was conjectured in [55] that: the one- and two-particle

mixed-state form factors of disorder and order fields are given, respectively, by

feEO) = fO0)R0) (o), (6.1)
27 (01,02) = fON(61,02)h7 (01)D, (62) (™), (6.2)

where

W) = exp [617 / a1, (tanth'))] (63

—oco—eni0t TmSth(Q — 0/)

in 1
o) = et (6.4
C . _ YO e1e
fe(?,)62(9192) = ieq%ea%tanh <92 01+;71(62 61)) . (6.5)
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The above mixed-state form factors are defined for real rapidities, in general, as distri-
butions obtained from boundary values of analytic functions. In light of the exponential
form of twist fields (3.25), form factors with higher numbers of particles can be obtained
by using Wick’s theorem on the particles. The factorization of multi-particle form factors
follows the rules: the overall normalization is (¢”),, the contraction of two particles (61, €1)
and (63, €2) is given by the normalized two-particle form factor f£:%, (61,62)/{(c™) p» and the
remaining single particle (6, €), if any, contributes a factor f#*"(6)/(c"),; further, a minus

sign should be introduced for every crossing of contractions.

Leg factors h(6) are analytic functions of 0 in the strip

17 = {HG(C: (6.6)
and for f € R they are ordinary integrable functions obtained by continuous continuation
from these analyticity regions. Hence, form factors of ¢”7 and u" are also analytic func-
tions in the strip (6.6), except for possible “kinematic poles” coming from form factors

fG(ZO l;?(ei, 6;) of two particles with equal rapidities (6; = 6;) but opposite charges (e; = —¢;).

It can be checked that the above form factors in terms of leg factors of the form (6.3) are in
agreement with (4.50), using the relation ¢, ¢/ (61, ...,0n|O|vac)? = < Q?LN (01, . .., GN)>*,
(hd(0))* = h".(6), and (3.24). Further, the function k¢ () may be analytically continued
from the strip (6.6) where it is analytic, to an extended region by extending on both sides
of the strip. The extended region depends on the analytic properties of W (6) around the
real line. Let us assume that W (#) is analytic on a neighborhood of some parts of the

real line. If 6 lies in this region, and either 6 or 6 + neiw lies in I¢, then the analytic

continuation is obtained from

BI(0)A7(8 + neim) = coth W2(9) (6.7)

€

Also, leg-factors with different values of € are related to each other:
w(e
R (0)R" (0) = ncoth 2(), (6.8)

this being valid for all # € R in addition to all values of # in the analyticity region of W (#).
This along with (6.7) implies that

h7.(8) = nh'! (0 + nim) (6.9)
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whenever the arguments lie in the analytic region of the leg factors. In turn, this leads to
the crossing symmetry of mixed-state form factors

psw"
€1,€2,..,EN

(01 + neyim, O, ..., 0n) = neri f7 (01,02, ...,0n). (6.10)

€1,€2,-.,€EN

which in the case of W () = BEy reproduces (5.24). Finally, we see that the form factors

given above indeed reproduce reproduce the correct vacuum form factors at e WO = .

6.1.2 Dirac theory

In the same spirit, we can generalized the results (5.61) and (5.63) obtained in the Dirac
theory in the case of thermal Gibbs state to general diagonal mixed-states. This has been

done in the original work [142].

Since the spectrum of the Dirac theory consists of two particle types, the terms SEy in
the leg factor should be replaced by W (0) and W_(6), respectively. We conjecture that
the diagonal mixed-state one- and two-particle form factors of U(1) twist fields are given
by

) = fMO)R(0)(0h), (6.11)
oa 0
f(plll,ﬁl)(l/27€2)(917 62) - f((lq)zl)(ug,q)(gl’ ez)hzl,él (el)hzmﬁz (02)<UZ>P (612)
where
W0) = e L o L e e
ey X — - & 0 )
e P ) o cosh(e_f') & 1 + e2minvae—W_,(0")
co—nei0™ d9/ %6(9/;9) 14+ efW,,(H’)
—776/ 7w10g i Woa (613)
—oo—nei0t 270 sinh(%5~) 1 + e—2minvag—W,(0')
and
0)+(p 5 5 eimva/2 vea+1/2 (veat1/2)0
fl/,e ( ) = (_“5 v— t 1/,+) mm e ,

F70) = fEE(0)eTre0e, (6.14)



94

sin(ra) evie1e(01=02)

2mi cosh(%5%2) -

viera(01—02)

0
f((Vl)Zl)(V2,€2)(el’92) = 551,6251/1,—112 Vi€1

sin(ra) e e immLa

. . _ . _ + .
271 sinh (91 92+m2(61 €2)0 )

(6.15)

561,*62 51/17'/2 i

Higher-particle form factors can be evaluated by using Wick’s theorem on the parti-
cles. The overall normalization is (04),, the contraction of two particles (61,11, €) and
V262)(9192), and the

remaining single particle (6, v, €), if any, gives a factor f,%(0); further, there is a minus sign

(02,19, €2) is given by the normalized two-particle form factor f(num)(

for every crossing of contractions.

The analyticity regions of the leg factor h;(f) are still the strip I (6.6). Form factors
of U(1) twist fields are also analytic functions in this strip, except for possible kinematic

poles coming from two-particle form factors f((31)21)( (0102) with (1 = —ea, 11 = 12)

vo€2)
at colliding rapidities. Leg-factors h;e(6), as functions of § € R, are ordinary integrable

functions obtained by continuous continuation from these analyticity regions, and they

satisfy
1+ e W)

WO, (6) = T (6.16)

It is a simple matter to check that mixed-state form factors above do agree with (4.105)
considering (6.14),(6.15), and with (4.106) using (3.27), (3.37), and complex conjugation.
Concerning the normalization (od),, it has not been exactly calculated so far. However,
in analogy to the computation of ¢, in [49], we can obtain a recursion relation for the
normalization [142]

<UZ+1>p _ I'(—a) 2a+1

o, T+a) ' (6.17)

by considering mixed-state one-particle form factors of the fermionic primary twist fields.
The derivation is as follow. By similar arguments to those leading to mixed-state form
factors of twist fields o/ 41,4 WE Can also deduce mixed-state form factors of 027 ot For
instance, we have

—ima/2
. € Ty, — 0 — o—
p(VaC|O'Z_17a(0)|9>_pi_7+ = Zm€2 67” m +1/26( 1/2)9 h17+(9)<02>p . (618)

After a shift o — « + 1, we arrive at

6—z7roz/2

Pl a4 =~ e A (0)(al, ), (6.19)



95

Notice that the leg factor AY] , (9) is invariant under the shift & — a+1. Then, comparison
with the mixed-state one-particle form factor of o, ,,; given by (6.11)
emimel2 s +1/2_(a+1/2)0
n p — Ty, — ) QL « n
P(vaclog 41 (0)I0)Y 4 = —me rTm e hy +(0){oa),
leads to the recursion relation (6.17) which, in the pure-state limit, is in agreement with

the result of [49] obtaind in the U(1) Dirac model at zero temperature

(oa+1) _ I'(—a) 2041

(0a)  T(1+a)

To fully determine the normalization (o) ,, one needs to find the initial condition of (6.17),
which involves the W, (6) function indicating the mixed states. Once the normalization
for o € [0,1/2] is known, it is known for o € [—1/2,1/2] by conjugation, and then known

for all o thanks to this recursion relation.

6.2 Non-linear functional differential system of equations

This section is devoted to the proof of the mixed-state form factors of twist fields (6.1)
(6.2) in the Ising model and (6.11) (6.12) in the Dirac theory. The verification is based
on a system of non-linear functional differential equations involving one- and two-particle
mixed-state form factors of twist fields. We provide the derivation of these equations and
discuss the uniqueness of their solutions. Finally, we verify our form factors by substituting
them into these equations. Note that this novel methods provide an alternative proof of
the known expression for finite-temperature form factors of twist fields, which, contrary to
analytic-property methods, does not require “minimality” assumptions. The main results

presented in this section are collected from the works [55] and [142].

6.2.1 Ising model

We recall that the twist fields o and p can be expresses as normal-ordered exponentials of
bilinear expressions in the creation / annihilation operators. For instance the order field

o+ admit a representation of the form

o = (o) : exp [Z dfdfs F? , (61, 02)a (61)a(62) | : (6.20)

€1,€2
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where following the notation (4.57), F¢! ,(61,62) can be rewritten as

1,
F7 (01,02) = ———f70 _(61.02) (6.21)

2(0)
As a consequence, Wick’s theorem can be applied to factorize higher-number mixed-state
form factors of these fields into products of one-and two-particle mixed-state form factors.
Based on Wick’s theorem and the trace definition (4.90), we will establish a system of
functional differential equations for the one- and two-particle form factors of the field "
and o" [55]. These equations are nonlinear first-order differential equations and can be
seen as functionals of the function W : § — W (6) which characterizes the density matrix.
With the initial condition at W (f) = oo, given by the matrix elements of the twist fields on
the Hilbert space, the solution is unique. Indeed, these matrix elements fully characterize

the kernel F¢! (01, 02) in the bilinear expression (6.20).

Derivation [55]

We start with defining notations

Tr (pu a“(6))
Tr(pon)

Tr (po” a (6)a* (62)

f61752(01792) = Q£17€2 (91’02) T‘I‘(pa'n)

F20) := Q2(0)
(6.22)
Notations for insertions of higher numbers of creation and annihilation operators are de-

fined in a similar way. Using 8p/6W (B) = —al(B)a(B) p, we find

5 Te(pua(0) __Tr(pura(O)al(B)a(B) | Tr (ot () Tr (po al (Ba(8)

oW (B) Tr(po") Tr(po™) Tr (po™) Tr(pom)

The right-hand side can be simplified via Wick’s theorem,
FEO)VFL_(B,8) = [t (0.8,8) = LB FI_(0,8) = F2(B)[2(6. ),

this implies, from the definition (4.78),

(6.23)

( 6, B0 > b(6) = FLB)F_(0,8) — F1(B) £, (6, 8)
SW(B)  14eW® )7 4 cosh? w '
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In the same recipe, differentiating Tr (p o a“* (61)a2(62)) /Tr (po™) gives

5 ad(B—061)  €d(8—0b)
<5W(5) N 1+eaaWd) 14+ eeQW(5)> e1, by (01, 02)
fenl 4+(01,8) 272,,(92,5) - 271 7(9175).@2 L (62,58)

_ oot 510 : (6.24)

Introducing the notations

£209) = (o), L f£4 (0), F8 ,(01,62) == (0) 1 ££i7, (01, 62), (6.25)

and recalling (4.90), we then have

F20) = J200), 2 o, (01,02) = 2 o, (01,02) + (1 =WV 51400 6(01 — 02). (6.26)

Thus, the system of differential equations can be translated into a system for the mixed-

state form factors themselves using (6.26),

3 f(0) FLB)E(0,8) — f1(B) [, (6, 8)

= : : 6.27

W (B) 4cosh2w ( )

5f8 en(01,02)  fE (01, B)f (02,8) — [ _(61,B) [, 1 (02, B) (6.28)
W (B) B 4cosh2w ‘ '

where the delta-function terms are vanishing.

As we see, equation (6.28) serves as a continuous family of non-linear first-order func-
tional differential equations for the W-functionals f7 , (61,602), fI _(61,62), f- (61,62)
and fi_(el, 02) (61,602 € R). Once this system of equations is solved, the solution can be
fed into (6.27) to provide a continuous family of linear first-order differential equations for
the W-functionals f(0) and f”(0) for all 6 € R.

Uniqueness

According to (4.74), for the disorder field p", we have

) = Plwacl()16)2 = Pl 7 U2
= Plvacls (") |0)? / 48— "{vacl s () 22l (B)al (B)10)¢ +

= 2O+ [ [Z+(97/J’)ff"(6)— 70,627 (9)] +
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where

i7" (1, 6).

- V[}'gnoo €1,€2

F0) = Lm fA0), £, (01,62)

W—oo €1,€2

Then

00) = f(0)/(0),
! ! 1 o’ n oM n
RN [fﬁﬂ (0>+/ 48w 0010~ 12 0.4 (3)] +]
(6.29)

Following the same recipe, we can obtain

1 oM
[ e, (01,02) = <a>p[q,52(91792)

1 g ag ag ag
+/d91+6W(9){ S (01,0) 17,4 (02,0) = f34(61,6) 62?_(92,9)} +}
(6.30)

From (6.29) and (6.30), we see that f¢'(f) and fe ¢, (61,62) can be expressed in terms
of ordinary form factors which have been fixed. Hence, the solutions to the system of
functional differential equations are unique. Since mixed-state form factors (6.1) and (6.2)
reproduce the vacuum form factors at W (6) = oo, then we only have to verify that they

satisfy the system of equations (6.27), (6.28) in order to prove that they are correct.
Solution

Considering the system of equations (6.27), (6.28) is analytic, it is sufficient for us to focus
on the analyticity region of the corresponding mixed-state form factors, in order to verify
the validity of (6.1) and (6.2). For convenience, we give a list of basic terms involved in
(6.27) and (6.28).

f0) =

] €1 I e iT 62 — 91 €1€2
fh e (01,02) = B (O1)RL,(62) 5 e T e T ( panh
, s
J ne 1 1
n _ e ,
s Y = e s smb =) O (6.31)

Let us start with considering (6.27). The left-hand side is

€im

€ 1 1 e 4
Sri snh () sinh(6 — ) var e )
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and the right-hand side, in virtue of (6.8), can be shown to be

1 1 B—0\"¢ B—0\°) T
o W) <<tanh 5 ) —<tanh2>>mh?(9).

These are equal thanks to the relation

1 1 T T
— = (coth £ — tanh 7> .
sinhz 2 (COt 2 tan 2

We then consider (6.28). On the left-hand side, we find

1 1 ne1 n ne tanh 2 — 61\
472 sinh W(3) \sinh(6; — 8) = sinh(62 — ) 2
€11m €T

xeTeThgl (Ql)hg (92)

whereas on the right-hand side, again using (6.8),

S toon
872 sinh W ()

X <<tanh B _2 o1 > : (tanh B _2 02) - — <tanh ’8_201> - <tanh b _2 2 ) 62)

€11m  €91Im

xXe 4 e 4 th(Gl)hZQ(Qg)

X

Again, these are equal thanks to the relations

1 + L tanh 02 — 01
sinh(f; — )  sinh(fy — ) 2
= 1<tanh’8_292 co‘uhﬁ_201 —taunhﬁ_ze1 cothﬁ_{%)

2

1 1 th Oy — 61
(sinh(91 —fB)  sinh(6y — ﬂ)) «© 2

1 B — 0y B — 01 p— 61 B — 0y
= 3 (cot 5 coth 5 tanh 5 tanh 5

These two relations can be verified by analyzing pole structures of both sides as analytic

functions of 8. In the first relation, both sides have poles at § = 6; and § = 6y with

91—92 91—92
2 2

relation, both sides change sign under 8 +— S+im and no other poles than those mentioned

residues tanh , and in the second the residues are + coth

respectively. In each

are found in any strip of width 7.
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6.2.2 Dirac theory

As we recall, U(1) twist fields are also in the form of normal-ordered exponential of bilinear

combinations. For instance, the twist field o/ is given by

o) = (0q) | rexp Z df,dO> F

(v1,€1)(v2,€2)

(01,02) Dy} (61)D;2(62) | - (6.32)
(v1,€1)(v2,€2)

with F

(vi,e1)(v2,€2)
previous subsection, we deduce, from the trace definition and Wick’s theorem, a system of

(01,602) = _%f((gl)ﬁ_el)(yz _62)(01,92). Thus, mimicking arguments in the

non-linear functional differential equations for U(1) twist fields mixed-state form factors

as functions of W, (#). This work is collected from the original paper [142].

Derivation
We denote
2 Tr (ppa Dy (0))
n . 14 v
FL0) = Qo) g (6.3
n L P (pO'aD 1 (01)DE2 (02))
Forer)wase) (01,02) == Qe wasea) (01, 62) Tr (poa) (6:54)

and the notations are similar for higher numbers of insertions of creation and annihilation

operators. Using

dp

Siv@ = PPl O)D.0). (6.35)

we have

9 Tr(puaDy(0))
oWy (B8)  Tr(poa)
T (pua Dy (0)D),(8) D (B)) o Tr(ppaDy(0)) Tr (poaD ;i (B) Dy (B))
Tr (poa) Tr (poa) Tr (poa)
FoeOV i 3y (B B) = Il oy iy (658, 8)

Qo +)-) ( )

_ 5/,+</B>f<’16<w_><9’5>—f" “N" v (®:6) (6.36)
Q(Ve)(l/’—i-)( ( )
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where we use Wick’s theorem in the last step. By recalling the definition (4.107), we find

( 9 €,,0(0 — 5)) fr () = I B o0 8.8) = ) (BT, o0 49(8,8) |

oW, (B) D—e(0) e 4 cosh? (L”é(5)>
(6.37)
We then differentiate
Tr (poa Dy (01) Dy (602))
Tr (poa)
with respect to W,/(/3), and we find, following the same lines,
a eléy,ulé(/@ - 91) 625V,V26(/8 - 92) n

(awy(ﬁ) W00 T4 e ) Tonenee0102)

f(n'/hel)(l’&)(el’ B)fgf27€2)(l/a—)(62’ B) - f(n'/hﬂ)(l’,—)(el’ mfg/%e?)(”"*')(g% P (6.38)

4 cosh? (M)

Finally, we obtain a system of functional differential equations for the mixed-state form
factors of U(1) twist fields:

a1l S Bfiow0:8) = fo B0 .40 5)

= (6.39)
oW, (B) A cosh? (WT(B)>
Y
8f(77,,1761)(,,2762)(917 92) _ fz71/1,61)(u,+)(01’ B)f?VQ,GQ)(V7,)(92> /8) - fg,hel)(,,ﬁ)(ela B)f(,,2762)(,,7+)(927 /3) '
aWy(ﬂ) 4 COSh2 (WVQ(/B)>
(6.40)

This system of functional differential equations enjoys the virtue that it does not require

the analytic structure of W, (6) and it works for general W, (6).
Uniqueness

Again, from (4.74), we can deduce:

1 [ 1 o .
ne(0) = <0>p[ b (0) +;/d51+ew [f(y75)(yf,+)(9aﬁ)ff/,,(ﬁ)

n

I OB O] + - } (6.41)
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and

1 Feall

f{'ul,el)(,,27€2)(91,92) = ) |:f(1/1,61)(ug,52)(91’02)

(0a p

+Z / d91—|—eW” e

10 e 01O £ ) (62, 6) | +

(917 )f(ug €2)(v,+) (92? 0)

(6.42)

leading to the uniqueness of the solutions to functional differential equations (6.39) and
(6.40). It is trivial to see that mixed-state form factors (6.11) and (6.12) in the large-W,, (6)

limit do reproduce the correct vacuum form factors. So it is sufficient to prove if they are

the solution of functional differential equations (6.39) and (6.40).

Solution

Consider (6.39) first. On the left-hand side, we find

nef;fe(ﬁ) 1 — p—2minv'a e Sy N 8,
471 1 + e—QWinu’ae—WV/(B) 1 + eWV/(,B) COSh(#) s1nh( 26)
and on the right-hand side, using
FOLAG) = a0 gm0 ),

1 —+ e_Wl/ (IB)

we find

1+ e—2minv ae—W,/(B) ’

nef(0) sin(p/a)emime o < 5

9 1+ e 2ninag—W,(8) 1 4 ¢Wor(B)

These are equal thanks to the relation

—e T

24

) el
sSInx =

Then, we consider (6.40). On the left-hand side, we find

Oy

cosh( #

+ 5u,u’
sinh(%52) |

571/1,1/

(6.43)

sin(ma) K(l e

— 9o
v T mnua)

ey 2001, — 1 (sinh( 6) COSh(

2*5>
p)

571/1 v

. ; d
imnriag 5 vy,
i€1€e i
ey (sinh(el2 B) smh(L2 6)

cosh(

B

01; ) cosh(%ﬁ)

)

+ cosh(elgﬁ) sinh(#) >
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where

ec1V1 (61—62)

(1 + e—27rinl/oze*Wu(5))(1 + eWV(rB))

and on the right-hand side, we find

sin?(ra) - —iTnrQ Ouy v 0—vqi,v
K |ie Ocqe00uy — —
—An? [ fLe2ErL, T2 <sinh<91 ﬁ) COSh(#) cosh(91;B> sinh(#)

2
—2minria

66 b Lt - g
19¢1,—e2%v1 10 Sinh<91;ﬁ>smh<#) COSh(ngﬁ)COSh<#> .

These are equal thanks to the relation (6.43). It is worth notion that this system of

non-linear functional differential equations provides an alternative check of our proposed

finite-temperature form factors of U(1) twist fields (5.61) and (5.63).

6.3 General solution as integral-operator kernel

In previous sections, we provided the exact results for form factors of twist fields and
showed they are correct by deriving and solving a system of non-linear functional differ-
ential equations. It is worth stressing that these differential equations hold for any local
field that can be expressed as normal-ordered exponential of bilinear forms in fermion
operators. The results we presented are just the solution when form factors involved in
the differential equations are specialized as those of twist fields. It is not known that a

general solution will also possess the leg-factor structure found.

Nevertheless, we can obtain a general solution which is expressed in terms of integral-
operator kernels. As we illustrated before, the map 4 does not provide a very efficient
way to calculate mixed-state form factors of twist fields due to the complicated expression
of twist fields. However, the operator U, describing this map, can be used to deduce
the general solution to those differential equations, which can be seen as an alternative
representation for mixed-state form factors of twist fields. We present in this section the
derivation of this general solution in the Ising model [55] and in the Dirac theory [142],

respectively.

6.3.1 Ising model

Let us start in the Ising model. We consider, without loss of generality, the normalized

two-particle mixed-state form factors of the order field o” with the two-particle state on
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the left. By introducing the short hand notation

5'77 = Z d01d92 Fen1 € (01, 92)&61 (91)&62 (92), (6.44)

€1,€2

the normalized two-particle form factors are written as

1,0 (01,02|(: € )é|vac>p. (6.45)

To simplify the action on the vacuum, we employ the relation (4.64). Recalling the defi-

nition of a¢(#)¢ (4.81) and the Liouville-space normal ordering, we then have

V4
€1,€62 <617 02‘( )€|VaC>p = €1,e2 <917 92|U ( ) |VaC>p
= e, 52<91792|U65 |vac)” (6.46)
where we denote
db,dos
01,05) ZI (01)Z! (65). 6.47
51252/Q—61 —62( 2) El 62( ' 2) 1( 1) 2( 2) ( )

Further, noting that Ulvac)? = 0, we rewrite (6.46) as

01,02](: %" )t |vac)? 01,069 |eUSlU |vac)”.

6162< _6152<

Finally, using the relation (4.68) for f, = 1, we arrive at

01,05](: " :)¢|vac)” 01, 0]e”" |vac)? (6.48)

6162< —6162<

where

D" = Z df,doy

€1,€2

zh(0) | aZ (01) [ ZL(02) | ©2Z . (6)
((’1’92)< RV RTACY )( ORRTACTI

(6.49)

From (6.48), the problem of evaluating the normalized two-particle mixed-state form factor

€1,€2

(6.45) has been reduced to the computation of the matrix element of a pure exponential.

Hence, we may use standard Bogoliubov-transformation techniques.

One way to implement such techniques is as follows. We construct basis b;, b;r. with discrete

indices j = 1,2, ..., n, which satisfies canonical anti-commutation relations

{bj,b1} = 61, {bj, b} = {0, b1} =0 (6.50)
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We define the vacuum as |0) and the column vector V' as
f r f
V= (bl,...,bn;bl,...,bL) . vi= (bl,...,b;;bl,...,bn).

Taking into account the form of the matrix element on the right-hand side of (6.48), we
write

1
(O]VVTeVUV|O> = éir% Tr(e*ﬁNVVTeVUV) , N= §VTUZV (6.51)
%

where o, is the pauli matrix (recall (2.52)) and J is a general 2-block by 2-block matrix.
When evaluating the trace in (6.51), we can move V along one cycle by using cyclic

property of the trace and commutation relations
[N, V] =—0.V, [VIJV,V]=MV, M=0,J 0,—J, {V,VI}=1I (6.52)
where o, is the pauli matrix and I represents the identity matrix. Then we get the relation
<1 + eBUZeM) Tr (e*ﬁNVVTeVUV) = oMy (e*BNeVTJV> . (6.53)

Take the limit 3 — oo and consider only the divergent terms proportional to e®. We have

(€)1 (eM)s (0| (VVDi (VViie ev*JVm)
0 0 (VVD)a (VVT)g

_ ( (61\2)11 (61\2)12 ) <0|6VTJV|O>.

Using rules of matrix product and <0\(VVT)226VUV]O> = 0, we find the matrix equation

0](VVHiae"7V]0)

o = (@) (e (6.54)

where the matrix elements on the left-hand side can be considered as normalized two-

particle form factors of the field VIV,

Now, we can apply these techniques to our two-particle form factor problem. Since these
techniques are only valid for Fock space based on canonical anti-commutation algebra, we

have to define new Liouville mode operators

Q" (6)
bi(0) = Y5 ZH0). bu(0) = 1¢<9>Z6(9)'
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We then see that

- 6, do
D Z / C+(911)C?+(92 61 €2 01, 02) (bil (91) + € b—gl (91)) <b12 (92) + €2 b,62 (02)) .

€1,€2

(6.55)
The matrix of integral operators J can be obtained by identifying D7 = V*JV, and
consequently we can write down the matrix M in the 4 by 4 form taking into account the

blocks discussed above as well as the internal particle-type € block structure
M = (6.56)

where the integral operators z,y, 2 have kernels

FY_(61,02) — F, (62, 061)

x(01,02) =
\/ Q4 (61)Q"(62)
y(0r,0) = FY ., (61,02)
Q1L(01)Q% (62)
Aoy — %)

\ @4 (01)Q4(02)

and t represent matrix transpose. Thanks to the notion that M is nilpotent, namely

M? =0, we can express its exponential simply as

M=14+M.
Direct calculations show that
—(14¢) ty (1 +a2H)t —q(1+¢)7!
R:=Wi = ( 9 y(t ) ) q(l 9 e qz:z:—i—y(l—i—xt)*lz
—¢'(1+4¢")" (I+¢) ' z(1+2)”

We are thus led to conclude that the normalized two-particle form factor can be given via

the kernel of the integral-operator R,

.L(01,00](: €5 ) vac)? = 1/ Q%(61)Q5.(62) Rey e, (61, 62)

where €1 2 = + is on the first row / column and €; 2 = — is on the second.
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6.3.2 Dirac theory

In the same spirit, we present an integral-operator expression for mixed-state form factors
of U(1) twist fields. Again, we consider the twist field oq (6.32). For convenience, we
define

Shi= Y / d1d0, F)!

(v1,€1)(v2,€2)

(01,02) Dy} (61)D;2(62) (6.57)

(v1,€1)(v2,€2)
and it follows that
ol = (oa) (: e ) (6.58)

[0}

Now, we focus on normalized mixed-state two-particle form factors

l
(V17€1)(V2,62)p<01’92| (: " 3) |VaC>p.

Using (4.64), the definition (4.99), the property of Liouville normal-ordering and the fact

that Ulvac)? = |vac)?, we have

l
(e ooy (01, 02] (- €7 2) " [vac)”

£(01,02]U (:¢572)" |vac)?

(v1,€1)(v2,€2

(V1,€1)(V2,€2)p <017 02 |U€Sn |vac>f’

usmu-!
(V1761)(V2,52)p<91"92|€ |vac)?

where
_ F/ (61, 02)
S = A0y dy — e v2c2) Zi (025 (8,). 6.59
o 6;(”2 " 1402 51,—51(92) 162,—52(92) 1/1,61( 1) l/2,62( 2) ( )
Thanks to (4.68), we then have
l
1 e (mcay (O102] (€% 2) vac)? = 3 2(0:102]e [vac)” (6.60)

where

G" = Z / df,dfy F! (61, 09)

(v1,€1)(v2,€2)
(v1,€1)(v2,€2)

Z;rfl €1 (91) elzm —€1 (01) ZJILQ €2 (92) 62ZV2 —€2 (02)
x : + : : + : . (6.61)
< lp/l,fel (91) lp/1,+(01) 527762 (92) lp/27+(02)

Again, the matrix element of a pure exponential on the right-hand side of (6.60) suggests
employing standard Bogoliubov-transformation techniques as we used in the previous sub-

section.
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Considering the spectrum of the Dirac theory involves two particle types, we construct ba-

sis bj, b;r-, Cjs c} with discrete indices j = 1, 2, ..., n, which satisfies canonical anti-commutation
relations
{bj, bk} = {cjo cf} = ojn (6.62)

with other anti-commutators being zero. We define the vacuum as |0) and the column
vector V' as
T
VvV = <b1,...,bn,cl,...,cn;bJ{,...,bIL,cJ{,...,CIJ ,

vt = <b];,... Al cI,...,cL;bl,...,bn,cl,...,cn). (6.63)

TN
Following the same procedure, we have

O](VVT)12¢""7V]0)
(0[eVTIV]0)

= ((eM)ll)_l (eM)12 (664)

where J is a general 2-block by 2-block matrix and M = ¢,J 0, — J.

By defining new Liouville mode operators

(0
bl (6) = ?”*((9;216(9) L b)) = e 7,,.(0) (6.65)
v,—e 5,+(0)

which satisfy the canonical anti-commutation relation

{b,,c(6),b], (0)} = yudecd(0 -6,
{bue(0), by (0)} {b}.(0),b], (0} =0.

we find

df1d0- n
G" = Z > P F(thl)(w’@)(el, 92)
(v1,€1)(v2,€2) \/Qu1,+(91) ug,-}—(e?)

% (5, (81) + €1y, (01)) (B, ey (62) + 2D (82)) . (6:66)
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Identifying G" = V1JV, considering the index (v, €), we write down the matrix M in the

8 by 8 form

M =
0 —-z% —-h 0 —zf% 0 0
Ty 0 0 -y 0 —-z4+ vy
ht 0 0 -zt 0 —ht  —x

where the integral operators x4, x_, y and z have kernels

2P o) (01, 02)

24(01,02) =
NCARACARTS
2N (61,00)
.’13_(9]_,02) — ( v+)( ’ )

\/Qp—7+(91)Qp_7+(02)
y(ela 02) = 2F(n+’+)(7,+) (01, 02)
VO (00)Q” L (62)
h(6r,0,) — 2R (01,0
VO (00)Q” . (62)

—ht 0 0 xt 0 ht T

(6.67)

It can be checked that M is again nilpotent, namely M? = 0. Hence, the exponential of

it reads
eM =1 + M.
Direct calculations show that
0 g k
t
-1 —g 0 0
R:= ((eM)1 M)y =
() e = | 0
0 It —mt

o~

(6.68)

o 3



110

where

Finally,

- [Mu_y(gxt_ﬂ)*lht]’l_f, k=[h' =z + 1)y o+ 1))

_ [x_-l-f—yt (xt++1)*1h]_l I, == (e +Dh ()]

the normalized two-particle mixed-state form factor is

¢
() (s, (015 02 (: " 1) vac)’ = \/Qui+(01)Quot (02) Riuy 1) (vm,cr) (01,62)  (6.69)

where (++), (+—) are on the first two rows/columns and (—+), (——) are on the second.



Chapter 7
Applications

In the previous chapter, we obtained the exact mixed-state form factors of twist fields
by deriving and solving a system of non-linear functional differential equations, in the
Ising model and in the Dirac theory. With these results, we will in this chapter enter the
analysis of mixed-state correlation functions of twist fields. In the first section, we will
present representations of correlation functions for twist fields in general diagonal mixed
states, in the Ising model [55] and in the Dirac theory [142], respectively. Following these
general results, we will turn to correlation functions of twist fields in three particular
mixed states including the thermal Gibbs state [21, 23], non-equilibrium stead state [55],
and generalized Gibbs ensemble [55]. Finally, we will end up with the deduction of the
Rényi entropy for integer n as an application of the results for mixed-state correlation
functions of U(1) twist fields [142].

7.1 Mixed-state two-point correlation functions of twist fields

Using the resolution of the identity (4.13) on the Liouville space, we can obtain a series
expression for two-point functions in terms of form factors (4.48), leading to an expansion
similar to (2.50). Taking into account the state normalization (4.17), the resolution of the

identity gives

(O1(z,1)04(0,0)),

>y oy [

1—fq. e .
N0 a1t €1t ! H?Ll ¢ fa; <1 _ (_1)faje €]Waj(91)>

(@) O
IO ooy (O O LD ey (O ,91)] . (7.1)

eZ;'Vzl ('L'Ejma]. sinh szfiejrmaj cosh Ojt)
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This expression is expected to hold for any non-interacting field O whose form factors are
zero for large enough numbers of particles so that the above series truncates. Local fermion
multilinears, for instance the fermion fields ¢ and ¢ or the field e, are such examples of

0.

The integrals in (7.1), however, require some analysis. We consider for now free-fermion
models. From the arguments in section 4.1.3, form factors of fermion multilinears are
entire functions of the rapidities. If the value of Wy, (6;) increases as || — oo, then
the integral over 6; is convergent for ¢; = —. However, the integral over ¢; is in general
not convergent for €; = +. In analogy with the standard 0" prescription for correlation

acosh 6 for

functions in the context of QFT, assuming W, (6;) grows like, or faster than e
some o > 0 as |6;| — oo, we can make both cases €; = & convergent by replacing ¢ with
t —i0". With this prescription, the correlation function is seen as the boundary value, at

t € R, of a function of ¢ analytic on some neighborhood of R in the region Im(t) < 0.

In fact, we can make this boundary value finite at space-like distances (z% > t2) for any
Wa,;(0;) as long as W, (6;) is analytic on neighborhoods of (K, 00) and (—oo, —K), for
K > 0 large enough. To see this, assuming without loss of generality that x > 0, we shift
the contours as 6; — 6, + €;i0" in the region |[Re(f;)| > K, so that #; remains in the
analyticity region of W,(6;). It turns out that this boundary value with integrals on the

shifted contours is indeed finite at space-like distances (z% > t2).

For twist fields, the form factor expansion is infinite, as these fields have non-zero form
factors for arbitrary large numbers of particles. However, the resulting infinite series (7.1)
is not the correct representation of the two-point function. The form factor expansion
is modified in various ways, because of the branch cuts emanating from twist fields as
expressed in the twist condition. In this section, we will provide intuitive arguments for
the modifications required [55, 142] and present a conjecture for the exact series expansion.
Throughout we take again without loss of generality z > 0, and we concentrate solely on

the space-like region z2 > t2
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7.1.1 Ising model

Specializing the mixed-state two-point correlation function (7.1) to the case of the Ising

model, we have

(O1(z,1)02(0,0)),

> dby ---do
= 2 Z/ 1N! :

N=0€1,.-,EN

€Z§V:1 (ie;m sinh 6z —iejm cosh 6,t)

H;‘V:1 (1+ e~V 02)

201 Oy 0N P2 (O, 00)]

If O; and O, are both order or disorder fields, three modifications are required.

Three modifications

First, if the general expansion Y #(vac|O (z,t)*|s)? #(s|O2(0,0)¢|vac)? is a large distance
expansion, then |s)??(s| should be interpreted as intermediate states over the region be-
tween the fields Oy (xz,t)" and 05(0,0)%, and the vacuum states ?(vac| and |vac)? should
represent what is happening on the far right and left respectively. It has been argued in
[21, 23], via the comparison between finite-temperature form factors and form factors on
the circle, that the intermediate states must lie in a region which is not affected by the
branch cuts of twist fields. Although this argument is based on the thermal Gibbs state,
it is expected to be valid for general mixed states. Indeed, the function ?(vac|O(x,t)¢|s)?
has no “knowledge” of the operator Oz(0, O)Z , s0 it should not be affected by the cut from
0(0,0)*. This means that we have to obtain form factor expansions where no cut is

present in the region between 0 and x, for instance,

(o™ (2,1)07(0,0)),, (1" (2, )1 (0,0))p. (7.2)

On the other hand, as we recall, the free Majorana field theory is the scaling limit
of the Ising lattice model. According to (2.70), mixed-state correlation functions of
spin operators, under the scaling limit, give rise to mixed-state correlation functions
(o4(x,t)01(0,0)), in the ordered regime or (u*(x,t)u™(0,0)), in the disordered regime.
Here the choice of a direction for the branch cut must be kept the same for each twist
fields inside the correlation function, due to the Jordan-Wigner transformation, which the
Pauli spin matrices are written as infinite products of fermion operators starting at the
matrix’s site and going in a fixed direction. As a consequence, a cut can be found between

0 and z, and our form factors, according to our arguments above, cannot directly be used.
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Fortunately, the unitary operator Z can help us obtain correlation function of the type

(7.2) in which the branch cut is absent in the region between 0 and z:

(0 (2,8)07(0,0)) 5, (u' (2, )1 (0,0)) 6 (7.3)
where we recall pf = 27 1p with W) = W () + i.

Second, as we illustrated in the beginning of chapter 5, the insertion of a twist field inside
finite-temperature correlation functions or traces will affect one of the vacuum sectors in
the correspondence to vacuum expectation values in the quantization on the circle and
hence gives rise to the free energy difference between the sector where a cut lies and the
sector where no cut lies. This statement is assumed to hold for general mixed states anad
can be expressed via

N . o )
P{vaclw (a,1)]01, . ., ON)E oy = enxgez:j:l(zéjpejw zeonjt) ﬁ’f.r.',eN(gla Loy (T4)

for both order and disorder twist fields w = ¢ and w = u, with & the free energy deficit

* db W ()
&= /oo 5 cosh 0 log (coth 2> (7.5)
which is generalized from (5.12) and (5.13). Denoting £ the free energy deficit associated
to W, we have

g=—-¢. (7.6)

Finally, mixed-state form factors of twist fields are not entire functions of the rapidities but
distributions defined as boundary values of analytic functions with no colliding rapidities.
So we have to shift the contour towards the analytic region for the purpose of obtaining
a well-defined form factor expansion. Hence, we need to further require that W (#) be

analytic on a neighborhood of R.

Mixed-state form factor expansion
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Putting these subtleties together, we obtain the mixed-state correlation functions for both

order and disorder fields in the Ising model:

(w* (2, )" (0,0), (7.7)

N . .
Zj:l (zejpgj:c—zengj t)

L e doy---doy e
= € Z Z / N' HN (1 _ e—ejW(Oj))

N=0€1,....eN 7=1

fot fem
Xfé,’f,e]v (01’ B GN)fﬁet:,...,—el (91\77 s "91)

where w = 0 or w = p, and where W (6) is assumed to be analytic on a neighborhood of
0 € R. As we see from (7.7), it is possible for the factor W to have a pole at some
value of §; where W(6#;) = 0. This is the reason why we have to impose the positivity

condition (4.76) for the twisted case.

As in the case of fermion multilinears, in order to obtain a large-distance expansion from
the conditionally convergent integrals, we shift the 6; contour in (7.7) by €i;0" for n > 0
so that #; remains in the analyticity region of W (6;) and . Note that these shifts keep the

rapidities in the the form factors involved.

If we shift the contours further, we may come across singularities of the function (1 —
eiw(e))*l. It is these singularities that determine the large-distance asymptotic behavior
of the two-point function. Among these singularities, we denote by 6* the one which makes

|Im(sinh #)| minimum. We then have

(0 (2,007 (0,0)), = (o4)plo-)pe™ (140 (e72melimGinhil)) (75

(i (2, t)u"(0,0)), = O(e—m”(”“m(smhe*)‘)) (7.9)

Here, the exponential decay includes possible algebraic or other non-exponential factors
in ma, which depend on the type of singularities. We will provide examples of this in our
investigation of two specific mixed states: the generalized Gibbs ensemble in section 7.4,

and the non-equilibrium steady state in subsection 7.3.3.
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7.1.2 Dirac theory

From (7.1), mixed-state two-point correlation functions are given by
(O1(x, 1)02(0,0)),

_ i DS /d@l-z-v-!dGN e

N . .
ijl (zej-pgj T—i€; Egj t)

N=0V1,...,UN €1,...,.EN H;V:l (1 + e*Gquj (9]))
piO p;0
f(’/lvél)"‘(’/NvﬁN)(gl’ T ’BN)f(VN,Q—EN)“'(m,—q)(gNa S 91)] '

Again, for U(1) twist fields, this representation needs to be modified from three aspects.

Three modifications

First, in order to obtain form factor expansions where no cut is present in the region

between 0 and z, we can use the relation a;r, =04 ~1 and we then have

(O'ot (xv t)Ua, (07 0)>p = <0-o+z (wv t)O';,(O, O)>p1j

<Ugc_il,a(x7 t)o-(;’—’ilil,oa’(070)>ﬂ = <O'(—)"c_:i:1,oz(w7t)o-;’:Fl,o/(O?0))/)ti (710)

where pf := 27 1p is the twisted density matrix with Wi(ﬁ) = Wi (0) £+ 2mia’. Note that
two-point functions

<U;rj;1,a(33, t)O-CJC’j:La’ (0,0)),

are not considered, as they are all zero, due to the fact that twist fields o/ 4 1. has non-zero

/)
p’ga+1,a

one-particle form factors f,. (0) only for v = € while twist fields UZ_L ., has non-zero
)
one-particle form factors f,f;_ao‘_l’a (0) only for v = —e.

Second, the branch cut of a twist field inside the mixed-state correlation function changes
one of the vacuum sectors and affect the translation property of the z-dependent matrix

element via

N ieipg.v—ic;: Ey. )
P (vac|w" (z,1)|01, . . "9N>€I/1,61)~--(VN,EN) — enxser:1( jpo;v—ic; Eojt) f(pl/,l,zl)"‘(VN75N)(91’ ., 0N)
(7.11)

for both twist fields w = 0, and w = 04+41,o, With £ the free energy deficit:

df 14 e We(®
(C/' = Zj:/ %m COSthOg <1 + 6—27ril/a€—Wu(0) (712)
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which is generalized from (7.5). We denote by & the free energy deficit associated to W*
and we have

gt— _¢g. (7.13)

Finally, assuming W, (0) to be analytic around the real line, we shift the contour towards
the analyticity region of mixed-state form factors of twist fields for the purpose of obtain-

ing a well-defined form factor expansion.
Mixed-state form factor expansion

According to the modifications stipulated above, we propose the followings:

Proposition 7.1.1. With W, (0) analytic on a neighborhood of 6 € R, we have
(07 (,£)0%(0,0), (7.14)

00 >N (iEjpgwfieng.t)
. doy ---do ei=1\"9P9; J
DD DSt
N

e 9o —€i Wy . (0
N=0U1,...,UN €1,...,€ Hj:l (1 + e E]VJ271'7/046 € VJ( ]))

u?"'a/

otiod p
f(l/l,el)"'(VN,EN)(el’ e GN)f(VN,*éN)"'(Vl,*Gl)(9N7 o ’01)]

and

<O-:z_:|:1,a<m7t)aj_/:|:1’a/(070>>p (715)
N (. s
e gy [ [ o)
NoO vt on et N! H;\le (1 + e—EjVjQWiae—equ]- (Gj))

u;o‘l’ o PuQO'
g7, o, (01, ON) ],

(v1,€1)- (v en)

L (9]\/7 s 791):| :

vN,—€N ) (v1,—€1)

Form factor expansions (7.14) and (7.15) are infinite since twist fields have non-zero mixed-
state form factors for arbitrarily large number of particles. In order to have convergent
integrals in our expansions, we shift the 6; contours in (7.14) and (7.15) by i¢;¢ for ¢ > 0
small enough in such a way that 6; remains in the analyticity region of W, (6;) and of the
form factors involved. It is worth attention that a positivity condition like (4.76) is not

—ev2ma

necessary in the twisted case, since e is generally not equal to —1 for generic a.

The large distance leading behaviour of the two-point functions (7.14) and (7.15) are deter-

: : . : ; -1 . .
mined by singularities of the function (1 + 6_6”2””‘6_6‘%(9)) . Among these singularities,
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we denote by 6* the one making |Im(sinh #)| minimum. we have

<UI(1’,2€)U;§,(0,0)>[, _ <O’I>pu <0';/>pﬁ e—acé' (1 +0 (e—ma:ﬂm(sinh6{)\—mm|lm(sinh6§)\))

<U;_:t1,a(w7t)o-:c_’:pl,a’(o?()»p — O(e*xé'fmxﬂm(sinho*”) (7.16)

where exponential decays include possible algebraic or other non-exponential factors in

max determined by the type of singularities.

7.2 Thermal Gibbs state

The first application of the general results presented in the previous section can be made to
the finite-temperature correlation functions. As was mentioned before, finite-temperature
correlation functions are related to vacuum correlation functions on the circle. In this
section, we will restrict ourselves to the Ising model and show the finite-temperature
correlation function obtained from (7.7) indeed reproduce a form factor expansion of the
vacuum expectation values on the circle, which can be seen as a verification of our Liouville-

space method.

In case of the thermal Gibbs state, we rewrite (7.7) in the imaginary-time formalism by

replacing ¢ with —i7 and specialize in (7.7) W(6) = SEp:

N .
i (ZEjpgjLL’—Engj 7')

> dfy---dy e
(W (z, ")w™(0,0)),, = efxgﬂz Z / 1N! N

N=0¢€1,...eN H;VZI (1 - e—ejﬂEe])
dwt f—
pgiw phw
X en (01, 0N 220 (B, 61) (7.17)

where the thermal “free energy deficit” £3 is given by

o E
&g = / %m cosh 6 log <coth 529) . (7.18)

—00
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By re-arranging the rapidities and exchanging particles, we can rewrite the expansion
(7.17) in the form

(W (z, 7)w™ (0, 0))ps

- do
SBZ Z/K'lN K)!

N=0K=0

K N .
62]—:1 (ngj.t—Egj ’T) —ZK+1 (ngjx—Eng)

K —BEq. \ TN Ey,
Hj—l (1_6 g 0]) Hj:K+1 (1_66 67)

X

f% ey (b1 0K Oy, ON)
fﬁ“ e ONy oo 0K 1, Ok, -, 01) (7.19)

where K represents the number of rapidities with positive charges. In order to obtain a
convergent large-distance expansion, we can shift in (7.19) every §;-contour associated to
the rapidity with €¢; = +, towards the positive imaginary direction by im, and we will not
shift all the fx-contours associated to the rapidities with ¢, = —. Using crossing symmetry,

the integrand on the shifted contours in (7.19) becomes

1&Z£&WWH%J>%M+ %
=1\

where (—1)% comes from shifting K rapidity variables by i7. In addition, when shifting
the contours, we have to take into account residue contributions from the poles of the

-1
factors (1 — ¢ PP > . Hence, we may replace every 0;-integral by

(5 =)

/ a6,
/d@a —

— /de + residues  (¢; = +).

Consider the terms which involve contributions from taking residues for P particles, from
integrals with shifted contours for K — P particles, and from integrals with non-shifted

contours for N — K, with fixed N. By re-labeling rapidities and exchanging particles, the
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sum of these terms over K are given by

—ma cosh An; —im7 sinh A >

al 1 K! Jepay
D KI(N — K)! (K — P)IP! >, (m ]Hl mB cosh A,

K=P n1,mp€ Z

- Z;V:P_H (¢ma sinh 6; —mT cosh 6;)

N Ey.
I[Ij=p s (1 + ¢’ GJ)

(&

x(—1)K—P/d9p+1 -dfn

phwt . .
X +7 Ay /2,0 A +07/2,0pP 41, .., ON)
,D W - y
f B _,'_’_7.__,_(6]\/7 RN 9p+17 )‘nP + Z7T/2, ceey )‘nl + 7/7T/2)
where
2
An = arcsinh <57;:> , (7.20)
where we evaluate the residues of poles at position 6; = A, for all n; € Z, j =1,..., P,

where the factor (—1)%= comes from shifting K — P rapldltles and using the crossing
relation, where on the third line, there are P positive charges and N — P negative charges,
and where on the fourth line, there are N — P positive charges and P negative charges.
It turns out that the sum over K vanishes whenever P # N, namely only the residues

contributions are left. Thus, we obtain the large-distance expansion
(wT (2, 7)w™(0,0)),,
> N
1 N — 9 oy 2mET 27T
= —z€3 - ZFl( ma cosh An; —n; 5 ) 2
e %: N! Z e ]1_[1 — )\nj
n =

ﬁ.w+ ﬁ7 ]
X Oy /2, Ay F /2 7 Ny +07/2, - Ay +i/2)
(7.21)

for w = 0 or w = u. As we see, this large-distance expansion is in the same form with
that of the correlation function on the circle (5.15). In light of the relations between

finite-temperature form factors and form factors on the circle [23],

s{vacs [wF (O)[nn, ... nx)p = ¢ F H mﬁ(j;bf”{” " O 07/2, - Dy +i/2)
(7.22)
and
ims 27 phiw™ .
g{ni,...,nnlwy (0 ]V301 g=€2 H Wf’ Ay /2, Ay 0T /2)
(7.23)

where |vac1)g represents the vacuum in the NS sector and the states |ni,...,ny)g are in
2
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2mn

the R sector, and where sinh A,,; = <75 for n; € Z, we can explicitly show that (7.21)

indeed reproduce the uncontroversial large-distance correlation function on the circle:
(W (z, )w™(0,0)),

[e's) N
o 1 SN (= h )\, —n,; 25T 2
—  ims—7Ep EN N E e 1( ML COSRAn; =1 =5 ) | | (mﬂcosh)\nj)

ni,...,np €Z 7=1

x5(vac%\w§(0)\n1, o) gg(nd, ... ,nN\wg(O)\vac% 3- (7.24)

From this, we see that the finite-temperature correlation function (w™(z,7)w™(0,0)),,
can be interpreted as corresponding to the correlation function in the quantization on
the circle, where the natural sector is not the NS sector as usual but the R sector, and
where the insertion of two twist fields with cuts in opposite directions change the sectors
of both vacua to the NS sector without affecting the excited states. In this sense, the Z
operator can be seen as playing the role in not only changing the twist field w™ to w™ but
also changing the natural sector given by the trace from the NS sector to the R sector.
Finally, it is worth mentioning that the result (7.24) serves as a strong verification of our

Liouville-space method.

7.3 Non-equilibrium steady state

A non-equilibrium steady state (NESS) can be seen as a state in which the dynamics
of the model are time-independent but characterized by the presence of flows of energy,
particles, charge, etc with constant rate. Non-equilibrium steady states can be obtained
by a long-time unitary evolution of two semi-infinite halves of a system initially separately
thermalized at different temperatures 3, L and B, 1. The investigation of this state has
been carried out in critical systems [37, 38] using conformal field theory, systems near to
criticality [39] using general massive quantum field theory, and in [69] using integrability,
and in the XY quantum chain (Ising model) in [36], [40]. The density matrix describing
the non-equilibrium steady state in the Ising model admits a factorized form. In terms of
the notations in this thesis, this result can be presented by specializing the function W ()
as

Wiess(0) 1= BEsO(0) + B, EgO(~0) (7.25)

where O(z) is the Heavyside step function (we denote by ppess the associated density
matrix). Associating an inverse temperature [; to right-moving particles, and an inverse
temperature (3, to left-moving ones, the result (7.25) can be justified by the physical
situation that right-moving particles, which was thermalized at temperature 3,” 1 come

from the far left, and vice versa.



122

7.3.1 Analytic properties of non-equilibrium form factors

In chapter 5, we deduced a set of analytic properties of the finite-temperature form factors
of twist fields by using the KMS relations. In the case of non-equilibrium steady state, we
can expect a Riemann-Hilbert problem for non-equilibrium form factors of twist fields in

the same spirit as the one for the finite-temperature form factors of twist fields.

We focus for now the Ising model. We derive first the KMS relations for our non-
equilibrium steady state. Consider the two-point function in imaginary-time formalism

in the Ising model
Gness (T, 7) = Press (vac| u™ (0, O)Ew(m, T)Elvac>p“ess =Tr (pness ut(0,0)9(x, 7')) )

where we concentrate, without loss of generality, on the twist fields with branch cuts on

the right. By defining non-local fermion operators

1 , ‘
wl’r(ﬂfﬂ') = 2\/?/6>0 dg eb/? (a(@) ePor—EoT | aT(O) e—ngx+E97—)
<

P (z,T) = —%1 / % /0>0 do e=0/? (a(@) ePer—EeT _ 41 (9) e_ip”JrE”) ,  (7.26)
<

we have

pnessw(x7 T)pr:elss = wl(x’ T = ﬁl) + ¢T(x’ T = BT) : (727)

Using the exchange relations (3.21) with disorder field u™, (7.27), and the cyclic property
of the trace, we obtain the “non-equilibrium KMS relation” or the “generalized KMS

relation”

gness(x’ T) = - (.gfless(x’ T = 51) + ggess(gjv T = BT)) (3j < 0) (728)

Guess(@:7) = (Ghess(@:7 = B) + Ghews(@m = B))  (@>0)  (7:29)

where we denote ghtss(z, 7) = Press (vac| (0, 0)pb (z, 7)¢|vac)Peess . Although (7.28) and
(7.29) are a non-local relations, they can still be used to establish analytic properties of
form factors. To see this, we expand the fermion fields in gness(z,7) by recalling the mode

expansion (2.83),

gness($a 7-) = S\ = 1+ e BrEeo 1+ e—BiEs

—00

0 pness;,u+ ) pness;lﬁ
¢ fﬁ (6) tpgr—FEgT ¢ f* (9) ipgr—FEgT
+/ d@eQWG =+ ) d0€2we s (730)

0 Pness§ﬂ+ PnesleJ+
1 /m [/ do egMe_ip9x+E9T n /oo d@egMe—ngm—&-Eev—
0
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and then the non-local fermion fields in ¢! (2,7 — ;) + ghess (7, T — B,) by the definition
(7.26),

gness( 51 + gness(x T = /BT)

P Pneq%/»lf (0) i $+E 7fpne§'§7,uf ( ) ipyzt-Eg(r—
— ‘/ [/ dfe —BrEee Po o (T—0r) / dbe T € Do o(T—51)

7fpne<§7# (0) P ) fpne«“u (9) o Foo (7
/ do e o J= 7 iper—Eg(T ,3)_1_/ df e oA ePor=Eo(r=B) | (7.31)

Let us define

ot o+
, fepness,,uf (9) EpneQ%/Jf (0)
Then (7.30) and (7.31) become
1 /m 0 0 . —ippz+EoT o (] —ipgz+EpT
gres(e.7) = S [ anetgr @ mrEer o [ ape (o)t
™ —0o0 0
O . o .
+ / df % g" (0)ePor—EoT 4 / df e gl (e)eweff—EeT] (7.33)
—50 0

and

gllleSS('r7 T = /Bl) + ggess(l" T = BT)
1 /m 0 6 4 Eo(r— 0 9 — Eo(r—
= —/— df ez " (0)ePortEo(r=5r) 4 diezg, (0)e Port o(r=A0)
0

2V 71 | )
+/ dgeggr_(g)ewex—Ee(T—Br)+/ dgeggl_(g)ewex—Ee(T—ﬁz) , (7.34)
—00 0

respectively. For = < 0, we shift, in (7.33) and (7.34), the #-contours in the terms contain-
ing e~ as @ — 0 4 i /2 and in the terms containing ¢? as § — 6 — i7/2. By assuming

functions g7 (6) have poles at § = \,,, + eim/2 and g(#) have poles at § = \,, + eim/2 and



124

taking care of the contours surrounding the segment from 0 to +in/2, we have

Gness (@, 7) = \/72 [ do 69/2+6m/49§(9 + eiﬂ/Q)eE"x*ip"T

+/ d960/2+ewr/4 l(0+€Z7T/2) Egx+ipgT
0

0 .
+/ do 69/2 [g:(G _ O+) _ gi(g + 0+)} e~ €iPor+eEyT
eim/2

+e Z iT Res (gg(0)7 )\:L + 6i7T/2) 6)\2/2+6i7r/4emcosh Any@+isinh Ap, 7
te Z iT Res (g£(0)7 )\fl + 6i7’[’/2) 6)\51/2+€i7r/4€mcosh An;x+isinh Ap, 7
n
and

gness T, T — /31) + gness(qj T = 67“)
\/72 |: do 69/2-1—61'77/49:(6 + eiﬂ/Q)eEg:c—&-ipg(T—ﬂr)

+/ do 69/2+ei7r/4gi(9 + Eiﬂ/2)€E9w+ip9(T_Bl)
0

0
+/ do 66’/2 [g:(e - O+)6_EE95T - gi(e + 0+)6—EE961:| e—eip91'+EEgT
eim/2

e Z iT Res (92(0)? )\:L + 6i7T/2) 6)\2/2+6i7r/46m cosh Ap, z+isinh Ay, (T—06r)

e Y imRes (l(0), X, + cim /2) M/ Hein/Agmcosh nysinh A w»] |
n

The equality in the non-equilibrium KMS relation (7.28) requires that functions g/ (€) have
poles at § = A, + eim/2 for n,. € Z+1/2, n, < 0 and gL(#) have poles at 6 = \,,, + ein/2
for ny € Z+1/2, ny > 0, where

21N, 21y

sinh >\n7' = m7 sinh Anl = T@

(7.35)

Further, the equality in (7.28) requires the shifted contours to cancel each other:

0 . .
Z [/ do 66/2+€Z7r/4g:(9+ 62-7_(/2)6ng+ng7:|

€

0
_ _Z |:/ do 69/2+ez7r/4 r(6+ 6271'/2) Egz+ipg(T— Br):|
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and

Z [/ do 69/2+Em/4gi(9 + 6i7r/2)eE"$+ip"T]
— LJo

- _ Z [/OO " 69/2+€m/49i(9 + E,L',]T/Q)eE@CE-‘ripg(T—ﬁl)] .
0
€
This leads to the condition

e /4g (9 + Z;r> + et/ g (0 - Z;) =0 (7.36)

except for the poles at 6 = A, ;. Finally, the equality requires the contours surrounding

the segment from eim/2 to 0 to cancel each other
0 .
/ dg ef/? [g:(e — 0*) — gi(g + 0+) o cipoz-teE,T
eim/2
0
= —/ do e?/? [g:(e — 0+)6_5E95r _ gi(g + 0+)e—eEoﬂz o ciPoT+eEyT
eim/2
This gives
gl(0 = 0%) = ge(0+0%) = —gZ (6 — 0F)e™ PP 4 g (6 4 0F)e = Fo

which implies
gr(0—0%) 14 e <bob
gl (O +0t) 14 eebobr’
with 6 € [0, eir/2]. For x > 0, we shift, in (7.33) and (7.34), the f-contours in the terms

containing e~?¢ as § — 6 — im/2 and in the terms containing e as § — 6 +in/2. By

(7.37)

taking residues of poles and taking care of the contours surrounding the segment from 0

to +im/2, we have

1 0 | |
Gness(2,7) - = 2\/? ) [ / df /FHemIAgr (0 + eim/2)e” BovipoT
+/ do 60/2+€i7"/4gl_e(9 + EiW/Q)e_Egz_ipeT

0

0 .
_|_/ do 60/2 [925(9 _ 0+) _ gl_e(g + 0—0—)} e€iPor—eEyT
eim/2

+e Z i Res (926(9)’ )\:‘L + 6i7T/2) 6)\;/2+ei7r/4efmcosh)\nleimsinh)\an

n

+62i7’[’ Res <g£6(9)7 )‘iz + 62-7_‘,/2) e)\%/2+ei7r/4efmcosh)\nlzfimsinh)\an

n
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and

gﬂeSS T, T — 65 + gness( - Br)
O ;. .
,/ Z [ df 22T/ gr (9 4 einr [2)ePovtipe(T—Fr)

+/ do 69/2+ei7r/4gi(9 + eiﬂ/Q)eEeeripe(T*Bl)
0

0 .
+ / do e’/ [gie(H —0F)e b — gt (6 + o+)efEeﬂl] ecipor—eboT
eim/2

+e Z in Res )\n + 6171'/2) n/2+ei7r/4efm cosh A, z—imsinh An,. (T—3r)
+e€ Z i Res ( (0), A\, + ez7r/2> erni/2teim /4 g=m cosh An; z—im sinh An, (T_ﬁl)] )

Likewise, the equality in the non-equilibrium KMS relation (7.29) requires that functions
g~ () have poles at § = \,, — ein/2 for n, € Z, n, < 0 and g'() have poles at 0 =
An, —e€im/2 for ny € Z, n; > 0. Further, the equality in (7.29) requires the shifted contours

to cancel each other:

0 . .
Z |:/ Ao 69/2“”/4926(9 + €Z'7T/2)6E9x2p67—:|

€

0
and

/ Ao 60/2+ei7r/4gl_6(0 + Eiﬂ/Q)e—Egsc—ipgT]
0

x|

€

= Z |:/OO do 69/2+5i7r/4gl_6(9 + €Z.7r/2)€_E‘9x_ip0(T—Bl):| .
0

€

This leads to the condition
6—1'71'/49:1 <9 _ Z;T> + eiﬂ/4gﬁl (0 + Z;T) =0 (738)

except for the poles at 6 = A, ;. Finally, the equality requires the contours surrounding

the segment from eim/2 to 0 to cancel each other
0 .
[ a8 [gr.(0—0%) = g0+ 0%)] eiver=eFr
eim/2

0
— / do 60/2 [915(0 . O—i—)eeEgB,« o gl_e(e + O—i—)eeEgBl} eeipgl’—EEgT.
eim/2
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This gives
gr(0—0") — gL (@ +0%) = g (6 — 0T )e Eobr — gl + 0 ) <Folh
which implies

ge(0—0") 1 —e <ol
AT 07) 1 e

with 6 € [0, —eim/2].

(7.39)

By recalling the definition (7.32), we obtain a set of analytic conditions for the non-

equilibrium one-particle form factors of the disorder field p*:

Pness ;N+

e In the region Im € [0, ein], f¢ (#) has no poles; in the region Im € [0, —eirn],
ff“ess;w(&) has poles at 0 = \,,, — ein/2 for n, € Z, n, < 0 and at 0 = X\, — eim/2
for n; € Z, ny > 0, and has zeros at § = \,,, — ein/2 for n, € Z+1/2, n, < 0 and at

0 = \p, — €im/2 for n; € Z+1/2, n; > 0, where sinh \,,. = 272 and sinh \,,

27T’rLl

— mpr - mp
ot
ffness”# (0_0+) _ . . . Pness§ﬂ+ 3
o =~/ — 1 for 0§ € |0,ein/2], which imply that f) are contin-
fé’nesstr(G_i_OJr) [ /] py f€ ()
.t
. ] fepness“u (9_0+) . <1+e—BTE9) (1767611?9)
uous through the segment [0, eim/2]; e gr0r) — \1oe=7Ps ) (17T for

0 € [0, —eim /2], which imply that ffress# ’ () are discontinuous through the segment

[0, —eim /2] and they have branch cuts running from 0 to —eim/2.

e Re (eiﬂ/4ff“655?“+(9 +i7r/2)> = 0 except at § = A\, , \p, for n,,ny € Z+1/2, n, <

0,n; > 0 and Re (e—iﬂ/‘lffne“?w (60— 2'77/2)) = 0 except at 0 = \,,, A\, for n,,n; €

Z, n, < 0,m; > 0.

7.3.2 Large-distance expansion of two-point correlation functions

In case of non-equilibrium steady state, we specialize in (7.7) W (0) = Wyess(6):

i oy - - - db
+ + _ - gness 1 N
(W@, ) (0,0) e = € ey~ 3" /N;

N=0¢€1,.-..€N

N .
Ej:l (ZEjpgjx—Engj T)

e
X
Hévzl (]- - e_EjWness(ej))
ossiw™ 'R
x flresi (01, ON) e e (O, 01)

(7.40)
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where the non-equilibrium “free energy deficit” E,ess can be written as the average of the

free energy deficits g, , associated to equilibrium thermal density matrices pg, ,,

o0

1
gness = 5 (5,31 + gﬂr) ’ gﬁr,l = /

—00

T h(6
;i—am cosh 6 log <c0th mﬂmos()) .
™

5 (7.41)

By re-arranging the rapidities and exchanging particles, we can bring the expansion (7.40)

in the form

(W (2, )w™(0,0)) ppess
d
- c HESSZZ/KllN K)!

N=0K=0
eZ]I‘{:I (ngjz—Egj ’T) —Z%Jrl (ipgjm—Eng)

X
T (1 e o) T e (1 ¥l
foowt
X i’?ﬁffjﬁfwf(el, e ,QK, 9K+1; ce ,9]\1)

ft .-
X —T—Tﬁ%fﬁ—r,_,— (GN) SR 0K+17 0K7 ceey 91) (742)

where K represents the number of rapidities with positive charges. In order to obtain a
convergent large-distance expansion, we can shift in (7.42) every §;-contour associated to
the rapidity with e; = +, towards the positive imaginary direction by 77, and we will not
shift all the fx-contours associated to the rapidities with ¢, = —. Using crossing symmetry,

the integrand on the shifted contours in (7.42) becomes

62?;1 (ipg x—Fy, T)

H] 1 (1 _ e—WneSﬂ( ))

(-)F—% FET (0O fE (O - 01)

where (—1)% comes from shifting K rapidity variables by im. Further, when shifting the
contours, we have to take into account not only residue contributions from the poles of
the factors (1 — e*WneSS(aj))_l, but also the integrals running on both sides of the segment
6 € [0,im] due to discontinuity of Whess(6;) at the point §; = 0. Hence, we may replace
every 0;-integral by

/ db;
/ d&j —
— [ dbf; + residues + imaginary segment (e€; = +).

Consider the terms which involve contributions from taking residues for P particles, from
integrating on imaginary segments for M particles, from integrals with shifted contours

for K — P — M particles, and from integrals with non-shifted contours for N — K, with
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fixed N. By re-labeling rapidities and exchanging particles, the sum of these terms over

K are given by

K\ (K — P)
Z K'N K) (K — P)IP\ M\(K — P — M)!

—ma cosh )\n —imT sinh )\n )

P
X Z (27) 1;[ ( mf3(n;) cosh )\nj

ni,...,np€Z/{0}
P+M

i
> / dfpyq - d9P+M H (ezmx sinh ; —m7 cosh 6j>
0 j=P+1

1 1
x <1 — e—mpcosh(6+0T) N 1 —e—™mBr cosh(G—O*))

— Z;y:PJrMJrl(imx sinh 6; —m cosh 6;)

[T piaran (14 eVeess0))

e

X(—l)K_P_M/d9p+M+1 - dOn

X i%ﬁ%fiff,“_,,@m +im/2 0 Anp +T/2,0p11, - Opins, Op i ity -, ON)
X PO (O, Opears 1, 0Pty 0Pt Anp + 07/25 - Ay + i7/2)
where
An = arcsinh (27rn) , B(n)= { i (n>0) , (7.43)
B(n)m Br (n<0)
where we evaluate the residues of poles at position §; = A, for all n; € Z/0, j =1,..., P,

where the factor (—1)%=P=M comes from shifting K — P — M rapidities and using the
crossing relation, where on the sixth line, there are P+ M positive charges and N — P — M
negative charges, and where on the seventh line, there are N — P — M positive charges and
P+ M negative charges. It turns out that the sum over K vanishes whenever P+ M # N,
namely only the residues and imaginary segments contributions are left. After changing
the imaginary segments contributions to integrations over real invariables, we exchange

particles, putting the extra combinatorial factor N!/(P!M!), and sum these terms over N,
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M, {ni,...,np}. This gives the large-distance expansion

<w+ (:L‘, t)w+ (Oa 0)>pncss

0o p 7m:p cosh )\n —imT sinh )\n
—x& 1
e s Y eI
PI\M! mpB(nj) cosh Ay,
P,M=0 ni,...,np€Z/{0} Jj=1
- M
XZM/ doy ---dOyy H (eimx sinh 9j—m7'cosh9j)

1 1
X <1 — e—mpycosh(6;+07T) o 1 — e—mBr cosh(Gj—O“'))
#
X _ﬁ“eﬂ_ Ay +im/2, .00, App +07/2,001, ... ,i0hr)
xfﬁr;ﬁ%f; (1001 -+ 801, Anp +970)2, .0 Ay +07/2) (7.44)

forw=o0orw=p.

It can be seen that in NESS correlation functions (7.44) there also exist the standard
Matsubara frequencies which have been shown in previous section to appear in finite-
temperature correlation functions (7.21). But here there are two frequencies which are
associated to two temperatures and depend on the sign of n;. As we said, the Matsubara
frequencies admit an interpretation as coming from the quantization of the momentum in
a quantum system on the circle, since finite-temperature correlation functions correspond
to vacuum expectation values on the circle by a (quasi-)periodicity condition in imaginary
time. We see that this formalism partly survives in our non-equilibrium steady state: there
are two different circumferences, for right- and left-moving particles, respectively. Separate
(quasi-)periodicity conditions in imaginary time for right- and left-movers, for instance,
(7.28) and (7.29) do not make full sense in the massive theory, as right- and left-movers
do not separate (local fields do not factorize). This is the reason for the presence of extra
integrals on finite intervals and we can interpret these integrals as providing the bridge
for right- and left-moving modes to jump from the circle of circumference 3; to that of

circumference (3, and vice versa.

It is worth mentioning that the result of [43] obtained in the (anisotropic) XY model out of
equilibrium, under the scaling limit, will reproduce the leading exponential decay e #&ness
n (7.44).

7.3.3 Leading large-distance behavior of two-point correlation functions

Concerning the large-distance behavior of two-point function (7.44), it is a non-trivial

task to determine the form of the leading or subleading terms multiplying this exponential
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decay. The main difficulty we have to deal with is to analyze the relative strength of the
terms with different particle numbers. This difficulty is in the root of the non-analyticity
of W(0) at § = 0. Conjecturing that the one- and two-particle contributions give the

correct form, perhaps up to normalizations, we will carry out the following analysis.

The terms for N # 0 involve exponential decaying factors e ™" coshn;) and hence are

subleading compared to the terms for N = 0 with no such exponentials. Due to this
notion, we neglect all exponentially decaying terms coming from higher values of N. To
evaluate the leading large-max behavior (setting t = 0 for simplicity) for the disorder two-
point function, we consider N = 0 and M = 1, and only the part of the integral near 0

and 7 is sufficient. Hence we consider

sinh (@ cos 9)

i (i) BE(i6).  (7.45)

T
<J>pncss e—ISness df e~ ™= sin 6
2 0

sinh (% cos 9) sinh (% cos 9)

The leading large-ma behavior is evaluated by expanding for 6 near to 0 and 7. In fact,
one can evaluate the leading small-0 behavior of leg factors by extracting the pole 1/(6—6")

from the factor 1/sinh(6 — ') in (6.3), thus obtaining

h1

€

(6) { 07T (for Waes) (7.46)

: 1 ( th
, , Y= og ( co
o<y (for Wﬁess) 2

mpy mp
S n
- 9 tan 9 >
Using (7.46) and (6.9), we find hﬁi(w) h*”(i0) o (i6)*7 near to 6 = 0, and similarly
oc (im — i) 727 near to § = 7. Omitting the overall finite, real (temperature-dependent)

factor, we then obtain, asymptotically,
oo . A
B / df e ™92 4 ¢.c. o« — cos(2ylog(maz) + B)
0 mx

for some phase e/, A more careful calculation gives (7.48) with

sinh B —Zﬁr)m
A = 2 I'(1+ 2¢ 7.47
sinh @Tm sinh &Tm 2 7l ( )

B = arg(D(1+2iv)) +

1 1 Whess(0) 1 11 Winess (6)
= df log coth —1esV7) = df — =) log coth 22et?)
T2 Jgpr @ simhg 5 T /g|<1 <sinh0 9) 08 <0 2

Thus, we have

e _ A
<ILL+(:C, O)M+ (07 0)>pness x e SIIGSS <U+>Pness <U >pness (m COS(2’Y log(mx) + B) + . > .
(7.48)
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The omitted part in (7.48) comes from higher values of N and M, and contain terms which
admit the exactly same form as the first subleading term in (7.48), but with different
constants A and B, with A possibly logarithmically divergent. Indeed, for terms with
M > 1 and N = 0, we expect integrals of the type

/ dodb <tan 01292> g~ ma(sinf1+sinba) o leg factors.
0

For 61 ~ 0 and 02 ~ 7, and vice versa, the integrand has a second-order pole, leading to
logarithmic divergences. We do not have a clear interpretation of the potential logarithmic
divergence of the constant A, but it is likely to have connection with the large-time limit
taken to generate the steady state. Nevertheless, the oscillating form obtained from the
M = 1 analysis should be correct, and the possible divergences may be expected to be
re-absorbed into the normalization of the field. These subleading terms with M > 1 are in

the form with higher oscillating frequency in log(maz) and with higher power of 1/(mx).

A similar analysis can be applied to the two-point function of the order field. Obvi-

ously, the leading term of the large-distance behavior is e=%ness (6F) ) (57) From

Pness *
the arguments leading to the conclusion that the next subleading term in the disorder-
field case are of the same form as the first subleading term, the subleading term of the

o(1).

may not not reproduce the

large-distance behavior, in the case of the order field, is e ness(g),  (57)
)

Pness

This implies that the vacuum expectation value (o

Pness
correct normalization for the leading exponential decay of the two-point function, since
(o7 (x,0)0(0,0)) ~ C e %ness with in general C' # (07),,...(07)
full physical meaning, beyond its involvement in the form factor expansion (7.44), of the
)

In this case, the

Pness Pness *

“expectation value” (o would not be fully understood, considering such expectation

Pness

values are usually obtained through the large-distance asymptotic under the condition of

conformal normalization at small distances.

In spite of these problems, we still have our important finding: the large-distance behavior
of two-point correlation function, both for the order and disordered regimes, contains

oscillatory terms in log(maz) with frequencies that are multiple of 2+.

7.4 Quantum quenches

Consider a quantum system initially prepared in the ground state |¥g) of a given Hamil-
tonian H(go), where go is the coupling constant. At time ¢ = 0, the coupling constant is

suddenly changed from gg to a different value g. This process is called a quantum quench.
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The sudden change of the Hamiltonian drives the system out of equilibrium and the sys-
tem will evolve unitarily by means of the new Hamiltonian H(g). The main problem that
has been widely investigated is whether the system relaxes to a stationary state after a
large evolution time, and if it does, what is the characteristics of this stationary state.
Some experimental progress following this direction has been made by a groundbreaking
“quantum Newton’s cradle” experiment [144], which focuses on the relaxation towards a
stationary state in systems of ultra-cold atoms Kinoshita. This experiment demonstrates
the crucial role played by dimensionality and conservation laws in many-body quantum
dynamics out of equilibrium. It has been shown in this experiment that three dimensional
condensates reach quickly a stationary state characterized by an effective temperature,
which is a process of “thermalization”, whereas quasi one-dimensional systems exhibit a
slow relaxation towards unusual non-thermal distribution. This difference arises from the
existence of additional local conservation laws in quasi one-dimensional systems, which
in turn poses the question whether quantum integrability has a influence on stationary
behaviour of non-equilibrium evolution after a quantum quench. A tremendous amount
of works have been sparked to address this issue and it is a common observation that
thermalization indeed occurs in generic non-integrable systems but it is not obtained for
integrable systems due to the restriction of the infinite number of conserved quantities.
In integrable systems, the final stationary state is rather described in terms of a so-called
generalized Gibbs ensemble (GGE) [31, 32]. The density matrix describing a GGE is
expected to be given by

pagE = e 2n=1 Fntln (7.49)

where H,, are the local conserved quantities, and (3, are the associated generalized inverse
temperatures which are determined by the requirement that the averages of the conserved

densities in the GGE be equal to those in the initial state |Ug):

Tr(pcce Hn)

= (Uy|H,|Pp). 7.50
Trpcon (Wo|Hp|Wo) (7.50)

In GGEs, only conserved quantities that are bounded from below are admitted to appear
in (7.50) and the series in the exponential in (7.50) is assumed to be convergent. Moreover,
the state described by a GGE does not allow for flow of energy, particles, etc, and hence it is
in a natural “generalized” equilibrium due to the absence of entropy production, although

it is not strictly at equilibrium which is characterized by a standard Gibbs’ ensemble.

In the Ising model, a series of studies [34, 35] have confirmed the occurrence of the GGE.
Our results can be applied directly to GGEs in the Ising model thanks to the trivial ob-
servation that in the Ising model, conserved quantities are linear combinations (integrals)

of af(6)a(f) (a similar statement holds for general integrable QFT, using appropriate
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asymptotic-state creation and annihilation operators). One may construct generalized

hamiltonians H,, = (@, + Q@—,)/2 using charges @, defined as
Qn = / d0e™ ot (0)a(0) (7.51)

(and in particular H; is the usual hamiltonian), and one has, according to (4.75),

W(0) = By cosh(nf). (7.52)

n=1
But more general functions W (#) are allowed by our formalism. Hence our results (7.1)
when specialized in the Ising model (for fermion fields and all their descendants) and
(7.7) (for order and disorder fields) give, in principle, the full large-distance expansion of

correlation functions in the Ising model in any GGE.

Refs [34, 35, 41] considered a particular quench corresponding to an instantaneous change
of the transverse field in (2.57) at time ¢t = 0 from hg to h. In these works, analytic
results have been obtained, by employing methods based on the form factor approach
and the determinant representation of correlation functions for free fermion theories, for
the full asymptotic time and distance dependence of one- and two-point order parameter
correlation functions in the thermodynamic limit after this quench within the ordered
and disordered phase. In the scaling limit, the quench mentioned above corresponds to a
quench in the fermion mass of the related free Majorana field theory at time t = 0 from my
to m. In [145], the long time behaviour of the order parameter (one-point function) after a
quench of the mass within the ordered phase was studied using form factors, reproducing
the scaling limit of the corresponding results in [34]. Here we consider instead the two-
point function, directly in the steady state described by a GGE. The result of the works
[34, 35, 41] can be expressed, in the scaling limit, by the following choice of W (6):

6 inh? 6
tanh YO) _ __ sinh’6 + rmo/m (7.53)

cosh 9\/sinh2 6 + m3/m?

where k = + corresponds to a quench from ferromagnetic to ferromagnetic or from anti-
ferromagnetic to anti-ferromagnetic regimes, and x = — corresponds to the other cases.
We see that for k = — this is out of the context that we considered, since W(#) < 0
for small enough values of 8. However for k = + this can be treated with the present

formalism. In particular, we find that

1 1 1

= —(1 _—
( +U)’ 1— W

1
— =5 =5(1-0) (7.54)
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where

cosh 64/sinh? 6 + m2 /m?
U0) = v (7.55)
sinh® 6 + mo/m

The function U(#) has poles at

sinh @ = +i+/mg/m

and branch points at

sinh @ = +img/m.

This implies that the expansion (7.7) provides a full large-distance expansion for correlation
functions of ordered and disordered fields in the universal stationary regime occurring after
such magnetic-field quenches, and in particular that the large-distance behavior is of the

form (7.8) with exponential decay controlled by

[Im(sinh 6%)| = /mo/m or mgy/m.

Let us first consider the leading large-distance behavior in the disordered (anti-ferromagnetic)
regime. The spin-spin correlation function for the disorder fields has an exponentially de-
caying factor e=*¢ controlled by £ (7.5), with a possible algebraic factor. In order to

compute the possible algebraic factor, we look at the one-particle contribution
S0 o [doe s o) 2 0) 77 0)

where U is given by (7.55). If mg > m, then \/mgo/m < mg/m, hence the poles determine
the least-decaying behavior. In this case, we deform the 6 contours away from the real
line, in the direction sign(Im(#)) = € in which the form factors are analytic, all the way to

Im(@) = eim/2. There, poles and branch points are found respectively at

0y, =e€im/2+ o (7.56)

where
coshay, = /mo/m, oy >0, (7.57)

and at
Op = €im/2 + (7.58)

where

coshay, =mo/m, ap >0, (7.59)
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with o < ap. In light of crossing symmetry (6.10), we have
fi””‘* (a+im/2) i (o +im/2) = — ol (a —im/2) fﬁﬁ”‘* (a —im/2), (7.60)
and direct calculation shows that
Ula+in/2) = —U(a —in/2) (7.61)

for o between —ay, and ap (that is, away from the branch cut). Using (7.60) and (7.61),

we find

(14 Ula + in/2)) F24* (o + im /2) £ (o + i )2)
= —(1 = U(a —im/2)) f5 (a — im /2) f7 (o — i )2) (7.62)

and this allows us to cancel out the integrals with € = 4+ on a € [—ap, ap]. Thus, there
only remain residue contributions at the poles o = *c,,, and integrals along branch cuts

—macosha jpyalyed

[ap, 00) and [—ayp, —00). Since oy < ap, exponential decaying factors e
in the integrand in the latter integrals are subleading compared to the exponential factors
e~mrcoshay coming from the residues taken at the poles. The leading behavior is then

determined by these residues,

I = mie VT (2 + 0,) fP (i )2 + Op)Res (U(2)) |2=rij2tar +
mie VIO PP (i[9 1 0,) T (—7i /2 + 0p)Res (U (2)) | i/

Using crossing symmetry again, we get:

Iy = e V™% Sing fm — LFCH (i )2+ 0,) 7 (mi)2 £ o)
Therefore, the leading behaviour is

0 (e*fwmmm) (mo > m). (7.63)

On the other hand, if mg < m, then \/mg/m > mgy/m, hence the branch points determine
the least-decaying behavior. In this case, both poles and branch points which are closest
to the real line are found on the imaginary axis below the Im(#) = 7/2 line and above the

Im(#) = —m/2 line. The branch points are at 6, = +ix, with

sin Kk, = mg/m (7.64)
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and the poles at +ik, with

sin kp = /mg/m > sin k. (7.65)

We choose the branch cuts as the horizontal lines emanating from 8 = +ik, to 6 =
+ikp + 0o. In this case, we shift the contours in the direction sign(Im(#)) = € up to the
position of the poles at Im(#) = €ik), (or a little bit before it), going around the branch cut
[€ikp, €1kp + 00]. We first consider the one-particle contribution from the integrals along

the branch cuts. With the change of variable § = iexy + 3, 5 € R, we have
3 % /O " ap (emomcosh viey/m® =z ik 5 (i (iery + 107 + B) + Uliery — 07 + B))
e
K fP (iery + B) FP (iery + B) (7.66)
where we used (7.64). Taking the principal square root form of the U functions leads to

- Z/ dj (e—moxcoshﬁ—l—ia/mQ—mgzsinh5> SiHhBTe(ﬁ)fequ+ (iﬁ/ib + B)ffuewi (iﬁlﬁb + B)
e Y0

where

T.(8) = /1 —mi/m? cosh B + iemg/msinh j3
‘ (1 — 2m3/m?) sinh? B + ie2mg/m+/1 — m3 /m?2 sinh § cosh 3 — m3 /m? cosh? 3 + mg/m

X\/(l — 2m3/m?)sinh B + ie2mg/my/1 — m3/m? cosh B — mZ/m? sinh 3.

By Taylor expanding sinh § and cosh  , changing the variable 5 to §/(mx), we obtain
the leading term of (7.67) in the large-z limit:

—e ™ mar) /2 [T+(0>fi”?’” (i) 77 (i) [ " dpeVimn

0
T (0) £ (i) £ (k) / dfe= BV 1—m3/m2] : (7.67)
0
Following similar lines, we find that the one-particle contribution coming from the integrals
on the lines = €ix, + B is of order e™™%(mz)~!, which is subleading compared to the
one-particle contribution coming from the integrals along the branch cuts. Thus, in this

case, the leading large-distance behavior is

O <$_3/2€_(€+m0)x) (mop < m). (7.68)

—ET

In the ordered regime the leading behavior is simply determined by e coming from

the zero-particle contribution. The first subleading asymptotic terms are obtained by
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considering the two-particle form factor contributions,

€1€2 —€2—€1

Z % / %62?:”%:‘)%9&(](91)[](92) pu;0+(91’ 62) phia” (62,01).

e
Consider first mg > m. Again, we deform the 6; and 6y contours following the same way
as we did before. We first deform the 6; contour up to Im(6#;) = €;im/2. Using the crossing
symmetry relation (6.10), the integrals for e; = + and €; = — cancel out (for any e and
62), except for the residues of the poles at e;im/2 + o (7.57) and for the branch cuts
further away from the imaginary axis, on |Re(f)| > ap. The residues contribute the part
of the leading contribution, O (e‘m‘”). We then deform the 65 contour. The remaining

integrals, after taking the 6, residues at e;im/2 + soy, (for s = £), are proportional to

0y — (im/2 + sap) +i(ez — 1)0>252

Z €9 / d92 6i€2p921U(92)h2j (92)]?/11_;2 (02) tanh ( 5
€2

The integrals for e = 4+ and €3 = — can be cancelled out by shifting to Im(#y) = egim/2
, except for the poles at 0y = exin/2 &+ o, and the branch cuts further away from the
imaginary axis. For eo = +, the pole of U(f2) at 6y = im/2 + sa,, is cancelled by the zero
in the tanh factor (similarly for the mirror pole with e = —). As a result, only the pole at
0y = im/2 — sy, contributes. This means that, overall, the leading large-distance behavior
of the two-particle form factor contribution is given by the product of the residues taken
at 01 = €1im/2 + sa, and O = €2im/2 — say, with s = + and s = —. It turns out that
the product of residues is independent of s due to invariance under the exchange 6, <> 6s.
This then provides an overall decay O (B_QMS). Thus the leading behaviour is

e & (1 +0 (efzmx)) (mp > m).

Following the same recipe, in the case mg > m, we find that the branch cuts determine
the leading exponential decaying. Hence, the leading behavior of the correlation function
is

e & (1+0 ($_3€_2m0x)) (mp < m).

7.5 Reényi entropy

The Rényi entropy can be used to evaluate the bipartite entanglement entropy which is a
measure of quantum entanglement [146]. For the definition of the entanglement entropy,
consider a composite quantum system with Hilbert space H = H 4 ® Hp in a ground state

lgs). The entanglement entropy S, is the von Neumann entropy associated to the reduced
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density matrix pa of the subsystem A:

Sa=—Try, (palog(pa)), pa=Try, (|gs){es]) - (7.69)

Using the “replica trick” [45, 147], the bipartite entanglement entropy can be obtained as

the limit n — 1 of the Rényi entropy for positive real n:
Sy = 1im S, s = 1 joemry, oo (7.70)
n—1 ’ A 1—n HafA- '

It has been demonstrated in [147] that the Rényi entropy for integer n is related to the
partition function on a multi-sheeted Riemann surface with branch points. The authors
in [46, 127] introduced the so-called branch-point twist fields which correspond to branch
points so that their correlation functions are the partition functions on multi-sheeted Rie-
mann surfaces. Therefore, the problem of calculating the biparticle entanglement entropy
is reduced to the evaluation of the two-point correlation function of the branch-point twist
fields. In [46], the two-point correlation function of the branch-point twist fields were

computed by exploiting the factorized scattering method for integrable models of QFT.

In this section, we consider the composite system mentioned above in mixed states in the
Ising model. In this case, the Rényi entropy for integer n is related with the mixed-state
two-point correlation function of the branch-point twist fields in the n-copy Ising model.
Thanks to the relation (3.54), our result (7.14) can be applied directly to the evaluation
of the mixed-state two-point function of the branch-point twist fields in the n-copy Ising
model. Taking analytic continuation in n of the Rényi entropy and computing the result
at n = 1 could in principle give the mixed-state bipartite entanglement entropy. However,

this is beyond the scope of this thesis.
Mixed-state correlation function and Rényi entropy for integer n

According to the arguments in [46], the Rényi entropy for integer n in the Ising model can
be written in terms of the mixed-state two-point correlation function of the branch-point
twist fields ( without loss of generality we consider only the branch-point twist fields with

cuts going towards the right):

n 1 7
S [e2en Zn<7'(a:,0)7'(0,0)>p§n>} (7.71)

where Z,, is an n-independent non-universal normalisation constant with Z; = 1, € is a

short-distance cutoff which is chosen in such a way that dZ,/dn = 1, d, is the scaling

dimension (3.49), and pgn) represents the density matrix of the n-copy Ising model. Now
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we evaluate the two-point function <7'(x, 0)7’(0, 0)> ). We first define the density matrix
P1

p]()n ) for the n-copy Dirac theory:

o =ph @@ P (7.72)

where p}, is the density matrix in the ih-copy of the model. Then, in light of (3.54), the
two-point correlation function of branch-point twist fields 7Tpiac(x,0) and ’7~birac(0, 0) in

the n-copy Dirac theory in mixed states can be written as

<7blrac(x 0)7;)11"21':( )>p1()">
T, (P Ty 0, )(x O)H Ly (0,0))

T, (b s o @ 0)0(1,_a1)<0, 0)  Tru, (b 0G0 (@050 a0,y (0.0)
Ty (oh) Trag (1)
— <a(+17a1)(x, 0)0(4177&1)(07 0))p2 -+ <Ua'%an)(x, 0)0@7%)(0, 0)>pg (7.73)

where H](Dn ) is the Hilbert space of the n-copy Dirac theory and ’Hf) is the Hilbert space of

the i*M-copy of it, and where in the first step we used relations (3.48) and (3.27). On the
(n)

other hand, we can define the density matrix p;y” in another way:

i) = ol @ pf)) (7.74)

(n) (n)

where p; ' and py,  are the density matrices in the copies a and b of the n-copy Ising

model, respectively. Using the relation (3.55), we have

<7;)1rac (l‘ O) 7;31rac ( ) >p1(3n)
Tty 0 (05 Tat (2. 0)T; (.0)

2(0,0)75(0,0))

oy (61
Tryye0 (o) 7o (2,072(0.0)) Ty (o1 737 (2. 0)7300.0))
T ) To ()
. (<7'(x,0)7~'(0,0)>p£n>>2 (7.75)

where ’HI(:) and Hg") are the Hilbert spaces of the copies a and b of the n-copy Ising
model, respectively. By comparing (7.73) and (7.75), we see that the mixed-state two-

point correlation function of the branch-point twist fields in the n-copy Ising model admits
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the representation of the form

(T (=, 0)’?(0,0)>pg>

1/2
_ <<J(+17a1)(:v, 00y (0.0t (7 oy (2007 (0,0)) ) (7.76)

where the mixed-state two-point functions of U(1) twist fields are known from (7.14).
Finally, we obtain the Rényi entropy for integer n:

1
Sp =

1-n

1(p_1
log [5& 0 Zn (<aaa1)(x,0)aaial)(0, 00t (T (2:0)0 o O, 0)>pn)

D

X

}

(7.77)



Chapter 8

Conclusion

8.1 Work done

This thesis has contributed to the investigation of correlation functions in general mixed
states with diagonal density matrices in the context of integrable models of quantum
field theory, using the Liouville-space method [21, 23, 55]. Generalizing works in [21, 23,
55], we have constructed the Liouville space for general integrable models of quantum
field theory, including interacting models, and we have defined the associated mixed-
state form factors. Our method is based on the GNS construction of C*-algebras and
is a departure from other methods which has been widely applied on massive integrable
models of QFT. We do not directly calculate the trace, defining the two-point mixed-
state correlation function, through the knowledge of vacuum form factors and matrix
elements in the Hilbert space. Instead, we identify the mixed-state two-point function as
the vacuum expectation values with respect to the Liouville space. Hence, the two-point
function can be obtained from form factor expansions with respect to the Liouville space,
in parallel with zero-temperature form factor expansion technique. Our Liouville-space
method avoids resummations of partition-divergencies, which are required in the explicit
calculation of the traces defining mixed-state two-point functions. These resummations
have been automatically performed in our defined mixed-state form factors and resulting

form factor expansions

Following arguments in [21, 23], we have derived a Riemann-Hilbert problem for finite-
temperature one-particle form factors of U(1) twist fields in the free Dirac fermion theory
and solved it by additionally making use of low temperature expansions [142]. We found
that these finite-temperature form factors have the same structure as those obtained in
the Ising model [21, 23].

142
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Thanks to the observation that finite-temperature form factors of twist fields, in both Ising
model and Dirac model, depend on the eigenvalues of the density matrices, in trivial ways,
we conjectured the same form for form factors of twist fields in general mixed states with
only the replacement of 5Ey by W () for the Ising model and by W, (#) for the Dirac model.
We have deduced for these mixed-state form factors a system of non-linear functional
differential equations [55, 142]. Once vacuum form factors are known, mixed-state form
factors can be uniquely determined by these equations. We demonstrated that our exact
mixed-state form factors obey this system of equations, hence confirming their validity.
Deriving and solving these equations is a novel approach to evaluate mixed-state form
factors, which is different from the standard methods based on solving a Riemann-Hilbert
problem for zero-temperature or finite-temperature form factors . It is more powerful
as it does not rely on any strong analytic property for the eigenvalues of the density
matrix. This approach looks similar to techniques used in classical integrable models in
order to obtain bilinear differential equations for tau-functions, which are however usually
associated to correlation functions instead of form factors [55] (see for instance [52]). But

we do not know yet if there is a full technical equivalence.

With the exact mixed-state form factors at hand, we have presented the general results
for mixed-state two-point correlation functions of twist fields, in terms of form factors
expansions [55, 142]. We have given detailed explanations of three subtleties involved
in these representations, which arise from the presence of the cuts emanating from twist
fields and the fact that form factors of twist fields are not entire functions of rapidities. We
have demonstrated the application of our form factor expansions to some specific mixed
states: thermal-flow non-equilibrium steady states [55] and generalized Gibbs ensembles
after quantum quenches [55], both in the Ising model. In particular, we have discovered
oscillating terms log(mx) appearing in the leading large-distance behavior of order and
disorder non-equilibrium correlation functions [55]. In addition, using the relation (3.54)
between the branch-point twist fields in the n-copy Ising model and the U(1) twist fields
in the n-copy Dirac theory , and the result (7.14), we have derived the Rényi entropy for

integer n, which can be used for the evaluation of the bipartite entanglement entropy.

8.2 Future developments
In spite of the series of results we have achieved in this thesis, there are still several open
problems remain on the technical level and left for further investigation.

First, both application to quantum quenches and to the non-equilibrium energy-flow steady

state need to be further developed. In order to achieve this, we have to extend our
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formalism to more general functions W (#), including with discontinuities and with regions
of negativity. Indeed, for instance, the validity of our form factor expansion (7.7) is based
on the assumption that W (#) is analytic on a neighborhood of # € R. However, the
function Whess(0) associated to non-equilibrium states is not analytic at § = 0 and does
not satisfy this assumption. Moreover, we recall that, in the Ising model, for the twisted
construction, the positivity condition (4.76) is required in order to avoid the possibility
that the factor ﬁ in (7.7) has some pole on the real line. Due to this, in the
application to quantum quenches in the Ising model, our formalism is not adapted to the
case of W(6) in (7.53) with k = —. Nevertheless, thanks to the notion that the positivity
condition for W, () with generic « is not necessary in the Dirac theory, we expect this
problem could be solved by calculating the associated quantum quench in the Dirac theory

with a # 1/2 and then take the limit o = 1/2 after the calculation.

Second, it would be very interesting to explore what generalizes the “quantization on
the circle” correspondence of finite-temperature correlation functions, and the Matsubara
frequencies, in general integrable models of QFT. As was argued in [21, 23], thermal
correlation functions are related to vacuum expectation values in the quantization scheme
on the circle. We expect that there exists also an alternative quantization where vacuum
expectation values reproduce mixed-state correlation functions. From our investigation
of the non-equilibrium steady state and quantum quench applications, a study of the

singularity structure of the filling factors (for boson or fermion models)

1
T (L e @))

J

would shed light on the determination of the generalized quantization scheme we are

seeking for.

Third, the normalization of the mixed-state form factors of twist fields, both in the Ising
model and the Dirac theory, needs to be evaluated exactly, although we have obtained a

recursion relation (6.17) in the Dirac theory.

Fourth, it would be interesting to further develop the Liouville space. For instance, at
zero temperature, as was stated in section 2.3, in integrable QFT, there exists a set of
consistency equations constraining the vacuum form factors in the Hilbert space. These
equations have their origin on very general principles of QFT. At finite temperature, as we
showed in chapter 5, these exists also a Riemann-Hilbert problem, from which we obtained
the exact thermal form factors. However, this set of constraints is directly derived from

the KMS relation. It is expected that a deeper understanding of the Liouville space would
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lead us to a set of more “natural” properties for thermal or non-equilibrium form factors,

which are based on general principles of QFT and thermofield dynamics theory.

Finally, with the success made both in the Ising model and Dirac model, our Liouville-
space method definitely deserves further investigation on mixed-state correlation functions
in more integrable models, particularly in interacting models with non-trivial scattering
matrix. Although using Wick’s theorem is not quite efficient in integrable models, we can
still expect a system of nonlinear functional differential equations which are not closed
equations but an infinite set of equations relating form factors with more and more parti-
cles. In analogy with the form factor equations for vacuum form factors, these equations

may lead to solutions or efficient expansions like low-temperature expansions.



Appendix A

Extra work: high- and
low-temperature limit of the exact
current in non-equilibrium steady

states in integrable QFT

A.1 Introduction

In recent years, the thermodynamics of quantum systems out of equilibrium has been
a subject of intense investigation. On the one hand, this is stimulated by the recent
experimental progress, opening the possibility to drive quantum systems away from equi-
librium in a controlled way and to study their non-equilibrium properties (see for instance
[148-153]). On the other hand, this is also due to the theoretical progress with the discov-
ery of several classes of fluctuation theorems (also known as fluctuation relations), which
generalize the fluctuation-dissipation theorem [154] to systems far from equilibrium (see

[155, 156]) and describe some universal properties of non-equilibrium fluctuations.

Situations of particular interest are those where steady currents of local quantities exist:
steady flows of energy, charge, particles, etc. In these situations, although external forces,
if any, are time-independent, the system is not at equilibrium due to a permanent cre-
ation of entropy. Two ingredients at the heart of this situation are fluctuations of the
currents, and their scaled cumulant generating function (SCGF ) which are related to
the large-deviation functions by a Legendre transform. Fluctuations are one of the most
fundamental concepts arising in statistical physics. The SCGF fully characterises the fluc-

tuations of these constant flows at large times and encodes for many properties of their
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non-equilibrium statistics. Symmetry properties of the SCGF are described by fluctuation
theorems. (Exact evaluation of the SCGFs and their associated fluctuation theorems play

a essential role in developing the general theory of non-equilibrium steady states.)

In integrable quantum systems, many quantities, such as all energy eigenstates and eigen-
values, and correlation functions of local operators, can in principle be obtained non-
perturbatively, thanks to integrability. The study of the equilibrium thermodynamic
properties of integrable models has been carried out by a very successful method which
mixes factorized scattering theory and Bethe ansatz ideas. This method is the well-known
thermodynamic Bethe ansatz (TBA) and was initially proposed by Al.B. Zamolodchikov
[157]. Other exact methods includes those based on free-fermion techniques (Clifford alge-
bras). For the universal regime of exactly gapless quantum models, which is described by

conformal field theory (CFT), there also exist a series of powerful approaches [158, 159].

In light of these methods, many exact results have been obtained for SCGF with respect to
charge flows in non-equilibrium integrable quantum systems. In the case of charge flows,
the SCGF is referred to as the “full-counting statistics” (FCS). Proposals [160, 161] by
Lesovik and Levitov constitute the first presentation of the exact result for the FCS in
free fermion models and triggered a series of further investigations [162-165]. Other exact
results were obtained in Luttinger liquids (critical free boson systems) in [166] with the help
of non-equilibrium bosonization technique ,and in the low-temperature universal regime
of quantum critical models in [38] using general CFT. In certain integrable interacting
impurity models, the SCGF was obtained in [167, 168], using TBA-like methods. Exact
charge current and shot noise (zero-temperature second cumulant) have also been analyzed

in a diversity of integrable models, see for instance [169-181].

However, concerning energy flows, exact results for currents in interacting models and for
SCGF in general are not reported until recently. The first exact result for the SCGF was
obtained, to our knowledge, in the case of a quantum chain of harmonic oscillators in [182].
Exact results for the energy current and SCGF in the universal non-equilibrium regime
at low temperatures were derived in general quantum critical models in [37, 38] by using
CFT techniques, for the quantum Ising chain in a magnetic field in [40] by employing
free fermion techniques and for any integrable model of relativistic quantum field theory
with diagonal scattering in [69] by generalizing TBA to non-equilibrium steady states.
(star configuration) It is worth mentioning that it has been demonstrated in [183] that a
condition of pure transmission leads to the “extended” fluctuation relations, which allow

one to exactly evaluate the SCGF from the current alone.

In this appendix, we present the high- and low- temperature limit of the exact energy

current obtained in [69]. Our setup consists in preparing two hamiltonian reservoirs at
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different temperatures and connecting them at a contact point. After the contact is es-
tablished, energy or charge will transfers from one reservoir to another. At large time,
the flow between these two reservoirs becomes constant in time and the system reaches a
non-equilibrium steady state. We then consider the scaling limit: the quantum system is
assumed to be in the universal regime near a quantum critical point (with unit dynamical
exponent), with a mass gap and the driving temperatures assumed to be much smaller
than any microscopic energy scale. This regime is described by massive quantum field

theory.

A.2 Physical situation

A.2.1 Physical description

Consider a homogeneous open quantum chain of length L with local interactions. We
assume it to be initially cut into two identical parts , each of which is of length L/2.
These two halves do not interact with each other and we denote by H' and H" (left and
right) the Hamiltonian of them, respectively. We prepare these two halves at temperature
T, = B, Vand T, = B! respectively. Hence, the initial density matrix describing the
system is pg = e~ PH—BrHY Then, we unitarily evolve this density matrix with the full
Hamiltonian HY = HY' + HE + §H:

plt) = e~ pyeit, (A1)

by connecting these two halves at a contact point. The term 0 H arises from the connection
energy of the few links connecting both halves and it is assumed to be independent of the

system size L.

Averages of observables at time ¢ are given by

Tr (p(t) O)

(O)Lst) = =g

(A.2)
The so-called steady state limit is defined by the limits I — oo and then ¢ — oo in that
order. If the expectation value (A.2) under the steady state limit exist, the system is said
to reach a steady state with respect to the observable O:

(O)stat := lim lim (O)(L;t). (A.3)

t—o00 L—o0

Taking into account the locality of the Hamiltonians, we expect the existence of the steady

state limit of any local observable. This admits a physical interpretation: in the infinite
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size limit, halves of the system serves as effective thermal reservoirs, each at its own
temperature 7 ,, and they can absorb and emit independent thermalized excitations un-
boundedly for all times ¢ < L/v where v is a propagation velocity; indeed within such
times excitations do not have time to bounce off the extreme left and right parts in order to
create non-thermal correlations or re-emit absorbed excitations. In particular, the energy

current observable _ _
T = gt oY — Y = S[H. ]~ 1, (A.4)

which is independent of L, is local, due to the locality of § H. Hence, the system is expected

to reach a steady state with respect to the energy current.

A.2.2 Steady state in massive QFT

We assume the quantum chain mentioned in the previous section to have a parameter h
(for instance, an external magnetic field) so that the system has a quantum critical point at
h = h. with unite dynamical exponent. As was stated in section 2.4, at h = h., the energy
gap A vanishes. The system, at h = h. and in the low-temperature regime, is described
by CE'T. The low-temperature, low-gap region near the quantum criticality is obtained by
taking the scaling limit »~ — h. and 7}, o Aand the system under this limit is described
by massive QFT. Employing general QFT arguments, the literatures [37, 39] proposed an
exact representation of the non-equilibrium density matrix psta+ which describes the the

steady state limit of the previous section in the scaling limit

Tr (pstat O)

@ stat = T N
< >tt Tr(pstat)

(A.5)

Consider a model of relativistic QFT with a spectrum of ¢ particle types, with masses
mi,...,my. The vacuum is defined as |vac) and multi-particle asymptotic states are given
by

01, .. On)ir, i 2 01> . >0, Q1,0 €{1,2,..., 0} (A.6)

The density matrix pstat, describing the energy-flow non-equilibrium steady state, is diag-

onalised on the basis of asymptotic states:
potat]0r, - Oniy, i = € 2k Wik O |g, 0y (A7)

where

Wi(6) == (8,0(0) + 3,0(—0)) m; cosh 0 (A.8)

with ©(6) Heavyside’s step function.
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The density matrix (A.7) holds for the mathematical description of the energy-flow steady
state in the XY model in [36] and is in agreement with the one obtained in the Ising model
in [40].

A.3 The non-equilibrium steady state TBA equations

In this section, we will present the exact energy current obtained in [69]. We consider a

general integrable model of relativistic QF'T with diagonal scattering matrices.

In QFT, the energy current operator J is the momentum density p(x). Using (A.5), we

can express the average energy current J as

Tr (pstar P(0)) .

J—=
Tr (pstat)

(A.9)
where we consider p(x) at an arbitrary point, say z = 0. The evaluation of this trace re-
quires two ingredients. One is the matrix elements of p(0). The other one is the knowledge
of how to perform the trace. This is due to the fact that in states with nonzero densities
of particles (i.e. infinitely many particles), the interaction between particles becomes im-
portant and this affects the way the trace is defined. In this sense, the information of the
“local structure” (the full scattering and the set of local observables) is encoded not only

into the matrix elements of p(0) but also into the way the trace is performed.

In order to implement these two elements of information, the authors in [69] employ Al. B.
Zamolodchikov’s TBA arguments [157] which are based on the factorized scattering theory
and the Bethe ansatz method. We consider the model defined on a finite, periodic space
of circumference L. Integrable models of QFT on the finite space, as stated in [157], have
similar description with that of Bethe ansatz integrable systems. Each state is described
by a wavefunction which obeys the well-known Bethe ansatz equation. The quasi-particles
in these states possess momenta p; and energies e;, whose sums give the total momentum
and energy of the states, with relativistic dispersion relation. Then, there is a natural

finite-length extrapolation p&,, of pstas, defined by its action on each state |v):

phalv) = e 2 Welu) Wy = (8iO(pr) + B-O(—pr)) ek (A.10)

The finite-L extrapolation of the average current is the average of p(0) with respect to
pgtat: I
. TrL [pstatp(o)]

Jr, = (A.11)
TrL[psLtat]
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with the relation J = limy_,, Jr. Using translation invariance, we then have

Trp, [péat PL}

Jr = !
Try, [pgltat]

(A.12)

where P = [~ LﬁQ dx p(x) is the total momentum. Introducing a generating parameter a

associated to the momentum, we rewrite the current as

d
J=— ngl;o Ta log Try, (pstat e “PL) . (A.13)
We may also define the “free energy” f® and evaluate the current from it:
f%:=— lim L 'logTry (Ptte aPL) J = ifa (A.14)
L—oo st ’ dCL a=0

It has been demonstrated in [69] that the free energy f® can be evaluated by generalizing
Al. B. Zamolodchikov’s TBA arguments [157] to the non-equilibrium steady state (an
extension of TBA arguments beyond Gibb’s equilibrium was first carried out, to our best
knowledge, for quantum quenches in the Lieb-Liniger model [184]), and the result leads to
the exact non-equilibrium steady state TBA (NESSTBA) equation for the energy current
in general integrable relativistic QFT with diagonal scatterings [69] :

B df m; cosh 6 z;(0)
7= Z/ 2T 1+ C14es®

d ii (0
zi(0) = mlsmh9—|—2/ 79031+;J)(f)y(7)

Qo) — W)~ |5 o= tog1+ ) (A15)
j=17 -0

where ¢;;(0) = —idylog S;;(#) and S;;(0) is the two-particle scattering matrix, and where
W;(0) is defined in (A.8). It is conventional to define the L-functions

Li(0) = log(1 4 e~<)), (A.16)

as these functions possess interesting and perhaps clearer features than the pseudo-energies
€;(0). Note that the psedo-energies, consequently the L-function, are not continuous at
=0

€i(+0) — €(=0) = m(5; — Br), (A.17)

which is contrary to the equilibrium case.
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A.4 High-temperature limit of the current

In this appendix we will consider the expression for the current presented in (A.15) in
terms of thermodynamic quantities and carry out its high temperature limit. The concrete
analysis we present in this chapter collects the results reported in [69]. Our computation
is based on arguments in [157] where a similar work was carried out for determining the

effective central charge ceq (7).

In an ¢-particle system, the free energy in (A.14) is given by

Lorde
- E /2mi cosh 0 log(1 + e (%), (A.18)
T
i=1

Here, the pseudo-energies €;(6) satisfy thermodynamic bethe ansatz (TBA) equations:
Corae
— W;i(0) — am;sinh 0 4 €;(0) + E / Q—wij(ﬁ —0)1log(1 4 e <)) =0 (A.19)
i
=1

where

Wi (0) = Brm;cosh 0 ©(0) + Srm; cosh § ©(—0). (A.20)

We can rewrite (A.18) as a sum of two integrals:

Z/ dieﬁcoshel/ Z/ Ci—gﬁcoshglz 0):=fir+ " (A21)

where r;, = m; 5, and r;; = m;5;. We can obtain the steady-state current in CFT by taking
the limits r;, — 0 and r; — 0. In this high temperature limit, ¢;(#) and consequently
L;(0) are constants with limiting values ¢€;(0), L;(0) in the central region —log(2/r;,) <
0 < log(2/r;) and it goes to infinity at the two edges. Therefore, L;(0) exhibits a typical
plateau behaviour in the central region and has a double exponential falloff outside this
region (we have seen many graphical examples of this in previous sections). As r; and
ri» €0 to zero, the plateaux become wider and the form of their two edges tends to some
universal pattern. The limiting form of the left edge is determined by the “kink” solution

L;j—(0) which satisfies the equation

a\ _ do’ / /
‘(1_@)6 0+6i,€_(9)+z/2 0i;(0 — 0)Lju_(0) = 0 (A.22)

=1
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where €, (0) = ¢;[0 — log(2/r;,)] and L (0) = L;[0 — log(2/r4,)]. Likewise, the limiting
form of the right edge is determined by the function L, (6) which satisfies the equation

a "L [ ade
- (1 + ﬁ) ¢! + €in (0) + / 5 P (0= )Ly (0) =0 (A.23)
l jzl
where €54+ (0) = €0 + log(2/r;;)] and L (0) = L;[0 + log(2/r;;)]. These equations follow

from (A.19) by performing the indicated rapidity shifts. Thus, the high temperature limit

of the free energies f;, can be written in terms of these kink solutions:

¢
fo= Z/ _ele = _;Z/iere@LikJr(@) (A.24)
Li=1

Differentiating (A.22) and (A.23) with respect to 6 we have

(1— g) e ¥+ 86““ Z / dLJ’“ i(0—0) = (A.25)

and
<1+6> oy 86”“* Z/dLJ’” (0—0)=0 (A.26)

0

Solving these equations for e*? and substituting e~ in f¢ and e’ in fi* we obtain

1~ [ d [ Deu_(0) dL
:@—a;/% ek Z/ Jk (0 —0") | Li—(0) (A.27)

and

fit= @+az/ aem Z/dLJH j(0—0) | Lt (0)  (A.28)

Let us consider f/ in more detail. When 7;,,7; — 0 we can rewrite it as

14

fe= / delog(1 +e™¢) — Z/OO %gp x Lip_ ()| (A.29)

_a27r i —~ Jei(0) 1 + efik—

where we assumed there is parity invariance ¢;;(0) = ¢;i(0) and we used dL = —de/(1+e°).

By substituting the convolution ¢;; * Lj;,_(#) by its expression from equation (A.22), we



154

have
o0 dei._ X er_dej_ —a [ _
/ T i * L (6) = —/ e T o / e dLy—
«(0) L+e a(0) L+e Br o JLio)
o ) ) _ oo
= — / E’k*dff’“* b / e ?Ly_db
€;(0) 1+ ecik- Br —1og(”{)

(A.30)

where in the last line we used integration by parts. Thanks to the observation that the
last term is (up to constants and summing up in ¢) nothing but the original function f2,
substituting (A.30) into (A.29) leads to

1 1 GRS €
=1 (Br_a) ;L(mde (1og(1+e )+ 1+ee>. (A.31)

Following the same recipe, we can deduce f}* as

¢
1 1 > €

f=—— de | log(1 —¢ . A.32

fi 4 (,81+a> ;1 /Ei(o) e<og( +e )+1+e€> (A.32)

Putting together (A.31) and (A.32), we have:

a __ 1 1 1 ‘ o i €
f _47T(/Br_a_ﬁl"‘a);/;(o)de(log(l—i_e )+1+€E> (A33)

Differentiating (A.33) with respect to a at a = 0, we finally obtain

J —111[006111—66 A.34
(ﬁl’ﬁr)_‘lﬂ[ﬁg_ﬁz];/gi(o) E(Og( te )+1+€e> (A.34)

which is a representation in terms of the Roger’s dilogarithm function. To determine the
values €;(0), we should make use of the property that the TBA kernel 1;;(f) is usually
picked about § = 0, and the property that the function L;(6) in the limits r;, — 0 and
ry — 0 is constant around 6§ = 0. This implies that the convolution ¢;; * L;(#) may be
approximated by

©ij * Lij(0) = Njjlog(l+ e ), (A.35)

with Nj; = —5- [ ¢;;(6)dé. The original (both at and out of equilibrium) TBA equations

then become the constant TBA equations:

€i(0) =Y Nyjlog(l+e %) (A.36)
Jj=1
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which were introduced in [185]. As we can see, the result (A.34) exactly reproduces the
CFT prediction given in [37]

Jorr = E(TZ —-T7) (A.37)

where c¢ is the central charge, with the identification that

2 Z/(O) (log e )+ 1;6). (A.38)

The connection of the Roger’s dilogarithm function with the central charge has been

discussed in detail in the classic literature on the subject [157, 186].

We now consider another interesting physical situation in which one temperature is kept
constant and low while the other temperature becomes very large. Thus we have r;. =
const. and r; — 0. In order to study the current in this case we start again with the
separation of the ground state energy into the two contributions (A.21). In this situation
the functions ¢;(6) are not continuous any more at § = 0 due to the presence of W (#) in

the TBA equations and they have two different limiting values at 6 = 0 with the relation:
€i— (0) = €i+(0) + Tir, (A.39)

where we use the notation €;(0) and €;_(6) to represent €(f) in the regions 6 > 0 and
f < 0, respectively. We also have to note that the left-right asymmetry of the L-function
has been broken. The right part of L-function remains the same: it has a plateau at
log(1 + e~%+(0)) in the region 0 < # < log(2/r;). But the left part has only a quick
exponential falloff without exhibiting any plateau behaviour, since €;—(0) ~ r;, cosh @ for
0 < 0and r;, > 1. As aresult, f is simply defined by the first term in (A.21) and can not
be further simplified, while f/* can be computed, following same lines, as the second term

n (A.33). Finally, differentiating with respect to a and setting a = 0 yield the result:

0 do x;—(0) 1 o €
J r - b ) 1 1 €
(ﬂbﬂ ) E ’ [/ 27rm COSh@1 i (0) + 477'51 /GH(() de ( og( +e )—1— 1 eﬁ>

"0 ae z;_(0) e
- Z_:/ %micoshﬁl_’_egz @) 12@2. (A.40)

de;—(0)

where x;_ () can be obtained from (A.19) as z;_(0) = =5

line we used the relation (A.38).

. and where in the last
a='
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A.5 Low-temperature expansion of the current

Although the TBA equations generally need to be solved numerically, at low temperatures
a perturbative expansion may be used leading to analytic results. In particular, these
analytic results will contribute to the rigorous proof of the non-additivity of the current
as discussed in [69]. Following the finite-volume regularization methods of Pozsgay and
Takacs [16], we will deduce the low-temperature expansion of the energy current. This

deduction can be found in [69].

We again assume a single particle spectrum for simplicity. For convention, the finite-

volume multi-particle states can be denoted as

01, 61

The corresponding energy levels are determined by the Bethe ansatz equations

Qr(01,....0n) = mLsinh O + Y 60— 0) =2nL, , k=1,...n (A.41)
1£k
where [ are momentum quantum numbers and §(f) = —ilog S(0) is the two-particle

scattering phase-shift. The density of multi-particle states can be obtained by

(n) _ 8Qk’(01a 79n)

p(1, ..., 0,) = det T Tl 5, , kil=1,..n (A.42)

Let us expand the traces in (A.12):

! 2
1
Trp(phaeP) = D¢V msinh g0 + 0 37 e B WOD S nsinn o
=1

(1) 052@&2)
! 3
1 (3)
+= Y e ZRWOD S msinh 6 + 0(e W) (A.43)

and

—_weWw 1 2 2)
TrL(péat) = 1+ Z e W) —+ 5 Z e i W(6;7)
6(1) 0§2)6§2)

/7

1 (3)
+6 E e Z?:1 W(9i3 ) + 0(6_4W) (A'44)
933 p(3)
1 V2 7U3
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At low temperature, we have the expansion

2
1 (Pstat) o) o(1) 2 6(2p(
3 ’
S o) o (Fewon] Y sl
o(D) o(D) 6
1 Y e ELWE) 4 (e, (A.45)

606

The prefactors 1/n! for every multi-particle sum account for overcounted states with dif-
ferent ordering of the same set of rapidities. The prime in the multi-particle sum indicates
all quantum numbers (rapidities) for the state are different. The upper indices of the

rapidities and W represent the number of particles in the state.

With (A.43) and (A.45), we can now obtain the current up to exponential corrections at
finite volume L. In the limit L — oo, the low temperature expansion of the current should

be recovered. Here, we present the calculation of the current up to the first three orders.

e First order
At finite volume L, we have the first-order contribution to the current:
1
JE = 7 % e W) sinh o). (A.46)

We then take the limit L. — oo by replacing the sum over rapidities by an integral
over the states in the rapidity space, namely Y 41y — [ %pl (). The density of
one-particle states pi(f) is obtained by

:Ldp(e) _ dmsinh 6

p1(0) 20 p7 = mL cosh. (A.47)
Therefore, the first order term of the current is
o (40 e
Ji= lim J=m* | —e sinh 6 cosh 6. (A.48)
L—oo 2w

e Second order
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A similar computation can be performed for second order terms. We find the second-

order term of the current at finite volume L:

JEo= LY e WO sinh g 3 W OW)

L
g(1) p(1)
(2)
|: W (6; stmh 9( )
9(2>9<2) i=1
- % D ()i sinh 91 )Zefw(e(”)
(1) p()
(2)
+ Z e*Zl 1 W(o; stmh@
9<2 o
1 oW (0)o, i1 n(2)
—3 Z e 1 /2msinh 0}
0@ _p@
1 2

where the last term corresponds to a two-particle state with equal quantum numbers
(952) = 052)) of the two particles. In this case, the two-particle Bethe ansatz equations
degenerate to a one-particle equation, which means that density of this two-particle

state is again p;. In the large L limit, we may replace the sums with integrals as

df, db
Z /Pl 0), Z /,01 — 7172P2(91a92)

(1) (2) (2) (2)
The Bethe ansatz equations for a two-particle state are

mL sinh 91 + 5(91 - 62) = Q1(9192)
mL sinh 05 + 5(92 — 91) = Q2<0102), (A.49)

and hence the relevant density of two-particle states is given by

(01, 03) = det ( mLcosh 01 + p(61 — 62) —p(0; — 62) )
2 17 2) — .
02)

—p(01 — 03) mL sinh 0y + (01 —

Taking into account the fact that S(6)S(—60) = 1, we find that ¢(0) = ©(—0).

Using this property, relabeling integration variables and exchanging the order of
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integration, we obtain

Jo = lim J¥
L—oo

L 2

= }J [— /(1)2d91d926_w(01)_w(92)m sinh 61 (m.L)? cosh 6 cosh 65

—i—% /(21)2d91d92€_w(01)_w(92) (m sinh 81 + m sinh 92> X
Y

<m2L2 cosh 01 cosh 3 + mL cosh 01p(61 — 02) + mL cosh Oap(01 — 02))

— / de 2V () sinh m L cosh 9]

= m2/ d((921d)922 cosh 01 (sinh 6 + sinh y)p(6; — Oy)e~ V(O =W (02)
T

—m? / ;LG cosh 0 sinh e 2V (), (A.50)
T

e Third order

Finally, we look at third-order contributions

2
Jgf: = i[Ze_w(e(l))msinhe(l)(Ze_w(e(l))>

p(1) (1)

I

_%stmhml) S e Thwe?)
o)) HOMC)
1 2

’

2
1 (2)
—3 E e~ Zima WO, )E msinh@z@ E e W)
9%2)952) =1 (1)

' 3
1 (3)
+- g e T W) E msinh@l@ . (A.51)
0(3) (3 g(®) i=1
1 2 3

By using the relations

2. = 2 - )

9§2)0§2) 952)922) 0§2):9;2)

2= > B D 42 )

6(»6?) ) 66D o g g g3 _g®) _g(®)
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we can rewrite

2
Jy = % Ze_w(9<1))msinh0(1)<26_W(9(1>)>

o(1) (1)
_lzmsinhgu) 3 e Eh W)
2
(1) 6§2)9(2>
=Y msinhg® 3 2w
p(1) 952):9?)
2
_% 3 e SO Y psinh o) 3 WO
9§2)9£2) =1 (1)
1 (2)
+§ Z e 26 )2msinh9§2)267W(9<1))
62— o)

3
1 3 3) .
+- E e~ Lim WO E m sinh 0§3)
02 6() o i=1

1 Z oW O) -2 (05”) (msinh 9&3) + 2mssinh 0;3))

9§3) ,9§3>:6§3)

1
+5 E =3O 3 sinh 6’%3)] . (A.52)
03 _g® _g®
1 2 3

In the large L limit, we replace the sums with integrals as in previous cases with the

addition of

df dby dbs
E — p3(‘91792703)7
2 27 2w
952)€§2)0§3)

df, db
E - L2 05(61, 62 = 63),
21 27
02 6(2) —p(®)

3 - / %pl(e). (A.53)

(2)_p@ _g(3)
0{* =65 —¢!

The density ps3(01,02 = 03) can be obtained from the Bethe ansatz equations for a

three-particle state with two equal quantum numbers

mL sinh 61 + 2(5(91 — 92) = Q1(917 92)
mL sinh 92 + (5(92 - 91) = Qg(el, 62). (A54)
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The relevant density is given by

p3(01, 05 = 03) = det < mLcosh 61 + 2p(601 — 62) —20(61 — 65) )
3\V1,U2 = U3) =

—@(91 — 92) mL sinh 65 + @(01 — (92)

Similarly, we can obtain p3(6y,62,603) from the Bethe ansatz equations for a three-

particle state with three distinct quantum numbers

mL sinh 61 + 5(91 — 92) + (5(91 - 93) = Q1(91702a03)
mLsinh 6y + §(02 — 01) +6(02 — 03) = Qa(61,062,03)

mL sinh 63 + 5(03 — 91) + (5(93 - (92) = Q3(91, 05, 03), (A55)
as
EyL + ¢(bh2) + ¢bhs) —p(b12) —p(h3)
det —p(612) EoL 4 ¢(bh2) + ¢(623) —p(023) ;
—p(013) —(6a3) E3L + ¢(613) + ¢(023)
(A'56)

where for convenience we used the notation E; = mcosh6; and ¢(0;;) = ¢(0; — 6;).
Therefore, by performing a similar but more tedious computation, we arrive at the

third order term of the current

J3 = —;mZ/ d(921d)922 cosh 0 (sinh 0 + 2sinh 0) () — )™V (0 72W(02)
7r
3
2 / da%gejg% cosh 60, Z(sinh 0:)p(01 — 02)p(02 — Os)e™ E W)
™
i=1
3
%m2 / W cosh O Y (sinh 6;)p(61 — b2)p(61 — f)e™ it W)
T
i=1

—m? / dgld)ej cosh 6y (2sinh 0 + sinh 6)(0; — fa)e 2V (E)-W(62)
T

+m? / ;jj cosh 0 sinh e =3V () (A.57)
7r
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