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iv

We may reflect that physics and philosophy
are at most a few thousand years old, but
probably have lives of thousands of millions
of years stretching away in front of them.
They are only just beginning to get under
way, and we are still, in Newton’s words,
like children playing with pebbles on the
sea~shore, while the great ocean of truth
rolls, unexplored, beyond our reach.

Sir James Jeans, 1942 [1]



Kurzfassung

Das Standardmodell (SM) der Teilchenphysik stellt unser aktuelles Versténdnis ele-
mentarer Teilchen und ihrer Wechselwirkungen dar und liefert korrekte Vorhersagen
mit erstaunlicher Préazision fiir zehntausende Messungen. Verbleibende offene Fragen
wie die beobachtete Asymmetrie zwischen Materie und Antimaterie in unserem Uni-
versum sowie Beobachtungen, die auf die Existenz dunkler Materie hinweisen, deuten
auf neue Physik jenseits des Standardmodells hin. Observablen im Top-Quark-Sektor
sind besonders gut geeignet, um das SM und viele seiner Erweiterungen auf der elek-
troschwachen symmetriebrechenden Skala und dariiber hinaus zu untersuchen.

An Proton-Proton-Collidern ist die Produktion von Top-Antitop-Quark-Paaren in
fihrender Ordnung der Quantenchromodynamik symmetrisch unter dem Austausch der
Top- und Antitop-Quarks, wiahrend Interferenzen hoherer Ordnungen bei der Quark-
Antiquark-Annihilation eine Asymmetrie erzeugen. Diese Ladungsasymmetrie kann
sensitive Proben fiir viele Modelle jenseits des SM, wie etwa massive Farboktettzustinde,
Extradimensionen, flavour-verletzende Eichbosonen oder Axigluonen, liefern. Bei jet-
assoziierter Top-Quark-Paar Produktion tritt diese Asymmetrie bereits in fiihrender
Ordnung bei Quark-Gluon-Wechselwirkungen auf. Dariiber hinaus ermoglichen die
Endzustédnde die Definition einer neuen Observablen, der Energicasymmetrie, welche
die unterschiedliche Wahrscheinlichkeit widerspiegelt, dass Top- oder Antitop-Quarks
die hohere Energie haben.

Das ATLAS Experiment am Large Hadron Collider am CERN nahm wéhrend Run 2
im Datenerfassungszeitraum 2015-2018 Proton-Proton-Kollisionsdaten mit einer inte-
grierten Luminositit von 139 fb~! bei einer Schwerpunktsenergie von 13 TeV auf, was
die Moglichkeit bietet, weniger haufige Prozesse wie die jet-assoziierte Top-Quark-Paar
Produktion und weitestgehend alle Wechselwirkungen des Top-Quarks mit hoher sta-
tistischer Prézision zu untersuchen.

Diese Dissertation stellt die erste Messung der Energieasymmetrie vor, welche im
semi-leptonischen Zerfallskanal in jet-assoziierten Top-Quark-Paar-Ereignissen in der
so genannten Boosted-Topologie, in der das hadronisch zerfallende Top-Quark einen
transversalen Impuls von {iber 350 GeV hat, durchgefiihrt und mit der Fully Bayesian
Unfolding (FBU) Methode hinsichtlich Detektoreffekten korrigiert wurde. Die gemesse-
ne Asymmetrie stimmt in allen drei Bins des Jetstreuwinkels mit der Standardmodell-
vorhersage auf néchstfithrender Ordnung tiberein. Die gemessene Energieasymmetrie
von —0.043 £+ 0.020 in der zentralen Region, in welcher die erwartete Asymmetrie am
grofiten ist, stimmt mit der SM-Vorhersage von —0.037 4 0.003 iiberein.

Die Standardmodell Effektive Feldtheorie (SMEFT) stellt ein modellunabhéngiges
Framework fiir neue physikalische Interpretationen dar, worin die Energieasymme-
trie besonders sensitiv gegeniiber der chiralen und der Farbstruktur von Vier-Quark-
Operatoren ist. Die Sensitivitdt der Energieasymmetrie wird in den aus Fits der er-
warteten zur gemessenen Asymmetrie bestimmten Grenzen von Wilson-Koeffizienten
dargestellt und erweist sich als vergleichbar mit und komplementar zu der anderer Ob-
servablen im Top-Quark-Sektor und wird somit einen wertvollen Beitrag zu globalen
SMEFT-Fits liefern.






Abstract

The Standard Model (SM) of particle physics, representing our current understanding
of fundamental particles and their interactions, gives correct predictions with an as-
tonishing precision for tens of thousands of measurements. Remaining open questions,
like the observed matter-antimatter asymmetry in our universe and observations hint-
ing at the existence of dark matter point to new physics beyond the Standard Model.
Observables in the top-quark sector are particularly well suited to probe the SM and
many extensions thereof at the electroweak symmetry-breaking scale and beyond.

At proton-proton colliders, top-antitop-quark pair production is symmetric at leading
order in quantum chromodynamics under the exchange of the top and antitop quarks,
while interferences at higher orders in quark-antiquark annihilation create an asym-
metry. This charge asymmetry can provide sensitive probes for many models beyond
the SM like massive colour-octet states, extra dimensions, flavour-violating gauge bo-
sons or axigluons. In jet-associated top-quark pair production, this asymmetry arises
already at leading order in quark-gluon interactions. Furthermore, the final states in
jet-associated top-antitop events allow for the definition of a new observable, the energy
asymmetry, reflecting the different probability of top and antitop quarks to have the
higher energy.

The ATLAS experiment at the Large Hadron Collider at CERN collected 139 fb~! of
proton-proton collision data at a centre-of-mass energy of 13 TeV during Run 2 in the
data-taking period 2015-2018, providing the possibility to study less frequent processes
like jet-associated top-quark pair production as well as essentially all interactions of the
top quark with high statistical precision.

This thesis presents the first measurement of the energy asymmetry, performed in
the semi-leptonic decay channel in jet-associated top-quark pair events in the so called
boosted topology, requiring the hadronically decaying top quark to have a transverse
momentum above 350 GeV, and corrected for detector effects with the Fully Bayesian
Unfolding (FBU) method. The measured asymmetry is found to be in agreement with
the SM prediction at next-to-leading order accuracy in all three bins of the jet-scattering
angle. In the central region, where the energy asymmetry is expected to be the highest,
the energy asymmetry is measured to be —0.043 £ 0.020, in agreement with the SM
prediction of —0.037 4 0.003.

The Standard Model Effective Field Theory (SMEFT) represents a model-independent
framework for new physics interpretations. Within the SMEFT framework, the energy
asymmetry is especially sensitive to the chiral and colour structure of four-quark oper-
ators. The sensitivity of the energy asymmetry is presented in the bounds on Wilson
coefficients obtained from one and two-dimensional fits of the predicted to the meas-
ured asymmetry. The sensitivity of the energy asymmetry is found to be comparable
to that of other observables in the top-quark sector as well as to resolve blind directions
in current LHC fits and will thus provide a valuable new input for global SMEFT fits.
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1. Introduction

Particle physics addresses the questions humanity has always been puzzled about:
“What is the universe made of?” and “What holds the world together at its core?”.

The ancient Greeks imagined all matter of the universe to consist of the four ele-
ments air, water, fire and earth; Leukippus and Democritus [2] introduced the idea
of indivisible atoms in an empty space around 400 BC. Around 2300 years later, in
1869, D. Mendeleev presented a classification of the then known elements according
to their chemical properties in the periodic table of elements 3], which now contains
more than 110 elements. The lightest negatively charged elementary particle, the elec-
tron, was discovered by J.J. Thomson [4] in 1897 via the deflection of cathode rays in
a magnetic field. E. Rutherford found that the positive charge of an atom is concen-
trated in a nucleus by scattering ionised helium atoms in a thin sheet of gold foil in
1911 [5]; the lightest one, the so called proton, was found to be part of larger atomic
nuclei in 1919 [6]. The discovery of the neutron, an uncharged nucleus, in 1932 by
J. Chadwick [7] in the scattering of ionised helium atoms with beryllium completed
the proton-neutron model of the nucleus [§]. All known matter could be explained to
be formed by atoms consisting of “heavy-weight” baryons (protons and neutrons) and
“light-weight” leptons (electrons). The positron, the antiparticle of the electron with
the same mass but oppositely charged, predicted in the relativistic quantum theory
by P. Dirac [9], was discovered in cosmic rays by C.D. Anderson [10] in 1933. The
pion, a “mid-weight” meson, expected to be the mediator of the very short ranged
strong force holding together the nucleus by H. Yukawa |11], was discovered in cosmic
rays in 1947 [12]. The neutrino, a very light and charged neutral particle predicted by
W. Pauli [13] to ensure energy conservation in nuclear beta decays, was detected in a
tank of water near a nuclear reactor by F. Reines and C.L. Cowan [14] in 1953.

The discovery of many more baryons and mesons lead to the development of the
quark model by M. Gell-Mann and O.W. Greenberg in 1964 [15-17], which proposed
that all hadrons (baryons and mesons) are composed of more elementary constituents,
the so called quarks, bound together by the strong interaction acting on a new type
of charge, today known as colour charge. Deep inelastic electron-proton and photon-
proton scattering experiments at the Stanford Linear Accelerator Center (SLAC) in
1969 confirmed the quark model by revealing the inner structure of the proton [18-20].

The mediator of the strong force, the gluon, was discovered at the Deutsche Elektronen-
Synchrotron (DESY) [21H24] in 1979. During 1959-1967, S. Glashow [25], A. Salam [26]
and S. Weinberg [27] developed a theory for electroweak interactions via exchange of
intermediate W* and Z bosons, both of which were discovered at the Super Proton
Synchrotron proton-antiproton collider at CERN in 1983 [28-31]. All fundamental
particles acquire their mass via the Higgs mechanism postulated by P. Higgs, F. En-
glert and R. Brout in 1964 [32] |33], the corresponding Higgs boson was observed by
the ATLAS [34] and CMS [35] collaborations at the proton-proton collider at CERN
in 2012.



Introduction

This interplay between experimental observations and theoretical predictions led to
the development of the Standard Model (SM) [36] of elementary particle physics, rep-
resenting our current understanding of subatomic particles and their interactions. The
SM describes matter to consist of three generations of each two quarks and leptons, gov-
erned by the three fundamental electromagnetic, weak and strong interactions, which
are mediated by photons, W+ and Z bosons and gluons, respectively.

The SM is an extremely impressive theory with verified highest-precision predictions
in tens of thousands of measurements [36]. Nevertheless, the SM leaves many funda-
mental questions unanswered. It does not provide an unification of gravity, the most
evident interaction in daily life and on astronomic scales, but negligible on subatomic
scales, with quantum field theory. There are many free parameters such as coupling
constants and fermion masses and no explanation for the matter-antimatter asymmetry
observed in our matter dominated universe. Beyond the Standard Model (BSM) the-
ories like supersymmetry [37H39], string theory [40-42] and many others try to provide
answers to these questions.

The top quark, observed at the Collider Detector at the Fermi National Laboratory
(CDF) in 1995 [43], is particularly well suited to probe the Standard Model and many
extensions thereof at the electroweak symmetry-breaking scale and beyond. It is by far
the heaviest fermion in the Standard Model and has a Yukawa coupling to the Higgs
boson close to one; with a mass of approximately 173 GeV [44] it is about 30 times
heavier than the next heaviest fermion, the bottom quark, and nearly as heavy as a
gold atom. The large dataset collected during Run 2 (2015-2018) at the Large Hadron
Collider (LHC), a proton-proton accelerator at CERN, allows for the examination of
essentially all top-quark interactions at the highest yet reached energy scales and pre-
cision in prediction and measurement to search for deviations from SM predictions in
the presence of new physics [45-53].

The charge asymmetry in inclusive top-quark pair production, defined as the asym-
metry under charge conjugation in the final state, provides sensitive probes for many
BSM models such as massive colour-octet bosons [54], extra dimensions [55], grand
unification [56], and axigluons [57]. At leading order in the strong coupling constant,
top-quark pair production, dominated by gluon-gluon fusion at the LHC, is predicted
to be symmetric under the exchange of the top and antitop quarks, while interferences
at next-to-leading order (NLO) in quark-gluon fusion produce an asymmetry [58]. The
charge asymmetry was found to be in good agreement with the SM prediction in meas-
urements of the forward-backward asymmetry at Tevatron [59, 60] and of the rapidity
asymmetry at ATLAS [61-66] and CMS [64} 67, 68].

In jet-associated top-quark pair production, the asymmetry arises already at leading
order in quark-gluon interactions [69-72]. The additional jet in the final state allows for
the definition of a new observable, the energy asymmetry (73, 74], expressed in terms of
the energy difference between the top and antitop quarks. With the dataset collected
at the LHC during Run 2 the measurement of the energy asymmetry with a high
statistical significance comes into reach [74]; concrete predictions for the measurement
taking into account effects of the parton shower, hadronisation and detector efficiencies
were published in reference [75]. Similar as in inclusive ¢t production, the charge
asymmetry in jet-associated top-quark pair production is sensitive to BSM models such
as colour-octet states [76], top-flavour violating resonances [77], extra dimensions [78],
and axigluons [79).
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The Standard Model Effective Field Theory (SMEFT) framework provides a model-
independent treatment of BSM effects by introducing effective couplings that modify
and extend the interactions of SM particles at energies within reach of the LHC [80/-82].
The energy asymmetry in jet-associated top-quark pair production is a complement-
ary observable to the cross section and rapidity asymmetry that is sensitive to new
combinations of effective interactions that are not accessible in inclusive top-quark pair
production.

This thesis presents both the measurement of the energy asymmetry in jet-associated
top-quark pair production in proton-proton collision data collected by the ATLAS ex-
periment during Run 2 in 2015-2018 of the LHC as well as its interpretation in the
SMEFT framework. Chapter 2| introduces the theoretical aspects of the Standard
Model, the top-quark charge asymmetry and BSM physics. The experimental aspects
of the Large Hadron Collider, the ATLAS experiment and Monte Carlo simulations
are presented in chapter Chapters [4] and [f] define the physics objects used in this
analysis and the applied event selection and reconstruction criteria, respectively. The
data, signal and background samples used in this analysis are presented in chapter [6]
The unfolding method and the theoretical and systematic uncertainties are explained
in chapters [7] and 8] respectively. The expected and observed results of the energy
asymmetry measurement are presented in chapter [0} Chapter [I0] shows the interpreta-
tion of the measured energy asymmetry in terms of the Standard Model Effective Field
Theory. A summary and an outlook are given in chapter

The key results of this thesis were published in reference [83]; feasibility studies and a
comparison with the rapidity asymmetry measurement were published in references [75]
and [66], respectively. The author of this thesis is the main person responsible for the
analysis work in the first two of these publications. The measurement of the energy
asymmetry was performed within the ATLAS collaboration which collected the collision
data and provided a common software framework. The author’s contributions include
the SM and SMEFT predictions of the energy asymmetry described in sections [2.3.4]
and the simulation of ¢t events described in section and the estimation of
fake and non-prompt lepton events discussed in section[6.3.2 The author optimised the
event selection and reconstruction described in chapter [f] for the inclusion of an associ-
ated jet as explained further in section 9.2 He implemented the code for the unfolding
procedure described in chapter [7|from data preparation, asymmetry extraction and un-
certainty estimation discussed in sections to The author was responsible for
all steps of the energy asymmetry measurement and SMEFT interpretation described
in chapters [9 and respectively. He presented the results to a public audience at the
148th LHCC meeting [84] and at the LHC Top Working Group meeting [85].






2. Theoretical aspects of particle physics

Section reviews the key aspects of the Standard Model relevant for this thesis like
its particle content, fundamental interactions and electroweak symmetry breaking; the
theory description is largely based on reference [86]. Subsequently, the production and
decay of top quarks are explained in section A description of the top-quark charge
asymmetries follows in section Finally, an overview of conceptual problems and an
outlook on physics beyond the Standard Model is given in section

2.1. The Standard Model of elementary particle physics

The Standard Model (SM) is a relativistic quantum field theory describing element-
ary particles as representations of symmetry groups and their interactions via the
action principle. The symmetry group of the SM is the direct product of a space-
time symmetry group, the Poincaré group, ISO(1, 3), and an internal symmetry group,
SU(3)c x SU(2)1, x U(1)y, called the gauge group:

1SO(1,3) x SU3)c x SU2)L x U(1)y (2.1)

The Poincaré group, ISO(1, 3), is the group of all distance-preserving transformations
in Minkowski space, namely translations and Lorentz transformations. The internal
symmetry groups SU(3)c, SU(2)L, and U(1)y correspond to the colour space of strong
interactions, the space of left-handed particles also called weak isospin space, and the
hypercharge space, respectively. The electroweak symmetry group SU(2)p, x U(1)y is
spontaneously broken to the electromagnetic group U(1)gy via the Higgs mechanism,
giving mass to the weak gauge bosons.

The dynamics of particles are governed by the action, defined as the space-time
integral over the Lagrangian £(1),0,%), which is a functional of fields 1) and their first
derivates:

s = [ dtae(w,0,0) (2.2)

The action is symmetric under the symmetry group in eq. and the key ingredient
used to calculate cross sections and decay rates as described in section The
equations of motions are the Euler-Lagrange equations derived by the principle of least

action:
9L 5 0L
oy " o(0u))
Noether’s theorem [87] states that each continuous symmetry of the theory leads to a
conserved quantity. Space-time symmetries thus lead to conservation of 4-momenta and
angular momenta, including spin, while internal symmetries lead to conserved quantum
numbers, called charges. Global U(1) symmetries yield baryon and lepton number
conservation. The conservation of momenta and charges allows for the reconstruction
of unstable particles from their decay products.

=0 (2.3)
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2.1.1. Particle content

In the Standard Model, particles correspond to (infinite-dimensional) representations
of the direct product of the Poincaré group ISO(1,3) and the gauge group SU(3)c X
SU(Q)L X U(l)y in eq.

Each particle is uniquely classified by its mass m, a non-negative real number, its
spin J, a non-negative half integer, and charges corresponding to the internal symmetry
groups. For each mass m and spin J, there are 2J+1 independent spin states for massive
particles with m > 0 and 2J spin states for massless particles, corresponding to linearly
independent polarizations.

The particle spectrum in the Standard Model consists of twelve spin-1/2 fermions,
twelve spin-1 vector or gauge bosons and one spin-0 scalar Higgs boson. Table
summarises the Lagrangian densities and equations of motion for these three repres-
entations.

Table 2.1.: Particle representations of the Poincaré group in the Standard Model, clas-
sified by spin J, with the corresponding Lagrangian £ and equations of
motion (EOM) for free fields [86]. The equations of motions for scalar bo-
sons, fermions and vector bosons are known as Klein-Gordon, Dirac and
Proca equations, respectively.

Particle Spin J L EOM

Scalar boson 0 %(8&@(8‘%) — sm%¢? (0,0" +m?)p =0
Spinor fermion 1/2 P(iy" 0, — m)y (ivHO0y —m)y =0
Vector boson 1 (=2FM F + sm? A, AM) 9, FM +m2AY =0

The fundamental building blocks of all visible matter in the universe are the twelve
fermion fields with spin 1/2, subject to the Pauli exclusion principle [88, [89], which
states that two identical fermions cannot occupy the same state. The fermions can
be divided into quarks, which participate in the strong interaction, and leptons, which
do not. Both, quarks and leptons, take part in the electroweak interaction. They
are further divided into three generations also referred to as “flavours” with identical
charges, but different masses. Particles of the second and third generation, except
neutrinos, are unstable and decay into first generation particles via weak interaction.
Quarks have baryon number +1/3 and leptons lepton number +1, additionally there
is one lepton number for each lepton generation.

There are two two-dimensional representations with spin 1/2 transforming equally
under rotations, but differently under Lorentz boosts. These so called left- and right-
handed spinor representations are related by parity transformation, such that a relativ-
istic theory necessarily includes both in the Dirac spinor representation.

The spin-1 vector bosons, also called gauge bosons, arise as connections allowing the
comparison of field values at different space-time points and act as mediators of three
of the four fundamental forces. The electroweak interactions are mediated via W=*-, Z-
and v-boson exchange, while the eight gluons are the carrier of the strong interaction.

Finally, the Higgs boson, which gives mass to the W* and Z gauge bosons via the
Higgs mechanism described in section[2.1.3] is a scalar spin-0 particle and thus invariant
under Lorentz transformations.
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Antiparticles have the same mass and spin as particles, but opposite charges under
internal symmetries. Unless explicitly indicated otherwise, the terms “particle” and
“antiparticle” are used synonymously in this thesis.

The Standard Model thus contains 6 leptons and 6 quarks with 3 colour options
each, their corresponding antiparticles, as well as 12 gauge bosons and 1 Higgs boson,
totalling in 61 particles. Table summarises the particle content of the SM with the
corresponding masses, lifetimes and charges.

Table 2.2.: Particle content of the Standard Model. Quarks, leptons and bosons with
mass, lifetime, electric charge ). and colour charge Q.. Quarks carry a
colour charge ¢ € {“red” r, “green” g, “blue” b} and thus participate in
the strong interaction, while leptons do not. Additionally, quarks have
baryon number +1/3 and leptons lepton number +1, respectively. The 8
gluons carry combinations of colour-anticolour (¢¢’) charges. Due to the
confinement property of QCD, quarks and gluons appear only in colour
neutral combinations as hadrons. Antiparticles have the same mass, but
carry opposite charges as particles. The masses and lifetimes were taken
from the Particle Data Group (PDG) [36].

Particle Mass Lifetime Q. le] Q.
Up u 2.2102 MeV - +2/3
. Down d 47705 MeV - -1/3 =
4 - SN
§ Charm ¢ 1.27 £ 0.02 GeV - +2/3 £
o Strange s 93fg MeV - -1/3  w
Q
Top t 172.740.3GeV ~ 4.6-107%s +2/3
Bottom b 4187505 GeV - -1/3
Electron e 0.511 MeV stable -1
» Electron neutrino v, <1.1eV - 0
g
% Muon g 105.66 MeV 2.2-107%s -1
= Muon neutrino v, < 0.19MeV - 0
Tau 7 1776.94+0.1MeV 290107155 -1
Tau neutrino v, < 18.2MeV - 0
Gluon g 0 - 0 c@
%;o W= boson 80.384+0.01GeV  3.2-107%°s  +1 -
3 Z boson 91.188 +0.002GeV 2.6-10"%s 0 -
Photon v 0 stable 0 -
Higgs boson h 125.25 £0.17GeV ~ 2.1-107%5 0 -

2.1.2. Fundamental interactions

Based on current knowledge, there are four fundamental interactions in the universe.
Gravity is most evident in daily life and on astronomic scales, but it is by far the
weakest interaction and does not play any role on subatomic scales, which are dom-
inated by the electromagnetic, weak and strong interaction. Their mediator particles,
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relative strengths and ranges are listed in table Quantum electrodynamics (QED)
describes processes like Coulomb repulsion and attraction, pair production and an-
nihilation of charged leptons and Compton scattering via photon exchange between
electrically charged particles. Quantum chromodynamics (QCD) is used to describe
the strong force binding together colour-charged quarks and gluons in hadrons and
is mediated by gluon exchange. All quarks and leptons interact via the weak inter-
action, mediated by W* and Z bosons. Neutral currents account for processes like
neutrino-electron scattering and contribute to non-flavour-changing processes, while
charged currents change the flavour of fermions.

Table 2.3.: Mediator, coupling, relative strength and range for the fundamental inter-
actions |90} 91]. Gravity with its hypothetical mediator, the graviton, is not
yet included in the Standard Model.

Interaction Mediator Coupling Strength Range
Strong Gluons ¢  colour charge 10 ~ 10" m
Electromagnetic | Photon v electric charge 1072 00
Weak W=, 7 weak charge 10713 < 107%m
Gravity Graviton? mass 10~42 00

Structure of the SM Lagrangian

The gauge principle states that the theory described by a Lagrangian must be invariant
under global

Y(x) = Uh(x), U =e"T" € SU(N) (2.4)

as well as local
Y(x) = U)p(z), Uz) =@ e SUN) (2.5)

gauge transformations, where T are the generators of SU(N) and « is an arbitrary
parameter. Lagrangians are the sum of several terms combining fields and their de-
rivatives multiplied by a so-called coupling constant. The most general renormalisable
(see section locally SU(N) invariant Lagrangian for N matter fields 1) and N? —1
gauge bosons A can be written as:

N
1 Tl v
L= Fn B+ Y Gi0iid + gA T — mdiy); + 0P E, Fo (2.6)

1,j=1

where F,, = (0,4, — 0,A,) —ig[A,, A)] is the field strength with 4, = ALT* and
A= YA,

The first term proportional to F},, F'*¥ is the kinetic term for the gauge fields. For
abelian theories like the electromagnetic gauge group U(1)gn, it contains only terms
quadratic in A, describing freely propagating fields. In non-abelian theories like the
strong interaction with gauge group SU(3)c, however, also higher order terms appear,
corresponding to self-interactions of the gauge bosons important for the concept of
confinement described in section 2.1.41
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The second term describes the propagation of matter fields ¢ with mass m as well
as interactions between the matter fields ¢ and the gauge bosons A with coupling
constant g. In a chiral theory, however, the mass term violates SU(2) invariance and is
thus forbidden.

The last term, 96“"“5ngFo‘jﬁ, which can be written as £y = éloé—jre“mﬁGzngﬁ with
colour field strength tensor G* in the SM, is violating the CP invariance in strong
interactions. The strong CP problem addresses the question why the strong CP phase
0, constrained to be smaller than 1071° [92] from limits on the electric dipole moment
of neutrons [93| and mercury |94], has such a small value close to 0.

Cross sections for particle decays and scattering processes

Elementary particle interactions can be probed in bound states, particle decays and
scattering processes. Quantum field theory is particularly well suited to describe
particle decays and scattering processes.

In quantum mechanics, the probability of an initial state |i,t;) at time ¢; to be
measured in the final state |f,t;) at time ¢y is given by the squared modulus of the
inner product of those states, | (f;t]i;¢;) |*. In colliding experiments, asymptotic states
at times t = oo are assumed to be free of interactions. The S-matrix is defined as the
time evolution operator from ¢t = —oo to t = 400 in the Heisenberg picture:

<f|S|i>Heisenberg = <f7 OO|Z7 _oo>Schr6dinger (27)

The elements of this matrix can be calculated by the Dyson series [86| 95|
S=T [eif d“fﬁint] (2.8)

where the T is the time-ordering operator and Ly the interacting part of the Lag-
rangian in the interaction picture. The matrix element M contains all dynamic in-
formation and is implicitly defined via:

§=1+i2n)'s (> - pM (2.9)
i=1 f=1

where p; and p; denote the four-momenta of the m initial and n final state particles.

Scattering processes can be described by the cross section, a measure of the interac-
tion strength, defined as the quantum mechanical probability of scattering P divided
by the flux ® and interaction time 7"

do = ——dP 2.1
o T% (2.10)

The differential cross section in a scattering process with two particles a and b in the
initial state and n particles in the final state with momenta p,, pp and {p; },7 € {1, ...,n},
respectively, can be written as:

1

| M(pa + pp — {pi})|?d® 2.11
2Ea)(2Eb)‘fUa — Ub|| (p yg {p })| ( )

do(pa + 1o — {pi}) = (

with the Lorentz-invariant phase space element:

n d3pi 1 4 s n
dd = 1;[1 338, (2m)*6* | pa +po — > pi (2.12)

i=1
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The decay rate or decay width I' is the probability for a particle to decay per unit
time, I’ = dP /dt, where dP is the differential probability that the particle decays within
the infinitesimal time interval d¢t. The probability P(t) for the particle to survive at time
t satisfies the differential equation dP = —I'Pdt, leading to an exponential decrease of
the surviving probability, P(t) = P(0)e~!*, with mean lifetime 7 = 1/T. For multiple
decay modes i with total decay width I'toy = >, I';, the branching ratio BR; = I'; /Tt
defines the probability of the particle to decay into a specific mode <.

The differential decay rate of a particle ¢ with momentum p; to decay into n particles
with momenta {p;},j € {1,...,n}, can be written as:

1
2F;

dr'(pi = {p;}) = 5= IM(pi = {p;})|?d® (2.13)

Typical decay times for the strong, electromagnetic and weak interaction are 10723,
107165 and 107 s to 15min [91], respectively.

Feynman diagrams

Feynman diagrams are a pictorial representation of particle interactions used to cal-
culate the matrix element M in perturbation theory. The visualisation of particles is
shown in figure fermions are drawn as straight lines, photons, W and Z bosons
as wavy lines, scalar particles as dashed lines and gluons as curly lines. Double fer-
mion lines indicate heavy-flavour (b and t¢) quarks. In the Feynman diagrams used
in this thesis, the time axis points from left to right and the vertical axis represents
space. Arrows on fermion lines point forward (backward) in time for particles (anti-
particles). All interactions in the electroweak interaction and QCD can be described
by the fundamental vertices shown in figure

> P ANNANNNANNANN
(a) Fermion (b) Heavy-flavour quark (c) Photon
—————————— AAAAAAAAAAN (09009099090~
(d) Scalar (e) W/Z boson (f) Gluon

Figure 2.1.: Visualisation of particles in Feynman diagrams.

2.1.3. The Glashow-Weinberg-Salam model

The Glashow-Weinberg-Salam (GWS) model [27, 96, 97] unifies electromagnetic and
weak interactions in the gauge group:

SU(Q)L X U(l)y (2.14)
with massless gauge bosons W', W2 W3, and B, which is spontaneously broken via

the Higgs mechanism to the electromagnetic gauge group U(1)gy with massive gauge
bosons W+ and Z and a massless photon A.

10
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AA A

a) QED funda- ) Neutral current (c) Charged current
mental vertex vertex vertex
d) QCD funda- (e) QCD three gluon (f) QCD four glouon
mental vertex vertex vertex

Figure 2.2.: Representation of electroweak (top row) and QCD (bottom row) funda-
mental vertices in Feynman diagrams.

Lepton and quark fields

The GWS model is a chiral and maximally parity-violating theory in which the SU(2)y,
gauge bosons only couple to left-handed fermions and right-handed antifermions. Left-
handed leptons and quarks are arranged in SU(2)r, doublet pairs L’ and Q* with weak
isospin I = 1/2, where i denotes the generation. Right-handed leptons e’é,u}é and
quarks uk, di, are singlets under SU(2)r, and thus have weak isospin I = 0. These mul-
tiplets with the corresponding charges are shown in table Right-handed neutrinos
and left-handed antineutrinos have not yet been observed since they are singlets under
weak interaction and charge-less in electromagnetic interaction; they are thus referred
to as sterile neutrinos.
The electroweak Lagrangian Lgw reads:

Lew = LEw,g + LEW £ (2.15)
where Lgw ¢ describes the dynamics of the gauge fields,

1

Lew,g = — 4W§VW“ Yt — B B (2.16)

and Lgw ¢ the coupling of fermions to the gauge fields:
Lew,g =iL'(@ —igW*t" —ig YL B)L' +iQ"(§ — igW " r° — ig Yo B)Q'
+ieR(d —ig'YeB)e + ivp(P — ig'Y, B)vg (2.17)
+ ity (§ — ig Yo B)uly + idp (@ — ig Y B)dy
where 7% are the generators of SU(2)r, g and ¢’ the couplings of the SU(2), and U(1)y
gauge groups, respectively, and Y; the hypercharges.

11
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Table 2.4.: Electroweak quantum numbers of leptons, quarks and the Higgs doublet. [86]

Type Multiplet 1 I, Y Qe
pi_ (ver , VuL ’ Ul 1/2 +1/2 12 0
Leptons L L L —1/2 -1
P e}é ={eRr, LR, TR} 0 0 -1 -1
Vi = {Ver, Vur, VrR} 0 0 0 0
()
Quarks L L L ~1/2 -1/3
ulR = {’U,R,CR,tR} 0 0 +2/3 +2/3
diy = {dRr, sr,br} 0 0o -1/3 -1/3
: H* +1/2 +1
Higgs H= (HO> 1/2 12 +1/2 0

Higgs mechanism

The Lagrangian for the gauge fields in eq. does not contain any mass terms mA* A,
for the gauge bosons, as they are not invariant under SU(2);, transformations and thus
forbidden.

In the Higgs mechanism [32], the electroweak symmetry group SU(2)r, x U(1)y with
massless gauge bosons W', W2, W3 and B is spontaneously broken to the electromag-
netic gauge group U(1)gy with massive gauge bosons W+ and Z and a massless photon
A. This is realised by introducing a complex scalar doublet Higgs field H = (H*, H?) T
with a symmetric potential V' (H):

V(H)= —p*H' H+XHH)?, 1>>0,A>0 (2.18)

that induces a non-zero vacuum expectation value (VEV) v = x1/v/A. In unitary gauge,
the Higgs doublet can be expanded around the VEV with a real scalar field h as:

0
H = 2.19
(vt va) 219
Plugging this into the kinetic part Lg xin of the Higgs Lagrangian Ly,
Ly = Lyxn+V(H) (2.20a)
1
Liyin = (D, H)(D'H), D,H = (0, — igWit" — 519 Bu)H (2.20b)

yields mass terms for the gauge bosons. These can be diagonalised by linear combin-
ations and rotations of the gauge bosons:

1
V2
Zy\ _ [cosbw —sinbw WIZ’

<Au> - (Sinﬂw cos O > <Bﬂ (2.21b)

with the weak mixing angle fvw. The electric charge e can be identified with gsinfw =

+ _ 1 2
WiE= (W W2 (2.21a)

g cos Oyy.

12
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Current measurements yield masses of 80.377 +0.012 GeV and 91.1876 +0.0021 GeV
for the W* and Z boson, respectively [36]. A particle consistent with the Higgs boson
predicted by the Standard Model was observed at the ATLAS [34] and CMS [35] exper-
iments at CERN; in October 2013 the nobel prize in physics was awarded to Francois
Englert and Peter Higgs “for the theoretical discovery of a mechanism that contrib-
utes to our understanding of the origin of mass of subatomic particles” [98]. Current
measurements yield a Higgs boson mass of 125.25 £ 0.17 GeV [36].

Fermion masses

Mass terms of the form mfzhb = mf(lﬂLl/fR + 9y for fermions are not invariant
under SU(2);, transformations and thus forbidden in the SM Lagrangian. However,
after electroweak symmetry breaking, Yukawa couplings like

Ly = ~YiL'Hel, — Y LiooH*v}y — YAQ'Hd} — Y;'Q"iosH*u} + hc.  (2.22)

for charged leptons, neutrinos and quarks generate mass terms with a mass my propor-
tional to the coupling to the Higgs boson. The top quark, which is by far the heaviest
fermion, is thus most sensitive to the mechanism of electroweak symmetry breaking.
Current measurements and limits of the fermion masses are summarised in table 2.2
Neutrinos may acquire mass also in a second way by Majorana mass terms if they are
their own antiparticles. In this thesis, neutrinos are considered to be massless.

After electroweak symmetry breaking, the relevant part of the Lagrangian from equa-
tions and for quark masses and electroweak interactions reads:

£=—md (&l + ) — @y + 1) .
| , 2.23
e _j ij — i
b Wt (V) + W ]

where the complex unitary Cabibbo-Kobayashi-Maskawa (CKM) matrix V' with four
degrees of freedom, three angles and one CP-violating phase, describes quark mixing.

Current measurements yield the following numerical values and uncertainties for the
magnitudes of the CKM matrix elements [36]:

Vial  [Vas|  |Vis| 0.97373(31) 0.2243(8) 0.00382(20)
Veal |Ves| [Vl | = | 0.221(4)  0.975(6)  0.0408(14) (2.24)
Vial  [Visl Vil 0.0086(2)  0.0415(9)  1.014(29)

The largest relevant matrix-element for the top quark, |V, is close to one and thus
leads to a decay probability of a top quark into a bottom quark of almost 100%. The
production and decay of top quarks is described in more detail in section

13
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2.1.4. Quantum chromodynamics

The strong interaction is based on the symmetry group SU(3)c and described by the
theory of quantum chromodynamics (QCD) with the following Lagrangian:

1 - ) arra
Lacp = Lacpg + Lacps = =7 GG + D 0gi0ijid — g AT s (225)
q

where 1); are the quark fields with colour 4,5 € {r,g,b} index and flavour ¢ index,
and A% a € {1,...,8}, the gluon fields with their corresponding field strengths G.
Quarks carry a charge called colour charge which exists in three types named red,
green and blue (7, g,b). Antiquarks carry the opposite charges antired, antigreen and
antiblue (7, g,b). Gluons carry combinations of colour-anticolour charges (c¢'). Since
the SU(3)c symmetry group is not broken in the Standard Model, gluons are massless

and the colour charge is conserved.

Hadrons

The confinement property of QCD discussed in section implies that quarks are
always observed to be confined to bound colour-neutral states. These states are called
hadrons and the most common ones can be approximately described as quark-antiquark
pairs (mesons) and three-quark bound states (baryons) [99]. Mesons can be divided into
two nonets of pseudoscalar and vector mesons with spin J = 0 and J = 1, respectively.
Each nonet 3 x 3 = 1 @ 8 consists of one singlet state and 8 mixed symmetry states.
Baryons are classified via 3 x 3 x3 =100 8® 8@ 1 in a symmetric decuplet with spin
J = 3/2, two octets with spin J = 1/2 and mixed symmetry and one singlet state. The
proton is a spin J = 1/2 baryon consisting of two up quarks and one down quark. In
the Standard Model, protons are stable since baryon number is conserved and protons
are the lightest baryons. The spectra of bound quark states like charmonium c¢ and
bottonium bb can be calculated with the so-called Cornell potential [100} [101]:
4 g

V(r)= —3, tor+ const. (2.26)

that incorporates a small-distance behaviour o 1/r calculable in perturbation theory
due to the asymptotic freedom of QCD discussed in section and a long-distance
behaviour o< r that can be obtained from non-perturbative phenomenological models
such as the String Model [102].

Jets

Jets are collimated collections of particles emerging in high-energy colliders. In the
parton shower model [86] partons, i.e. quarks and gluons, moving out from the collision
point radiate gluons which split into other gluons and quark-antiquark pairs. In the
process of hadronisation, these gluons and quarks hadronise into colour-neutral objects
due to the confinement property of QCD. This process, described in more detail in
section[3.3.1] takes place several times, breaking the system into particles with lower and
lower energies until hadrons are formed, which may decay further into stable hadrons,
leptons and photons. The resulting collimated collections of particles called “jets”
do usually form a cone-like shape due to the Lorentz boost into the direction of the
originating parton.

14
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2.1.5. Renormalisation and running coupling constants

The cross sections for scattering processes and decay rates in equations [2.11] and
respectively, are typically calculated from a perturbative expansion in powers of the
electromagnetic, a, = g2/4 = e?/4w, and strong, o, = g2/4m, coupling constants.
Next-to-leading order corrections to the QED coupling between a photon and a charged
fermion are illustrated in the Feynman diagrams in figure The calculation of these
diagrams involves the integration over the four-momenta of the particles in the loop
and lead to ultraviolet-divergent results. These infinities are isolated in some well-
defined manner in a mathematical procedure called “regularisation” and absorbed in
the parameters, i.e. coupling constants and masses, of the theory by means of “renor-
malisation” [103108]. The Standard Model is a “renormalisable” theory in which the
adjustment of a finite number of parameters is sufficient to cancel all divergences and
to yield finite results to all orders of perturbation theory.

(a) (b) (c) (d) (e)

Figure 2.3.: QED coupling between a photon and a charged fermion (a) with photon
propagator (b), vertex (¢) and fermion-propagator corrections (d)-(e). The
effects from the vertex and fermion-propagator corrections cancel exactly
to all orders in perturbation theory [109H111].

The renormalisation procedure for the electromagnetic and strong coupling constants
is illustrated in figures and respectively. Virtual lepton, quark and gluon pairs
created in the photon or gluon exchange as well as corrections to the vertices and
propagators lead to divergences that are regularised by introduction of a regularisation
parameter A and absorbed in the bare coupling constants a. and ag that become in-
finite. The summation of all diagrams with bare coupling constants corresponds to the
one-photon and one-gluon exchange with finite effective coupling constants . (Q?) and
as(Q?), respectively, dependent on the momentum transfer @ and A. The depend-
ence of these so-called “running” coupling constants on the regularisation parameter
is eliminated by expressing the coupling constant at the scale Q? in dependence of
the coupling constant at some other scale /ﬁz, the so-called renormalisation scale. The
electromagnetic and strong coupling constants can then be written as [99]:

‘ 1 — [a(p}) /37 In(Q?/ u7,)
as(Q%) = % (117 (2.28)

T T [ (13) /127 (33 — 2ny) In(Q2/122,)

with ny flavours contributing to the process at the scale Q2.
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Vae(Q?)
I : I + E + E—F
Vae(Q?)

Figure 2.4.: Renormalisation in QED. The summation of all diagrams with bare coup-
ling constant «, corresponds to the one-photon exchange with a running
coupling constant a,(Q?) dependent on the momentum transfer Q% = —¢?
with photon four-momentum gq.

The strong coupling constant is typically expressed in terms of the scale AéCD,
defined as the scale Q? at which the denominator in eq. becomes zero:

127
(33 — 2ny) ln(Qz/AéCD)

as(Q%) = (2.29)

These dependencies of the coupling constants on the momentum scale Q2 are illustrated
in figure The QED coupling constant a.(Q?) is found to increase slowly with Q?,
i.e. for higher energies and smaller distances. This can be understood pictorially in
terms of eTe™ pairs screening the electron charge; higher values of Q? correspond to
shorter photon wavelengths and thus higher resolutions of the screening charges. In
contrast to the abelian gauge group U(1) for electromagnetic interactions, the SU(3)
gauge group is non-abelian, resulting in self-coupling interactions of the gluon fields,
corresponding to the fact that gluons carry a colour charge. Thus, in addition to the
shielding effect of quark-antiquark pairs, there are also anti-shielding effects from the
charged gluons. For large Q% — oo much larger than AQCD2 and thus short distances,
the effective coupling becomes very small, leading to an asymptotically free theory. For
Q?* ~ A(QQCD corresponding to distances of 1 fm, however, the effective coupling becomes
very large, leading to confinement, i.e. the prevention of the existence of free quarks
and gluons, and the breakdown of perturbation theory.
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LIEE
1T

Figure 2.5.: Renormalisation in QCD. The summation of all diagrams with bare coup-
ling constant as corresponds to the one-gluon exchange with a running
coupling constant as(Q?) dependent on the momentum transfer Q? = —¢?
with gluon four-momentum gq.
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Figure 2.6.: Measurements of the electromagnetic o, [112] (left) and strong ag [36]
(right) coupling constants as a function of the energy scale Q.
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2.2. Top-quark pair production and decay

In this thesis, the energy asymmetry is measured in jet-associated top-quark pair events
produced at the LHC in proton-proton collisions. Since the top quarks decay imme-
diately, the energies of the top and antitop quarks are reconstructed from their decay
products as explained in section

Section describes general scattering processes at hadron colliders. The produc-
tion of inclusive and jet-associated top-quark pair events is explained in section [2.2.2]
The top-quark decay is described in section [2.2.3]

2.2.1. Scattering processes at hadron colliders

In collider experiments, the rate of scattered events N for a given process is given by
the product of the cross section ¢ and the instantaneous luminosity L:

N = Lo (2.30)

where the cross section is a process-specific measure for the probability of an event to
occur and the luminosity is a collider-specific expression for the intensity of the colliding
beams. The total number of scattered events is given by integrating eq. [2.30| over time:

N = /aLdt =0l (2.31)

where the quantity £ = [ Ldt is called the integrated luminosity. With two bunches
consisting of n1 and ny particles colliding at a frequency f, the instantaneous luminosity
in collider experiments can be expressed as:

ninz

L=f

= 2.32
drooy ( )

with horizontal and vertical beam sizes o, and oy, respectively. For two colliding
particles a and b with four-momenta p, and pp, the centre-of-mass energy /s, defined
via the Lorentz invariant quantity s = (p, + pp)?, represents the available energy for
the creation of new particles.

The Large Hadron Collider (LHC) described in section is a proton-proton col-
lider. According to the parton model introduced by Feynman [113] and Bjorken [20],
protons are composite objects consisting of three valence quarks, two up quarks and
one down quark, bound together by the exchange of gluons, which split into virtual
quark-antiquark pairs, the so called sea quarks, or radiate further gluons. Figure
illustrates these processes. All the gluons, valence and sea quarks in the proton are re-
ferred to as “partons”. The probability to find a parton of type a with momentum frac-
tion z, in a hadron A is given by the parton distribution function (PDF) fq/4(%a, ptr)
depending on the factorisation scale pp, which can be thought of as a scale that sep-
arates short- and long-distance processes. The splitting of quarks and gluons into each
other leads to infrared divergences that are absorbed into running parton densities
which form a set of coupled differential equations depending on the factorisation scale
wr; the so called the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) [114-117]
equations. Figure shows the PDFs extracted from experiments by the NNPDF col-
laboration [118] at u2. = 10 GeV? and pp = 10* GeV?. With increasing 2., the PDFs
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Figure 2.7.: Schematic view of the proton structure (a) and of proton-proton colli-
sions (b). The proton consists of three valence quarks, bound together
by the exchange of gluons, which can split into quark-antiquark pairs, the
so called valence quarks, or radiate further gluons. In the collision of two
protons A and B the partons a and b scatter in the so called hard-scattering
process with cross section . The probabilities to find these carrying a mo-
mentum fraction z, and zy, inside the protons A and B are given by the
parton distribution functions f,/4 and f,/p, respectively.

are found to increase at small x and decrease at large x. Qualitatively, higher energy
scales ,u% correspond to smaller distances and thus better resolutions, increasing the
number of observed partons sharing the same proton momentum .

Factorisation theorems , state that any scattering process involving protons
can be computed by combining the same universal non-perturbative PDFs with per-
turbative short-distance calculations in QCD. The cross section for the proton-proton
scattering process AB — X illustrated in figure can thus be written as :

1 1
OAB—X = Z/ dwa/ dxy foya(@a, 1r) for5(Tb, P)Gab—x (1R) (2.33)
— Jo 0

where G4, x (ur) denotes the hard-scattering cross section of the partonic subprocess
ab — X depending on the renormalisation scale discussed in section and the sum
runs over all possible parton types. Formally, the cross section calculated to all orders
in perturbation theory is independent of the choice of the scales ur and pg; to finite
order, different choices yield differing numerical values, resulting in uncertainties on
the prediction discussed in section which decrease for higher orders in perturbation
theory. Typically, these scales are chosen of the order of the typical momentum scales
of the hard scattering process, e.g. ur = ur = my in top-quark pair production.

Predictions for various cross sections in proton-proton scattering processes are shown
in figure [2.9
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Figure 2.8.: Parton distribution functions (PDFs) obtained in the NNLO NNPDF3.0
global analysis at pu2 = 10 GeV? (left) and p2 = 10* GeV? (right).
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Figure 2.9.: Predicted cross sections for various production processes in proton-proton
collisions as a function of the centre-of-mass energy /s. ||
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2.2.2. Top-quark pair production

At hadron colliders, top quarks are dominantly produced in pairs via gluon-gluon fusion
gg — tt and quark-antiquark annihilation ¢g — ¢t |36]. Feynman diagrams at leading
order (LO) in QCD for these processes are shown in figure At the LHC at a
centre-of-mass energy of /s = 13TeV about 90% of the production originates from
gluon-gluon fusion.

99299999999 -——p—— I —
?mmmmp< A A
99000009009 A—g——r S —

Figure 2.10.: Feynman diagrams for leading order ¢t production in gluon-gluon fusion
in the s-, t- and u-channel and quark-antiquark annihilation.

Assuming a top-quark mass of 172.5 GeV, the theoretical prediction for the cross
section at next-to-next-to leading order (NNLO) is o7 = 831.87355%321 pb [36] at
/s = 13 TeV, where the uncertainties are due to scale dependence and parton distribu-
tion functions, respectively. Recent measurements at ATLAS [124] and CMS [125] find
o7 = 830.4 + 0.4(stat) T332 (syst) and oy = 803 £ 2(stat) & 25(syst) + 20(lumi), respect-
ively. Figure shows the measured and predicted cross sections as a function of the
centre-of-mass energy /s.

Top-quark pairs in association with a high transverse momentum jet are predomin-
antly produced via gluon-gluon fusion which contributes for about 70% to the LO cross
section. In contrast to inclusive top-quark pair production, quark-gluon scattering
appears already at LO and thus gives a significant contribution of about 22%. Fig-
ure shows exemplary Feynman diagrams for ¢£j production in gluon-gluon fusion,
quark-antiquark annihilation and quark-gluon scattering.
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Figure 2.11.: Measured and predicted ¢ production cross section as a function of the
centre-of-mass energy +/s. [92]
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(a) gg-fusion (b) gg-annihilation (c) qg-channel

Figure 2.12.: Exemplary Feynman diagrams for ttj production in gluon-gluon fusion
(a), quark-antiquark annihilation (b) and quark-gluon scattering (c).

Table 2.5.: Predicted cross sections for inclusive ¢t production at NNLO [36}, |126] with
scale and PDF uncertainties and for ¢j production at NLO [71] with numer-
ical and scale uncertainties for various pp requirements on the associated
jet, assuming a top-quark mass of 172.5 GeV and 174 GeV, respectively, and
a centre-of-mass energy +/s of 14 TeV.

Process tt ttj
pr > 20GeV  pr > 50GeV  pr > 100 GeV

olpb] | 984.5T2 28 | 692(3)T80  376.2(6)T 5 175.0(2)130

Predictions of the cross sections for inclusive ¢t production at NNLO [126] and for ¢tj
production at NLO [71] for different transverse momentum requirements on the asso-
ciated jet are shown in table While the cross section decreases with an increasing
associated jet pr, the energy asymmetry increases [74]. In this analysis, the transverse
momentum of the associated jet is required to be larger than 100 GeV; see section [5.1
for details on the event selection.

2.2.3. Top-quark decay

The top quark with a measured mass of m; = 172.69 £+ 0.30 [36] is the only quark
that decays into a real W boson and a down-type quark. Due to its short lifetime of
0.5 - 107245, corresponding to a total decay width of 1.42f8:%g GeV, it is expected to
decay before hadronisation can occur or ti-quarkonium-bound states can form [127].
The probability to a decay into a W boson and a bottom quark is close to 100% as
the relevant matrix element |Vy| is close to 1, see eq. While the bottom quark
hadronises and evolves into a jet, the W boson decays either hadronically into an up-
type and a down-type quark or leptonically into a charged lepton and a (anti)neutrino.

Depending on its charge, the W boson decays predominantly into the two quark
combinations ud and ¢35 or @d and és with three colour options each and three charged
lepton-neutrino combinations, yielding branching ratios of approximately 67% and 33%
for hadronic and leptonic decays, respectively. The resulting branching ratios for the
top-quark decay channels are listed in table

The tt final states can be divided into three channels: In the all-hadronic channel,
both W bosons decay hadronically into quark-antiquark pairs. In the semi-leptonic
channel, one of the two W bosons decays into a quark-antiquark pair, while the other
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Table 2.6.: Branching ratios for top-quark decays. [92]

Decay channel BR

t — eveb (11.1 £0.3)%
t— pvyb (11.4 £0.2)%
t — TUsb (11.1 £ 0.9)%
t — qgb (66.5 = 1.4)%

Table 2.7.: Decay channels and branching ratios of top-quark pair decays. Matter-
antimatter identities need to be applied depending on the charge of the W
boson. [36]

Channel Decay chain BR

All-hadronic  tt — Wb+ W‘57—> q¢’b+q"¢"b  45.7%
Semi-leptonic  tt — Wb + W=b— qgq'b+1lyb  43.8%
Di-leptonic tt > WHTb+W=b—=lyb+Uyyb 10.5%

W boson decays into a charged lepton and a neutrino. In the di-leptonic channel, both
W bosons decay leptonically into a charged lepton and a neutrino. The decay channels
with the corresponding branching ratio are summarised in table

This analysis focuses on semi-leptonic ¢t events including electrons and muons directly
originating from the W-boson decay as well as electrons and muons originating from
7 decays. Figure [2.13] shows an example of a Feynman diagram for jet-associated
top-quark pair production followed by semi-leptonic top-quark decays representing the
signal signature selected in this analysis as described in chapter

q2

Figure 2.13.: Jet-associated top-quark pair production in the quark-gluon channel fol-
lowed by semi-leptonic top-quark decays.
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2.3. Top-quark charge asymmetry

2.3.1. Charge asymmetry at hadron colliders

Charge asymmetries are defined as asymmetries under charge conjugation in the final
state. The leading-order processes for heavy-flavour production, quark-antiquark an-
nihilation, ¢g¢ — QQ, and gluon-gluon fusion, gg — QQ), are symmetric under charge
conjugation in the final state and thus yield identical differential cross sections for the
production of QQ and QQ states. At next-to-leading order in the strong coupling con-
stant ag, however, interference terms between amplitudes which are odd under charge
conjugation [58] arise due to initial- (ISR) and final-state (FSR) radiative corrections for
qq annihilation and diagrams involving quark-gluon scattering, gg — QQ. Figures m
and show the main Feynman diagrams contributing to the charge asymmetry in qq
annihilation and qg scattering, respectively. The dominating interferences are depicted
in figure [2.16

(a) (b) (c)

(d)

Figure 2.14.: Exemplary Feynman diagrams for heavy-flavour production in quark-
antiquark annihilation. Interferences between initial-state (b) and final-
state (c) gluon radiation as well as the Born (a) and box (d) diagrams
induce a charge asymmetry [58].

Figure 2.15.: Exemplary Feynman diagrams for heavy-flavour production in quark-
gluon scattering, inducing a charge asymmetry [58]. Double fermion lines
indicate heavy-flavour quarks.

2.3.2. Forward-backward asymmetry

In proton-antiproton collisions, top quarks are preferentially produced in the direction
of the incoming proton. The forward-backward asymmetry App is defined as |58 |69]:

N(Ay > 0) — N(Ay < 0)

App =
BT N(Ay > 0) + N(Ay < 0)

(2.34)
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(b) crossed-box

Figure 2.16.: Dominant contributions to the charge asymmetry from ¢q annihilation.
The squared matrix element in eq. is visualised by merging the final
state particles of the interfering Feynman diagrams separated by dashes.
The vertical separations correspond to interferences between the Born and
the one loop correction box (a) and crossed-box (b) diagrams. Diagonal
separations correspond to interferences between diagrams with initial-
state and final-state gluon radiation.

where Ay = y; — yz is the rapidity difference between the top and the antitop quark.
Measurements at Tevatron [128] at a centre-of-mass energy of /s = 1.96 TeV yield a
forward-backward asymmetry of Apg = 0.128 4+ 0.025 consistent with SM predictions.

2.3.3. Rapidity asymmetry

In proton-proton collisions, the colliding beams are symmetric and hence there is no
preferential direction of either the top quark or the antitop quark. Since on average
the valence quarks in the proton carry a larger fraction of the proton momentum than
the sea quarks, there is a momentum imbalance of the initial-state quark and anti-
quark in the ¢¢ annihilation channel. The top quark is preferentially produced in the
direction of the initial-state quark and is thus expected to have a higher longitudinal
momentum than the antitop quark corresponding to a larger absolute rapidity. The
rapidity asymmetry is defined as [129, 130]:

_ N(AJy| > 0) - N(AJy| < 0)
N(Aly[>0) + N(Aly| <0)

Ac (2.35)

with Aly| = |y| — [y

The rapidity asymmetry was measured at ATLAS [62} 63, 131] and CMS [67, 68| at a
centre-of-mass energy of /s = 8 TeV and found to be consistent both with 0 and the SM
prediction. Current measurements at ATLAS [66] at 13 TeV yield an inclusive rapidity
asymmetry of Ao = 0.0068 £ 0.0015 consistent with SM predictions and differing from
zero by 4.7 standard deviations.

2.3.4. Energy asymmetry

The availability of an additional jet in jet-associated top-quark pair production allows
for the construction of new observables not available in inclusive ¢t production, like the
incline and energy asymmetries [73]. In particular, the energies of the top and antitop
quarks are identical in a two particle final state due to momentum conservation, which
is not the case in the presence of additional jets.

In contrast to inclusive t¢ production, where the charge asymmetry is generated
by next-to-leading order corrections in quark-antiquark annihilation and is thus sup-
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s

Figure 2.17.: Feynman diagrams for jet-associated top-quark pair production in the
quark-gluon channel at leading order (LO) in the strong coupling constant
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Figure 2.18.: Feynman diagrams for jet-associated top-quark pair production in the
quark-gluon channel at next-to-leading order (NLO) in the strong coupling
constant ag.

pressed, the charge asymmetry in inclusive t£j production is already generated at lead-
ing order in quark-gluon interactions, which are more abundant in high energy collisions
than quark-antiquark annihilation. Figures and show the relevant Feynman
diagrams contributing to the charge asymmetry at LO and NLO in inclusive tfj pro-
duction.

The kinematics for the process pips — ttj is shown in figure described by
the top-quark and jet energies E;, Ej;, the jet scattering angle 6; with respect to the
direction of the incoming parton p; and the inclination angle ¢. The angles ¢ and &
between the top and antitop quark, respectively, and the associated jet momenta are
fixed by the energies E;, Ef, E; and the centre-of-mass energy Vs=F,+ E;j + E;.

Figure 2.19.: Kinematics of the process pips — tips with jet scattering angle 6; and
inclination angle ¢. [73]
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The energy asymmetry is defined as [73|:

U(Hj,AE>0>—U(9j,AE<O) JA(ej)
O’(@j,AE>O)+U(9j,AE<O) O'S(Qj)’

Ap(9)) (2.36)

where AE = E;—Ejr and §; are defined in the t¢j rest frame, corresponding to the parton
centre-of-mass frame at leading order. The asymmetric and symmetric cross sections
o4 and og are defined as the numerator and denominator of the energy asymmetry,
respectively. The energy asymmetry is symmetric in 6; <+ 7 — 6; and has a minimum
at 0; = 7/2 as illustrated in figure

The total energy asymmetry at NLO is given by [74]:

ANLO o Jog—2 (”;”) 1+ O(as) + O (as log <";“>>] (2.37)
br Pr

and thus increases with the transverse momentum pjT of the associated jet and vanishes
for pjf — 0.

The ttj final state can be produced in quark-antiquark annihilation, qg — ttg, gluon-
gluon fusion, gg — ttg, which does not contribute to the charge asymmetry, and in the
quark-gluon channel, qg — ttq, which is neither symmetric nor antisymmetric under
charge conjugation. The additional jet is preferentially emitted into the direction of the
incoming quark in the gg channel, while the angular jet distribution in the ¢q initial state
is symmetric. Contributions from ¢ and gq annihilation cancel completely due to the
symmetric beam. Individual contributions from gg and gq states, in which the incoming
quark momentum is aligned with or opposite to the beam axis, are not symmetric under
t; <+ m—0; due to asymmetric kinematics, while their sum is symmetric. The predicted
leading order contributions to the energy asymmetry from gq, qg, gg and ¢q initial states
at the LHC with a centre-of-mass energy of /s = 8 TeV are shown in figure
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Figure 2.20.: Contributions to the energy asymmetry from gq, qg, gg and ¢q initial
states at the LHC with a centre-of-mass energy of /s = 8 TeV at LO
QCD. [73]
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Contributions from gg and gq initial states have the opposite sign than those from
qg and gq initial states, but are smaller, since among high-momentum partons in the
proton quarks are much more abundant than antiquarks as can be seen from the parton
distribution functions in figure While it is impossible to disentangle from which of
the incoming beams the quark and the gluon originated, it is possible to enhance the
asymmetry by combining the maximum contributions from the qg and gq channels by
guessing the direction of the incoming quark, since the final state tends to be boosted
into the quark direction, as quarks typically carry a larger momentum fraction of the
proton than gluons.

The optimised energy asymmetry is defined as 74}, 79]:

5P (0, AE > 0) — 0°P4(8;, AE < 0)
oOPt(Gj, AFE > 0) + UOPt(Gj,AE < 0)’

A (0)) (2.38)

where y,7; is the rapidity of the tZj system in the laboratory frame and %Pt is the
optimised cross section:

_ o(f;) for Y > 0

opt/p .
o (GJ)—{U(W_%) for yg, < 0 (2.39)

Equivalently, the energy asymmetry can be defined in terms of the number of events
N instead of the the cross section o:

N°Pt(g;, AE > 0) — N°Pt(0,, AE < 0)

AP 8;) = 2.40
g (65) Nept(9;, AE > 0) + N°Pt(0;, AE < 0)’ (240)
where N°P! is the optimised event number:
N(0;) for y;z; >0
opt(g.) = J ttg
Ne;) = {N(Tr —0;) for y,;;; <0 (2.41)

The optimised energy asymmetry has a predicted minimum around 6; =~ 27 /5 as shown
in figure NLO corrections are sizeable at low and high jet scattering angles and
smaller around the minimum. As they are positive, they reduce the magnitude of the
energy asymmetry at the minimum and yield positive asymmetries at low and high jet
scattering angles.

The dominant uncertainties on the predictions are missing higher-order QCD cor-
rections, described by renormalisation and factorisation scale dependencies, and PDF
uncertainties. The scale uncertainties are sizeable (40% at LO and 10% at NLO) on the
cross sections og and Jgpt, but cancel almost completely out for the energy asymmetry
at leading order (= 5%) and up to a few percent around the minimum at next-to-leading
order.

In the following, the event selection applied in figure with requirements on the
transverse momentum and pseudorapidity of the associated jet of pr(j) > 100 GeV
and |n| < 2.5 is considered as “loose”. In the “boosted” selection, it is addition-
ally required that at least one of the top quarks has a transverse momentum above
300GeV and |n| < 2.0. Figure shows the SM prediction for the optimised en-
ergy asymmetry for the boosted and loose selections obtained from simulation using
MADGRAPH5_AMC@NLO 2.6 as described in reference [75].
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Figure 2.21.: SM prediction of the energy asymmetry (left) and the optimised energy
asymmetry (right) in proton-proton collisions at the LHC at /s = 13 TeV
as a function of the jet scattering angle 0; . Kinematic cuts of
p{p > 100GeV and |y;| < 2.5 are applied at leading order (black) and
next-to-leading order (green). The minima are at §; = 7/2 and 6; ~ 27/5
for the energy asymmetry and the optimised energy asymmetry, respect-
ively. The bottom panels show the relative impact of NLO corrections.

The energy asymmetry grows with the absolute value of the top-antitop energy dif-
ference |AF| and can be further enhanced by projecting out the central region and thus
suppressing the charge symmetric gg background with a cut on the rapidity y,z;, which
reduces the cross section strongly. Figure shows the SM prediction at NLO QCD
for the optimised differential cross section and the optimised energy asymmetry in a
“boosted” selection with high-py top quark with different requirements on |AE| and
Yt

In this analysis, only the optimised energy asymmetry without cuts on |AE| and
|yst;| is considered and henceforth simply referred to as “energy asymmetry”.
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Figure 2.22.: SM prediction for the optimised energy asymmetry at the LHC with
/s =13TeV at NLO QCD in the loose and boosted phase spaces. Ver-
tical markers correspond to the MC statistical uncertainty.
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Figure 2.23.: SM prediction for the optimised differential cross section (left) and the op-
timised energy asymmetry (right) at the LHC with /s = 13 TeV at NLO
QCD. The MC statistical and scale uncertainties are visualised by vertical
markers and coloured bands, respectively. This figure was published as
figure 1 in reference .

2.4. Physics beyond the Standard Model

2.4.1. Introduction to physics beyond the Standard Model

The Standard Model was found to give correct predictions with an astonishing precision
for tens of thousands of measurements in thousands of publications . Despite its im-
pressive success, the Standard Model leaves many fundamental questions unanswered.

The Standard Model contains gauge field patterns and many free parameters such as
fermion masses, coupling constants and CKM-matrix elements that cannot be derived
from theory, but must be determined from experiments and seem rather arbitrary or
fine-tuned . The naturalness or hierarchy problem is that the electroweak
mass scale is 16 orders smaller than the Planck scale and that the mass of the Higgs
boson is highly sensitive to the couplings to all particles through quantum corrections,
such that the entire mass spectrum requires an extensive fine-tuning.
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The absence of significant amounts of antimatter in the solar system, direct probes
in the form of cosmic rays as well as lacking ~-rays from annihilation processes in other
parts of the universe show that the matter-antimatter symmetry is clearly broken in
our matter dominated universe [133], 134]. Assuming that the big-bang led to equal
amounts of matter and antimatter, Sakharov [135] pointed out that such a baryon-
antibaryon asymmetry requires the violation of CP invariance. While the CP symmetry
is indeed broken in the Standard Model via the Kobayashi-Maskawa (KM) mechanism
[136] which requires at least three generations of matter fields, the amount of CP
violation is several orders of magnitude smaller than necessary to explain the observed
asymmetry [36].

The observation of rotational curves of galaxies [137] and measurements of the cosmic
microwave background (CMB) temperature and lensing-potential power spectra |138]
show that baryonic matter accounts for only about 15% of the total matter density in
the universe, which in turn accounts for only about 30% of the overall energy dens-
ity [36]. Only around 1% of the non-baryonic matter content of the universe is known
to consist of SM neutrinos. 99% of the non-baryonic matter content is unknown and
referred to as Dark Matter (DM) which interacts only via gravity and weak interac-
tion and cannot emit electromagnetic radiation. Dark energy constitutes the remaining
70% of the energy density and is responsible for the accelerating expansion of the uni-
verse observed in multiple cosmological measurements of supernovae, baryon acoustic
oscillations, weak gravitational lensing and galaxy clusters [139).

Supersymmetry (SUSY) [37-39] aims to solve the hierarchy problem by extending the
Poincaré algebra with a symmetry that does not commute with Lorentz transformations
and thus relates particles with different spin, turning fermions into bosons and vice
versa. The lightest supersymmetric particle (LSP) is stable, interacts only weakly with
very small cross sections like neutrinos, and is thus a natural candidate for dark matter.

Most strikingly, the Standard Model does not contain gravity, all attempts to unify
quantum field theory and gravity result in non-renormalisable theories and do not yet
yield satisfactory results, pointing to new physics at high energy scales.

String Theory [40-42], first proposed as a theory of strong interactions, is a possible
candidate of quantum gravity without any free parameters. In String Theory, element-
ary particles including the graviton are one dimensional strings instead of point-like
objects, living in a space-time with more than 4 dimensions, where additional space-
time dimensions are compactified.

Many more models aim to answer some of these open questions and to extend the
SM. In the following, a small selection of beyond the Standard Model (BSM) models
that impact the t¢; production and may affect the charge asymmetry is presented in
more detail.

2.4.2. BSM models and ttj production
Heavy-coloured resonances

Massive colour-octet vector bosons can emerge from an enlarged gauge symmetry group
SU(3)r, x SU(3)r in models with chiral colour [140], topcolour [141], or from Kaluza-
Klein excitations of the gluon in theories with compactified extra dimensions [142].
Massive colour-octet states are predicted to have large effects on the charge asymmetry
and on the cross section in ttj production [76), 78] [143].
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Figure 2.24.: Leading contributions from heavy colour-octet vector bosons (bold curled
lines) to the process q7 — ttg. Diagrams for qg — ttq are obtained by
substituting g <+ g. |76]

The leading-order contributions to the qg — ttg and qg — ttq processes are shown
in figure In ISR-FSR interference, massive gluons with pure vector couplings
generate the charge asymmetry via antisymmetric interference amplitudes with a sym-
metric colour structure in the same way as gluons in the SM. Massive colour octets with
axial-vector couplings generate the asymmetry either with the same mechanism via an
antisymmetric amplitude when interacting with itself or via a symmetric amplitude and
the antisymmetric colour structure when interacting with the SM gluon or the massive
colour octet with vector couplings. Further contributions to the charge asymmetry oc-
cur for all remaining combinations of histograms in figure via vector-axial-vector
interference. The full list of contributions can be found in reference |76].

Top flavour violating resonances

Top flavour violating resonances as studied by Gresham, Kim and Zurek [77] are pre-
dicted to be produced in conjunction with another (oppositely charged) top quark and
to decay directly into a top or antitop quark and a jet, resulting in a tj or ¢j resonance
in ttj events. These states have large O(1) couplings to the top sector and can be very
light such that they are expected to be abundantly produced.

Figure shows possible leading order ¢t diagrams for ¢¢ and single-top production
involving a top flavour violating resonance M. The new gauge bosons W’ and Z’ take
a down quark to a top quark and an up quark to a top quark, respectively, and the
colour triplets or sextets ¢® couple up quarks to antitop quarks.

q M,
(a) tt production (b) s-channel (c) u-channel (d) t-channel

Figure 2.25.: Leading order t¢ production involving a flavour violating mediator M (a)
and single M production (b)-(d). # corresponds to the top quark for
M =W' Z" and to the antitop quark for M = ¢*. |77]
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Axigluons

The chiral colour model first introduced by Frampton and Glashow [140] in 1987
provides an alternative to the Standard Model which is based on the internal sym-
metry group SU(3)r, x SU(3)r x SU(2)1, x U(1)y where chiral fermions transform un-
der one or both SU(3) factors. The Higgs mechanism breaks both the chiral colour
SU@3)L, x SU(3)r — SU(3)c and the electroweak SU(2);, x U(1l)y — U(1)gm gauge
groups. This model predicts the existence of an octet of massive coloured axigluons
with axial-vector couplings to the SM quarks.

Alte, Berger and Spiesberger [79] investigated the impact of light axigluons in the
mass range of 100-400 GeV on the incline, energy and rapidity asymmetries in ¢tj pro-
duction at the LHC with a centre-of-mass energy of 14 TeV. They find large differences
of up to 10%-20% in absolute terms with respect to the SM prediction for all three
asymmetries. Particular large differences are found in the differential 6; distributions,
where the SM asymmetries tend to zero for 6; — 0,7, but large asymmetries appear
in the SM extension with axigluons.

Figure shows exemplary Feynman diagrams contributing to the partonic pro-
cesses qq — ttg and qg — ttq. The predicted impact of axigluons with a mass of
ma = 400 GeV on the energy asymmetry is illustrated in figure
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Figure 2.26.: Exemplary Feynman diagrams contributing to the partonic process in
the q¢ — ttg and qg — ttq channels in the SM extension with light
axigluons. [79]
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Figure 2.27.: Energy asymmetry as a function of 6; at the LHC with /s = 14 TeV for
the SM prediction and a BSM axigluon model with mass m4 = 400 GeV,
an effective coupling to quarks o = g¢%g¢%/(47) = 0.032, and width
I'4 = 40 GeV. The dotted line is the SM prediction and the solid line is the
BSM prediction. The dashed line is the difference of the two predictions.
Kinematic cuts of |y,z;| > 1 and |AE| > 25 GeV have been applied. [79]

2.4.3. Standard Model Effective Field Theory

Effective field theories (EFTs) provide a way to compute experimentally measurable
quantities without knowing the exact theory in a systematic expansion. In many cases
an EFT is the low-energy limit of a more fundamental theory. The Fermi Theory of
weak interactions |144] is an example for an EFT at energies below the W- and Z-boson
masses. Figure shows the leading order Feynman diagrams for the nuclear 8 decay,
in which a neutron decays into a proton, electron and antineutrino in the electroweak
theory and in the Fermi Theory, where the W boson and its interactions are replaced
by a four-fermion interaction illustrated with a blob.
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Figure 2.28.: Feynman diagram for the nuclear 8 decay in the electroweak theory (a)
and in the effective Fermi Theory (b). The blob denotes an interaction
between four fermions.
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The Standard Model Effective Field Theory (SMEFT) is an EFT constructed out
of SM fields including the Higgs field and provides a model-independent framework
for new-physics interpretations. Extensions to the SM are assumed to involve massive
particles heavier than the scale A, usually set to 1 TeV. The Lagrangian consists of a
series of SU(3)c x SU(2)1, x U(1)y invariant operators [82]:

(d)
LsmerT = Lo + L0 +£O) 420 4 28 4 LD = C 0@

(2.42)

where Lgn is the SM Lagrangian and the non-renormalisable higher-dimensional op-
erators Ogd) with Wilson coefficients C’i(d) are suppressed by A%~%. At mass dimension
five, there is only one operator which violates lepton-number and generates a Majorana
mass term for left-handed neutrinos [80, 145]. At dimension-six, there are 59 independ-
ent operators [146]. The number of non-redundant operators increase rapidly for higher
dimensions; there are 1542 dimension-seven operators [147], all of which violate either
lepton or baryon number, and 44 807 dimension-eight operators. The dominant effects
in the top-quark sector can be described by dimension-six operators [53].

This analysis focuses on non-CP violating extensions of the SM, implying real Wilson
coefficients. Given that top-quark observables are largely insensitive to the flavour of
light quarks, and thus assuming a U(2), x U(2), x U(2)y flavour symmetry among
quarks of the first and second generation, left- and right-handed quarks are denoted
by:

g = (ub,db), u; = uly, d; = dby, i=1,2
QZ(tL,bL), t=1tr, b="bp

Under these assumptions, there are 15 independent operators in the so called Warsaw
basis [146], the first non-redundant operator basis for £ that affect ¢ and tfj pro-
duction at tree level |75, [148]:

(2.43)

e 8 four-quark operators with Lorentz structures LL and RR,

Oés (@ TQ) @ T %), Oég; (Qu@)(@V"q:),
(Q 7471 Q) (G T 7" 4i), (Qw Q) (@' q:), (2.44)
= (I T) (i T ), = (Pat) (8" ),
= (tv TAt)(d ’YuTAd) = (ty )( iVpdi)
e 6 four-quark operators with Lorentz structures LR and RL,
0%y = (@' TAQ) (@, T i), Ob, = (QV"Q)(@ivuus),
OQd = (Q"T4Q)(div, T dy), OQd = (QV"Q)(divud;), (2.45)
Op, = (@ T ;) (tv,T), O}y = (@Y" @) (Fyut)
e 1 tensor operator that modifies the top-gluon interaction,
F0i = (Qo™ T) G5, (2.46)
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This analysis focuses on the following six operators, yielding a complete set of chir-
alities (LL, RR, LR), both for colour singlet and octet operators:

g Odig: Oty Oty Ot O
with corresponding Wilson coefficients denoted by CCIQ’;, Céjs, C'th, C’tSq, Ct and C3,
respectively. In the following, the notations quz’; and C’élq as well as Cé’j and C’éﬁ] are
used interchangeably.

The remaining operators differ by their weak gauge structure and/or light quark fla-
vour which would affect the energy asymmetry very similarly. The flavour of the initial
quarks, for instance, can be resolved in t¢Z or ttW production in a global analysis [53].

The contributions from four-quark operators can be classified in terms of vector V'
and axial-vector A currents, which are odd (V') and even (A) under top-quark charge

conjugation. The vector and axial-vector combinations for colour-octet operators are

defined as [53]:
ACYy = Cgo + Con + Cp, + O+ C3,
ACH = Cho + Coe 4+ Ch, — CF, — CB,
A0S = —(CLP + C58) + Cp, + Cry = CB,
A0US = —(CLP + C0) + Cp, — O+ CB,

(2.47)

where replacing the index u — d yields the corresponding combinations for operators
with down quarks. The same relations are defined for colour-singlet operators by chan-
ging the index 8 — 1. A list of all combinations of four-quark operator coefficients that
contribute to ¢t and ttj production can be found in [75].

Figure [2.29| shows exemplary Feynman diagrams generating the energy asymmetry
through initial-state radiation (ISR-ISR) and through the interference of initial- and
final-state radiation (ISR-FSR). Charge asymmetric contributions are generated either
from an asymmetric Lorentz structure or an asymmetric colour structure of the cor-
responding matrix elements [76]. In SM QCD, the charge asymmetry is induced from
ISR-FSR interferences with an asymmetric Lorentz structure and a colour structure
that splits into a symmetric and an asymmetric part. Both the ISR-ISR and FSR-FSR
interferences have symmetric Lorentz and colour structures and thus do not contribute
to the charge asymmetry [58, 149].

In SMEFT, operator insertions with axial-vector currents can change the Lorentz
structure of the ISR-ISR and FSR-FSR matrix elements, for instance via C'44—SM or
Caa—Cyv interference, and thus induce additional charge asymmetric contributions.
In ISR-FSR interference, the charge asymmetry can be generated from vector oper-
ators that preserve the asymmetric Lorentz structure, like Cyy—Cyy interference, or
from axial-vector operators with a symmetric Lorentz structure in combination with
an asymmetric colour structure, like Cyyv—C 44 interference.

Cross sections for scattering processes can be calculated from the absolute square of
the amplitude as described in section [2.1.2] Neglecting flavour violating dimension-five
and dimension-seven terms, the Lagrangian of eq. [2.42] leads to an amplitude of the
following form [150]:

A6)  A(8)
A x Agv + — +

ot Tt (2.48)
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Figure 2.29.: Exemplary Feynman diagrams generating the energy asymmetry through
initial-state radiation (ISR-ISR) and through the interference of initial-
and final-state radiation (ISR-FSR). Orange dots denote the insertion of a
four-quark operator or a gluon, the dashed lines symbolise the interference
for the two gq — ttq amplitudes. [75]

where Agy is the SM amplitude and A®) and A®) are corrections from dimension-six
and dimension-eight operator contributions, respectively. Up to O(A™*), the squared
amplitude contains elements of the following form:

Agy x A JAOG 12 Agy x A®)
+ ettt
where Ax B = A* B4+ AB* denote the interference terms between A and B. Considering
only dimension-six operators, the cross sections and asymmetries can be written as [75]:

JAP? o< | Asm|? (2.49)

o =M+ Z Crofk + Z CyCy ot
k k<l

og U%M +> Ckaf”q + Zkg CC, Ugl

(2.50)
A=

with Wilson coefficients Cj,, C; in units of A=2 = 1TeV~2 and charge-symmetric O’%M

and -asymmetric o*jqu cross sections in the Standard Model. The cross sections ag A

and Jgf 4 correspond to the Agy X A©) and \A(G)\Q interference terms, respectively.

Figures [2.30] and show the predicted inclusive energy and rapidity asymmetries
as well as the differential energy asymmetry, respectively, as functions of a single Wilson
coefficient. The rapidity asymmetry was calculated from the SM prediction at NNLO
including electroweak corrections [151] with operator contributions at NLO [152]. The
energy asymmetry was simulated at the particle level as described in section with
the event selection explained in chapter [bl The dependencies of the asymmetries vary
for different coefficients and between the differential bins illustrating the necessity for
simultaneous fits as performed in chapter
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Figure 2.30.: Evolution of the inclusive energy and rapidity asymmetries, A%‘Cl' and
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Alnel " as a function of a single Wilson coefficient, with all other coeffi-
cients being fixed at 0. The rapidity asymmetry was calculated from the
SM prediction at NNLO with electroweak corrections [151] and operator
contributions at NLO [152]. The energy asymmetry was simulated at the
particle level with MADGRAPH 5 as described in section with the
event selection explained in chapter
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Figure 2.31.: Evolution of the energy asymmetry in three differential 6; bins,
[0,7/4,3m /5, 7], as a function of a single Wilson coefficient, with all other
coeflicients being fixed at 0. The energy asymmetry was simulated at the
particle level using MADGRAPH 5 as described in section with the
event selection explained in chapter 5l This figure was published as figure

8 in reference [83].
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3. The Large Hadron Collider and ATLAS

CERN, the European Organization for Nuclear Research or ”Conseil Européen pour
la Recherche Nucléaire”, was founded in 1954 with the goal to establish a world-class
fundamental physics research organisation [153]. Today, CERN has 23 member states,
about 2 600 staff members and around 12 500 visiting scientists from over 600 institutes
and universities around the world from over 70 countries [154, 155].

Section gives an overview of the Large Hadron Collider (LHC), the world’s largest
and most powerful particle accelerator, which provides the high energy proton beams for
ATLAS [156], CMS [157], ALICE [158], LHCD [159] and further smaller experiments.
The ATLAS detector, one of the two multi-purpose detectors at the LHC, and its
components most relevant for this analysis are described in section The simulation
of signal and background samples used to interpret the observed data is described in
section

3.1. The Large Hadron Collider

The Large Hadron Collider (LHC) [160], a two-ring superconducting hadron accelerator
and collider, was designed to accelerate and collide protons and lead ions with centre-
of-mass energies of up to 14 TeV and 1150 TeV, respectively. Its construction started
in 2000 in the 26.7 km long tunnel 45m to 170 m below the surface, originally hosting
the Large Electron-Positron Collider (LEP) [161] machine between 1984 and 1989. The
first beam was successfully guided around the accelerator in September 2008 [162].

Starting from a bottle of hydrogen gas the protons are obtained by ionisation and
accelerated to an energy of 50 GeV in the Linear Accelerator (LINAC2), followed by
acceleration in the Proton Synchrotron Booster (PBS), the Proton Synchrotron (PS),
and the Super Proton Synchrotron (SPS) to an energy of 450 GeV before they eventually
enter the two beam pipes of the LHC. In the LHC, the protons are further accelerated
in superconducting cavities via electromagnetic resonators to a maximum of 7 TeV per
beam, running parallel but in opposite direction, yielding a centre-of-mass energy at
the collision points of up to 14 TeV.

The protons are kept on the circular trajectory with magnetic fields of 8.3 Tesla,
generated by superconducting dipole magnets at a temperature below 2 K, cooled down
with superfluid helium. Quadruople mangnets are used to focus the beam vertically or
horizontally, compensating the repulsion between the protons, and thus increasing the
intensity.
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Figure 3.1.: Schematic layout of the CERN accelerator complex, including LINAC2,
BOOSTER, PS and SPS which are used as pre-accelerators for the

LHC.

An overview of the CERN accelerator complex is shown in figure 3.1 The four
largest experiments are located in big caverns at the four crossing points. ATLAS
(A Toroidal LHC ApparatuS) and CMS (Compact Muon Solenoid) are independ-
ently designed general-purpose detectors for a large range of physics including precision
measurements of the Standard Model and the search for BSM physics. ALICE (A
Large Ion Collider Experiment) and LHCb (Large Hadron Collider Beauty) have
detectors specialised for focusing on specific phenomena like strongly interacting mat-
ter and precision measurements of CP violation and rare b-hadron decays, respectively.
The smaller experiments TOTEM and LHCf focus on the forward region
of LHC collisions with detectors positioned on either side of the CMS and ATLAS
interaction points. The TOTEM experiment measures the total pp cross section to
understand and study the proton structure, while LHCf measures neutral particles to
provide data for hadron interaction model calibration that is used in the study of cosmic
rays. The MOEDAL experiment is searching for hypothetical particles with mag-
netic charge, so called magnetic monopoles, and highly ionising stable or pseudo-stable
massive particles (SMPs).

Assuming a Gaussian beam distribution and N; particles per bunch and n; bunches
per beam, the instantaneous luminosity in eq. can be written as :

I — NanbfreV'YrF (31)

4de, B*
where fiey is the revolution frequency, ~, the relativistic gamma factor, ¢, the norm-
alised transverse beam emittance, corresponding to the bunch area, and S* the beta
function at the collision point. F' is a geometric correction factor due to the crossing
angle at the interaction point. The rate and number of scattered events are given by

equations and respectively.
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Figure 3.2.: Total integrated luminosity versus time delivered to ATLAS, recorded and
certified to be good quality data |168| (left) and the peak instantaneous
luminosity delivered to ATLAS in 2018 [169] (right).
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Figure 3.3.: Luminosity weighted distribution of the mean number of interactions per
bunch crossing in the ATLAS detector during the data-taking periods of

Run 2.

During the 2015-2018 data-taking period called “Run 2” each of the two beams
consisted of up to 2544 bunches containing about 1.1 -10'" protons each with a bunch
spacing of 25ns and a revolution frequency of frey = 11246 Hz. The beta function
varied between 0.25m to 0.8 m.

The total integrated luminosity versus time delivered to ATLAS, recorded and certi-
fied to be good quality data and the peak instantaneous luminosity delivered to ATLAS
in 2018 are shown in figure[3.2] 95.6% of the recorded proton-proton collision data col-
lected at /s = 13 TeV was certified to be of good quality for physics analysis .

While a large number of protons per bunch and a high revolution frequency increase
the luminosity and thus the event yield, they also increase the probability for multiple
proton-proton interactions to occur within each bunch crossing (in-time pile-up) and
additional proton-proton collisions occurring in bunch crossings just before or after the
collision of interest (out-of-time pile-up) [170]. The average number of such simultan-
eous interactions (pile-up) was on average 33.7 in Run 2; their distribution in the years
2015-2018 are shown in figure
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3.2. The ATLAS experiment

The ATLAS detector is a forward-backward symmetric general purpose detector
facilitating precision measurements of the SM as well as searches for new physics beyond
the SM. With a height of 25 m, a length of 44 m and a weight of roughly 7 000 tonnes it
is the largest detector at CERN. Its cylindrical layout allows for a coverage of almost
the entire solid angle around the interaction point. A schematic view of the ATLAS
detector and the main detector components is shown in figure [3.4

Tile calorimeters

LAr hadronic end-cap and
forward calorimeters

Pixel detector

LAr electromagnetic calorimeters

Toroid magnets
Muon chambers Solenoid magnet | Transition radiation fracker
Semiconductor tracker

Figure 3.4.: Schematic view of the ATLAS detector showing the main detector com-
ponents; Inner Detector (ID) immersed in a 2 Tesla solenoidal magnetic
field consisting of the pixel detector, the Semi-Conductor (SCT) and the
Transition Radiation Tracker (TRT); Electromagnetic (ECAL) and had-
ronic (HCAL) calorimeters; Muon chambers embedded in a toroidal mag-

netic field.

The momenta of charged particles are obtained from the curvature of their tracks in
the inner detector (ID), contained in a 2 Tesla solenoidal magnetic field. The surround-
ing electromagnetic (ECAL) and hadronic (HCAL) calorimeters measure the energy of
electrons, photons and hadrons destructively. Muons are identified by their signature
in the outer muon spectrometers, embedded in a toroidal magnetic field. Neutrinos
traverse the detector without leaving any trace. The patterns of energy deposits in the
ATLAS detector are shown in figure This analyses selects electrons, muons and
jets and thus utilises all parts of the detector in the central || region; see chapter for
details on the the event selection.

The ATLAS coordinate system is explained in section Sections to [3.2.4
describe the inner detector, the calorimeters and the muon system. The trigger and
data acquisition system is outlined in section |3.2.5
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Figure 3.5.: Patterns of energy deposits of photons, electrons, protons, neutrinos and
myons in the ATLAS detector. Neutrinos traverse the detector material
without leaving any trace. [172)

3.2.1. ATLAS coordinate system

The trajectories of the particles emerging from the pp collisions are parametrised by
spherical coordinates with the interaction point as origin as illustrated in ﬁgure
The z-axis is aligned with the beam direction, the z-y-plane is transverse to the beam
direction with the x-axis pointing towards the centre of the LHC ring and the y-axis
pointing upwards. The azimuthal angle is defined as the angle in the z-y-plane and the
polar angle 6 as the angle with the beam axis.

The rapidity y is defined as:
1 E+p.
=21 2
v=3i(z2) (32

As the difference of rapidities y, and y; is Lorentz invariant under boosts along the beam
direction, a Lorentz invariant angular distance measure is given by AR, = \/Ay? + A¢?
with Ay =y, — yp and A¢ = ¢4 — ¢p. The pseudorapidity n, defined as

0
n=—1In (tan 2) (3.3)
converges to the rapidity for m — 0. Figure illustrates the relationship between 7

and 6. The pseudorapidity is zero for # = /2 and approaches +o0o for § — 0 and § — 7.
The distance measure AR in the pseudorapidity-azimuthal angle space is defined as:

AR = /An? + Ag? (3.4)
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Figure 3.6.: Geometry of the ATLAS detector with Cartesian coordinates x, y and z.
Particle tracks are parametrized by the spherical coordinates 6 € [0, 7]
defined in the R-z-plane and ¢ € (—m, ] defined in the z-y-plane. Based

on reference .

n=0.0

Figure 3.7.: Definition of the pseudorapidity 7 in the R-z-plane. The pseudorapidity is
zero for § = w/2 and approaches +oo for § — 0 and 6 — 7, respectively.

7 — —00 <

The transverse momentum pr and the transverse energy FEr are defined in the x — y-
plane transverse to the beam axis:

pr = \/P2+p2, Er=./E2+E? (3.5)

3.2.2. Inner detector

Immersed in a 2 Tesla solenoidal magnetic field, the Inner Detector (ID) 173,
measures tracks of charged particles through their energy loss by ionization, aiming
at excellent momentum resolution and primary and secondary vertex measurements
important for electron and b-jet identification.

The Inner Detector (ID) consists of two precision tracking detectors, the pixel de-
tector [174H176] and the Semiconductor Tracker (SCT) 177], covering the region
In| < 2.5 at lower radii, and the Transition Radiation Tracker (TRT) [178| [179] cov-
ering the region up to || < 2.0 at higher radii as shown in figures and The
pixel detector is mainly responsible for accurate vertex measurements and consists of 4
cylindrical barrel layers with a total of 79.2 million silicon pixel sensors and 3 forward
and backward end-cap disk layers with a total of 13.2 million pixels. The SCT, focusing
on precise momenta measurements, consists of 15912 micro-strip sensors arranged in 4
cylindrical layers in the barrel and 2 x 9 disks in the end-caps. The TRT consists of 73
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Figure 3.8.: Schematic view of the ATLAS inner detector (ID) in a cut-away view
(left) and sensors and structural elements of the inner detector in
the central barrel region (right) , consisting of a 4-layer pixel detector,
traversed by a charged track (red line) with a transverse momentum of
10 GeV.

layers of straws interleaved with fibres in the barrel and 160 straw planes interleaved
with foils in the end-cap, filled with a Xe/CO2/0O4 gas mixture. The TRT allows for
continuous tracking with an average of 36 hits per track and discrimination between
electrons and charged hadrons through the detection of transition radiation photons.

The intrinsic resolutions are limited by the finite resolution of the detector elements
and positioning accuracy . The IBL and pixel detectors have intrinsic resolutions
of 8 um x40 pm and 10 pm x 115 um along r-¢ X z, respectively. The intrinsic resolutions
of the SCT and TRT detectors along z are 40 um and 115 um, respectively.

The relative momentum resolution of the tracking detector at ATLAS for transverse
momenta pr in units of GeV is given by :

o

LT — 0.05% pr @ 1% (3.6)
br

where @ denotes the sum in quadrature. The term proportional to pr comes from
uncertainties on the curvature measurement of charged particles in a magnetic field
and the constant term arises from multiple scatterings of the charged particles within
the detector material [99].

3.2.3. Calorimeter system

The ATLAS calorimeter system shown in figure utilises electromagnetic
(ECAL) and hadronic (HCAL) sandwich calorimeters with alternating layers of passive
material, in which showers form, and active material, in which the shower particles are
counted via ionisation or scintillation light . Ideally, high energy photons and elec-
trons are stopped inside the ECAL, while hadrons leave only small energy depositions
in the ECAL and are eventually stopped inside the HCAL.
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Figure 3.9.: Schematic view of the ATLAS end-cap inner detector consisting of three
cylindrical silicon-pixel layers and nine SCT and TRT disks, traversed by
two charged tracks (red lines) with a transverse momentum of 10 GeV at

n=14and n=22.

The dominant processes by which photons and electrons loose their energy in the
passive material are pair production and bremsstrahlung. The photons radiated by the
electrons produce electron-positron pairs, which in turn radiate photons. The radiation
length X is defined as the length after which, on average, the energy of an electron has
reduced to a fraction of 1/e. Hadronic particles interact mainly strongly in the passive
material via inelastic collisions with nuclei, spallation and evaporation. Photons from
79 and 7 decays start electromagnetic showers. The interaction lengths A defines the
distance after which the probability of a hadron to survive has reduced to 1/e.

The electromagnetic calorimeter uses liquid argon (LAr) as active and lead as passive
material, providing full coverage in ¢ due to its accordion geometry. It consists of a
barrel part (|n| < 1.475), two end-cap components (EMEC) (1.375 < |n| < 3.2) and
a forward calorimter (FCal) covering the region 3.1 < |n| < 4.9. The total thickness
of the ECAL is larger then 22 and 24 radiation lengths (Xo) in the barrel and the
end-caps, respectively.

The surrounding hadronic calorimeter utilises scintillator tiles as active and steel as
passive material in the barrel region 0 < |n| < 1.7. The Hadronic End-Cap (HEC) and
Forward Calorimeters (FCal) extend the coverage up to |n| < 4.9 with liquid-argon as
active and copper and tungsten as passive material. The HCAL has a total thickness
of 11X at n = 0.

The calorimeters are designed to yield energy resolutions for particles with an energy
E in GeV of

op 10%

op  50%
E - VB

op  100%
E VE

3%, — =—td10% (3.7)

@ 0.7%, I3 NG

in the ECAL, barrel /end-cap and the forward hadronic calorimeters, respectively .
The terms inversely proportional to v/E represent stochastic fluctuations in the shower
and sampling fluctuations, while the constants correspond to detector non-uniformities
and calibration uncertainties.
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Figure 3.10.: Cut-away view of the ATLAS calorimeter system, consisting of electro-
magnetic caorimeters using liquid argon (LAr) as active and lead as ab-
sorber material and hadronic calorimeters using either steel/scintillator
tiles or lead/LAr as absorber/instrumentation.

3.2.4. Muon system

Muons lose their energy in matter predominantly through single collisions leading to
ionisation and atomic or collective excitations. Bremsstrahlung, which is the dominant
process for electrons, is proportional to the squared inverse mass and thus negligible
for heavy charged particles below several hundred GeV of energy [182].

Since muons deposit only a small amount of energy inside the calorimeters, the Muon
Spectrometer (MS) illustrated in figure is the outermost part of the ATLAS de-
tector such that electrons, photons and hadrons are contained within the calorimeters,
but muons reach the MS. Monitored Drift Tubes (MDT) covering the range |n| < 2.7
and Cathode-Strip Chambers (CSC) within 2.0 < |n| < 2.7 are mainly used for preci-
sion tracking, while Resistive Plate Chambers (RPC) and Thin Gap Chambers (TGC)
(1.05 < |n| < 2.7) are mainly used for triggering.

The magnetic fields are generated by a large barrel toroid in the central region
In| < 1.4, two smaller end-cap magnets in the range 1.4 < |n| < 2.7 and a combin-
ation of both in the transition region 1.4 < |n| < 1.6.

The MS is designed to provide a momentum resolution better than 3% over a wide
pr range and of less than 10% for muons with pr ~ 1 TeV 184].
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Figure 3.11.: Schematic view of the ATLAS Muon Spectrometer (MS) immersed in tor-
oidal magnetic fields. Monitored Drift Tubes (MDT) and Cathode Strip
Chambers (CSC) provide tracking information, Resistive Plate Chambers
(RPC) and multi-wire Thin Gap Chambers (TGC) are used for bunch
crossing identification.

3.2.5. Trigger and data acquisition

With a storage requirement of about 1.6 MB per event and a collision rate of up to
40 MHz the amount of data generated is far too high for recording and offline processing
and thus needs to be reduced, while maintaining a high selection efficiency for rare
physics events.

The ATLAS Trigger and Data Acquisition system (TDAQ) shown in figure
reduces the output rate to about 100 kHz in the first-level hardware trigger (L1),
limited by readout capabilities, and to ~ 1000 Hz, corresponding to 1.6 GB/s, in the
high-Level software trigger (HLT), limited by offline processing capabilities. There
are hundreds of trigger configurations tailored to physics analyses (primary triggers),
efficiency and performance meausurements (support triggers), and detector calibrations
(calibration triggers) considering physics objects like electrons, photons, taus, muons,
jets, and missing transverse momentum. In this thesis, primary triggers for single
electrons and muons are used.

The first-level trigger (L1), implemented in custom hardware, consists of the L1 calor-
imeter (L1Calo) and L1 muon (L1Muon) triggers as well as several other subsystems
which send their output to the central trigger processor (CTP). Events accepted by
the CTP are buffered in the read-out system (ROS) and processed by the high-Level
software trigger (HLT).

The L1Calo trigger identifies regions of interest (Rol) which are defined for elec-
trons as 2 x 2 clusters of trigger towers in the electromagnetic calorimeter, formed by
summation of energy deposits within areas of 0.1 x 0.1 in An x A¢, for which the
sum of transverse energy in the neighbouring towers exceeds a predefined n-dependent
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Figure 3.12.: The ATLAS Trigger and Data Acquisition (TDAQ) system, selecting
events at a recording rate of ~ 1kHz from up to 40 MHz of collisions

in two steps by the first-level hardware trigger (L1) and the high-level
software trigger (HLT). [187]

threshold. The L1Muon triggers use information from the RPC system in the barrel
region (|n| < 1.05) and the TGC system in the end-cap regions (1.05 < |n| < 2.4)
to identify muon candidates by spatial and temporal coincidences between the muon
planes. The CTP forms the L1 trigger decision by applying the requirements specified
in the trigger configuration and limits the minimum time between two accepted events
to avoid overlapping readout windows to 100 ns, corresponding to four bunch crossings.

Events accepted by the L1 trigger are further processed by the HLT using finer-
granularity calorimeter information, precision measurements from the MS and tracking
information from the ID. Electron candidates are first identified from information on the
energy deposits and shower shapes of clusters built from the calorimeter cells within the
Rol identified by the L1Calo. Electrons are then reconstructed with clusters spatially
matched to tracks extrapolated to the ECAL and classified by the likelihood-based
(LH) method also used in the offline reconstruction described in section Muon
candidates from the L1Muon are refined with precise information from the MDT and
CSC chambers.

The LHC Computing Grid (LCG) provides a data storage and analysis
infrastructure for the recorded data. Events accepted by the HLT are stored at the
local storage at the experimental site and transferred to the Tier-0 facility at CERN’s
computing centre for offline reconstruction. The raw data and reconstructed outputs
are further distributed to Tier-1 centres performing large-scale reprocessing with round-
the-clock operation in all continents and to Tier-2 sites, typically universities and other
scientific institutes.
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3.3. Monte Carlo simulation

The signal and background predictions needed to interpret the observed data were ob-
tained from MC simulations performed by the ATLAS collaboration of the underlying
physical processes described in chapter [6] These consist of the truth-level event gen-
eration described in section B.3.1] and the detector simulation of reconstruction-level
events outlined in section Eventually, the simulated MC events are scaled to the
integrated luminosity observed in data as explained in section [3.3.3

3.3.1. Truth-level event generation

The event generation is typically divided into the following phases [190]: Hard process,
parton shower, hadronisation, underlying event and unstable particle decays. Events
simulated in the hard process are considered to be at the “parton level” and hereafter
called “parton-level” events, while those events simulated with the full event generation
chain including unstable particle decays are considered to be at the “particle level” and
are called “particle-level” events.

Hard process

In the hard process, the probability distribution of a particular highest-momentum
transfer process in the event is calculated from perturbation theory using the factor-
isation formula involving matrix elements (MEs) and phase space integrations.
The phase space integration is usually performed using Monte Carlo (MC) sampling
methods due to the complexity of the processes, which assign a MC weight to each
generated event.

Parton shower

The parton shower (PS) simulates the cascade of partons that is produced by gluon
radiation from incoming and outgoing partons involved in the hard collision, referred
to as initial-state radiation (ISR) and final-state radiation (FSR), respectively. The
parton shower is simulated in a sequential step-by-step process starting from the hard
process to lower momentum scales of the order of 1GeV until perturbation theory
breaks down. Typical choices of the momentum scale variable are the opening angle
(Herwig 7 |191] and Sherpa 2.2.1 [192]), the relative transverse momentum of the gluon
(Pythia 8.2 |[193]) and the total invariant mass (Pythia 6.2 [194]).

While matrix elements allow for a systematic expansion in perturbation theory and
are good for well-separated jets with tailored phase-space cuts and several partons in
the final state, parton showers are well-suited to describe the internal structure of jets
and the pattern of soft radiation between the jets [195]. There are three main options
to combine MEs with PS avoiding double counting or gaps in the phase space coverage:
Merging, vetoing parton showers (CKKW [196], CKKWL [197] and MLM [19§]) and
NLO matching (MC@QNLO [199] and POWHEG [200]).

Hadronisation

Hadronisation describes how coloured partons form colourless hadrons. This process
cannot be calculated from first principles and thus needs to be modelled [201]. The
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two main models are the String Model [102], implemented in Pythia, and the Cluster
Model 202}, 203], implemented in Herwig and Sherpa.

The String Model describes a quark-antiquark pair emerging from the parton shower
as a string of length [ with tension k = 1 GeV/fm implying the potential V(r) = kr.
The String Model is based on the non-perturbative dynamics of the confinement of
partons described in section[2.1.4] As the quark and antiquark move apart, the potential
energy stored in the string increases linearly with the distance and it may break apart
into two colour singlet systems by production of a new quark-antiquark or diquark-
antidiquark pair. Gluons can be described as kinks on the string, carrying energy and
momentum. The typical distance for a string break is 1-5 fm in the quark-antiquark rest
frame. Further breaks may occur if the invariant mass of either of these string pieces
is large enough. This process proceeds until only colour-singlet on-mass-shell hadrons
remain. While the string model gives a very good description of data, it depends on
many parameters that need to be tuned.

The Cluster Model, on the other hand, is based on the perturbative preconfinement
property of parton showers: the mass spectrum of colour-singlet combinations of par-
tons (clusters) depend only on the evolution scale @y and the QCD scale A, but not
on the scale Q or nature of the hard process initiating the shower for QQ > Qqy. At
the end of the shower evolution, all gluons are split into quark-antiquark or diquark-
antidiquark pairs. Colour-singlet clusters are formed from adjacent colour-connected
pairs, thus suppressing large masses. These clusters are treated as spectrum of excited
mesons and decay further into hadrons. The Cluster Model performs slightly worse
compared with the String Model, but uses fewer parameters.

Underlying event

In addition to the hard scatter process, also the evolution, hadronisation and interaction
of the coloured proton remnants, not involved in the hard scatter process, are simulated
as Underlying Event (UE). The Pythia and Sherpa implementations are based on the
Multi Parton Interactions (MPI) model proposed by Sjostrand and Zijl [204], while the
Herwig implementation is based on an eikonal multiple scattering model [205].

Unstable particle decays

In the last step of event generation, unstable particles decay into particles that are stable
on collider timescales (7 Z 10719s) [201]. Many particle properties like decay modes
and branching rates can be found in the Particle Data Group (PDG) [36] database.
Different generators differ in the choice of included hadrons, decay modes and their
simulation, including matrix elements and spin correlations. Special external packages
such as EvtGen [206] for hadron decays and TAUOLA [207] for tau decays are used.

3.3.2. Detector simulation

The truth-level events, stored in a standard HepMC format [208], are further processed
in a simulation of the ATLAS detector [209].

The passage of particles through the detector material is simulated in a GEANT4 [210]
based simulation. Energy deposits in the sensitive parts of the detector are recorded as
hits, containing the total energy deposition, position and time. At this stage, pile-up
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contributions from additional pp collisions within a single bunch crossing (in-time pile-
up) and due to signals from collisions in other bunch crossings (out-of-time pile-up) are
overlaid using simulated soft pp collisions according to the measured distribution of the
average number < p > of pp interactions per bunch crossing [211].

In the ATLAS digitisation process these hits are converted into detector responses,
i.e. into voltages and currents. These digits are propagated through an emulation of the
Read Out Drivers (RODs) in the detector electronics and stored as Raw Data Objects
(RDOs) in the same format as the recorded data.

For rare processes, systematic uncertainties and background effects in which a larger
number of collisions but less precision is needed, the full Geant4 simulation time can be
reduced by more than one order of magnitude with the ATLFAST-IT fast simulation [212]
which uses the parametrised calorimeter simulation FASTCALOSIM [213].

Events simulated with the detector simulation are considered to be at the ”detector
level” or ”reconstruction level” and are hereafter considered as ”detector-level” and
”reconstruction-level” events.

3.3.3. Scale factors

The simulated events are further scaled to the integrated luminosity Ly according to
the predicted cross section o times branching ratio BR by a scale-factor &:

(O' X BR) . Eint -k
2o W

where the k-factor [121] corrects the sample specific cross sections included in the
generators to the latest calculations and ), w] is the sum of unscaled MC weights of
all simulated events.

Simulated detector-level events are further reweighted and scaled to mitigate differ-
ences between data and simulation. A pile-up weight is applied to correct the instant-
aneous luminosity distribution in MC to match the distribution measured in data [214].
Lepton scale factors are applied as described in sections and Furthermore,
b-tagging, top-tagging and jet-vertex-tagging (JVT) weights are applied as described
in section [4.1.4] These weights are derived from jet-by-jet efficiency and inefficiency
scale factors that are defined as the ratio of the efficiencies measured in data and in
simulation:

§= (3.8)

SFoq = Data (3.9)
EMC

for tagged jets and by

1-— 1 - SF
SFie = : €Data _ effEMC (310)
— €MC 1 —emc

for jets that are not tagged. The event weight is then multiplied by the product of the
scale factors of all jets in that event.
The predicted number of events N and its statistical uncertainty AN are given by:

N=> w, AN= [> w? (3.11)

where w; are the scaled MC weights and the sum runs over all generated events.
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4. Physics object definition and
reconstruction

Section describes the definition and reconstruction of detector-level objects in data
and simulated events using the various sub-detectors of the ATLAS experiment de-
scribed in section The definition of particle-level objects in truth-level events is

given in section

4.1. Detector-level objects

The following sections describe the detector-level physics objects used in this analysis:

Tracks and primary vertices (4.1.1)), electrons (4.1.2)), muons (4.1.3), small-R and large-
R jets (4.1.4) and missing transverse momentum (4.1.5). An overlap removal procedure

to avoid double counting of energy depositions is explained in section Table
gives an overview of the physics objects at the detector level.

Table 4.1.: Overview of detector-level physics objects used in this analysis.

Tracks and calorimeter clusters (ID and ECAL)
pr > 25GeV, |n| < 2.47, |n| ¢ [1.37,1.52]
Electrons |z0sin(f)| < 0.5mm, |do|/o(dy) <5
Baseline: “LooseAndBLayer” identification
Tight: “Tight” identification and “Fix (Tight)” isolation

Tracks and calorimeter clusters (ID, ECAL, HCAL and MS)
pr > 25GeV, |n| < 2.5
Muons |20 sin(0)| < 0.5mm, |do|/o(dp) < 3
Baseline: “Medium” identification
Tight: “Medium” identification, “Tight” isolation

Particle flow objects (ID, ECAL and HCAL)
anti-k; R =0.4
pr > 25GeV, |n| < 2.5
b-tagging: DNN (DL1r, 85% efficiency WP)

Calorimeter clusters (ECAL and HCAL)
anti-k; R = 1.0, groomed
pr > 200GeV, |n] < 2.0
top-tagging: DNN (Contained top-tagger, 80% efficiency WP)

Small-R jets

Large-R jets

Negative vector sum of the momenta

Emiss ) i
T of all hard objects and soft signals in the event
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4.1.1. Tracks and primary vertices

Tracks [215-217] are reconstructed based on trajectory information from the pixel de-
tector, including the IBL, SCT and TRT described in section During cluster-
isation, pixels and strips in a given sensor with energy deposits above threshold are
grouped into clusters, from which three-dimensional measurements referred to as space-
points are created. Sets of three space-points form track seeds used in an iterative com-
binatorial track finding. A track score is assigned to the tracks according to the intrinsic
resolutions and expected cluster multiplicities in the different subdetectors, holes, and
the x2 of the track fit. An ambiguity-solving procedure is applied by removing clusters
shared by more than two tracks, giving preference to tracks with a higher track score.
Track candidates are required to have a transverse momentum of py > 400 MeV and
a pseudorapidity of |n| < 2.5. Further requirements are applied on the transverse and
longitudinal impact parameters, |dg| < 2.0mm and |zpsinf| < 3.0mm, as well as on
the number of clusters and holes in the detectors. Eventually, a track fit is performed
using all available information for the remaining track candidates.

Primary vertices [218| 219] are defined as the points in space where proton-proton
interactions took place. Starting from a collection of reconstructed tracks, primary
vertices are reconstructed in two stages. First, the reconstructed tracks are associated
to vertex candidates using pattern recognition techniques. Next, the actual vertex
position and its covariance matrix are reconstructed in the vertex fitting. The hard-
scatter primary vertex is identified as the primary vertex with the highest sum of
the squared transverse momenta of contributing tracks, Y pQT, since it is expected
that the charged particles produced in hard-scatter interactions have on average larger
transverse momenta than those produced in pile-up collisions. The longitudinal and
transverse vertex position resolutions for events with a high jet multiplicity are about
30 pm and 10-12 pm, respectively [220].

4.1.2. Electrons

Electrons are reconstructed based on information from the inner detector (ID) and
the electromagnetic calorimeter (ECAL) [221]. They are required to have a trans-
verse momentum larger than 25 GeV, an absolute rapidity of |n| < 2.47 and are ex-
cluded in the transition region between the barrel and the endcap of the calorimeter
(1.37 < |n| < 1.52). The longitudinal impact parameter zg relative to the primary ver-
tex and the transverse impact parameter dyp relative to the beam axis must satisfy
|20 8in(f)| < 0.5mm and |dy|/o(dp) < 5, respectively.

The following sections describe the reconstruction, calibration, identification, isola-
tion and charge identification as well as scale factors applied to simulated events.

Reconstruction

The reconstruction of electrons [221) [222] utilises clusters of energy deposits in the
ECAL that are matched to a track in the ID.

First, proto-clusters are built from electromagnetic and hadronic calorimeter cells
following a 4-2-0 topological cluster reconstruction. Cells are added to the proto-clusters
depending on the significance ("M of the deposited cell energy with respect to the

cell
expected cell noise. Cells with |(2)| > 4 are considered as seed cells. All neighbouring

cell
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cells with [¢EM| > 2 are added to the proto-cluster and become a seed cell in the next
iteration. Eventually, the nearest-neighbor cells are added to the cluster irrespective of
their energy significance. In case two proto-clusters share a cell with |C(ill\f[| > 2 they are
merged, if there are two or more local maxima within in proto-cluster, it is split into
separate clusters. The EM energy of a cluster is defined as the energy from cells in the
EM calorimeter; in the transition region (1.37 < || < 1.63) also the energy measured
in the presampler and the scintillator between the cryostats is added. EM topological
clusters are defined as clusters with an EM energy larger than 400 MeV and a fraction
of EM energy to the total cluster energy larger than 0.5.

Track reconstruction is based on cluster creation, iterative track-finding, and addi-
tional measurements to recover non-prompt tracks [217]. Pixels and strips in a sensor
with energy deposits above threshold are grouped into clusters. Space-points where
the charged particle traverse the active material of the ID are obtained from individual
clusters in the pixel detector and from clusters from both sides of a strip layer in the
SCT. The track seeds, consisting of three space-points, are extended to full tracks of at
least seven silicon hits per candidate track with a pattern-recognition algorithm using
the pion hypothesis for the model of energy loss in the detector. Track candidates with
pr > 400 MeV are fitted using the ATLAS Global x? Track Fitter [223]. An optimized
Gaussian-sum filter (GSF) [224] is applied to tracks loosely matched to the EM cluster
with at least four silicon hits to better account for the energy loss of charged particles
in material.

Next, EM topological clusters with a minimum transverse energy Er of 1GeV
matched to a track with at least four hits in the silicon tracking detectors are con-
sidered as seeds for superclusters, sorted by decreasing Er. Clusters within a window
of An x A¢ = 0.075 x 0.125, or within An x A¢ = 0.125 x 0.300 and matched to the
same track, are added to the supercluster. The energy of the supercluster is given by
the energy measured in the presampler and the first three LAr calorimeter layers, in the
transition region 1.4 < |n| < 1.6 also the energy measured in the scintillator between
the cryostats is added. Finally, an initial energy calibration and position correction is
applied to the electron superclusters, and track matching is performed in the same way
as for the EM topological clusters.

Calibration

The electron energy is calculated from the energy deposited in the calorimeter and the
presampler, the ratio of the energy deposits in the first and second layers of the EM
calorimeter, the n value of the shower centre, and the n and ¢ differences between the
shower center and the closest cell in the second calorimeter layer with a multivariate
regression trained on simulated single particle samples as described in reference [225].
Residual differences between data and simulation are corrected for by intercalibration
of the different calorimeter layers, corrections for energy shifts due to pile-up, and
corrections for non-uniformities in the calorimeter response. Differences in the energy
scale and resolution in dependence of 7 between data and simulation measured in
Z — ee decays [221} 225] are corrected for in data and in simulation, respectively:

MC,corr MC
EData,corr — EData/(l 4 a(n))7 (%) — (UEE) ) 0(77) (41)

where «(n) and ¢(n) are n-dependent correction factors.
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Identification

A likelihood (LH) discriminant [222] constructed from quantities measured in the inner
detector and the calorimeter is used to discriminate prompt isolated electrons from
hadronic jets, converted photons and non-prompt electrons from heavy-flavour hadron
decays.

The discriminating variables correspond to the primary electron track, including
transition radiation in the TRT, the lateral and longitudinal development of the elec-
tromagnetic shower and the spatial compatibility of the primary electron track with the
reconstructed cluster. The likelihood for a reconstructed electron to originate from sig-
nal, Lg, or background, Lp, is given by the product of the probability density functions
(pdfs) for signal, Pg;(z;), and background, Pp;(z;), of the discriminating variables x;:

Ly (x) = | [ Pssy.ile:) (4.2)
i=1

The pdfs were derived from Z — ee and J/¥ — ee events using the tag-and-probe
method [222] for E7 < 15GeV and Er > 15 GeV, respectively. The likelihood discrim-
inant is then given by

~ Lg+Lg

A set of four working points is defined in order of increasing background rejection
and corresponds to increasing thresholds for the likelihood discriminant such that the
selected samples are subsets of each other. The numerical values of the discrimin-
ant are obtained in simulation to reach target efficiencies of 93%, 88% and 80% for
prompt electrons with Er = 40 GeV for the “Loose”, “Medium” and “Tight” oper-
ating points, respectively. The electron identification efficiency is typically increasing
with the transverse energy and decreasing with the magnitude of the pseudorapidity
|n| of the electron; see e.g. figure 8 in reference [222].

From “Loose” to “Medium” and from “Loose” to “Tight”, the background rejection
improves by factors of approximately 2.0 and 3.5, respectively.

All operating points require at least two hits in the pixel detector and a total of
seven hits in the pixel and SCT detectors. The “LooseAndBLayer”, which uses the
same threshold for the LH discriminant as the “Loose” working point, “Medium” and
“Tight” operating points require one of these pixel hits to be in the innermost pixel
layer to reduce the background from photon conversions.

In this analysis, “baseline” and “tight” electrons are required to satisfy the “LooseAnd-
BLayer” and “Tight” working points, respectively.

d, (4.3)

Isolation

To further discriminate prompt electrons from background processes an isolation re-
quirement is applied. Prompt electrons from signal processes typically exhibit little
activity in the calorimeter and the inner detector around the candidate object in AR.

The calorimeter isolation Ei_ﬁo is calculated as the sum of transverse energy of to-
pological clusters within a cone of AR = 0.2 centred around the electron, subtracting
the energy deposited by the electron candidate, leakage, and pile-up corrections. The

track isolation pijswo is computed as the sum of transverse momenta of selected tracks
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Figure 4.1.: Electron charge misidentification probabilities depending on Ep (left) and
|n| (right) measured in data. [221]

10 GeV
pr[GeV]’

track. The “Fix (Tight)” [221] working point sets upper thresholds for the calorimeter
isolation EL°/pr < 0.06 and the track isolation p°/pr < 0.06.

In this analysis, “tight” electrons are required to satisfy the “Fix (Tight)” isolation
working point, while no isolation requirement is applied for “baseline” electrons.

within a cone with variable size AR = min ( 0.2) centred around the electron

Charge identification

The correct reconstruction of the sign of the lepton charge is an important aspect
for the energy asymmetry measurement, as the top-quark charge is derived from the
lepton charge. As the electric charge of an electron is obtained from the curvature of
the associated track reconstructed in the inner detector, an incorrect track matching
or a mismeasured curvature can result in electron charge misidentification.

As tracks become straighter for higher energies or large pseudorapidities, the mis-
identification rates increase with the electrons Er and || due to curvature mismeas-
urement. The main source of wrong track matching is bremsstrahlung followed by
electron-positron pair production, resulting in three neighbouring tracks causing an
ambiguity in the selection of the primary electron track. This effect is the largest in
the pseudorapidity region 1.5 < |n| < 2.2 as it depends on the amount of material
traversed in the detector.

The charge identification probability ranges from 0.1% in the central region to about
3% at high |n| as shown in figure

Efficiency scale factors

The detector simulation accuracy is improved by application of a multiplicative scale
factor to the event weight in simulation. This scale factor is defined as the ratio of
the pr- and n-dependent efficiency measured in data and in simulation as described in
section [3.3.3] The total electron efficiency consists of the reconstruction, identification,
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Figure 4.2.: Product of the electron reconstruction, identification and isolation efficien-
cies in dependence of Er (left) and 7 (right) as measured in Z = ee data
events for various identification and isolation requirements. [222]

isolation, and trigger efficiencies, which were measured in Z — ee and J/¥U — ee
events [222]. Figure shows the product of the reconstruction, identification and
isolation efficiencies in dependence of pr and 7 as measured in Z = ee data events.

4.1.3. Muons

Muons are reconstructed based on information from the inner detector (ID), the elec-
tromagnetic (ECAL) and hadronic (HCAL) calorimeters and the Muon Spectrometer
(MS) [226]. They are required to have pr > 25 GeV and |n| < 2.5. The longitudinal and
transverse impact parameters of the track associated with the muon candidate must
satisfy |zpsin(f)| < 0.5mm and |dp|/o(dp) < 3, respectively. The following sections
describe the reconstruction, calibration, identification, isolation, charge identification
and scale factors applied to simulated events.

Reconstruction

The reconstruction of muons [226, 227| is primarily based on information from the
ID and MS tracking detectors; information from the ECAL and HCAL is used in the
determination of track parameters and to account for energy loss in the calorimeters.
Depending on which parts of the detectors are used, the following four muon types are
defined:

60



Physics object definition and reconstruction

e Combined (CB) muons: Combination of ID and MS

e Segment-tagged (ST) muons: Combination of ID and muon drift tube chambers
(MDT) or cathode strip chambers (CSC)

e Calorimeter-tagged (CT) muons: Track in the ID matched to energy deposits in
the calorimeter

e Extrapolated (ME) muons: MS track compatible with the interaction point (IP)

The reconstruction of tracks is performed independently in the ID and the MS.
Tracks in the ID are reconstructed as described in section Tracks in the MS are
reconstructed by fitting hit patterns inside each muon chamber to form straight-line
segments. These individual segments are combined into preliminary track candidates
taking into account directional constrains from the position of the interaction point and
the muon bending in the magnetic field. For each track candidate, a y? fit of the muon
trajectory through the magnetic field is performed, taking into account interactions
with the detector material and possible misalignments between the detector chambers.
The fit is repeated after removing outliers and adding hits matching the trajectory that
were not assigned to the original track candidate. For the combined (CB) muons used
in this analysis, a combined track is formed in a global fit using the hits from both the
ID and MS subdetectors based on the “Chain 3” algorithms defined in [22§], taking
into account the energy loss in the calorimeters, and extrapolated to the beam line.

Muons can be detected within pseudorapidities of up to |n| < 2.7 over a wide pr
range from 3GeV to 1TeV [229]. The limiting factors for the momentum resolution
are fluctuations in the energy loss of the muons traversing the material in front of the
spectrometer at low momentum pr < 20 GeV, multiple scattering in the spectrometer
in the intermediate momentum range and the single-hit resolution limited by detector
characteristics for pr > 300 GeV.

Calibration

Several corrections derived in J/¥ and Z — pup events are applied to the simulated
muon momentum to increase the agreement between data and simulation [226]. The
momentum scale is corrected for inaccuracies in the description of the magnetic field,
detector dimensions and the simulation of the energy loss in the calorimeter and de-
tector material. The muon momentum is smeared by the momentum resolution that
can be parametrised as:

o(pr)

br

where the first term corresponds to fluctuations in the energy loss, the second term
to multiple scattering, magnetic field inhomogeneities and radial hit displacements,
and the last term to the spatial resolution and residual misalignments of the muon
spectrometer. These corrections are applied individually to the ID and MS transverse
momenta; the CB muon momentum is then obtained from a weighted average of these.

= 10/pr & 11 D ropr (4.4)

Identification

Muon identification [226| [227] is performed to select prompt muons with a high effi-
ciency while suppressing background from pion and kaon decays and ensuring a robust
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Table 4.2.: Muon reconstruction efficiencies for prompt muons with a transverse mo-
mentum between 20 and 100 GeV from W-boson decays and for hadrons
with four identification selection criteria. [226]

Selection €, (%]  €Hadrons [%0]

Loose 98.1 0.76
Medium 96.1 0.17
Tight 91.8 0.11
High-pp 80.4 0.13

momentum measurement. The “Loose”, “Medium” and “Tight” identification selec-
tions are defined as inclusive categories such that the tighter categories are subsets
of the looser ones. While the “Loose” and “Tight” criteria are aimed at maximal re-
construction efficiency and purity, respectively, the “Medium” criteria minimise the
systematic uncertainties associated with reconstruction and calibration.

A comparison of the prompt and fake reconstruction efficiencies for the four identific-
ation criteria is given in table This analysis uses the Medium identification criteria
for both “baseline” and “tight” muons. In the pseudorapidity range |n| < 2.5 the “Me-
dium” identification uses combined (CB) muon tracks. The CB tracks are required to
have at least 3 hits in at least two MDT layers, except for the |n| < 0.1 region, where
tracks with at least one MDT layer are allowed. Additionally, the significance of the
absolute value of the difference in the ratio of the charge and momentum of the muons
measured in the ID and MS with respect to the corresponding uncertainties must be
less than seven.

Isolation

Muon isolation variables [226] are defined to discriminate prompt muons originating
from W-, Z- or Higgs-boson decays from nearby hadronic activity. The particle flow
isolation is based on track and calorimeter isolation variables calculated from charged
particle and neutral particle flow objects described in section

The track isolation variable p7*°"°* is calculated by summing up the transverse

momentum of selected tracks within a cone of size AR = min lop%, x/100) centred

around the muon track direction. The calorimeter isolation variable newflowisol20 is
calculated as the sum of positive energy of the neutral energy flow objects within a
cone of AR = 0.2 centred around the muon direction.

The “FixedCutPflowTight _FixedRad” [230] working point applies a cut on a com-

bination of py°°"** and newflowisol20 depending on the muon pr:

o pyreone30 1 () 4 newflowisol20 < 0.045 pr for pr < 50 GeV
o pYarcone20 4 (.4 newflowisol20 < 0.045 pr for pr > 50 GeV

The “FixedCutPflowTight_FixedRad” isolation is required for “tight” muons, while
no isolation is required for “baseline” muons.
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Figure 4.3.: Muon reconstruction and identification efficiency as a function of pp (left)
and |n| (right) derived in J/¥ — pup and Z — pp events. [227]

Charge identification

As the muon charge is measured in both the inner detector and the muon spectrometer
and due to the long lever arm to the muon system, the charge misidentification rates
are much smaller for muons than for electrons. The charge misidentification rate for
muons satisfying the Medium selection criteria was found to be about 4.7 - 1076 in
simulated Z — pu events [231].

Efficiency scale factors

The reconstruction, identification, isolation, and vertex association efficiencies were
measured with the tag-and-probe method in J/¥ — pp and Z — up events [226,
227|. Differences between data and simulation in the py and 7 dependent efficiencies
are corrected for in simulation as described in section 3.3.31 The reconstruction and
identification efficiency as a function of pp and || is shown in figure

4.1.4. Jets

Small-R and large- R jets are reconstructed based on information from the inner detector
(ID) and the electromagnetic (ECAL) and hadronic (HCAL) calorimeters. Small-R jets
are reconstructed from particle flow objects clustered with the anti-k7p algorithm with
radius parameter R = 0.4 and required to have pr > 25GeV and |n| < 2.5. Large-R
jets are reconstructed from topological clusters formed with the anti-k7 algorithm with
radius parameter R = 1.0 and required to have pp > 200 GeV and |n| < 2.0.

The following sections introduce topological clusters and particle flow objects, explain
the jet clustering algorithms and describe the reconstruction and calibration of small-R
and large-R jets. Eventually, the identification of jets originating from b-hadron and
top-quark decays as well as the suppression of pile-up jets is explained.

Topological clusters

Calorimeter cells are combined into three-dimensional topological clusters [232] using a
nearest-neighbour algorithm based on the significance of the energy deposits compared
to the expected noise from electronics and pile-up.
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The calorimeter cells are initially calibrated to the electromagnetic (EM) scale that
correctly accounts for energy deposits from electromagnetic showers. The Local Had-
ronic Cell Weighting (LCW) [233] scheme applies energy corrections determined in
simulated single pion events depending on the likelihood for a cluster to be generated
by electromagnetic energy deposits.

To account for the position of the hard-scatter primary vertex an origin correc-
tion [234] is applied to the topological clusters on an event-by-event basis.

Particle flow objects

The particle flow algorithm [234, |235] combines the better energy and angular resolution
as well as pile-up resilience of the tracking detectors over the calorimeter at low pr for
charged particles with the ability of the calorimeter to reconstruct both the charged and
neutral particles. To avoid double counting, the corresponding energy of the particle
needs to be subtracted from the calorimeter if the energy measurement of the ID is
used.

First, well-measured tracks within || < 2.5 and pr > 0.5 GeV are selected if they
have at least nine hits in the silicon detectors and no missing hits in the pixel de-
tector. High-energetic tracks with a pr above 100 GeV or with a very high calorimeter
activity in a cone of AR < 0.15 around the extrapolated particle are removed as they
are better reconstructed in the calorimeter and the accurate removal of the associated
track energy becomes difficult. Also tracks matched to electrons and muons satisfying
medium quality criteria are excluded, as the algorithm is optimized for the subtrac-
tion of hadronic showers from charged pions. Next the selected tracks are extrapolated
to the calorimeter and matched to topological clusters calibrated at the EM scale
based on the angular topological cluster widths and the ratio of cluster energy and
track momentum. To correctly subtract the energy from the calorimeter, the expected
deposited particle energy for a particle with measured momentum p*¥ is estimated
as (Eqep) = p™ (B /pe) with the expectation (ES/pcld) obtained from simulated
single-pion events. In the next stage of the algorithm, additional clusters are added
if the shower seems to be split across several clusters, based on the significance of the
difference between the expected energy and that of the matched topological cluster.
Eventually, the expected energy deposits of the tracks in the corresponding topological
clusters are subtracted cell-by-cell based on a parametrised shower shape. Finally, topo-
logical cluster remnants consistent with the expected shower fluctuation are removed
under the assumption that the topological cluster system was produced by a single
particle.

The selected tracks, charged particle flow objects, and remaining clusters, neutral
particle flow objets, represent the reconstructed event without double counting of en-
ergy depositions.

Jet clustering

As quarks and gluons hadronise as described in section they are reconstructed
as cone-shaped jets e.g. from four-vectors of stable simulated particles (“truth jets”),
reconstructed tracks in the inner detector (“track jets”) or energy deposits in the calori-
meter (“calorimeter jets”). Sequential recombination algorithms combine these objects
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Figure 4.4.: Behaviour of the anti-k; (left) and k; (right) jet clustering algorithms
in a parton-level event together with 10 random infinitely soft “ghost”
particles. The coloured regions show which ghosts are clustered into the
jets. The anti-kp algorithm produces perfectly conical jets with radius
R for well-separated high transverse momentum objects, while the k; al-
gorithm results in more complex jet shapes depending on the specific set
of ghosts. [236]

based on the following distance measure [236]:

2

A%
dij = min(k,", k)5, din = k! (4.5)

with transverse momentum ky,, rapidity y; and azimuth angle ¢; of object ¢ and sep-
aration in y-¢-space A?j = (yi —y;)? + (¢i — ¢;)*. The radius parameter R determines
the minimal distance between two clustered jets and the parameter p determines the
relative importance of the energy with respect to geometrical scales. The clustering
process proceeds as follows: First, the smallest distance d is identified. If it is a distance
d;; between two objects, those are combined, if it is a distance d;p between an object
and the beam axis, this object is called a jet and removed from the list of objects. Next,
the distances are recalculated and the procedure is repeated until no objects are left.

The inclusive k; algorithm [237] sets p = 1 and thus follows the idea to reverse the
parton shower to reconstruct the parent parton by combining low k7 objects first .
The Cambridge/Aachen algorithm simply combines the nearest objects in y-¢-
space with p = 0. Setting p = —1 results in the anti-k; jet-clustering algorithm ,
which adds all soft, i.e. low pr, objects within a circle of radius R to a hard, i.e. high pr,
object if there are no other hard objects within a distance of 2R, resulting in a perfectly
conical jet. T'wo hard objects within a distance of Ays will be combined to a single
jet with a more complex shape. Two hard objects within a distance of R < A < 2R
will be clipped, depending on the transverse momenta and separation. The different
behaviours of the k; and anti-k; jet clustering algorithms are depicted in figure [£.4]

In this thesis the anti-k; algorithm is used to reconstruct small-R jets with R = 0.4
and large-R jets with R = 1.0. The k; algorithm is used to cluster subjets in large-R
jets in the process of trimming and for boosted hadronic top identification described
below.
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Small-R jets

Small-R jets are reconstructed with the anti-k; algorithm with radius parameter R = 0.4
from neutral particle flow objects and tracks matched to the hard-scatter primary vertex
as described in reference . They are required to have a transverse momentum above
25 GeV and an absolute pseudorapidity of |n| < 2.5.

Jet calibration techniques are applied to account for an inaccurate reconstruc-
tion in the detector as well as imperfect simulations of the detector material and the
involved physics processes. In the jet energy scale (JES) calibration , the four-
momentum at the detector level is corrected to the particle-level energy scale by scal-
ing the jet pr, energy and mass. The JES calibration consists of simulation-based jet
calibrations in dijet events applied to both simulation and data and of in-situ jet cal-
ibrations in dijet, Z+jets v+jets, and multijet events applied only to data. The full
chain of calibration steps is visualised in figure [4.5

Reconstructed pr-density-based | idu i A Absolute MC-based
jets pile-up correction re n calibration

Jet finding applied to Applied as a function of Removes residual pile-up Corrects jet 4-momentum
tracking- and/or event pile-up p; density dependence, as a to the particle-level energy
calorimeter-based inputs. and jet area. function of y and Np,. scale. Both the energy and

direction are calibrated.

Global sequential Residual in situ
calibration calibration

Reduces flavour dependence A residual calibration
and energy leakage effects is applied only to data
using calorimeter, track, and  to correct for data/MC
muon-segment variables. differences.

Figure 4.5.: Small-R jet reconstruction and calibration procedure. |234]

First, contributions to the jet energy from pile-up are removed in a correction based
on the jet area and transverse momentum density and a residual correction. Energy
losses in passive material, out-of cone effects, and non-compensating calorimeter re-
sponses are corrected for in the absolute JES calibration derived from the average jet
energy response Rp = (Freco/Etruth) in dependence of the jet energy and 7. Biases in
the 7 reconstruction from changes in the calorimeter technology and granularity are
taken into account with a correction based on the difference between the reconstructed
and truth-level . Dependencies on the flavour and energy distribution of the constitu-
ent particles, their transverse distributions and shower shape fluctuations, as well as the
initiating particles, are reduced using calorimeter, track and muon-segment variables
in the global sequential calibration (GSC).

In-situ calibrations derived in dijet, Z+jets, v+jets, and multijet events are applied
to data to correct the jet for differences between the jet response in data and simula-
tion due to an imperfect simulation of the detector material, the hard scattering and
underlying event, jet development, pile-up conditions, and particle interactions. The
jet response is calculated as the average ratio of the jet pr to the transverse momentum
of a well-calibrated reference object, pf_,‘?f, R = (pr/ pf_,?f>. Differences in the jet energy
scale between data and simulation are expressed by the double ratio from the response
observed in data and in simulation, ¢ = RP*?2/RMC  In the n-intercalibration, the en-
ergy scale of forward jets with 0.8 < |n| < 4.5 is corrected to match that of central jets
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with |n| < 0.8 using the pp balance in dijet events. In Z-+jets and y+jets events, the
pr of the jet is balanced against the py of the Z boson or photon. In multijet events, a
single high-p7 jet is balanced against a system of well-calibrated low-pp jets. The final
calibration factor is derived from a weighted combination of the dijet, Z-+jets, v+jets
and multijet calibrations.

The relative jet energy resolution (JER) can be parametrised as:

U(pT) N S
=—p—00C 4.6
pr br \VPT ( )

where N is the noise term due to electronic noise in the front-end electronics and
pile-up, S the stochastic term due to statistical fluctuations in the amount of energy
deposited and C the constant term corresponding to energy depositions in passive ma-
terial, the starting point of the hadron showers and non-uniform calorimeter response.
The dominating terms for transverse momenta below 30 GeV, between 30 and 400 GeV
and above 400 GeV are the noise term, the stochastic term, and the constant term,
respectively. The JER is derived from a combination of measurements in dijet events
using the scalar balance between the transverse momenta of the two leading jets and
direct estimates of the noise term obtained from data samples recorded from unbiased
random triggers. The JER ranges from 25% for low pr ~ 20 GeV jets to 4% at very
high pr > 2.5 TeV [234 - Jets in simulated samples are smeared to ensure that the jet
energy resolution in simulation matches the resolution observed in data.

Large-R jets

Large-R jets are reconstructed with the anti-k; algorithm with radius parameter R = 1.0
from topological clusters calibrated according to the LCW scheme and required to have
pr > 200 GeV and |n| < 2.0. The reconstruction and calibration procedure of large-R
jets is illustrated in figure [4.6]

Calorimeter energy Large-R jet Ungroomed large-R jets Jet groomin
clusters (LCW scale) reconstruction (LCW scale) 8 8

Large-R jets are recon- Soft subjets are removed
structed using the anti-k; from the reconstructed
algorithm with R = 1.0. jets.

Groomed large-R jets . . Residual in situ Groomed large-R jets

E, n & m calibration - .
(LCW scale) n calibration (LCW+]JES+]MS scale)

A correction to the jet Residual correction
energy, pseudorapidity determined using in situ
and mass is derived from  measurements to bring
MC to bring the data in agreement with
reconstructed jet to the MC. Applied only to data.

particle jet scale.

Figure 4.6.: Large-R jet reconstruction and calibration procedure. [233]

After reconstruction, a grooming procedure is applied to large-R jets to reduce the
effects of pile-up, soft emissions and the underlying event by reclustering the jet con-
stituents with the k; algorithm with radius parameter R = 0.2, removing all subjets
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with p bjet / pjﬁt < 0.05 and recalculating the jet four-momentum from the remaining

constituents.

The jet energy scale (JES) calibration restores the reconstructed calorimeter energy
scale to that of particle-level jets in a simulation-based calibration and corrects for
residual differences between data and simulation in in-situ calibrations. The simulation-
based JES calibration factor cjgs is applied as a multiplicative scale factor to the jet
four-momentum and the pseudorapidity correction An changes the direction. Both
corrections are derived from simulated dijet events. The in-situ calibrations are derived
in dijet, Z+jets, v+jets and multijet events with the same methods as for the small-R
jets described above.

The jet mass scale (JMS) calibration corrects for effects on the jet mass response due
to the splitting of topological clusters, multiple particles in a single topological cluster
or particles that did not form topological clusters in a simulation-based calibration,
and for residual differences between data and simulation in in-situ calibrations. The
simulation-based JMS calibration cjygs is derived from the average jet mass response
Ry = (Myeco/Miruth) in simulated dijet events and is applied as a scale factor to the jet
mass after the simulation-based JES calibration. The in-situ JMS calibration is derived
from the forward folding method [233, 240, [241] that includes fits to the W-boson and
top-quark peaks in the jet mass distribution in top-quark pair production events and
from the calorimeter-to-tracker response double-ratio method [233| 242] using dijet
events.

The jet energy resolution (JER) and jet mass resolution (JMR) are used to smear jets
in MC simulation to match the resolution in data. The relative jet energy resolution
(JER) is measured in dijet events and ranges from 7% at pr = 300GeV to 4% at
pr = 1TeV [233]. The jet mass resolution (JMR) obtained from the forward folding
method is about 10% [243].

The large-R jet mass resolution is further improved by adding information from the
measurement of the charged component of the jet within the ID, taking advantage
of independent systematic effects between the ID and the calorimeter. A track jet is
reconstructed from ID tracks which are ghost-associated [244] to the topological cluster
large-R jet. The track-assisted mass mT™ is then defined as m™ = mtm"kpg,i’lO / p;“lfaCk,
where m!'2% is the uncalibrated mass of the track jet and pgf“‘lo and pgf“k are the
transverse momenta of the calorimeter and track jet, respectively. The combined jet
mass is then given by [233]:

mcomb — wcalomcalo + wTAmTA (47)
where the weights wcao and wra are obtained by minimising the JMR in multijet
events.

B-jet identification

The identification of small-R jets containing b-hadrons (“b-jets”) and discrimination
against the large jet background containing c- but no b-hadrons (“c-jets”) or neither
b- nor c-hadrons (“light-flavour jets”) is of major importance in a large number of SM
precision measurements and searches for new phenomena. Specifically for top quarks,
which decay almost exclusively into a W boson and a bottom quark, an efficient b-
tagging algorithm is vital for a good signal efficiency and background rejection.
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Figure 4.7.: B-jet identification: the secondary vertex, reconstructed from tracks with
a large impact parameter, hints at a long-lived particle in the jet. [245]

Various b-tagging algorithms used to identify b-jets exploit the long lifetime of about
1.5 ps, the high mass and high decay multiplicity of b-hadrons as well as the proper-
ties of the b-quark fragmentation into b-hadrons [220]. Figure illustrates how the
long lifetime of b-hadrons yields at least one vertex displaced from the hard-scatter
interaction point.

The DL1 b-tagging algorithm [220] is based on a deep feed-forward neural network
(NN) with a multidimensional output corresponding to the probabilities for a jet to
be a b-jet, a c-jet, or a light-flavour jet. The outputs of the low-level tagging al-
gorithms based on impact parameters (IP2D and IP3D [246]), secondary vertex finding
(SV1 [247]) and topological multi-vertex finding (JetFitter [248]) are used as inputs.

The DL1r b-tagging algorithm [220} 249] extends the DL1 algorithm by adding dis-
criminating variables constructed by a recurrent neural network (RNNIP) [246], which
exploits correlations between tracks within the jet. The DLI1r b-tagging discriminant

is defined as:
Db
Dprir=In < > 4.8
! fepe + (1 - fc)plight ( )

where py,, p. and piigne are the b-jet, c-jet and light-flavour jet probabilities and f. =
0.018 controls the importance of the c-jet rejection. All jets with a discriminant value
above a specific cut value are considered to be b-identified or b-tagged.

In this analysis the DL1r b-tagging algorithm is used to identify small-R b-jets at
the 85% b-jet efficiency working point, corresponding to a cut value of 0.41. This
working point provides rejection factors of ~ 30 for light-flavour jets and = 3 for c-jets,
determined on anti-kr R=0.4 particle flow jets with 20 < pr < 250 GeV and || < 2.5
in simulated ¢¢ events [220]. Large-R jets are considered to be b-identified if they are
within a cone of AR < 1.0 of at least one b-identified small-R jet.

Differences between data and simulation due to an imperfect description of the de-
tector response and physics modelling effects are mitigated by application of b-tagging
weights in simulation as described in section with ppr dependent jet-by-jet scale
factors derived in di-leptonic ¢t events [220].
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Boosted hadronic top identification

High transverse momentum hadronically decaying top quarks are identified with deep
neural networks (DNN) using large-R jets built from locally calibrated topological
clusters as defined in section and jet substructure variables as inputs [250]. The
top taggers are valid for jets with py € [350,4000] GeV for contained and inclusive top
definitions with signal efficiencies of 50% and 80%. Both definitions require signal jets
to be matched to a particle-level jet, which is in turn matched to a parton-level top
quark. Additionally, the contained top tagger requires the particle-level jet to have a
mass above 140 GeV and to have at least one ghost-associated [244] b-hadron.

The inputs used for the DNN [250] are calibrated jet kinematics pr, m®™P [251],
energy correlation ratios ez, Cy, Do [252]253|, N-subjettiness 71, T2, To1, T3, T32 [254, [255]
and splitting measures \/d12, Vda3 [256].

N-subjettiness 7y [254] is a measure of how well a jet can be considered to consist
of N subjets. Given N subjets of a jet, 7 is defined as:

1 .
™ = d—o ZPT’k mln(ARLIw ARZ,k? ceey ARN,]C) (49)
k

where £ runs over all constituent particles with transverse momenta pr; and dis-
tance AR;j, in the rapidity-azimuth plane to subjet 7. The normalisation factor is
do = >, pr.kRo where Ry is the characteristic jet radius used in the jet clustering al-
gorithm. Ideally, the N subjets are chosen to minimize 75 over all possible candidate
subjet directions, resulting in a strictly decreasing function 7 of N. In practice, how-
ever, due to computational constraints, the N subjets are obtained using an exclusive-
kr clustering algorithm which returns exactly N jets [237) 257, [258].

Jets with a small value of 7y & 0 have their constituents aligned with the direction of
the subjets indicating that they are well described by N or fewer subjets. For jets with
larger 7y > 0, however, large fractions of the energy are pointing into directions not
covered by the subjets hint towards at least N + 1 subjets. The ratios 732 = 7/r and
To1 = 72/ thus allow for discrimination between jets containing a three-prong, two-
prong, and one-prong structure. For top quarks decaying into a hadronically decaying
W boson and a b-jet, a three-prong structure is expected. The distribution of 739
exhibits small values with a maximum around 0.3 for top jets and around 0.75 for
multijet and W-jet background. For 75; the separation of signal and background is less
pronounced, but still provides some discrimination [259].

Figure [4.8] shows the signal efficiency in dependence of the leading large-R jet pr
measured in tt events in data and a comparison of the light-quark and gluon jet back-
ground rejection with a tagger based on the two variables m®™ and 735 evaluated in
simulated dijet and y+jet events. The chosen top-tagger has an efficiency of 80% for
large-R jets satisfying the contained definition and a rejection factor for light-quark
and gluon jet background ranging from ~ 10 to ~ 50 for large-R jets with transverse
momenta of 2000 GeV and 350 GeV, respectively.

Similar as for b-tagging, pr and m®™ dependent top-tagging jet-by-jet scale factors,
derived in semi-leptonic ¢t and multijet/y+jets events [260], are applied in simulation
as explained in section [3.3.3
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Figure 4.8.: The signal efficiency for the DNN top-quark tagger as a function of the
leading large-R jet pp (left) and a comparison of the light-quark and gluon
jet background rejection with a multivariate BDT tagger and a tagger
based on the two variables m®™ and 735 (right). [250]

Pile-up suppression

Jets not originating from the hard-scatter vertex, defined as the primary vertex with
the highest sum of squared track momenta, can be suppressed by application of the jet-
vertex-tagger (JVT) [261, 262, a multivariate combination of the corrected jet vertex
fraction (corrJVF) and R,r defined below. The jet vertex fraction (JVF) is defined as
the ratio of the scalar sum of the pp of tracks matched to the jet originating from a
given primary vertex to the scalar sum of the pr of all tracks matched to the jet. The
corrected jet vertex fraction (JVF) takes into account the pile-up dependence and is
defined as:

pHS
corrJVF = T (4.10)
pHS+ P
T 0.01-nPY

where p%s is the scalar sum of the pr of the tracks matched to the jet and originating
from the hard-scatter vertex, ng the scalar sum of the pr of all tracks matched to the
jet not originating from the primary vertex and nfrgck the number of pile-up tracks per
event.

The variable R,r is defined as the ratio of the scalar sum of the pr of the tracks
matched to the jet that originate from the hard-scatter vertex to the fully calibrated
jet pr:

> P (HS)

Ryr = T

T

Both corrJVF and R,r are expected to be larger for HS than for PU jets as shown
in figures 12 and 13 in reference [261]. The multivariate JVT discriminant is defined
as the relative probability of a jet to originate from the hard-scatter vertex at each
point of the two-dimensional corrJVF-R,,. plane, derived in simulated dijet events
and based on a k-nearest neighbour (kNN) algorithm. Small-R jets with JVT < 0.7,
pr < 60 GeV and |n| < 2.4 are rejected in this analysis. This so called “Tight” working
point provides an efficiency for signal jets to pass the JVT selection of 90% for jets
with 20 < pr < 50GeV and a pile-up jet rejection factor of ~ 100, as estimated in

(4.11)
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Figure 4.9.: JVT tagging efficiency for hard-scatter jets versus pp(Z) in Z(— pp)+jets
events in data and simulation (left) and the fake rate from pile-up jets
versus the JVT tagging efficiency for hard-scatter jets for jets originating
from quarks, gluons and b-quarks in simulated dijet events (right). [261]

(Z — pp)+jets and simulated dijet events [262]. Figure shows the JVT tagging
efficiency for hard-scatter jets in dependence of the transverse momentum and versus
the fake rate from pile-up jets.

A JVT weight derived in Z — upu events is applied to each simulated event as
explained in section [3.3.3|to account for differences in the pp-dependent JVT efficiencies
between data and simulation.

4.1.5. Missing transverse momentum

The missing transverse momentum allows for the partial reconstruction of undetec-
ted particles produced in proton-proton collisions. Momentum conservation requires
zero momentum in the plane transverse to the beam axis, but not longitudinal to the
beam axis, as the longitudinal momentum components of the interacting particles are
unknown. Any imbalance in the transverse plane may thus indicate the presence of
weakly interacting particles like SM neutrinos or BSM particles.

The missing transverse momentum vector E}niss is defined as the momentum imbal-
ance in the plane transverse to the beam axis and is obtained from the negative vector
sum of the momenta of all hard objects and soft signals in the event [263]:

miss —miss,hard miss,soft . N
Emiss — +EY =- ) Pri— Y P (4.12)
i€lhard objects] Jj€[soft signals]

The hard objects are fully calibrated electrons, muons, photons, hadronically decaying
T-leptons and jets reconstructed from calorimeter energy deposits. Charged-particle
tracks not associated with the hard objects form the soft signals which may contain
contributions from the hard scatter as well as the underlying event and pile-up interac-
tions [264]. To avoid double counting of reconstructed charged-particle tracks from the
inner detector, energy deposits in the calorimeter and reconstructed muons, a signal
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ambiguity resolution procedure which rejects already used signals when combining the
various contributions is applied; see reference [263] for further details.
The magnitude E7"*° and the azimuth coordinate ¢™*° are given by:

Ejn}iss _ |E%1iss’ — \/(E;Cniss>2 + (E'Zjniss)Q7 ¢miss = tanfl(E;niSS/ElxniSS) (4.13)

4.1.6. Overlap removal

An overlap removal procedure [265, |266] is applied to avoid double counting of energy
depositions and biases on position and energy reconstruction from close-by objects.

In the lepton-lepton overlap removal, any electron found to share a track with a muon
is removed, assuming that the muon has radiated a hard photon.

The electron-jet overlap removal aims to remove reconstructed jets that are identical
with reconstructed prompt electrons, but to keep semi-leptonically decaying heavy-
flavour jets as well as light-flavour jets that can fake a loose lepton. All jets within
AR < 0.2 of an electron are removed, while any subsequently found electron within
AR < 0.4 of a jet is removed.

The muon-jet overlap removal aims at the separation of prompt muons from hadron
decays within a jet and to remove jets originating from FSR or bremsstrahlung photons.
All jets with less than 3 associated tracks within AR < 0.2 of a muon or with a ghost-
associated [244] muon inner-detector track are removed. Any subsequently found muons
within AR < 0.4 of a jet are removed.

4.2. Particle-level objects

Particle level objects are defined similarly to the reconstructed objects to minimise
model-dependent corrections for detector efficiency and resolution effects.

According to the ATLAS proposal for truth-level particle definitions [267], particles
with a mean lifetime satisfying c7 > 10mm (7 Z 1071%5) are considered to be stable.
Leptons, jets and missing transverse momentum are defined as described in sections
[4.2.1] 4.2.2] and [4.2.3] respectively. Table summarises the particle-level physics
objects used in this analysis.

4.2.1. Leptons

Prompt leptons are generated final-state electrons, muons, taus or neutrinos not ori-
ginating from hadron decays. Electrons and muons from 7 decays are considered as
prompt leptons.

Born and bare leptons are defined as leptons prior and after QED Final State Ra-
diation (FSR), respectively. Charged bare leptons are dressed using close-by photons
by adding the photon four-momenta within a cone for AR < 0.1 around the lepton.
Prompt leptons are required to have pr > 25GeV and |n| < 2.5.

4.2.2. Jets

Particle-level jets are created by clustering all stable particles originating from the hard-
scatter interaction in the simulation event record except for dressed prompt electrons
and muons as well as neutrinos.
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Table 4.3.: Overview of particle-level physics objects used in this analysis.

Final-state leptons not originating from hadrons
Electrons & muons dressed with nearby photons (AR < 0.1)
pr > 25GeV, |n| < 2.5

Stable particles from the HS interaction except for

Jets dressed prompt electrons, muons and neutrinos
anti-k; R =04

small-R jets pr > 25GeV, |n| < 2.5

b-identification via ghost-association

anti-k; R=1.0

large-R jets pr > 200GeV, |n| < 2.0

b-identification via small-R jets within AR < 1.0
Fmiss Transverse momentum sum of all neutrinos

not from hadron decays

Small-R jets are clustered with the anti-kr algorithm with R = 0.4 and are required
to have pr > 25 GeV and |n| < 2.5.

Large-R jets are clustered with the anti-k7 algorithm with R = 1.0 and the same
grooming procedure as at the detector level. Only large-R jets with pr > 200 GeV and
In| < 2.0 are considered in this analysis.

Since heavy-flavour (HF) hadrons have a shorter lifetime than the stable particle
definition requires, they are not included in the construction of truth-level jets. The
jet flavour is assigned via ghost-association [244] by including HF hadrons with an
infinitesimal transverse momentum in the jet clustering algorithm without modifying
the properties of the hard jets. Small-R jets are considered to be b-flavoured (b-
identified) if they contain at least one b-hadron with pr > 5GeV and c-flavoured if
they contain at least one c-hadron with pr > 5 GeV, but no b-hadron. Large-R jets are
considered to be b-flavoured (b-identified) if there is at least one b-flavoured small-R
jet within a cone of AR < 1.0.

4.2.3. Missing transverse momentum
The missing transverse momentum is defined as the sum of all neutrinos not originating
from hadron decays.

4.2.4. Overlap removal

Particle-level objects are subject to an overlap removal procedure similar to that applied
for the detector-level objects as described in reference [266] in which all electrons and
muons within AR < 0.4 of a truth-level jet are removed.
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5. Event selection and reconstruction

To measure the energy asymmetry in jet-associated top-quark pair production, ttj
signal events need to be selected and reconstructed in data and simulation. As described
in section there are three decay channels for ¢t events; the all-hadronic, semi-
leptonic and di-leptonic channels. This analysis focuses on semi-leptonic ¢t events with
an additional jet in which one of the top quarks decays hadronically and the other
one leptonically as illustrated in figure [5.1 This channel is characterised by exactly
one lepton, missing transverse energy from the neutrino and at least five jets in the
final state. The all-hadronic channel provides similar statistics, but complicates the
reconstruction due to the many combinatorial possibilities of at least seven jets in the
final state. The di-leptonic channel has the cleanest signature, but suffers from low
statistics and ambiguities in the neutrino reconstruction with two neutrinos accounting
for the missing transverse momentum.

Within the semi-leptonic channel there are two topologies; the boosted topology in
which the hadronically decaying top quark has a high transverse momentum such that
its decay products are typically collimated in a single large-R jet, and the resolved to-
pology, in which the individual decay products are well separated. This analysis focuses
on the boosted topology for two reasons; first, the energy asymmetry is enhanced with
respect to the resolved phase space as shown in figure[2.22]in section and discussed
in reference |75], second, the correct assignment of jets is much more complicated in
the resolved topology due to the many combinatorial possibilities, which lead to large
uncertainties in the energy asymmetry from migrations in AF and 60; as studied in a
master thesis [268].

q2

Figure 5.1.: Exemplary Feynman diagram for ¢£j production in the semi-leptonic decay
channel. In the boosted topology, the decay products of the hadronically
decaying top quark are typically collimated in a single large-R jet.
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Table 5.1.: Single-electron and single-muon trigger configuration for the 2015 and 2016—
2018 data-taking periods. The identification and isolation criteria as well
as their efficiencies for electrons and muons are described in sections [4.1.2]
and [1.1.3] respectively. The exact trigger configuration names are listed in

table in appendix [A]

Year Electrons Muons

pr Identification Isolation pr Identification Isolation
24 Medium - 20 - Loose
2015 60 Medium - 50 - -
120 Loose -
26 Tight Loose 26 - Medium
2016-2018 | 60 Medium - 50 - -
140 Loose -

The event selection and reconstruction described in sections [5.1] and [5.2] are based
on typical analyses such as cross section [266] and rapidity asymmetry [65] measure-
ments in semi-leptonic ¢ events in the boosted topology, adapted for the inclusion of
an associated jet and primarily optimised to yield the highest expected sensitivity to
the energy asymmetry for jet emission perpendicular to the beam axis. The optim-
isation is described in more detail in section If not stated otherwise, the same
selection and reconstruction is applied at both detector and particle level to minimise
model-dependent corrections for detector efficiency and resolution effects. The technical
implementation at the particle level was made public in reference [269]. Simulated t¢
events passing the event selection and reconstruction criteria at the detector level that
do pass or fail the particle-level criteria are referred to as “fiducial” tt or “non-fiducial”
tt events, respectively.

5.1. Event selection

This analysis targets t£j events produced in the partonic process qg — ttq that generates
the energy asymmetry as described in section with one hadronically and one
leptonically decaying top quark in the boosted topology. The signature for these events
consists of one high pr top-tagged large-R jet from the hadronically decaying top quark,
a charged lepton (electron or muon), missing transverse momentum and a small-R b-
identified jet from the leptonically decaying top quark and an additional small-R jet.

Single-electron and single-muon triggers [270, 271] were used to reduce the event rate
as described in section Table summarises the pr, identification and isolation
requirements for the applied trigger configurations. The transverse energy thresholds
range from 24 to 140 GeV and from 20 to 50 GeV for electrons and muons, respectively,
where some triggers with the lowest thresholds incorporate isolation requirements. The
exact trigger configuration names are listed in table in appendix [A]
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The selected events are required to contain exactly one tight charged lepton [ (electron
or muon) with a transverse momentum above 27 GeV. Events containing additional
baseline leptons with pp > 25 GeV are vetoed. At particle level, there is no distinction
between tight and baseline leptons.

To suppress events containing fake or non-prompt leptons at the detector level, the
missing transverse energy is required to be larger than 20 GeV and the sum of E;’?iss
and the reconstructed transverse W-boson mass mQWE is required to be larger than
60 GeV. These cuts are not applied at the particle level.

At least one top-tagged large-R jet with pr > 350 GeV and a separation of A¢(jp, 1) >
1.0 to the lepton is required. The hadronic top-quark candidate j, is defined as the
highest pr large-R jet satisfying these conditions. At the detector level, the contained
top-tagger is used as described in section while particle level large-R jets are con-
sidered to be top-tagged if they have a mass larger than 140 GeV and are b-flavoured
as described in section [£.2.21

Next, at least one small-R jet is required to be close to the lepton candidate [
within AR(j;,1) < 2.0 and separated from the hadronic top-quark candidate with
AR(j1,jn) > 1.5. The leptonic top b-jet candidate j; is defined as the highest pr identi-
fied b-jet satisfying these conditions; in case no identified b-jet satisfies these conditions,
the highest-pr small-R jet is taken.

The associated jet candidate j, is identified with the remaining highest-pr small-
R jet with pr > 100 GeV that is separated from the hadronic top-quark candidate jp,
AR(jg,jn) > 1.5, and the lepton, AR(j4,1) > 0.4. The cut value of 100 GeV was chosen
to provide a trade-off between increasing asymmetries |[74] and a decreasing statistical
precision for increasing transverse momenta.

Furthermore, at least one small-R jet is required to be identified as a b-jet to suppress
events originating from background processes. The probability to reject a tt signal event
with two b-jets both of which are not identified is around 2% at the 85% b-tagging
working point, while requiring two b-identified jets would increase this probability to
about 28%. If exactly one small-R jet is identified as a b-jet, either the leptonic top b-jet
candidate j; or the hadronic top candidate j; must be b-identified. The second condition
is always fulfilled at the particle level due to the boosted hadronic top identification
criteria. If two or more small-R jets are identified as b-jets, both candidates j; and j
must be identified as b-jets.

The event selection is summarised in table [5.2]

!The transverse W-boson mass is defined as m¥ = \/plTEIT“iSS(l — cos A¢), where A¢ is the angle

between the lepton candidate | and the missing transverse momentum vector ET in the plane
transverse to the beam axis.
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Table 5.2.: Selection of events with semi-leptonically decaying top quarks in the boos-
ted topology. The selection criteria are identical at the detector and particle
level, except for the E?iss and mJVY requirements, which are applied only at
the detector level, and the heavy flavour identification. The leptonically
decaying top-quark candidate ¢; is built from the four-vector sum of the
lepton [, the neutrino v and the small-R jet j;. The neutrino v is recon-
structed from the missing transverse momentum and a constraint on the

four-momenta of the W boson as described in section

Object Detector level Particle level

pr > 27 GeV
no other leptons with pp > 25 GeV

Eiss > 20 GeV
Episs 4 mlV > 30 GeV

pr > 350 GeV
1 large-R jet jp AP (jp,0) > 1.0
top-tagged (DNN) m(jp) > 140 GeV, b-identified
pr > 25 GeV
1 small-R jet j; AR(j;,0) < 2.0, AR(j1,jn) > 1.5
prefer highest pr b-identified jet
pr > 100 GeV

prefer highest pr jet
AR(ja,jh) > 1.5

1 lepton (e, u) ¢

1 neutrino v

1 small-R jet j,

= 1: either j; or ji must be b-identified

> 1 . ¥
> 1identified b-jet > 2: both j; and j, must be b-identified

5.2. Event reconstruction

5.2.1. Neutrino reconstruction

Neutrinos do not leave any trace in the detector and can thus not be directly reconstruc-
ted. The neutrino four-momentum is obtained from the missing transverse momentum
described in section 1.5 and a constraint on the four-momenta of the W boson and
its decay products [272]:

pPw =D+ Pu (5.1)

Squaring this equation and neglecting the invariant masses pl2 = ml2 and p2 = m? leads
to the following constraint on the z component of the neutrino four-momentum:
2,2 2
P 9 WPz, Do + Erpr, — 1
v 2 2 Pz 2 2
o Ef—p Ef - P

2,0

=0 (5.2)

with = m, /2 + prpr., cos Ag where myy is the W boson pole mass of 80.4 GeV [36]
and A¢ the angle between the transverse momenta of the lepton and the neutrino.
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This equation has two solutions:

Wl Ep?, —u?
2 + 4 B 2
Iz D1y b7,

+ Upzi

FAZ

, (5.3)

If both solutions are real, the one with the smallest |p,,| is chosen and the neutrino
four-momentum is given by:

miss

(B Do Py Pzw) = (|IBu], BF™ cos ¢, BF™ sin ¢, min(|pZ;, |)) (5-4)

In case the reconstructed transverse mass of the W boson is larger than the W-boson
pole mass both solutions are complex. Assuming that the deviations arise from an
imperfect E%liss reconstruction and that the charged lepton momentum is measured
precisely, p,, and p,, are varied minimally from E%iss cos ¢ and E%ﬁss sin ¢ in a kin-
ematic fit, requiring mYW = my to obtain a single real solution for p,, [272|.

5.2.2. ttj system

The hadronic top-quark candidate tj is given by the large-R jet j, satisfying the pr,
lepton separation, and top-identification requirements described in section [5.1, The
leptonic top-quark candidate ¢; is reconstructed from the sum of the four-momenta of
the lepton candidate [, the reconstructed neutrino v, and the leptonic top b-jet candid-
ate j;. The charge of the leptonic top candidate is given by the charge of the lepton,
and the opposite charge is assigned to the hadronic top candidate. The associated jet
Ja is given by the remaining highest-pr small-R jet that is separated from j, and [ as
described in section 5.1l

The ttj system is built from the sum of the four-momenta of ¢, t; and j,. To calculate
AE, 0 and 9?pt in equations [2.36 @ and [2.39, respectively, these four-momenta are
boosted into the ttj reference frame. The rapidity of the ttj system in the laboratory
frame is denoted by yz;.
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6. Data and Monte Carlo samples

The following sections describe the data, signal, and background samples used in this
thesis. All signal and background processes were modelled using MC simulations per-
formed by the ATLAS collaboration as described in section except for non-prompt
and fake lepton backgrounds, which were estimated from data as explained in sec-
tion The decay of heavy hadrons was simulated with EvtGen [206] in all simu-
lated samples except for those background samples generated with Sherpa [192]. The
truth-level events (TRUTH) were further processed with a simulation of the detector
response using either a full simulation with the GEANT4 [210] toolkit (FS) or a fast
simulation with the ATLFAST-II [212] software (AF) as described in section [3.3.2] The
simulation was performed independently for the data-taking periods 2015-2016, 2017
and 2018 to account for the different detector conditions and pile-up profiles.

Tables to in appendix [A] list all samples used in this analysis with the
corresponding cross sections and event numbers. To ease data replication and to reduce
computing time, these samples were further processed with the AnalysisBase [273,
274) framework to create smaller subsamples containing only the variables and events
relevant for this analysis. These subsamples were stored at local disks and further
analysed using private code [275].

6.1. Data samples

This analysis used the full Run 2 dataset at /s = 13 TeV collected with the ATLAS
detector in the 2015-2018 data-taking period corresponding to a total integrated lu-
minosity of 139fb~! with an uncertainty of 1.7% [167]. Only those events certified to
be of good quality for physics analysis [168] with all the ATLAS detector components
being operational and stable LHC beam conditions were considered.

6.2. Signal modelling

Standard model top-quark pair production (pp — tt) samples were used to build the re-
sponse matrix in the unfolding as explained in chapter |7}, for the evaluation of modelling
uncertainties described in chapter [8 and for data/MC comparisons presented in sec-
tion[9.4.1] The SM and SMEFT predictions used for the evaluation of the measurement
results in chapter [0land for the SMEFT interpretation in chapter [10] were obtained from
dedicated samples with jet-associated top-quark pair production (pp — ttj) events. An
overview of all signal modelling samples used in this analysis is given in table

6.2.1. Standard Model top-quark pair production

Standard Model top-quark pair production (pp — tt) events were generated with the
Pownec Box v2 [200] generator, which provides matrix elements (MEs) at next-to-
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Table 6.1.: Overview of tt and tfj samples used in this analysis. Shown are the dataset
identifier (DSID), generator name, simulation type and purpose. More in-
formation on the cross sections and simulated number of events are listed in
tables and in appendix |Al The ¢t samples contain only the semi-
and di-leptonic decay channels. To evaluate systematic uncertainties due
to final state radiation, sliced samples filtered by the scalar sum of trans-
verse momenta of all particle-level jets (Hp) were used. The mass variation,
ME/PS matching and PS samples are subdivided into semi-leptonic and di-
leptonic tt decay channels. The ¢fj samples contain only the semi-leptonic
decay channel.

Sample DSID Generator Type Purpose
410470 FS Nominal, FSR, ISR, PDF
40734244 FS FSR (Hy slices)
4010470 AF Nominal
411046, 411054 POWHEG+PYTHIA 8.2 AF my = 172 GeV
tt 411049, 411057 AF my = 173 GeV
410480, 410482 AF hdamp = 3my
411288 AF ME/PS matching
410464-65 MADGRAPH 54+PYTHIA 8.2 AF ME/PS matching
410557-58 PowHEG+HERWIG 7.04 AF PS
500336 TRUTH SM prediction (NLO)
ttj 500934 MADGRAPH 5+PyTHIA 8.2 TRUTH/AF SM prediction (LO)
500935-61 TRUTH/AF SMEFT contributions

leading order (NLO) in the strong coupling constant a.g, using the NNPDF3.0NLO [118]
PDF set. The renormalisation and factorisation scales were set to g = pp = (/m? + p%,

[276], and the hgamp parameter [277], which controls the transverse momentum of the
first additional emission beyond the LO Feynman diagram in the parton shower (PS),
was set to 1.5m;. For PS and hadronisation, these events were interfaced with Py-
THIA 8.2 [193] using the A14 tuned parameter set [278] and the NNPDF2.3L0 [118]
PDF set.

The baseline or nominal tt samples were simulated with both the full and the fast
detector simulation software. Various alternative samples used to estimate the ¢ model-
ling uncertainties were either obtained by reweighting the events in the nominal sample
or simulated with the fast simulation software ATLFAST-II |212]. Reweighted samples
were generated by varying pur and pp independently by factors of 0.5 and 2.0, the
strong coupling constant in the initial state (“Var3c”), in the final state, as well as
the PDF set using the PDFALHC [279] prescription. A variation of the PS and
hadronisation model is provided by the POWHEG BOX v2 generator interfaced with
HERWIG 7.04 [191, [205] instead of PyTHIA 8.2, using the H7TUE [191] tune and the
MMHT2014L0 [280] PDF set. The matching between the ME and PS was varied us-
ing the MADGRAPH5_AMC@NLO 2.6 [281] generator with the NNPDF3.0NLO PDF
set interfaced with PYTHIA 8.2 using the A14 tune and the NNPDF2.3L.0 PDF set, as
well as a variation of the hqamp parameter from 1.5m; to 3 m; with the nominal gener-
ator. The impact of mass variations was studied with samples using the same settings
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as for the nominal signal sample but a top-quark mass of 172 GeV and 173 GeV.

Except for the mass variation samples, all t¢ samples assume a top-quark mass
of my = 172.5GeV and were normalised to the inclusive production cross section
of o(tt) = 832 £+ 51 pb, calculated by ToP++ 2.0 [282] at next-to-next-to-leading or-
der (NNLO) in QCD including the resummation of next-to-next-to-leading logarithm
(NNLL) soft-gluon terms [283-288|]. The renormalisation and factorisation scale choice
for all ¢t samples is identical to that of the nominal signal sample.

6.2.2. SM and SMEFT jet-associated top-quark pair production

Jet-associated top-quark pair production (pp — ttj) events were generated with MAD-
GRAPHS_AMC@NLO 2.7 using the NNPDF3.0NLO PDF set with pup = urp = my.
These events were further interfaced with PyTHIA 8.2 using the Al4 tune and the
NNPDF2.3L0 PDF set. The SM prediction was obtained from matrix elements at
NLO in ag, while the SM-EFT interference and EFT-EFT contributions were gener-
ated at LO in ag using the SMEFTATNLO [152] package. For robustness checks, the
SM prediction was also obtained with the same settings as the SM-EFT and EFT-
EFT contributions. To evaluate scale uncertainties, samples with nine different scale
variations were generated by varying pup and pp independently by factors of 0.5 and
2.0.

The ttj samples were produced specifically for this analysis and contain only semi-
leptonic tt events with at least one jet with py > 70 GeV at parton level and at least one
top (or antitop) quark with pr > 300 GeV. Since the ttj events were mainly used for
the interpretation of the energy asymmetry at particle level, most of these events were
not processed with a detector-level simulation. For robustness studies of the unfolding
procedure described in section [9.3.2] a subset of tfj events was processed with the
ATLFAST-II simulation software.

6.3. Background modelling

There are two classes of background events: Events with “prompt” or “real” leptons, i.e.
electrons and muons produced in W- or Z-boson decays as described in section [6.3.1]
and events with “fake” or “non-prompt” leptons arising from another source as de-
scribed in section Tables [6.2 and [6.3] summarise the background samples used in
this analysis. Except for systematic variations of the single-top samples, all simulated
background samples were processed with the full detector simulation software.

6.3.1. Backgrounds with prompt leptons
V +jets (W+jets and Z+jets)

The main background in this analysis originates from jet-assocated W-boson produc-
tion, in which a leptonically decaying W boson might fake a leptonically decaying
top quark, while the other jets can have a signature similar to that of a hadronically
decaying top quark. Another background source are Z+jets events with a leptonic-
ally decaying Z boson, where one of the leptons is mis-identified or produced outside
the detector acceptance. Figures [6.1] and show exemplary leading order Feynman
diagrams for W+jets and Z+jets production, respectively.
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Figure 6.1.: Exemplary leading order Feynman diagrams for W+jets production with a
subsequent W-boson decay in quark-antiquark annihilation (a) and quark-
gluon fusion (b). Additional jets may arise from higher order corrections
such as initial- and final-state radiation.
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Figure 6.2.: Exemplary leading order Feynman diagram for Z+jets production with a
leptonically decaying Z boson. Additional jets may arise from higher order
corrections such as initial- and final-state radiation.

V+jets (WHjets and Z+jets) events with leptonically decaying W/Z bosons were
simulated with SHERPA 2.2.1 [192] based on the NNPDF3.0NNLO [118] PDF set, con-
taining up to 2 additional jets at NLO and 3-4 additional jets at LO. For W+jets
events, reweighted samples were obtained by varying pur and pur up and down by a
factor of 2, the ME to PS matching scale (CKKW) up and down by factors of 1.5
and 1.33, respectively, and the resummation scale for the parton shower (QSF) up and
down by a factor of 4. Further reweighted samples were obtained by using a set of 100
PDF variations following the NNPDF3.0NLO description.

Single-top

Exemplary Feynman diagrams for single-top production in the s-, t-, and Wt-channels
at leading order in the strong coupling constant a,g are shown in figure In the dom-
inating Wt-channel with a cross section of 71.7 £+ 3.8 pb [289, 290], a virtual down-type
quark produces a top-quark and a W boson, resulting in a final state very similar to that
of tt production. For instance, a Wit-channel event with a hadronically decaying top
quark and a leptonically decaying W boson and an additional bottom quark mimick-
ing a leptonically decaying top quark cannot be distinguished from a semi-leptonically
decaying tt event. The second most important single-top background is t-channel pro-
duction with the highest single-top cross section of 216.9949.04 pb [289} 290]. A virtual
W boson is exchanged between incoming up- and down-type quarks (antiquarks) from
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Table 6.2.: Overview of V+jets (W+jets and Z+jets), ttH, ttV and V'V samples used
in this analysis. Shown are the dataset identifier, generator name and sim-
ulation type. More information on the cross sections and simulated number
of events can be found in tables [A.4] to in appendix [A] The V+jets
samples are further subdivided by the maximum of the sum of the trans-
verse momenta of all particle-level jets and the transverse momentum of the
W/Z boson as well as the appearance of b-jets and c-jets. The ttH, ttV
and V'V samples are further split by the decay channel.

Sample DSID Generator Type
Wtjets (W — ev) 364170-83
Wjets (W — uv) 36415669 SHERPA 2.2.1 FS
Wtjets (W — 1v) 364184-97
Z+jets (Z — ee) 364114-27
Z+jets (Z — pp) 364100-13 SHERPA 2.2.1 FS
Z+jets (Z — 171) 364128-41
ttH 34634345 POwHEG+PyTHIA8.2 FS
ttV (W) 410155
- 410156-57 POowHEG+PYTHIA 8.2 FS
HV (#2) 410218-20
VvV (WW) 363359-60
VvV (WZ) 36335758, 363489 POWHEG - PYTHIA 8.2 FS
VV (22) 363355-56, 364250
36425355

the proton. In the s-channel, which constitutes the smallest single top background
contribution due to its small cross section of 10.32 4+ 0.40 pb [289, 290], a virtual W
boson is produced in gg’-scattering that decays into a top and a bottom quark.
Single-top Wt-, s- and t-channel events were generated at NLO in ag with POWHEG-
Box v2 using the NNPDF3.0NLO PDF set interfaced with PYTHIA 8.2 using the A14
tune and the NNPFD23L0 PDF set. At NLO, final states like Wb appear that have
Feynman diagrams identical to t¢ production as shown in figure [6.4 with a subsequent
decay of the t into a bW pair. The interference between Wt and tf production was
taken into account by application of the diagram removal scheme [291]. The renormal-

isation and factorisation scales were set to ur = up = (/m? + p?pt for Wt production

and to pup = urp = 4 /mg + p%b for s- and t-channel production. All nominal single-top

samples were simulated with both the full and fast detector simulation software.

The nominal single-top samples were reweighted by varying ur and pur independently
by factors of 0.5 and 2.0 as well as the strong coupling constant in the initial-state
shower (Var3c) to evaluate FSR and ISR systematic uncertainties. To evaluate PDF
uncertainties, reweighted samples were obtained using the PDF4LHC prescription.
Samples produced with the nominal generator interfaced with HERWIG 7.04 using the
H7UE tune and the MMHT2014L0 PDF set instead of PYTHIA 8.2 were used to
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Figure 6.3.: Leading order Feynman diagrams for single-top production. Double fer-
mion lines indicate top quarks.

—~TIEIOTTTO0Y )

R =44

Figure 6.4.: Exemplary next-to-leading order Feynman diagrams for single-top Wt pro-
duction that can be interpreted as tt production at leading order with a
subsequent antitop-quark decay. Double fermion lines indicate top quarks.

estimate the impact of the PS and hadronisation model. Uncertainties from the PS/ME
matching were estimated with a sample generated with MADGRAPH5_AMCQNLO 2.6
using the NNPDF3.0NLO PDF set interfaced with PYTHIA 8.2 using the Al4 tune
and the NNPDF2.3L0 PDF set. Single-top Wt samples produced with the diagram
subtraction (DS) scheme [291] instead of the DR scheme were used the evaluate the
uncertainty due to this treatment of the interference.

ttX
Top-antitop quark pairs can also be produced in association with a vector or a Higgs
boson as shown in figure Although the signature of ttX events is identical to
top-quark pair production with an associated jet, these backgrounds are of minor im-
portance due to much smaller cross sections.

The ¢tV and ttH events were simulated with MADGRAPH5_AMC@NLO 2.6 and

PowHECBOX, respectively, using the NNPDF3.0NLO PDF set, interfaced with Py-
THIA 8.2 using the A14 tune and the NNPDF2.31.0 PDF set.

86



Data and Monte Carlo samples

Table 6.3.: Overview of single-top Wt-, s- and t-channel samples used in this analysis.
Shown are the dataset identifier (DSID), generator name, simulation type
and purpose. More information on the cross sections and simulated number
of events can be found in tables [A-§ and [A.9] in appendix [A] The Po-
HWEG—+PYTHIA samples are subdivided into events with top and antitop

quarks.
Sample DSID Generator Type Purpose
410646, 410647 POWHEG+PYTHIA 8.2 FS  Nominal, FSR, ISR, PDF
410654, 410655 POWHEG+PYTHIA 8.2 FS DR/DS
Wt 410646, 410647 POWHEG+PYTHIA 8.2 AF Nominal
412002 MADGRAPHS5+PYTHIA 8.2  AF ME/PS matching
411036, 411037  PowHEG+HERWIG 7.04 AF PS
410644, 410645 POwWHEG+PyYTHIA 8.2 FS  Nominal, FSR, ISR, PDF
h | 410644, 410645 POWHEGH+PYTHIA 8.2 AF Nominal
s-ehatine 412005 MADGRAPH 5+PyTHIAS.2  AF ME/PS matching
411034, 411035 PowHEG+HERWIG 7.04 AF PS
410658, 410659 POWHEG+PYTHIA 8.2 FS  Nominal, FSR, ISR, PDF
¢ channel 410658, 410659 POWHEG+PYTHIA 8.2 AF Nominal
412006 MADGRAPH 5+PyTHIA 8.2 AF ME/PS matching
411033, 411032  PowHEG+HERWIG 7.04 AF PS/hadronisation

¢ —=+—

(a) tE+ W (b) ti+ Z (c) i+ H

Figure 6.5.: Exemplary leading order Feynman diagrams for tt + W (a), tt + Z (b)
and tt + H (c¢) production. Additional jets may result from higher order
corrections such as initial- and final-state radiation.

Diboson

The production of two massive gauge bosons, WW, WZ and ZZ, constitutes an-
other background channel similar to W+jets and Z+jets production. Figure shows
exemplary leading order Feynman diagrams for diboson production in the s-, t- and
u-channel. Diboson events with at least one of the massive gauge bosons decaying
leptonically were simulated with SHERPA 2.2.1 based on the NNPDF3.0NNLO PDF
set, containing up to 1 additional jet at NLO and up to 3 additional jets at LO.
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q W, Z

¢ —— W,Z q—»—f W, 2
W7 vy 4
q W, 7 § —<—- W, Z § —e— W, Z
(a) s-channel (b) t-channel (c) u-channel

Figure 6.6.: Exemplary leading order Feynman diagrams for diboson production. Ad-
ditional jets may result from higher order corrections such as initial- and
final-state radiation.

6.3.2. Backgrounds with fake or non-prompt leptons

Events with non-leptonic objects that satisfy the lepton selection criteria (“fake” leptons)
and non-prompt leptons constitute the so called “fake /non-prompt” lepton backgrounds.
As the dominant source of these events is QCD multijet production with a cross sec-
tion several orders of magnitude larger than for W-boson and top-quark production
this background is hereafter referred to as “Multijet”.

Non-prompt and fake electrons can originate from semi-leptonic decays of b- and c-
hadrons, photon conversion and jets with large electromagnetic energy depositions [292].
The main contributions to non-prompt and fake muons come from semi-leptonic decays
of b- and c-hadrons, charged hadron decays in the tracking volume or in hadronic
showers and punch-through particles emerging from high-energy hadronic showers and
reaching the MS.

The total contribution of events with fake or non-prompt leptons was estimated with
the data-driven “matrix-method” [292]. This method relies on two tiers of lepton selec-
tion criteria, the “baseline® and “tight” criteria described in sections and for
electrons and muons, respectively. The fractions of true prompt leptons and fake/non-
prompt leptons passing the baseline criteria that do also pass the tight criteria are
called the “real efficiency” (e,) and “fake efficiency” (es), respectively. Baseline leptons
that fail to satisfy the tight criteria are called “loose” leptons.

The relation between the measured numbers of tight and loose leptons, N* and N,
and the unknown numbers of prompt and fake leptons in the baseline sample, N,l? and

NJZZ, is given by:
Nt €r €f NP
()= (201 20) (8 6

Inversion of this matrix and using that Nt = fN}lZ yields the number of fake leptons in

the baseline sample:
1
N = [(er — )N+ ETNZ] (6.2)

€ — €5

from which the number of fake leptons in the tight sample can be determined as:

Nt =Nt = [(ET 1Nt 4+ eer} (6.3)
€ — €
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Table 6.4.: Definition of signal and control regions used to determine the real (e,) and
fake efficiencies (ey).

Selection SR CR €, CR ¢
N baseline leptons == == ==1
N tight leptons =1 >0 >0
Episs >20GeV  >20GeV < 20GeV
b-tagged jets >1 == >1

To determine the total number of fake leptons in the tight sample a “fake weight”
w; is defined for each single baseline-lepton event corresponding to eq.

. . . 6.4
eif_e gf if the lepton in event 4 is loose (6.4)

W — {G:_fef (er —1)  if the lepton in event 7 is tight
; =

The total number of fake/non-prompt leptons in the tight sample is estimated by the
sum of weights over all single baseline-lepton events observed in data:

Ni= > w (6.5)

events

onp =[S w? (6.6)

The real and fake efficiencies are parametrised with respected to the pp and || of
the lepton and measured separately for electrons and muons in the data-taking periods
2015/2016, 2017 and 2018. The efficiencies were extracted from control regions that
are orthogonal to the signal region as shown in table

The real efficiencies were obtained from simulated ¢t events, corrected for differences
between data and simulation with scale factors measured in data [222) 293]. The
control region consists of single baseline-lepton events with E%ﬂss > 20GeV and 0 b-
tagged jets. The efficiency from real electrons (muons) ranges from 83% (77%) to 95%
(95%), depending on the lepton pr, |n| and data-taking period. Figure shows the
real efficiencies for electrons and muons ranging from 83% to 95% and 77% to 95%,
respectively.

The fake efficiencies were estimated using single baseline-lepton events in data, with
a reversed requirement on the missing transverse momentum, E{Fiss < 20GeV, to
suppress the real lepton contributions from W-boson and tt events. To calculate the
efficiency, the estimated number of real prompt-lepton events from MC simulation was
subtracted from the number of events with tight and baseline leptons in data before
the ratio of these numbers was taken. The typical contribution of these real events is
in the order of 20-30% and 40-60% for baseline and tight leptons, respectively. The
efficiencies for fake/non-prompt electrons (muons) shown in figure range from 23%
(13%) to 59% (23%), depending on the lepton pr, |n| and data-taking period.

with a statistical uncertainty of
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Figure 6.7.: Real efficiency, defined as the fraction of true prompt leptons passing the
baseline criteria that do also pass the tight criteria, for electrons (left) and
muons (right) for the 2015/16 (top), 2017 (middle) and 2018 (bottom)
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Figure 6.8.: Fake efficiency, defined as the fraction of fake/non-prompt leptons passing
the baseline criteria that do also pass the tight criteria, for electrons (left)
and muons (right) for the 2015/16 (top), 2017 (middle) and 2018 (bottom)
data-taking periods.
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7. Unfolding

The energy asymmetry is measured at the particle level, in the following also referred
to as truth level, to facilitate the comparison with SM and BSM theory predictions as
performed in chapters [0] and [I0] without the need to simulate the detector response as
well as with other experiments which exhibit different detector responses.

The process of correcting measured detector-level distributions for experimental ef-
fects like a finite reconstruction resolution, limited acceptance and efficiency, non-linear
responses and mis-reconstructed events to bring them to the truth level is called “un-
folding”. The Fully Bayesian Unfolding (FBU) [61, 294] method provides the full
posterior probability density for the truth-level distribution by application of Bayesian
inference, taking into account experimental and modelling uncertainties. In this meas-
urement, the AE vs. 0; distribution is observed at the detector level and unfolded to the
particle level, from which the posterior density of the energy asymmetry is calculated.

Section introduces the key idea of the FBU method; the inclusion of systematic
and statistical uncertainties are explained in sections and respectively. Sections
[7.4] and [7.5] describe the sampling of the posterior density of the truth-level distribution
and the calculation of the posterior density of the energy asymmetry, respectively.

7.1. Introduction

Given an observed detector-level spectrum D € NV with N, bins, a background pre-
diction B € N and a response matrix M € RV x RNt the posterior probability of
the truth-level spectrum 7" € R with N; particle-level bins is given by application of
Bayes’ theorem:

P(T|D,M,B) x L(D|T, M, B)r(T) (7.1)

where £(D|T, M, B) is the likelihood function of D conditional on 7', M and B, and
m(T) is the prior probability density for the truth-level spectrum 7', which reflects the
experimentalist’s knowledge about the truth-level distribution 7" before the measure-
ment is performed. In this analysis a so-called “uninformative” prior with a uniform
probability density is used as a conservative choice. With this flat prior equal probab-
ilities are assigned to all T" spectra within a wide range between zero and twice the SM
prediction T':

(7.2)

1 if T; € [0,2T}],Vi € [1, N,
(T) i 6‘[ J,Vi € [1, N
0 otherwise
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Let R = (r;) € R™ and B = (b;) € R™ denote the signal and background predic-
tions, respectively, at the detector-level. Assuming that the number of observed data
events d; in bin ¢ is Poisson distributed with mean r; + b;, the likelihood of observing
the spectrum D = (d;) is given by the product of the Poisson probabilities for each bin:

Ny

L(D|T, M, B) = [ [ Pois(d;|ri(T, M) + b;) (7.3a)
=1

Pois(z|\) = %e_A (7.3b)

The signal distribution at the detector level R is related to the truth-level distribution
T via the response matrix M = (m;;) that models the detector response:

N
€iDix
’l“i(T,./\/l) = E mijtj, mij = fjp”‘ (74)
j=1 acc,t

with efficiency, migration matrix and acceptance fraction defined as follows:

e Efficiency € = (¢;) € RN¢: €; is the efficiency for an event produced in truth-
level bin j to be observed in any detector-level bin, i.e. the combined detector
acceptance, reconstruction efficiency and selection efficiency

e Migration matrix P = (p;;) € RV x R™: The element p;; denotes the conditional
probability for an event produced in truth-level bin j to be observed in detector-
level bin 7 given that it is observed in any detector-level bin

e Acceptance fraction face = (facci) € RN face,i 1s the fraction of events passing
the detector-level selection in bin ¢ that satisfy the fiducial phase-space selection
at particle level

Figure depicts the concatenation of the three bins in 0}, [0,7/4,37/5, 7], and the
four bins in AFE, [—o0, —100,0, 100, co] GeV, to the twelve bins used for the detector-
and particle-level distributions in the unfolding. This binning choice is discussed in
section [9.3.3] The migration matrix, efficiencies and acceptances used in this analysis
are shown in figures [7.2] and The migration matrix is largely diagonal, indicating a
well performing reconstruction; the mean efficiency and acceptance are ¢ = 34.4 % and
face = 69.6 %, respectively. The resulting response matrix is shown in figure [7.4

Figure depicts the individual migration matrices for AF, y;;; and 6; for the non-
optimised and optimised (see eq. event yields. The largest migrations between bins
appear for the energy difference between same-sign bins. The sign of AFE is correctly
reconstructed at the detector level in 94% of all cases. The sign of the rapidity of the
ttj system, yz;, is correctly reconstructed in 98% of all events. For the non-optimised
event yield, the detector-level event is reconstructed in the correct ; bin in 95% of all
cases, taking into account migrations in yz;, this number reduces to 93%.
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Figure 7.1.: Concatenation of the three bins in 6, [0,7/4,37/5, 7], and the four bins
in AE, [—00,—100,0, 100, c0] GeV, to the 12 AE vs. #; bins used both at
the detector and the truth level.
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Figure 7.4.: Response matrix M = (m;;) as estimated with the SM ¢ sample. The
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7.2. Systematic uncertainties

Systematic uncertainties are included by introducing nuisance parameters (NPs)
0 = (%) € R™e with prior probability distribution 7 () into the likelihood from eq.

Ny
L(D|T, M, B,0) = [ [ Pois(d;|ri(T, M, ) + b;(6))) (7.5)

i=1

Let 0 = (05,0,) € RNo:TNo, be the vector of nuisance parameters s = (62) € N§ for
uncertainties in the modelling, object identification, reconstruction and calibration and
0, = (0i) € Ny, the vector for background normalisation uncertainties; one for each
of the Ny, = Ny, background process. The detector-level signal prediction can then be

written as:
Ny,

ri(T, M, 0) = ri(T, M,0) [ 1+ 0FAr} (7.6)
k=1

where r;(T, M, 0) is defined as in eq. and Arf is the relative systematic uncertainty
on the number of signal events in bin ¢ corresponding to the k-th nuisance parameter
95. Similarly, the detector-level background prediction in bin ¢ is given by the sum over
all background processes j:

Np
bi(0) =Y bl (0) (7.7a)
j=1
Ny,
b0) =bl(1+0]A0) | 1+ > 0EAL* (7.7b)
k=1
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Figure 7.5.: Migration matrices for AE (a), the rapidity of the tj system y,z; (b), the
jet scattering angle 6; for the non-optimised (c) and the optimised (d) event
yields; see eq. The elements denote the probability of a reconstructed
event produced in truth-level bin j to be reconstructed in detector-level
bin ¢ given that it is reconstructed in any detector-level bin.

where bz is the nominal background prediction in bin i, Ab’ the relative uncertainty
on the background normalisation corresponding to the nuisance parameter HZ, and
Ab‘g’k the relative systematic uncertainty in bin ¢ corresponding to the k-th nuisance
parameter 9?. The nuisance parameters are not observed and thus integrated out to
obtain the marginal likelihood; this process is also referred to as “marginalisation”:

L(D|T, M, B) = /L(D|T,/\/l, B,0)r(0)do (7.8)

A standard normal prior N'(u = 0,0 = 1) is assumed for the nuisance parameters for
all systematic uncertainties except for the background normalisation uncertainties, for
which a truncated Gaussian distribution is used to avoid unphysical negative event
yields for the background predictions which have normalisation uncertainties of up to
50%.
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7.3. Statistical uncertainties on background predictions

The likelihood introduced in equations [7.3] and does not reflect the fact that the
background predictions suffer from statistical fluctuations due to limited sample sizes
used in their estimation. These statistical uncertainties are taken into account with
an approach similar to that outlined in references [295, [296] by introducing additional
nuisance parameters v = (vy;) € RV=Nr one NP for each detector-level bin. The
total background prediction in each bin ¢ of the detector-level distribution in eq. is
multiplied by ~;:

bi(0, ) = ibi(6) (7.9)

The background estimation b; with a statistical uncertainty of Ab; corresponds to an
auxiliary measurement of 7; = (b;/ Abi)2 background events following a Poisson distri-
bution with the same relative uncertainty Ar;/7; = Ab;/b;. The probability to obtain
b; in the background estimation from a population with mean ;b; can thus be written
as Pois(7;|y7;). This Poisson constraint is added to the likelihood in eq.

Ny
i=1

Since the nuisance parameters v are not observed, they need to be integrated out of
the likelihood like the other NPs:

L(D|T,M,B) = /C(D|T,M,B,G,*y)ﬂ'(@)w(v)dﬁdy (7.11)

where 7(7y) is conservatively chosen as a flat prior similar to that of eq. ranging
from zero to two:

(7.12)

1 if y; €10,2],Vi € [1, N,]
m(7) o )
0 otherwise

7.4. Sampling

The posterior probability distribution of the truth-level spectrum, P(T|D, M, B), is
determined from equations[7.1|and by sampling the N, := N;+Ny+ N, dimensional
parameter space with joint probability density

P(T,0,7|D, M, B) x L(D|T, M, B,0,7)r(T)m(6)() (7.13)
and integrating out the nuisance parameters 6 and ~:
P(T|D, M, B) = /P(T, 6,~|D, M, B)d6dy (7.14)

Setting ¢ = (T, 6,~) and suppressing M and B in the notation, eq. reads:

P(q|D) o< L(D|q)7(q) =: f(q) (7.15)

The simplest possible sampling algorithms are grid sampling and uniform sampling,
where f(q) is evaluated at equally spaced positions and uniformly distributed random
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points along each dimension, respectively. Markov Chain Monte Carlo (MCMC) meth-
ods [297] improve the efficiency by sampling relatively more points in regions with large
likelihoods. The key idea of MCMC methods is to construct a Markov chain X whose
distribution converges to the distribution one wants to sample from. A Markov chain is
a sequence (Xp)nen of random variables that depend only on their direct predecessor:

P(Xn+1 = xn+l‘Xn = Ly eeey Xo == SL‘O) == P(XnJr]_ == [L‘erl‘Xn == fEn) (716)

For homogenous Markov chains, the transition probability P(X,,+1 = Zz41|Xn = x,) is
independent of n and can be interpreted as a Markov matrix K that defines a random
walk where the probability to arrive at y after one step starting from z is given by
K(z,y) = P(Xp+1 = y|X, = z). The Metropolis algorithm [298, 299] starts from a
Markov matrix J(x,y) to define the Metropolis matrix K (z,y)

: 7(y)J(y, :
J(x,y) min (1,%) if ©#y,J(z,y) >0

K(z,y) =140 if £y, J(z,y) =0 (7.17)

1_227&35[((9”773)7 ifxr=y

The fundamental theorem of Markov chains guarantees that the Markov chain defined
by the matrix K(z,y) converges to the distribution 7, i.e. that the probability to
observe X,, =y is given by m(y) as n — oo, independent of the starting state Xy. The
problem of sampling from the posterior distribution 7 thus translates into the problem

of sampling states from the Markov chain X, which can be performed with following
algorithm [300]:

1. Start from an initial value z; = =
2. Sample a new parameter value y from J(z,y)

3. Calculate the probability to accept the new parameter value y:

: m(y)J (v, x)>
Po(y,z) =min ( 1, —<—= 7.18
() =min (1, T 7
4. Draw u from a uniform distribution on the interval [0, 1] and set
y if po > u (7.19)
Tpr1 = :
i zif p, <u

5. Repeat the sampling until the desired number of sampling steps is reached

The output of the sampling algorithm is a list of parameter values (z;) that approx-
imates the target distribution 7. In the case of Fully Bayesian Unfolding, x = ¢ and
the target distribution 7 (z) is given by P(q|D) which is defined in eq. up to a
normalisation factor that cancels out in the acceptance probability p,.

The Hamiltonian Monte Carlo (HMC) [301, 302] method improves the sampling
efficiency by transforming the random walk behaviour in the Metropolis algorithm
to a simulation of Hamiltonian dynamics to increase the acceptance probability. In
statistical mechanics, the probability to observe a system in a state with position ¢

99



Unfolding

and momentum p is proportional to exp(—H (q,p)/T), where the Hamiltonian H is the
energy function and 7' the temperature of the system. Interpreting the parameters
of interest g as particle positions, their negative logarithm corresponds to a potential
energy function U(q) = —In(P(gq|D)). To simulate Hamiltonian dynamics, auxiliary
momentum variables p € RY¢ are introduced together with a kinetic energy function
K(p) =Y, p?/m;, where m; denotes the variance of p;. Setting H(q,p) = U(q) + K (p)
and T = 1 results in the following joint density of ¢ and p:

P(q,p) o< exp(—H(q,p)) (7.20)

Setting x = (¢, p) and 7(x) = P(q,p), the HMC method uses the Metropolis algorithm,
with the random sampling of the proposed new parameter value being replaced by
Hamiltonian dynamics: In the first step of an iteration, the momentum variable p is
replaced by a random draw from a multivariate Gaussian distribution. In step 2, a new
state y = (¢*,p*) is proposed based on a discrete time approximation of Hamilton’s
equations using L steps with stepsize e. Since this proposal is symmetric, J(z,y) and
J(y,x) cancel in step 3. Steps 4 and 5 are identical to the Metropolis algorithm.
The parameters L and € need to be chosen carefully; too large values of L result
in trajectories that loop back, while too small values of L results in a random walk
behaviour. Similarly, too large or small values of ¢ lead to low acceptance rates and
wasted computation time due to too many simulation steps, respectively.

The No-U-Turn Sampler (NUTS) [303] used in this analysis avoids the need to hand-
tune the number of steps L and the stepsize ¢ in the HMC method. To determine
L, NUTS builds a binary tree B of position-momentum states until the trajectory
makes a “U-turn”, i.e. starts to loop back towards another position in the trajectory,
or leads to states with a very low probability. At each sampling step t, B; starts from a
single node = = (p, q) and doubles its number of points in each iteration j by choosing
a random direction v; drawn from a uniform distribution U({—1,1}) and taking 2/
discrete Hamiltonian simulation steps of size vje. The binary tree is expanded until
a continuation of the simulation would reduce the distance between the leftmost and
rightmost states of any subtree. The proposed state y = (¢*, p*) is then randomly taken
from the set of simulated points B;. The stepsize € is adaptively tuned using the dual
averaging scheme of Nesterov [304]. In this scheme, € is updated after each sampling
step t in the tuning phase such that the average acceptance probability of all the states
in B; converges to the target acceptance rate.

This analysis uses four Markov chains with each 10000 sampling steps and 2500
tuning steps, the latter of which are discarded in the final sample, resulting in 40000
sampling points that approximate the posterior distribution defined in eq. The
target acceptance was set to 80%. Multiple chains were used to test convergence with
the Gelman-Rubin statistic [305] |306] and to reveal possible multiple modes in the
posterior. The technical implementation is based on the PYFBU code [307] that utilises
the PYMC3 package [308].

Due to the limited number of sampling steps and the inherent randomness of sampling,
the unfolded asymmetries and their uncertainties will slightly differ each time the un-
folding is performed. In 200 repetitions of the unfolding procedure in data with identical
settings, the relative numerical uncertainties on the unfolded results were found to be
of the order of at most 0.5% and are thus negligble.
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7.5. Asymmetry extraction

The output of the unfolding is a list of truth-level spectrum and nuisance parameter
values, (T,0,~), with a sampling distribution approximating the joint probability dis-
tribution P(T,6,v|D, M, B) defined in equation The posterior probability dis-
tribution of the truth-level spectrum P(T'|D, M, B) is obtained by integrating out the
nuisance parameters as in eq. The posterior probability distribution of the energy
asymmetry can then be calculated as:

P(Ag(6,)|D, M, B) /5<AE(ej) — Ap(0,,T))P(T|D, M, B) dT

where Ag(6;,T) is defined as in eq. In practice, the posterior distribution is
obtained by calculating the energy asymmetry from the truth-level spectrum at each
sampling point. The estimate and variance of the energy asymmetry Ag are given
by the mean and variance of the posterior distribution. The marginalised posterior
distributions of the nuisance parameters are given by projections on the corresponding
one-dimensional nuisance parameter space.
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8. Systematic uncertainties

Various theoretical and experimental uncertainties affect the signal and background
predictions as described in sections and respectively. Section explains the
assignment of nuisance parameters to these uncertainties. Unless stated otherwise, all
nuisance parameters have a Gaussian prior with mean 0 and standard deviation 1.
The treatment of MC statistical uncertainties on the response matrix is explained in
section the inclusion of statistical uncertainties on the background predictions was
discussed in section [7.3]

8.1. Theoretical uncertainties

The theoretical uncertainties considered in this analysis are uncertainties on the inclus-
ive cross sections of the background predictions obtained from simulation as well as tt,
single-top and W+jets modelling uncertainties.

8.1.1. Inclusive cross sections

Nuisance parameters are assigned to the uncertainties in the inclusive cross sections
of the background predictions obtained from simulation. The relative uncertainties
for the two most important backgrounds, W-+jets and single-top, are 5% [309] and
5.3% [289] [290], respectively. A conservative uncertainty of 50% [266] is applied to the
remaining Z-jets, diboson, ¢tV and ttH samples, which contribute by only 3% to the
total expected event yield. Since the predicted number of ¢ events does not enter the
unfolding procedure, no nuisance parameter is assigned to the relative tt cross section
uncertainty of 6.1% [282] which is applied in data/MC comparison plots in section[9.4.1]

8.1.2. tt signal modelling uncertainties

Signal modelling uncertainties affect the response matrix m;; defined in eq. that
is used in the unfolding process. Due to the large number N, x N; of bins in this
matrix, it is not feasible to estimate the systematic uncertainty in each of these bins
in a statistically significant way. Instead, the impact of the systematic uncertainty on
the signal distribution R is considered in the unfolding using eq. as described in
section To decorrelate the impact on R due to the uncertainty in the response
matrix and due to the uncertainty in the truth-level prediction, the nominal response
matrix in eq. is replaced by its systematic variation to obtain an estimate of the
systematic variation of R due to the variation in m;:

ij

N
P (T, M) = mighominal (8.1)
j=0
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Since the energy asymmetry is not affected by the total number of ¢f events, only the
shape differences between the nominal and systematic variation of r; are considered in
the following. Thus, the systematic variations rfySt' are normalised such that their sum
over all detector level bins agrees with the total signal prediction in the nominal sample.
Following tt signal modelling uncertainties were considered in this analysis, where the
codes in brackets denote the dataset identifier (DSID) and the detector simulation
method:

tt parton shower and hadronisation modelling: Uncertainties on the parton shower
(PS) and hadronisation modelling were obtained from the shape-only difference of the
POWHEG+PYTHIA 8 (410470AF) and POWHEG+HERWIG 7.04 (411033AF, 411032AF)
predictions.

tt ME/PS matching: Uncertainties on the NLO ME/PS matching procedure were
estimated from a comparison between the POWHEG and MADGRAPH 5 generators as
well as a variation of the hgamp parameter from 1.5m; to 3.0m;. Since the nominal
POWHEG+PYTHIA 8 (410470AF) sample was produced with different Pythia settings
for top-quark decay matrix element corrections and global recoil in the showering than
the MADGRAPH 5+PYTHIA 8 (410464AF and 410465AF) samples, the first comparison
was performed with the dedicated POWHEG+PYTHIA 8 (411288AF) sample. The sys-
tematic uncertainty from the hgamp variation is obtained from the shape-only difference
between the dedicated POWHEG+PYTHIA 8 (410480AF and 410482AF) predictions and
the nominal POWHEG+PYTHIA 8 (410470AF) prediction.

tt FSR modelling: Uncertainties on final-state radiation were obtained using altern-
ative MC generator weights stored within the nominal POWHEG+PYTHIA 8 (410470F'S)
tt sample which correspond to a variation of the renormalisation scale pug in the final-
state shower by factors of 0.5 and 2.0. Since the FSR variations suffer from large stat-
istical uncertainties, dedicated POWHEG+PYTHIA 8 (407354FS, 407355FS, 407356F'S)
samples filtered by the scalar sum of transverse momenta of all particle-level jets (Hr)
were used to increase the MC statistic.

tt ISR modelling: Three sources of uncertainty were considered for the modelling
of initial-state radiation: variations of the strong coupling constant in the initial state
shower up and down by 10%, represented by variations of the Var3c parameter set
in PyTHIA 8.2, as well as independent variations of pp and purp up and down by a
factor of 2. All these variations were obtained from internal weights of the nominal
POWHEGHPYTHIA 8 (410470FS) sample.

tt parton distribution functions: The uncertainties on parton distribution functions
were evaluated with a set of 30 PDF variations using the PDF4LHC15 prescription.
The PDF variations were obtained using alternative MC generator weights stored within
the nominal POWHEG+PYTHIA 8 (410470FS) sample. The systematic shift for each
nuisance parameter is given by the symmetrised shape-only difference of the nominal
and the varied predictions.

Top-quark mass: Uncertainties on the top-quark mass were considered by varying m;
up and down by 0.5GeV [44] in dedicated ATLFAST-II POWHEG+PYTHIA 8 samples
(411049AF, 411057AF and 411046AF, 411054AF) and comparing these predictions to
the nominal POWHEG+PYTHIA 8 (410470AF) prediction.

Table summarises the tt signal modelling uncertainties used in this analysis.
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Table 8.1.: Summary of ¢t signal modelling uncertainties. The ME/PS matching, PS
& hadronisation and top-quark mass uncertainties were obtained by com-
paring dedicated samples simulated with ATLFAST-II. The FSR, ISR and
PDF uncertainties were evaluated using alternative MC weights stored in
the nominal POWHEG+PYTHIA 8 sample passed through the full detector
simulation. The one- and two-sided systematic uncertainties were symmet-
rised as explained in section [8.3.2]

Uncertainty Description Type

POWHEG+PYTHIA 8 vs. MADGRAPH 5+PYTHIA 8 one-sided

ME/PS matching Variation of hgamp from 1.5m; to 3.0 my one-sided

PS & hadronisation POWHEG+PYTHIA 8 vs. POWHEG+HERWIG 7.04  one-sided

FSR Variation of ur up and down by a factor of 2 two-sided
Variation of g up and down by 10% two-sided

ISR Variation of ur up and down by a factor of 2 two-sided
Variation of pr up and down by a factor of 2 two-sided

PDF 30 PDF variations (PDF4LHC) one-sided
Top-quark mass Variation of m; up and down by 0.5 GeV two-sided

8.1.3. Single-top modelling uncertainties

The following single-top modelling uncertainties were obtained from the samples de-
scribed in section [6.3.1k

Single-top parton shower and hadronisation modelling: The uncertainty in the PS
and hadronisation modelling was estimated by the difference of the POWHEG+PYTHIA 8
(410644-47AF, 410658-59AF) and POWHEG+HERWIG 7.04 (411032-411037AF) pre-
dictions.

Single-top ME/PS matching: Uncertainties on the NLO ME/PS matching procedure
were estimated by the difference of the POWHEG+PYTHIA 8 (410644-47AF, 410658
59AF) and MADGRAPH 5+PYTHIA 8 (412002-412005AF) predictions.

Single-top FSR modelling Uncertainties in the modelling of FSR were obtained us-
ing alternative MC generator weights stored within the nominal POWHEG+PYTHIA 8
(410644-47FS, 410658-59F'S) samples which correspond to up and down variations of
the renormalisation scale pg in the final-state shower by a factor of 2.

Single-top ISR modelling: Uncertainties in the ISR modelling were estimated from al-
ternative MC generator weights stored within the nominal POWHEG+PYTHIA 8 (410644
47FS, 410658-59FS) samples which correspond to three sources of uncertainty: vari-
ations of the PYTHIA 8.2 Var3c eigentune, corresponding to up and down variations of
the strong coupling constant in the initial-state shower by 10%, as well as independent
variations of ug and pupr up and down by a factor of 2.

Single-top parton distribution functions: The uncertainties on parton distribution
functions were evaluated using a set of 30 PDF variations in the PDF4LHC15 pre-
scription obtained using alternative MC generator weights stored within the nominal
POWHEG+PYTHIA 8 (410644-47FS, 410658-59FS) samples. The PDF uncertainties
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Table 8.2.: Summary of single-top modelling uncertainties. The ME/PS matching, PS
& hadronisation and Wt diagram removal (DR /DS) uncertainties were eval-
uated by comparing dedicated samples. The FSR, ISR and PDF uncer-
tainties were obtained using alternative MC weights stored in the nominal
POWHEGH+PYTHIA 8 sample. Single-top PDF uncertainties are fully cor-
related with the t# PDF uncertainties. All one- and two-sided systematic
uncertainties were symmetrised as explained in section m

Uncertainty Description Type

PS & hadronisation POWHEG-+PYTHIA 8 vs. POWHEG+HERWIG 7.04  one-sided

ME/PS matching ~POWHEG+PYTHIA 8 vs. MADGRAPH 5+PYTHIA 8  one-sided

FSR Variation of pur up and down by a factor of 2 two-sided
Variation of ag up and down by 10% two-sided

ISR Variation of pur up and down by a factor of 2 two-sided
Variation of pur up and down by a factor of 2 two-sided

PDF 30 PDF variations (PDF4LHC) one-sided
Wt DR/DS POowHEG+PYTHIA 8 DR vs. DS one-sided

were treated as fully correlated between the s-, t- and Wt-channels as well as with ¢
production. Since their effect is already included in the cross-section uncertainty, only
the shape differences between the varied and nominal predictions were considered.

Single-top W t-channel overlap removal The MC samples used for ¢f and single top
Wt-channel production contain an overlap in the final state described in section [6.3.1
which is accounted for by the diagram removal (DR) [291] approach. An alternative
approach, the diagram subtraction (DS) [291], leads to a different prediction of the
single-top contribution. An uncertainty due to this treatment of the interference was
estimated by the difference between POWHEGHPYTHIA 8 predictions using the DR
(410646-47FS) and the DS (410654-55FS) approaches.

Except for the PDF uncertainties, all of the above uncertainties were considered to
be uncorrelated across the different production channels. Table summarises the
single-top modelling uncertainties.

8.1.4. W +jets modelling uncertainties

The following W +jets modelling uncertainties were obtained from reweighting the nom-
inal SHERPA 2.2.1 samples described in section [6.3.1

W +jets parton shower: The uncertainty in the QSF scale used for resummation of
soft gluon emissions [310] was estimated by varying the scale parameter up and down
by a factor of 2.

W +jets ME/PS matching: The uncertainty in the ME/PS matching was evaluated
by varying the matrix element matching scale (CKKW) [310] up and down by factors
of 1.5 and 1.33, respectively.
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Table 8.3.: Summary of W+jets modelling uncertainties. All W +jets modelling uncer-
tainties were obtained using alternative MC weights stored in the nominal
SHERPA 2.2.1 sample and were symmetrised as described in section [8.3.2}

Uncertainty Description Type

Variation of the QSF scale
up and down by a factor of 2
Variation of the CKKW scale

ME/PS matching up and down by factors of 1.5 and 1.33 two-sided

Parton shower two-sided

Variation of yur up and down by a factor of 2 two-sided

ME scale Variation of ur up and down by a factor of 2 two-sided

HF composition  30% norm. uncertainty on W+b and W+c events one-sided

PDF 100 PDF variations (NNPDF3.0) one-sided

W +jets ME scale uncertainties: Both the renormalisation pur and factorisation pp
scales were varied independently up and down by a factor of 2 [310].

W +jets heavy-flavour (HF) composition: The uncertainty in the fraction of W+jets
events containing jets originating from b- or c-quarks was taken into account by filtering
the W+jet events into separate W+b, W+c and W+light samples and varying the
individual normalisation of the HF samples up and down by 30% [311]. The filtering
was performed based on the number of particle-level b- and c-jets in the event: W—+b
events contain at least one particle-level b-jet, W+-c events at least one ¢- but no b-jet,
and W+light events only light-flavour jets. The relative fraction of events in the signal
region is 33.4%, 45.3% and 21.3%, respectively.

W +jets parton distribution functions: The uncertainties on parton distribution func-
tions were evaluated using a set of 100 PDF variations following the NNPDF3.0 [118]
description, obtained using alternative MC generator weights stored within the nominal
SHERPA 2.2.1 samples. Since their effect is already included in the cross-section un-
certainty, only the shape differences between the varied and nominal predictions were
considered.

Table summarises the W+jets modelling uncertainties.

8.2. Experimental uncertainties

The following sections describe the experimental uncertainties on the integrated lumin-
osity, the pile-up estimation, and the reconstruction of the lepton, jets, and missing
transverse energy.

8.2.1. Luminosity

One nuisance parameter was assigned to the uncertainty in the combined 2015-2018
integrated luminosity of 1.7% [167], obtained using the LUCID-2 detector [312]. This
uncertainty affects only the background prediction estimated from simulation which
was scaled by the luminosity as described in section [3.3.3
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8.2.2. Pile-up

One nuisance parameter was assigned to the up and down variations of the pile-up
weight used to correct the instantaneous luminosity distribution in MC as described in

section [3.3.3]

8.2.3. Leptons

Efficiencies: Lepton identification, reconstruction, isolation, and trigger scale factors [222,
226| were applied to detector-level events as described in sections|3.3.3] |4.1.2) and [4.1.3]
Twelve nuisance parameters were assigned to these uncertainties; one nuisance para-
meter for each scale factor for electrons and two nuisance parameters for each scale
factor for muons, reflecting statistical and systematic uncertainties.

Energy and momentum scale and resolution: Systematic uncertainties in the energy
and momentum scale and resolution corrections [225| 226| described in sections [4.1.2
and were taken into account with two nuisance parameters for electrons and five
nuisance parameters for muons.

The electron energy scale and resolution uncertainties are related to pile-up, the
calibration of the calorimeter layers, the material in front of the calorimeter, non-
linearity of the cell energy measurement, and modelling of the shower shape on the
electron energy scale and resolution corrections. The systematic uncertainty in the
energy scale ranges from 0.03% to 0.2% and increases with |n|. The relative uncertainty
in the energy resolution ranges from 5% for electrons with 30 GeV < Ep < 60 GeV to
50% for high-energetic electrons.

The muon momentum scale and resolution uncertainties correspond to the variation
of several fit parameters as well as misalignments of the MS chambers. The uncertainties
in the momentum scale varies from 0.05% for |n| < 1 to 0.3% for |n| ~ 2.5; the
momentum resolution uncertainty ranges from 1.7% to 2.9%.

8.2.4. Jets

Jet energy scale and resolution: Small-R and large-R jets were calibrated as described
in section[4.1.4] Uncertainties on the jet energy scale from the in-situ measurements like
analysis selection cuts, event topology dependence, simulation mis-modelling, statist-
ical limitations and uncertainties in the calibration of the electrons, muons and photons
were taken into account by 15 (16) effective nuisance parameters for small-R (large-R)
jets [233] [234]. These effective nuisance parameters were obtained from an eigenvector
decomposition of the combined covariance matrix and are grouped into detector, stat-
istical, modelling and mixed uncertainty sources. 18 nuisance parameters cover the
uncertainties on pile-up, flavour dependence, and additional effects. The systematic
uncertainty on the jet energy scale ranges from 1% to 5% for small-R jets [234] and
from 1% to 2% for large-R jets [233].

Jet mass scale and resolution: The relative uncertainty on the jet mass scale (JMS)
and jet mass resolution (JMR) range from 1%-5% [233] and 10%-20% [240|, respect-
ively. There are 18 NPs for uncertainties on the JMS, seven related to the forward
folding method, nine to the R, method and one to the event topology. 11 NPs were
considered for the JMR uncertainties. The dominating uncertainties originate from
parton shower and hadronisation modelling.
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Jet-vertex-tagging: One nuisance parameter was assigned to variations of the JVT
weight described in sections and reflecting a 2% systematic uncertainty on
the hard-scatter jet efficiency due to potential mis-modelling of the JVT distribution
in simulation.

B-tagging: Uncertainties affecting the b-, ¢- and light-jet b-tagging efficiencies from
statistical sources and systematic uncertainties related to the detector calibration and
physics modelling were taken into account by an eigenvector decomposition of the full
covariance matrix in bins of jet pr [220]. These eigenvector variations were applied
to the b-tagging scale factors described in section together with the uncertainty
from the extrapolation to higher pr regions above 400 GeV. There are nine, four and
four nuisance parameters on the b-, c- and light-jet b-tagging efficiencies, respectively,
as well as two nuisance parameters on the extrapolation.

Top-tagging: Uncertainties on the ¢, multijet and «y+jet modelling, large-R jet en-
ergy scale and jet energy resolution, flavour-tagging uncertainties and other detector
experimental uncertainties on the top-tagging scale factors described in section [4.1.4]
were taken into account by up and down variations of the scale factors according to the
uncertainty sources. There are 18 nuisance parameters covering these variations.

8.2.5. Missing transverse energy

Two nuisance parameters are assigned to the total uncertainty on the scale and res-
olution of the soft track components of E}'*® [263]. All remaining components are
associated with reconstructed objects and affected by the corresponding uncertainties.

8.3. Smoothing, symmetrisation and pruning

The following sections describe the smoothing procedure applied to mitigate effects due
to statistical fluctuations in the modelling uncertainty estimates, the symmetrisation
of systematic uncertainties and the assignment of nuisance parameters, as well as a
pruning method to reduce the number of nuisance parameters to save computing time
in robustness studies.

8.3.1. Smoothing

In order to mitigate effects due to statistical fluctuations in the MC samples used
to estimate modelling systematic uncertainties a “smoothing” procedure was applied.
To assess the statistical significance of the systematic variation in a given bin of the
detector-level AE vs. 0; distribution, defined as the relative difference between nom-
inal and systematically varied event yields, a bootstrapping method similar to that
outlined in reference [313] was used. For each event, n weights were drawn from a Pois-
son distribution with mean 1 and the event was reweighted by each of these weights,
resulting in n replicas of the nominal and systematically varied distributions. The ran-
dom number generator was seeded with the event number and dataset identifier such
that identical events received identical reweightings to account for correlations between
samples simulated with the same generator.

The smoothing procedure was applied independently in each of the three ¢; bins,
starting with four AE bins. The uncertainty in a AFE bin is considered to be statistically
significant if it is more than two standard deviations away from 0. This 2o criterion
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Figure 8.1.: ¢t matching uncertainty before (left) and after (right) smoothing. The
error bars correspond to the MC statistical uncertainty estimated as the
standard deviation of the corresponding replicas.

gives a probability of 1 — 0.95% = 19% that an uncertainty caused by a statistical
fluctuation passes the significance criterion; a 1o criterion would give a probability of
80%.

If the uncertainty in at least one of the four AE bins in a ¢; bin is significant,
the uncertainty in all four bins is left unchanged. Otherwise, the same-sign AFE bins
are merged, resulting in two AFE bins. If any of these have a statistically significant
uncertainty, the uncertainties of these two bins are applied to the corresponding un-
merged bins. Otherwise, all four AE bins are merged. If the uncertainty on the
combined bin is significant, the uncertainty in all four bins is set to this value, effectively
removing the shape of the systematic uncertainty, but keeping its normalisation.

The application of the smoothing procedure for the ¢ matching uncertainty is illus-
trated in figure From the four AFE bins in the central §; bin, the uncertainty in
at least one of the four AFE bins is statistically significant by more than two standard
deviations, such that the uncertainties were kept unchanged. In the first 6; bin, only
the uncertainty on the combination of the four AFE bins was found to be statistically
significant, thus the same relative uncertainty was applied to all four bins. In the
last 0; bin, neither the individual bins nor the merged combinations were found to be
statistically significant; thus the uncertainty was set to zero in all four AFE bins.

Figure [8.2] shows the application of the smoothing procedure on the tf, W+jets and
single-top modelling uncertainties. In most cases, systematic uncertainties obtained
from reweighted events tend to be statistically significant due to the high correla-
tion between the systematically-shifted and the nominal distributions resulting in a
small statistical uncertainty. For ¢f modelling, the parton shower “AFPH7”, matching
“hdamp” and mass variation systematic uncertainties were found to be statistically in-
significant and were thus removed. The systematic uncertainties based on reweighting
were mostly kept, while the FSR uncertainty was smoothed away in all but the central
; bin due to a large spread of FSR weights resulting in a non-negligible statistical
uncertainty despite the correlation with the nominal distribution. For W+jets, all of
the systematic variations are statistically significant, except for the up variations of the
factorisation and renormalisation scales in the central ¢; bin.

110



Systematic uncertainties

Smoothed to zero Smoothed to zero

Single-top Wt matching
Single-top Wt parton shower
Single-top Wt DR/DS

" Single-top Wt FSR (down)
tf mass (down) Single-top Wt FSR (up)
tt mass (up) Single-top Wt ISR as (down)

tE ISR as (down) Single-top Wt ISR as (up)
ISR as (up) Single-top Wt g (down)

tt 1 (down) Single-top Wt r (up)

i Single-top Wt g (down)

tt r (up) Single-top Wt g (up)

tf matching |
tt parton shower:
tt matching (hgamp)

tt g (down) E Single-top s-chan. matching
tF i (up) i Single-top s-chan. parton shower
SR (down) Single-top s-chan. FSR (down)
. Single-top s-chan. FSR (u
tEFSR (up) Smgle~logp 5~chpan, ISR as 1do(w::
W+jets CKKW (down) Single-top s-chan. ISR as (up)
W-jets CKKW (up) single-top s-chan. ¢ (down)
W+jets HFg (down) Single-top s-chan. r (up)

Single-top s-chan. g (down)

W-ets HFg (up)
Single-top s-chan. ug (up)

W+jets HFc (down)

® Single-top t-chan. parton shower
W+jets HFc (up) Single-top t-chan. FSR (down)
W-jets QSF (down) Single-top t-chan. FSR (up)

W-+jets QSF (up) Single-top t-chan. ISR as (down)
Weets y (down) Single-top t-chan. ISR as (up)
Wjets s (up) P Single-top t-chan. ur (down)
Single-top t-chan. yg (up)

W+jets g (down) H } Single-top t-chan. iz (down)
Wets g (up) b Single-top t-chan. uq (up)

e 3 O O OO & OO P 3 O OO O OO
S S . S S . LS S .S S MR IR S S O SRS
N SO S L F S S O e 6eny T T ST D Sy A MEGeV]
v S A SR A S oY 7 v S A S oY 7 ¥ S oY 7
& ® &9 & O &9 TGN
0sg<n/4 n/4 < 6;<3n/5 3n5<6=<n 0s6<n/4 n/4 <6;<3n/5 3n5<6=n

Figure 8.2.: Smoothing for the tf, W-+jets (left) and single-top (right) modelling uncer-
tainties. The smoothing procedure is applied independently in the three 6;
bins. Systematic variations in green are found to be statistically significant
and are thus kept unaltered, while those in red are set to zero. Same-sign
AF bins are merged for blue variations. For systematic variations in yel-
low, the shape information is removed by merging all four AF bins

8.3.2. Symmetrisation

Systematic uncertainties are included in the FBU via nuisance parameters as described
in section For each nuisance parameter and sample, a relative systematic uncer-
tainty Ar; or Ab; is assigned in each bin i of the AE vs. 8; detector-level distributions
in equations[7.6|and [7.7] For one-sided systematics, this uncertainty in bin 7 is given by
the relative difference of the systematically-shifted r?ySt' and nominal 7}'°™ detector-

level event yields:
rsyst.

-
AT‘Z': !

nom.
(2

For two-sided variations, the average absolute difference between the up- and down-
sided variation with respect to nominal is taken as magnitude of the uncertainty,

nom.
7

(8.2)

r

up Tpom1nal| + | pdown
2 ? 2
2

where the sign of Ar; is given by the sign of the difference of the up and down variations:

’ r _ T.;lominal|

|Ari| = (8.3)

u d TPP . Tdown
sign(Ar;) = sign(r;” — r{"") = PP pdown] (8:4)
i i

Similar equations hold for the background prediction b; and its uncertainty Ab;.

The information on the sign of the relative uncertainty in all bins of the reconstruction
level distribution ensures the preservation of the correlation structure between the bins.
Figure illustrates the symmetrisation of the ¢t FSR uncertainty before and after
smoothing. All ¢ modelling uncertainties after smoothing and symmetrisation are
shown in figure [8.4
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Figure 8.3.: Symmetrisation of the ¢t FSR uncertainty before (left) and after (right)
smoothing. The error bars correspond to the MC statistical uncertainty
estimated as the standard deviation of the corresponding replicas.

8.3.3. Pruning

A pruning procedure was applied in some optimisation and robustness studies described
in sections [9.2] and [9.3] to reduce the number of nuisance parameters used in the un-
folding to save computing time and disk space requirements. A systematic uncertainty
is discarded if the maximum absolute value of the relative uncertainties in all AE vs.
6; bins is below a threshold p for t¢ signal and below 4p for all background samples.
Figure illustrates the pruning procedure in case of the ¢ modelling uncertainties.
The tt mass, parton shower, and hqamp uncertainties were smoothed away as described
in section m and were thus discarded for all possible pruning thresholds. The tt
matching and FSR uncertainties on the other hand will be kept for all illustrated prun-
ing thresholds. In this analysis, a pruning threshold of p = 0.005 was applied, reducing
the number of nuisance parameters from 339 to 154. The impact on the uncertainty
after unfolding was found to be less than 3% across all 6; bins.
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Figure 8.4.: Modelling uncertainties on the AE vs. ; tt signal distribution after
smoothing and symmetrisation. The error bars correspond to the MC
statistical uncertainty estimated as the standard deviation of the corres-
ponding replicas. The ¢ mass, parton shower, and hgam, uncertainties were
found to be statistically insignificant in all bins and are thus not shown.
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Figure 8.5.: Pruning of the ¢f modelling uncertainties. For a given threshold, systematic
uncertainties in green are kept while those in red are discarded. The tt
matching, FSR and ISR uncertainties are kept for a pruning threshold of
0.005.

8.4. MC statistical uncertainties on the response matrix

The uncertainty from the limited size of the MC sample used to estimate the response
matrix was evaluated by repeating the unfolding procedure for n = 200 replicas of the
response matrix defined in eq. keeping all other inputs fixed. The replicas were
obtained with the bootstrapping method described in section taking into account
correlations between identical events at the particle and the detector level.

Figure [8.6] shows the unfolded inclusive and differential asymmetries and their uncer-
tainties in data, considering only data statistical uncertainties. The covariance matrix
of the mean values of the asymmetries yields an estimate of the uncertainties and their
correlations from limited MC statistics in the signal sample. The evolution of these
uncertainties with the number of replicas is shown in figure 87 They are found to
converge for n £ 100 and decrease with the number of events in the corresponding bin;

see table [0.16] in section [0.4.1]
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Figure 8.6.: Asymmetries and uncertainties after unfolding with data statistical uncer-
tainties only for each of the 200 replicas. The numbers denote the mean
values and standard deviations of the asymmetries Ag and their uncertain-
ties AAg.
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9. Measurement

This chapter presents the energy asymmetry measurement using 139fb~! of proton-
proton collision data collected by the ATLAS experiment during the 2015-2018 data-
taking period. The results of this measurement were published in reference [83].

The full analysis chain from event selection, reconstruction and unfolding was set up
and optimised using pseudo-data, effectively blinding the recorded data to avoid any
biases. The expected results of the energy asymmetry measurement are presented in
section Section discusses the main alternatives considered in the optimisation;
various robustness tests are illustrated in section [0.3l The results measured in data
are presented in section Section [9.5] gives an outlook for the energy asymmetry
measurement in future data-taking periods.

9.1. Expectation

This section describes the expectation of the energy asymmetry measurement using
pseudo-data obtained from the sum of the nominal ¢¢ signal and background predictions
described in chapter [6f The events were selected and reconstructed as described in
chapter Section shows the results of the unfolding procedure described in
chapter [7} the impact of systematic uncertainties is discussed in section

9.1.1. Expected unfolding results

The Fully Bayesian Unfolding method provides a full posterior distribution of the
particle-level AE vs. ; distribution from which the posterior distribution of the energy
asymmetry is calculated as described in section Figure [0.1]illustrates the marginal-
ised posterior distributions of the inclusive and differential energy asymmetry obtained
from the unfolding procedure before adding MC statistical uncertainties on the response
matrix. These distributions are found to be Gaussian shaped as can be seen by the
overlay of a x? fit with a standard normal distribution; the quoted standard deviations
can thus be easily interpreted as 68% confidence levels. The true particle-level asym-
metries and the unfolded asymmetries are compared in table The full covariance
matrix of the energy asymmetry obtained from the sum of the covariance matrix of the
posterior distribution after unfolding and the covariance matrix corresponding to the
MC statistical uncertainty as described in section [8.4]is shown in table

The expected sensitivity of the energy asymmetry is evaluated with a goodness-of-fit
test |[314]. Assuming that the energy asymmetry Ag is Gaussian distributed with mean
u and covariance matrix C, the x? value defined as:

X} = (Ap — )"0~ (Ap — p) (9-1)

follows a chi-square distribution with v degrees of freedom, x?2, where v = 3 is the
number of ; bins for the differential energy asymmetry and v = 1 for the inclusive
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Table 9.1.: True particle-level asymmetries and unfolding results for pseudo-data.
“Truth” denotes the true particle-level asymmetry in pseudo-data with MC
statistical uncertainties. The unfolding was performed with expected data
statistical uncertainties only (“Stat. only”) and with both expected data
statistical and systematic uncertainties (“Stat.+Syst.”).
ical uncertainties on the response matrix “MC stat.”
described in section The total uncertainties were obtained by adding

the “Stat.+Syst.” and “MC Stat.” uncertainties in quadrature.

Scenario

: 3 3
Inclusive 0<6,; < 150, <= F<0;<m
Truth (—0.64 £0.16) (0.65+0.31) (—2.30£0.27) (0.0540.27)
Stat. only (—0.65+0.77) (0.56 £1.53) (—2.31+1.34) (0.10+1.32)
Stat.+Syst. | (=0.67 £1.02) (0.554+1.99) (—2.33£1.90) (0.104 1.56)
MC stat. 0.25 0.52 0.42 0.42
Total (—0.67+£1.05) (0.55+2.05) (—2.33+1.95) (0.10+1.61)
%] P T L R B 0 0.06— L L
50.06-Simulation inclusive 4 4 [ Simulation 0<B<m4 |
E [ Vs=13TeV, 139 fb* Mean=-0.007 |  §O0.05] (s=13 TeV, 139 fo* Mean=0.005
& 0.05 Std=0.010 1 & F Std=0.020 |
‘6 E E BOO C 1
g0.04; E g F ]
S003- ER b E
o002 4 gooz- E
© F ] © r ]
E 0.0 -4 E00I E
[=] E B =] r b
P4 L ] b4 L 7
0"==004 -0.02 0 =0. 0.1
Ac Ac
S ooe-Simulation ~ mwasg<sws]| S, Simulation = swssesn
£ F Vs=13 TeV, 139 fb™ Mean=-0.023 E 7L {s=13 TeV, 139 fo* Mean=0.001 |
3 0.05 Std=0.019 1 & [ Std=0.016 1
5 1 5004 =
50.04 1 8 ]
E F 1 goo3f 1
2003 ER- S ]
Eo.oz? = EO'OZf E
E 001 4 Eoor g
2 1 2 ° 1
1

Figure 9.1.: Marginal posterior distributions of the inclusive and differential energy
asymmetry in pseudo-data without MC statistical uncertainties on the re-

0.
Ae

o

-0.06-0.04-0.02 0

0.02 0.04 0.06
AE

sponse matrix. A Gaussian fit to the data was overlaid in red.

118

The MC statist-
were evaluated as



Measurement

Table 9.2.: Expected covariance matrix of the energy asymmetry obtained from pseudo-
data in [1074]. The covariance between the pairs of §; bins was obtained by
the sum of the covariance of the posterior distribution after unfolding and
the covariance corresponding to the MC statistical uncertainties as described

in section @

0<0;<i §<0;<F FT<O<n

0<6; <T | 4.2205 -0.1066 -0.1289
% <6; <3| -0.1066 3.7853 -0.0894
ST <g;<m | -0.1289 -0.0894 2.6063

energy asymmetry. Since the x?2 distribution has a mean of v, the reduced x?, defined
as Y2 /v, serves as a measure of goodness-of-fit. Reduced x? values below one indicate
that the data fits the hypothesis better than expected on average given the size of the
measurement uncertainties, while values much larger than one give reason to doubt the
hypothesis. A quantitative measure is the p-value, defined as the probability under the
null hypothesis to observe an asymmetry that has an equal or larger discrepancy from
the prediction than the measured one:

p=1.0-CDF,:(x% (9.2)

where CDF,2 , is the cumulative distribution function of the x? distribution with v
degrees of freedom. In physics analyses, the p-value is typically expressed in terms of
the significance level Z defined as the number of standard deviations ¢ corresponding

to an area equal to 1 — p under the normal distribution N (u, o) [315] [316]:
Ppu—Zo<X<p+Zo)=1-—p (9.3)
The significance level Z is then given by:
Z = CDF,/ (1 - p/2) (9.4)

where CDF s is the cumulative distribution function of the standard normal distribution
N(0,1). The expected significances of the energy asymmetry obtained in pseudo-data
with the covariance matrix shown in table [9.2) with respect to the null hypothesis that
the energy asymmetry is zero in all 6; bins (u = 0) are listed in table

9.1.2. Expected systematic uncertainties

The Fully Bayesian Unfolding method provides a full posterior distribution of the energy
asymmetry from which the marginalised posterior distributions in the individual bins
shown in figure were obtained. These distributions provide estimates for the mean
value and total uncertainty of the energy asymmetry, but not for the contributions of
the individual systematic uncertainties. A typical approach to assess the impact of the
individual uncertainties is to repeat the unfolding for each uncertainty by fixing the
corresponding nuisance parameter to its best-fit value 8 shifted by its uncertainties o
and to compare the unfolding results |66]. This approach, however, requires much

119



Measurement

Table 9.3.: Expected significance of the energy asymmetry with respect to the null
hypothesis that the asymmetry is exactly zero (u = 0) evaluated with a
x? goodness-of-fit test for the inclusive and differential asymmetries as well
as the individual bins. The x2, x?/v, p and Z values were calculated as

described in equations to

x> X2 /v p Z

Inclusive 0.41 0.41 0.5225 0.64
Differential 1.49 0.50 0.6841 0.41
0<60;, <% 0.07 0.07 0.7903 0.27

T<O; <3| 144 144 02308 1.20
F <O <7 |<001 <001 09482 0.06

computing time due to the many nuisance parameters for which the unfolding needs to
be repeated. Therefore, an alternative approach based on the idea of linear regression
is used in this analysis. Approximating a function y = f(x) to linear order in z, it can
be written as [316]:

B Cov(y, )

y=atpe, a=y)-pfl) b= 0

(9.5)
where a and /3 are the estimates of a x? minimisation, assuming that y follows a normal
distribution for a given value of . The change in y, Ay, due to a change in z, Ax, is
thus given by:

Cov(y, z)
Ay=—""+= 9.6
Y Cov(z,x) (9:6)
and the effect of a one o variation in x, Ax = o, on y reads:
B Cov(y,x)a _ Cov(y, z) 9.7)

~ Cov(z,z) " o

The post-marginalisation impact on the energy asymmetry in bin ¢ due to a one o shift
of the nuisance parameter 6 is thus given by:

COV(AiE'v Hk)

AA% =
Cov (O, Ox)

(9.8)
The covariances were estimated by the sample covariances of the joint posterior distri-
butions of AiE and 0. The pre-marginalisation impact of a systematic uncertainty was
obtained by multiplying the post-marginalisation impact AA% with the ratio of the
pre- to post-marginalisation standard deviation of its nuisance parameter. Figure [0.2]
shows a ranking of the expected systematic uncertainties by their impact on the inclus-
ive and differential energy asymmetry. For comparison, the expected data statistical
uncertainty was obtained as the standard deviation of the posterior energy asymmetry
distribution in the unfolding of pseudo-data with all nuisance parameters fixed to their
post-marginalised central values. The impact of the MC statistical uncertainty on the tt
response matrix was evaluated with the bootstrapping method described in section 8.4
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Figure 9.2.: Ranking of expected systematic uncertainties on the inclusive and differ-
ential energy asymmetry. Blue and red areas show the impact on the
energy asymmetry from a one ¢ variation of the corresponding nuisance
parameter as defined in eq. [0.8] The means and standard deviations of
the posterior distributions of the nuisance parameters, normalised to their
pre-marginalisation standard deviations, are illustrated by black dots and
error bars, respectively.
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With the same number of parameters of interest as observables and a uniform prior
for the truth-level AE vs. §; distribution, the post-marginalisation distributions of
the nuisance parameters are not expected to deviate from their pre-marginalisation
distributions. The joint probability of the parameters of interest and the nuisance
parameters given in eq. does not impose a penalty on nuisance parameter values
deviating from their pre-marginalisation central values except for the decreasing prior
probability. For each value of the nuisance parameters drawn randomly from their
prior distribution, there exists a parameter of interest value such that the prediction
matches the data in all bins, leaving the likelihood in eq. [7.5] unchanged. With a
different number of observables than parameters of interest, or a non-uniform truth-
level prior distribution, this would no longer be the case, and the post-marginalisation
distributions of the nuisance parameters would be expected to be constrained compared
to their pre-marginalisation distribution as studied in section [9.3.4

Indeed, the post-marginalisation distributions of the standardised nuisance paramet-
ers have a mean around zero and a standard deviation around one. Small correla-
tions between the systematic uncertainties, especially with the background normal-
isation uncertainties with truncated prior distributions, can lead to small deviations
in the mean value. Figure [9.3] shows the correlations of the 20 highest ranked sys-
tematic uncertainties with each other and with the inclusive and differential energy
asymmetries. It has been checked, however, that the mode of the joint probability in
eq. is obtained for nuisance parameter values corresponding to the mode of their
pre-marginalisation systematic uncertainties using the maximum a posteriori (MAP)
estimation in PyMC3 [308].

The data statistical uncertainty is expected to be by far the largest uncertainty in all
bins of the inclusive and differential energy asymmetrys; it is the largest in the first 6; bin
with the highest number of events, and of similar size in the central and last 6; bins; see
table for the event numbers in the individual bins. The MC statistical uncertainty
on the response matrix is among the highest ranked systematic uncertainties in all
bins. In the central §; bin, the uncertainty on the ¢t final-state radiation is dominating,
while it does not appear in the first and last bin, as it was found to be not statistically
significant as shown in figure [8:3] and discussed in section [8.3.1]

To assess the impact of the systematic uncertainties by category, Gaussian error
propagation is applied. The covariance matrix of a function f(z) is given by [317]:

Cov; = GCov, G (9.9)

where Cov,, is the covariance matrix of x and G the matrix given by the derivatives of

f with respect to x: G;; = gﬁ; For the energy asymmetry, this equation reads:

DA%,
6,

Cov(Alz, AL) = A2 Cov(0), 0)

e (9.10)

where the derivatives of A”jE with respect to nuisance parameter 6, are approximated
by A% /00, = AAY /Ay, = Cov(AY, 0;)/Cov(by, 0k) as in eq. Table shows the
expected impact of the systematic uncertainties on the inclusive and differential energy
asymmetry by category.
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Figure 9.3.: Correlation matrix for the highest ranked expected systematic uncertain-
ties in pseudo-data with each other and with the inclusive and differential
energy asymmetry. For better visibility, the correlations are scaled by a
factor of 100.

The jet energy resolution uncertainty is by far the largest systematic uncertainty in
the first 6; bin and much smaller in the central and last 6; bins. This is explained
by the distribution of the pseudorapidity of the associated jet in the three ¢; bins
shown on the left in figure [0.4] The kinematic selection of a small jet scattering angle
with respect to the incoming parton in the ¢£j system corresponds to jets close to the
beamline, i.e. with large absolute values of the pseudorapidity. The JER uncertainty
increases with the absolute value of |n| within the considered fiducial volume [234] as
shown on the right in figure due to the increasing detector material in front of the
calorimeters [318] and the discontinuities created by the transition region between the
barrel and endcap region around |n| ~ 1.4 described in section In the central ¢;
bin, the ¢¢ modelling uncertainties are the dominating systematic uncertainties, mostly

123



Measurement

Table 9.4.: Expected energy asymmetry uncertainties by category. The uncertainty of
each category is calculated with Gaussian error propagation using eq.
Uncertainties in the luminosity and cross sections of the Z+jets, V'V, ¢tV
and ttH backgrounds are found to be negligible and are thus not listed.

Scenario AAg [1077]
inclusive 0<6; <7 £§0j<3§ %’fgejgrr

Data stat. uncertainty (exp.) 0.77 1.50 1.30 1.30
tt modelling 0.33 0.09 0.90 0.33
tt response MC statistics 0.25 0.52 0.42 0.42
W +jets modelling and PDF 0.28 0.29 0.47 0.36
Single-top modelling 0.20 0.25 0.52 0.24
tt and single-top PDF 0.04 0.07 0.09 0.06
Multijet 0.25 0.49 0.48 0.44
Jet energy resolution 0.34 1.00 0.41 0.33
Other detector uncertainties 0.17 0.45 0.42 0.26
Total 1.10 2.10 2.00 1.60

driven by FSR, ISR and matching uncertainties. Additional radiation can change the
energies of the reconstructed top-quark candidates, and additional jets can disturb
the correct assignment of jets to these candidates. Different radiation and matching
assumptions will thus move events between different energy bins in the AE vs. §;
distribution as illustrated in figure this effect is more relevant in the central ¢; bin,
where the different energy bins have closer populations than in the other angular bins.
Migrations in the energy bins have thus a larger relative impact in the central 0; region.

In the last 6; bin, the absence of these effects leads to much smaller JER and ¢t
modelling uncertainties. Thus the uncertainty in the multijet estimation becomes the
dominating systematic uncertainty, which itself is mostly driven by the statistical un-
certainties in the data-driven estimate described in section [6.3.2] as can be seen in the
high ranking of the s in figure In each 6; bin, the effect of the 4's corresponding
to the positive (negative) AFE bins decrease (increase) the energy asymmetry.
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Figure 9.4.: Pseudorapidity 7 of the associated jet in the three 6; bins in simulated fi-
ducial ¢t events at the detector level with MC statistical uncertainties (left)
and jet energy resolution systematic uncertainty as a function of 7 [234]
(right). This analysis uses PFlow+JES jets as described in section m

9.2. Optimisation studies

This section describes the optimisation of the binning in the jet scattering angle 6; and
discusses the main alternatives in the event selection and reconstruction to the chosen
setup described in chapter

9.2.1. Binning of the jet scattering angle

The SM prediction of the energy asymmetry at the parton level exhibits a minimum at
6; ~ 2m /5, which increases in absolute value for the boosted compared to the loose phase
space; see figures and in section The goal of this analysis is to measure
the energy asymmetry at the particle level in the 6; region with the highest possible
significance. Thus the 0; range is divided into three bins, where the central bin covers
the minimum of the energy asymmetry. The bin boundaries were chosen to maximise
the expected statistical significance of the energy asymmetry at the particle level in the
central bin. Figure [9.5] shows the SM prediction of the differential energy asymmetry
in the boosted phase space at particle level, obtained from simulated ¢t events with
the nominal POWHEG+PYTHIA 8 generator as described in section with the event
selection and reconstruction described in section |5} The energy asymmetry is clearly
negative in the central ; region. Table shows the expected energy asymmetries and
their statistical uncertainties, assuming that the event numbers are Poisson distributed,
for a selection of tested bin boundaries. The highest expected statistical significance for
the energy asymmetry in the central bin, A2, is obtained in the range m/4 < 6; < 3m/5.

Differing response matrices and systematic uncertainties between the binning choices
may give rise to a different optimal binning choice when taking into account the unfold-
ing procedure from the detector to the particle level. The unfolding procedure was thus
repeated for the various binning choices, including all systematic uncertainties without
smoothing except for MC statistical uncertainties on the response matrix. As can be
seen in table the optimal binning choice remains unaltered when unfolding effects
and systematic uncertainties are taken into account.
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Figure 9.5.: SM prediction of the energy asymmetry at the particle level in ¢t events

obtained with POWHEG+PYTHIA 8 as described in section [6.2.1
bars denote the MC statistical uncertainties.

Error

Dashed lines indicate the

optimal binning that yields the highest statistical significance of the energy
asymmetry in the central bin, assuming that the event numbers follow a

Poisson distribution as in data.

Table 9.5.: Expected asymmetries and statistical uncertainties for various binning
The energy asymmetry in the
central bin, AQE, is expected to have the highest statistical significance
Z = |A%|/AAZ within the range 7/4 < 6; < 37 /5 indicated by bold num-
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choices of the jet scattering angle 6;.

bers.

O [m/20] O [w/20] AL [107%] AAL[107%]  Z
4 11 -1.94 1.23 1.58
4 12 -1.90 1.17 1.62
4 13 -1.68 1.12 1.51
5 11 -2.40 1.38 1.74
5 12 —-2.30 1.30 1.77
5 13 -1.99 1.23 1.62
6 11 -2.38 1.57 1.52
6 12 -2.26 1.45 1.56
6 13 -1.89 1.35 1.40
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Table 9.6.: Expected unfolding results for various binning choices in the jet scattering
angle 0;. The unfolding was performed taking into account all systematic
uncertainties without smoothing excluding MC statistical uncertainties on
the response matrix. The energy asymmetry in the central bin, AQE, is
expected to have the highest significance Z = A% / AA% within the range
7/4 < 60; < 37n/5 indicated by bold numbers.

O [w/20] 0% [r/20] AL [107?] AAL[107%]  Z

4 11 —2.03 2.02 1.01
4 12 —1.96 1.90 1.03
4 13 —-1.73 1.68 1.03
) 11 —2.43 2.13 1.14
5 12 —-2.33 2.03 1.15
) 13 —-1.99 1.85 1.08
6 11 —2.45 2.44 1.00
6 12 —2.32 2.11 1.10
6 13 —1.94 2.01 0.97

9.2.2. Selection and reconstruction optimisation

The event selection and reconstruction criteria described in chapter [f| were based on typ-
ical analyses in the boosted lepton+jets channel such as differential cross section [266]
and rapidity asymmetry [65] measurements. These criteria were optimised to yield the
highest expected sensitivity to the energy asymmetry in the central 6; region, while
maintaining a high signal purity, efficiency and acceptance, as well as a good reconstruc-
tion of the top-quark candidates. This section first introduces a subset of alternative
selections centred around the baseline selection and then explains the metrics used to
choose the optimal selection. Eventually, the chosen trade-off between those metrics is
motivated.

The first two alternative selections affect the choice of the top-tagger and the b-
tagging working point at the detector level. As described in section [£.1.4] there exist
inclusive and contained top-tagging definitions at the 50% and 80% working points.
As this analysis is dominated by statistical uncertainties, only the looser 80% working
points were considered. The first alternative selection, labelled as “Inclusive top-tagger”
uses the inclusive instead of the contained definition. The second alternative selection
“b-tagging 77% WP” uses the tighter 77% working point for the b-tagging algorithm
described in section instead of the 85% working point.

The next two selection variations affect the pr and hadronic top identification require-
ments at the particle level. The baseline particle-level selection was chosen as close as
possible to the detector-level selection to minimise bin-to-bin migrations and to ensure a
balanced relationship between efficiency and acceptance defined in eq. [7.4]in section
Loosening particle-level selection requirements will increase the acceptance while de-
creasing the efficiency, keeping the number of detector-level events unaltered. In the
baseline selection, the transverse momenta of the hadronic top and the associated jet
candidates are required to be above 350 and 100 GeV, respectively. The first alternative
selection, labelled as “reduced pr”, lowers these requirements to 330 GeV and 90 GeV,
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respectively, at the particle level. The b-flavour and mass, m(j,) > 140 GeV, require-
ments on the particle-level hadronic top-quark candidate agree with the requirements
applied during the training of the top-tagging algorithm described in section In
two alternative selections, the b-flavour requirement is removed (“no b-flavour (j;,)”)
and the mass requirement is loosened to 120 GeV (“m(j;,) > 120 GeV?”).

The following variations affect the selection and reconstruction at both the particle
and the detector level. The absolute value of the energy asymmetry increases with
the transverse momentum of the associated jet as can be seen from eq. in sec-
tion [2.3.4] The associated jet pr itself has a steeply falling distribution as shown in
figure [0.20] Any cut value thus provides a trade-off between an increased asymmetry
and an increased statistical precision. The baseline cut value of 100 GeV was inspired
by phenomenological studies [74, 268|, two alternative values of 50 GeV and 200 GeV
were tested in the selections “pr(j,) = 50 GeV” and “pr(j,) = 200 GeV”, respectively.
The reconstruction quality of the leptonic top b-jet candidate can be improved by re-
quiring it to be b-identified (“j; b-identified”) and by narrowing the cone around the
lepton within which it has to be found to 1.0 instead of 2.0 (“AR(j;,1) < 1.0”). In
inclusive tt events, the top-quark candidates are mostly back-to-back, resulting in a
large angular separation in A®(j,1) as required in the rapidity asymmetry measure-
ment [65]. With three particles in the final states this does not need to be the case
such that the baseline selection requires an angular separation of A®(jp,,1) > 1.0 as in
the differential cross section measurement [266]. The alternative of A®(j5,1) > 2.0 is
considered in the last selection variation.

The predicted tf signal and background event numbers for the various selection and
reconstruction criteria are shown in table[0.7 The variations affecting only the particle-
level criteria do not affect the detector-level event yields and are thus not shown. The
total event number in the baseline selection is around 30000 and reduces only slightly
to about 29000 for the tighter b-tagging WP, while it nearly doubles to 57000 for
the inclusive top-tagger. The signal purity increases slightly from 87% to 90% when
tightening the b-tagging WP, but decreases a lot to 80% when switching to the inclusive
top-tagging definition, corresponding to an increase in the W +jets background fraction
from 5% to 9%. The effect on the signal purity from the other variations is somewhere
in between, while the increased pr requirement of the associated jet to 200 GeV and
the reduced cone size around the lepton to AR(j;,l) < 1.0 decrease the total event
number by roughly 50% to about 15000 and 17000, respectively.

Table shows the event yields for the ¢t signal and the fiducial ¢f signal at the
detector level, the particle-level ¢t event yield as well as the efficiency and the acceptance
fraction. The inclusive top-tagging definition increases the tt event yield significantly by
more than 70% from 26 000 to 46 000 compared to the baseline selection, but has a much
smaller impact on the fiducial ¢t event yield of less than 20%. Correspondingly, the
efficiency increases from 34% to 40%, while the acceptance fraction decreases strongly
from 70% to only 47%, meaning that 53% of the events reconstructed at the detector
level do not pass the particle-level selection. The effect of all other variations is limited
to the range of 30%-36% on the efficiency and of 69%—74% on the acceptance fraction.

The reconstruction quality is evaluated in terms of matching rates and differences
between the detector-, particle- and parton-level top-quark candidate masses. The
hadronic top-quark candidate j;, the leptonic top b-jet candidate j; and the associated
jet jq at the detector level are considered to be matched to the particle level if they
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Table 9.7.: Detector-level event numbers for the ¢t signal and background predictions for
various selection/reconstruction scenarios. The numbers in brackets denote
the fraction of events with respect to the total event number in percent.
Selection variations affecting only the particle-level selection do not change
the detector-level event yields and are thus not shown.

Variation Total tt W+jets  Single-top Wt Multijet Other
Baseline 30234 | 26367 (87.2) 1599 (5.3) 675 (2.2) 578 (1.9) 1015 (3.4)
Inclusive top-tagger | 57109 | 45766 (80.1) 5106 (8.9) 2130 (3.7) 1551 (2.7) 2555 (4.5)
b-tagging 77% WP | 28874 | 25963 (89.9) 936 (3.2) 666 (2.3) 475 (1.6) 835 (2.9)
pr(ja) =50GeV | 47887 | 42110 (87.9) 2360 (4.9) 1087 (2.3) 876 (1.8) 1454 (3.0)
pr(ja) =200GeV | 14868 | 12872 (86.6) 894 (6.0) 330 (2.2) 241 (1.6) 531 (3.6)
Jji b-identified 25526 | 22959 (89.9) 880 (3.4) 508 (2.0) 388 (1.5) 792 (3.1)
AR(j,1) < 1.0 | 16996 | 15234 (89.6) 648 (3.8) 242 (1.4) 352 (2.1) 520 (3.1)
AD(jp, 1) >2.0 | 24716 | 21564 (87.2) 1244 (5.0) 527 (2.1) 569 (2.3) 812 (3.3)

Table 9.8.: Total, tf and fiducial ¢t event yields at the detector level, ¢t event yield
at the particle level (PL) and efficiencies and acceptance fractions for the

selection/reconstruction variations.

Variation Total tt tt fid. tt PL € face
Baseline 30234 26367 18360 53239 0.34 0.70
Inclusive top-tagger | 57109 45766 21534 53239 0.40 0.47
b-tagging 77% WP | 28874 25963 18003 53239 0.34 0.69
reduced pr (jp,71) | 30234 26367 19611 65873 0.30 0.74
no b-flavour (j,) 30234 26367 18802 57426 0.33 0.71
m(jn) > 120 GeV | 30234 26367 19561 63814 0.31 0.74
pr(ja) = 50 GeV 47887 42110 29378 81882 0.36 0.70
pr(ja) =200GeV | 14868 12872 8969 27273 0.33 0.70
J1 b-identified 25526 22959 16050 49101 0.33 0.70
AR(j;,1) < 1.0 16996 15234 10516 29397 0.36 0.69
AD(jp,1) > 2.0 24716 21564 15025 43260 0.35 0.70

lie within cones of 1.0, 0.4 and 0.4, respectively, to the corresponding particle-level
objects. Both j, and j; at the detector and particle levels are considered to be matched
to the parton level if they lie within cones of 1.0 to the hadronically decaying top quark
and of 0.4 to the b-quark from the leptonically decaying top-quark decay. Since the
parton corresponding to the associated jet j, is not available at the parton level, it is
considered to be matched if it is neither matched to the hadronically decaying top quark
nor to the b-quark from the leptonically decaying top-quark decay. Tables and
show the matching rates between detector- and parton-level objects and between the
detector- and particle- and particle- and parton-level objects, respectively. In 78% of
tt events all detector-level jets are matched to the corresponding parton-level objects
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Table 9.9.: Matching rates for various selection/reconstruction criteria between
detector- and parton-level objects for fiducial ¢t and all ¢t signal events.

Matching rate [%)]

Variation tt fiducial tt
all  jp Ji jo all  gn Ji Ja
Baseline 77.6 93.7 81.6 924|849 978 86.4 956

Inclusive top-tagger | 74.0 88.8 80.7 89.2 | 83.9 96.8 859 95.0
b-tagging 77% WP | 76.5 934 80.7 919 | 84.1 97.8 85.6 95.4

reduced pr (jn,Jo) | 77.6 93.7 81.6 924 | 849 97.8 864 95.6
no b-flavour j 776 937 81.6 924 |83.7 96.3 86.1 94.7
m(jn) > 120 GeV | 77.6 93.7 81.6 92.4 | 84.8 97.7 86.3 95.6

p1(ja) = 50 GeV 782 946 824 92.0|84.3 981 86.0 94.7
pr(ja) =200GeV | 784 943 81.8 949 | 86.6 98.1 87.7 98.0
Ji b-identified 84.3 93.1 889 927|916 978 932 96.5
AR(j;,1) < 1.0 82.0 942 86.7 934|906 980 924 97.3
AD(jp, 1) > 2.0 79.0 935 833 91.7 8.9 981 875 954

in the baseline selection. For fiducial ¢t signal, this number increases to 85%. The
hadronic top candidate is correctly identified in 94% and 98% of all cases for the ¢t and
fiducial tt events, respectively, signalling a very good reconstruction with the contained
top-tagging definition. The associated jet is correctly identified in 92% and 96% of all
cases, respectively. Note that by the matching definition there might be more than one
associated jet with pr > 100 GeV; any associated jet will be considered to be matched
if it is neither matched to the hadronically decaying top quark nor to the b-quark from
the leptonically decaying top quark. It has been checked, however, that in more than
80% of the events there is only one additional jet with a transverse momentum above
100 GeV. Furthermore, the fraction of quark- to gluon-initiated jets was found to be
74% for the highest compared to 45% for the second-highest pr additional jet, indicating
that the selection of the associated jet performs well in selecting quark-initiated jets.

The leptonic top b-jet candidate, on the other hand, is matched to the corresponding
parton-level b-quark in only 82% and 86% of the tf and fiducial ¢t events, respectively,
leaving room for future improvements in the event reconstruction. The agreement
between detector- and particle-level jets is very good with matching rates of more than
99%, 94% and 95% for the hadronic top-quark, leptonic top b-jet and the associated
jet candidates, respectively. The matching rates between the particle- and parton-
level objects are similar to those between the detector- and parton-level objects, with
a somewhat smaller matching rate to the hadronically decaying top quark of 94%
compared to 98%, explainable by the less sophisticated hadronic top identification at
the particle level.

The mass reconstruction of the top-quark candidates is evaluated in terms of the
mean (“bias”) and the standard deviation (“resolution”) of the differences between the
top-quark candidate masses for fiducial ¢t signal events at the detector, particle and
parton levels shown in table In the baseline selection, the bias on the hadronic and
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Table 9.10.: Matching rates for various selection/reconstruction criteria between
detector- and particle-level objects and between particle- and parton-level
objects for fiducial ¢t signal events.

Matching rate [%)]

Variation Detector /particle level Particle/parton level
all — Jn g Jaall g g Ja
Baseline 92.3 99.5 93.7 94.6 | 82.7 94.1 86.2 95.0

Inclusive top-tagger | 91.9 99.1 93.5 94.2 | 82.7 94.1 86.2 95.0
b-tagging 77% WP | 91.8 99.5 93.3 94.1 | 82.7 94.1 86.2 95.0

reduced pr (jn,j1) | 92.3 995 93.8 94.6 | 829 944 86.3 95.0
no b-flavour (j) 923 995 938 946|779 883 852 911
m(jn) > 120 GeV | 92.2 994 93.7 94.5 | 82.1 93.4 859 94.6

pr(ja) = 50 GeV 90.7 99.6 932 924|833 949 86.8 95.1
pr(ja) =200GeV | 94.6 99.3 954 97.6 | 83.3 94.8 85.8 96.7
Ji b-identified 95.1 995 96.6 96.3 | 89.1 94.0 929 949
AR(j;,1) < 1.0 97.0 99.8 985 97.7 | 84.6 943 889 952
A (jp,1) > 2.0 92.5 100.0 93.8 94.7 | 84.5 94.3 883 94.9

leptonic top-quark candidates at the detector level compared to the parton level are
—0.7GeV and 15 GeV, respectively, with mass resolutions of 30 GeV and 72 GeV. The
bias of the leptonic top-quark candidate is driven by the preference of the highest pp b-
jet candidate in the selection process. The particle- to parton-level bias and resolution
of the hadronic top candidate are slightly larger with 1.6 GeV and 33 GeV due to the
less sophisticated particle-level top-identification, while the resolution of the leptonic
top candidate mass is slightly better with 66 GeV. Across the tested configurations,
the detector- to parton-level hadronic top-quark mass resolution varies between 28 GeV
and 33 GeV; the inclusive top-tagger has the largest bias of —3.6 GeV and one of the
worst resolutions of 33 GeV. The resolution of the leptonic top-quark candidate ranges
from 44 GeV to 73 GeV; the best reconstruction of the leptonic top-quark candidate is
obtained when requiring the leptonic top b-jet candidate to be close to the lepton within
a cone of AR(j;,1) < 1.0, providing a bias of —0.9 GeV and a resolution of 44 GeV.
Requiring the leptonic top b-jet candidate to be b-identified reduces the resolution from
72 GeV in the baseline selection to 56 GeV.

The expected central values and uncertainties of the energy asymmetry in pseudo-
data, unfolded with expected data statistical uncertainties only and with all systematic
uncertainties without smoothing are presented in table [0.12] The true particle-level
asymmetries agree with the “Stat. only” central values within the last digit and are
thus not listed. The significances of the asymmetry in the central ; bin in the “Stat.
only” scenario range from 1.0 for the “AR(j;,[ < 1.0)” selection to 2.2 with the inclus-
ive top-tagging definition; the baseline scenario provides the second highest statistical
significance of 1.7. The selections with looser particle-level requirements show a smaller
absolute value of the energy asymmetry in the central bin, but no reduction in the expec-
ted uncertainty. The variations of the associated jet pr requirement show the strongest
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Table 9.11.: Mass

resolution of the top-quark
tion/reconstruction scenarios. Shown are the means and standard devi-
ations of the mass differences between the detector-, parton- and particle-
level hadronic (¢5,) and leptonic (¢;) top-quark candidates.

candidates

for

various

selec-

u=Eo[GeV] of Am

detector-parton

detector-particle

particle-parton

th t 123 t th t
Baseline —0.7+296 146720 | —1.54+17.2 1.74+51.9 1.6+33.2 15.44+66.4
Inclusive top-tagger | —3.6 £33.3 14.8 +72.1 | —3.9+ 20.6 1.6 £52.6 1.6 £33.2 15.4 +66.4
b-tagging 77% WP | —0.7+29.7 15.8+73.4 | —1.5+17.1 2.7+ 53.7 1.6 £33.2 15.4 +£66.4
reduced ppr (jh,jl) —0.84+29.1 1424712 | —-1.0+t17.1 1.4+51.4 —0.1+31.3 14.7+65.1
no b-flavour (jj,) —0.54+299 145+715 | —1.7£173 1.6+51.2 3.2£35.7 16.3£66.9
m(jn) > 120 GeV —244+298 146+719 | —0.8+174 1.7452.0 —5.6+34.5 15.2+65.9
pT(ja) = 50GeV —-1.6+279 16.6+73.6 | —1.4+16.6 2.0+ 52.9 0.3 +31.1 17.5 +68.1
pT(ja) = 200 GeV 1.3+334 10.0 £66.1 | —1.8 +18.2 0.1 +45.3 4.3+37.5 11.7 £62.3
J1 b-tagged —0.8 +29.6 6.8 £ 56.0 —-15+171 -—-1.1+4+41.3 1.4+33.2 9.8 +52.9
AR(jl,l) < 1.0 —-0.24+30.7 —-09+441 | -1.6+17.0 —-4.24+24.9 2.5+ 35.1 3.7+ 45.4
A@(j;b,l) > 2.0 —-1.04+£29.3 13.7+69.8 | —1.5+16.4 2.1+51.1 1.3+32.9 13.9 +£62.9

impact on the expected energy asymmetry, ranging from —1.6% for “pr(j,) = 50 GeV”
to —2.6% for “pr(j,) = 200GeV”. In both cases, the expected significance of the
energy asymmetry in the central bin is smaller than in the baseline selection. Taking
into account systematic uncertainties in the unfolding process, the significance in the
central bin ranges from 0.8 to 1.2; the baseline scenario provides an expected sensitivity
of 1.2. The smallest expected sensitivity is obtained for the best reconstruction of the
leptonic b-jet candidate, “AR(j;,1) < 1.0”, while the inclusive top-tagger yields the
best expected sensitivity. In the central bin, the uncertainty decreases by about 4%
with the inclusive compared to the contained top-tagging definition, while the central
value is biased by ~ 5%. The largest effect is seen in the last 6; bin, where the un-
certainty decreases from 1.8 - 1072 to 1.5 - 10~2, while the uncertainty in the first bin
increases slightly.

Considering all of the figures of merit discussed above, the baseline selection provides
the most balanced trade-off between the expected significance of the energy asymmetry
in the central 6; region, reconstruction quality and signal purity. The loosened require-
ments at the particle level move events from non-fiducial to fiducial ¢¢ signal and thus
deteriorate the top-quark candidate reconstruction quality; the expected sensitivity
does not significantly benefit from the increased acceptance fraction. The alternative
pr requirements of the associated jet do increase statistical precision at the cost of a
smaller absolute value of the energy asymmetry or vice versa; both variations, however,
lead to much smaller expected sensitivities of the asymmetry. Tighter requirements on
the leptonic top b-jet candidate and on the hadronic top-quark candidate do increase
the reconstruction quality, but decrease the already limited event numbers, resulting in
higher expected uncertainties. The tighter b-tagging WP has only a small effect on the
reconstruction and expected statistical significance, but suffers from larger systematic
uncertainties. The inclusive top-tagging definition provides the highest expected signi-
ficances and nearly doubles the number of selected events at the detector level. At the
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Table 9.12.: Expected unfolding results for various selections in pseudo-data with expec-
ted data statistical uncertainties only (“Stat. only”) and with all systematic
uncertainties except for MC statistical uncertainties on the response mat-
rix without smoothing (“Stat.+Syst.”). Shown are the central values and
standard deviations of the unfolded pseudo-data, as well as the significance
Z = |Ag|/AAE of the asymmetry.

Scenario Ap = AAp[107°](Z = |Ap|/AAR)

inclusive 0<6; <% %Sf/’jﬁg’l %"SQJ-SW
Baseline —0.65+0.77 (0.84) 0.65+1.54 (0.42) —2.31+1.34 (1.72)  0.05 & 1.32 (0.04)
Inclusive top-tagger | —0.65 £+ 0.61 (1.06) 0.65+1.20 (0.54) —2.30+1.06 (2.17)  0.05 4 1.06 (0.05)
b-tagging 77% WP | —0.64 +0.77 (0.83) 0.65+1.55 (0.42) —2.29+1.34 (1.71)  0.06 £+ 1.31 (0.05)
%‘ reduced pr (jn,51) | —0.49£0.78 (0.62) 0.50+1.57 (0.32) —2.044+1.37(1.49) 0.2941.35 (0.21)
S nob-flavour (ju) | —0.71+0.76 (0.92) 0.51+1.52 (0.33) —2.2041.34 (1.64) —0.10 % 1.32 (0.07)
T m(jn) > 120 GeV —0.64£0.78 (0.82) 0.47+1.54 (0.30) —2.08+1.34 (1.55) —0.01=+1.34 (0.01)
n
pr(ja) = 50 GeV —0.37+£0.62 (0.60) 0.16+1.25 (0.13) —1.56+1.16 (1.35)  0.28 £0.99 (0.28)
pr(ja) =200GeV | —0.76 £ 1.10 (0.69) 1.25+2.22 (0.57) —2.56+1.75 (1.46) —0.18 & 2.07 (0.09)
Ji b-tagged —0.58 £0.79 (0.74) 0.74 £1.60 (0.46) —2.27+1.36 (1.67) 0.17+1.38 (0.12)
AR(5;,1) < 1.0 —0.29£0.96 (0.31) 0.7541.94 (0.38) —1.82+1.68 (1.08)  0.40 £ 1.62 (0.25)
AD(jp,1) > 2.0 —0.47 £0.85 (0.55) 0.60£+1.67 (0.36) —2.20+£1.52 (1.44) 0.33+1.44 (0.23)
Baseline —0.65+ 1.13 (0.58) 0.59 +2.19 (0.27) —2.34+2.03 (1.16)  0.12 + 1.81 (0.07)
Inclusive top-tagger | —0.64 +1.02 (0.63) 0.70 £2.22 (0.31) —2.414+1.95 (1.24)  0.09 & 1.49 (0.06)
b-tagging 77% WP | —0.68 £ 1.25 (0.54) 0.48 +2.25 (0.21) —2.30 +2.14 (1.07)  0.09 £ 1.97 (0.05)
% veduced pr (ju,5i) | —0.50+£1.07 (0.47) 0.39 +£2.21 (0.18) —2.05+1.95 (1.05)  0.35 + 1.83 (0.19)
% 1o b-flavour (j) —0.72 4 1.06 (0.68) 0.43 +2.21 (0.19) —2.25+1.89 (1.19) —0.02 =+ 1.75 (0.01)
£ m(jn) > 120 GeV | —0.64+1.13 (0.57) 0.39+2.31 (0.17) —2.14+2.03 (1.05)  0.07 + 1.89 (0.04)
2 pr(ja) = 50 GeV —0.37 £ 1.00 (0.37) 0.15+ 1.86 (0.08) —1.54+1.81 (0.85) 0.25 £ 1.66 (0.15)
pr(ja) = 200 GeV —0.72 £1.53 (0.47) 1.20£3.11 (0.39) —2.51+£2.97 (0.84) —0.08+2.72 (0.03)
j1 b-tagged —0.59 +1.26 (0.47) 0.64+2.27 (0.28) —2.33+2.03 (1.15) 0.28 +£1.98 (0.14)
AR(j;,1) < 1.0 —0.30£1.34 (0.22) 0.63+2.71 (0.23) —1.81+£2.38 (0.76)  0.48 +2.04 (0.23)
AD(jp,1) > 2.0 —0.45+£1.25 (0.36) 0.56£2.51 (0.22) —2.21+2.35 (0.94) 0.41 + 1.86 (0.22)

same time, however, the acceptance fraction drops from 70% to 47%, the fraction of
hadronic top-quark candidates not matched to the parton-level object nearly doubles
from 6% to 11%, and the background contamination increases from about 13% to 20%.
While the impact of the larger background is already partially reflected in the unfolding
procedure, especially the increasing W+jets contribution from 5% to 9% would require
a more thorough investigation of the background modelling and its uncertainty. These
drawbacks outweigh the small decrease in uncertainty of the energy asymmetry in the
central 6; bin.

9.3. Robustness checks

The energy asymmetry measurement was optimised under the assumption that the
response matrix defined in eq. is given by its SM prediction, taking into account
the tt modelling uncertainties described in section The possible impact of physics
beyond the SM on the unfolding results is evaluated in the stress tests described in
sections [9.3.1] and [9.3.2] performed in pseudo-data. Furthermore, the binning in AF
used in the unfolding procedure is a tunable parameter, whose impact on the asymmetry

is analysed in sections and
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9.3.1. Linearity stress tests

Linearity stress tests were performed to ensure that the unfolding procedure yields the
correct truth-level asymmetry for a wide range of possible particle-level asymmetries.
In these tests, the signal events of the nominal prediction were reweighted at both
the detector and the particle level based on the particle-level energy difference AFE.
The unfolding was then repeated with the modified pseudo-data, obtained from the
sum of the reweighted signal and nominal background predictions, keeping the nominal
response matrix fixed. Fiducial ¢f signal events with weight w were reweighted by a
reweighting factor (1 + kAFE), resulting in the new weight w':

w =w(l+kAE), ke [—0.06,0.06] (9.11)

where k was chosen such as to yield particle-level asymmetries in a wide range between
—0.15 and +0.15. Since these weights depend on particle-level observables and can
thus not be assigned to non-fiducial signal events at the detector level, the non-fiducial
signal events were scaled such that the acceptance fraction in each of the AE vs. 6; bins
remains constant. Figure shows the unfolded versus true particle-level asymmetries
with the expected data statistical uncertainties only and with both expected statistical
and systematic uncertainties. To reduce computing time, the pruning procedure de-
scribed in section [8:3.3] was applied without smoothing of the systematic uncertainties.
The slopes, offsets, and their uncertainties were obtained from linear least-squared fits
of the unfolded to the true particle-level asymmetries:

AW — offset + slope AUt (9.12)
The bias in the measurement was calculated from the slope and offset:
Bias = Aunf- — gluth — qunf. o qunf. _ offset) /slope (9.13)

evaluated at the SM prediction. Its uncertainty is given by Gaussian error propagation
of the uncertainties from the slope and offset. The slopes and offsets are found to be
very close to one and zero, respectively. Consequently, the bias is found to be negligible
in all bins with and without systematic uncertainties. The unfolding procedure is thus
found to be stable with respect to linear reweightings of the signal distribution and
expected to give correct results over a wide range of asymmetry values.

9.3.2. SMEFT robustness

The robustness of the unfolding method with respect to SMEFT contributions is eval-
uated similarly to the linearity stress test described in section [9.3.1] The SM-EFT
and EFT-EFT contributions to the AE vs. 6; distribution of the operator with the
largest impact on the energy asymmetry, C’Hq, simulated as described in section
were added to the SM pseudo-data. To isolate the effects from SMEFT contributions
from the generator dependent effects from the differences between the samples gen-
erated with POWHEG+PYTHIA 8 and MADGRAPH5_AMC@NLO 2.7 in this robust-
ness check, the SM pseudo-data and response matrix was obtained from the MAD-
GRAPHS_AMCQ@NLO 2.7 simulation using exactly the same settings as for the SMEFT
contributions. The robustness checks were performed for various Célq coefficient values
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Figure 9.6.: Unfolded versus true particle-level ("truth”) asymmetries for various linear
reweightings of the ¢t signal distribution with expected data statistical
uncertainties only (top) and with expected data statistical uncertainties
and all systematic uncertainties except for MC statistical uncertainties on
the response matrix after pruning and without smoothing (bottom). The
red lines show the results of linear least squares fits.

ranging from -1.0 to 1.0 with a stepsize of 0.25, roughly covering the 10-3 ¢ limits of
the bounds [-0.38,0.42] from current global fits [53].

In a first closure test, both the AE vs. 6; distribution and the response matrix used
as inputs to the unfolding contain the SMEFT contributions. To evaluate the quality
of the closure, the pseudo-data was scaled according to its MC statistical power, such
that its relative uncertainty AN/N equals the relative uncertainty v/N /N of a Poisson
distribution, and the unfolding was performed without any systematic uncertainties.
Table shows the true particle-level asymmetries and unfolded values for Célq values
of —0.75, 0.0 and 0.75, roughly corresponding to the 20 bounds from current global
fits and to the SM prediction; the scenarios “MC stat.*” correspond to the described
first closure test. The unfolded asymmetries match the true particle-level asymmetries
perfectly with deviations of less than 1% well within the MC statistical uncertainties.

The robustness of the unfolding procedure with respect to variations in the response
matrix due to SMEFT contributions was evaluated by varying only the AE vs. 0;
pseudo-data distribution, while the response matrix was kept fixed at its SM value cor-
responding to Cclglq = 0. The unfolding was performed with MC statistical uncertainties
only as described above (“MC stat.”) and with expected data statistical uncertainties
including all systematic uncertainties (“Full syst.”) without smoothing after pruning
and without MC statistical uncertainties on the response matrix. The ¢t modelling
systematic uncertainties were evaluated as described in section [0.1.2] As can be seen
from table the unfolded asymmetries deviate from the true asymmetries by up to
15% in outer 6; bins and up to 7% in the central #; bin. These deviations are found
to be well covered by the £ modelling uncertainties, in fact, already the MC statistical
uncertainties on the response matrix shown in table are large enough to cover these.
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Table 9.13.: True particle-level asymmetries (“Truth”) with MC statistical uncertain-
ties and unfolded asymmetries for various values of the EFT coefficient
C(blq. The unfolding was performed with the SM response matrix, corres-
ponding to Célq = 0.0, except for scenarios labelled with a “*”, in which the
response matrix incorporates the SMEFT operator contributions. Scen-
arios labelled as “MC stat.” have the pseudo-data inputs scaled according
to the MC statistical power. The “Full syst.” scenarios represent the un-
folding with all systematics after pruning without smoothing, except for
MC statistical uncertainties on the response matrix, with the expected
data statistical uncertainties. The t¢ modelling uncertainties were calcu-
lated from the “Full Syst.” scenarios as described in section

1 . Ap + AAg[1077

OQq Scenario inclusive 0<6; <7 150, < 3% 3?” <0;<m7
Truth (=0.03+0.11) (-2.43+0.21) (-1.53+0.17) (3.27£0.18)
MC stat.* (—=0.03+0.24) (—2.43+0.50) (—1.52+0.41) (3.26 £0.42)

-0.75  MC stat. (0.01+0.24) (—-2.76 £0.50) (—1.554+0.42) (3.64 £0.42)
Full syst. (0.00+0.98) (—2.86+1.98) (—1.59+1.70) (3.71+1.54)
tt modelling | (0.00 £0.62) (—2.86 £0.96) (—1.59+1.10) (3.71+£0.94)
Truth (-1.45+0.12) (-1.05+0.22) (-2.33+0.20) (—0.89£0.20)
MC stat.* (-1.45+0.28) (—-1.05+0.57) (—2.33+0.50) (—0.89 +0.49)

4+0.0  MC stat. (-1.45+0.28) (—-1.05+0.56) (—2.33+0.50) (—0.89+0.49)
Full syst. (—1.46 £1.05) (—1.12+£2.03) (—2.37+£1.88) (—0.83+£1.65)
tt modelling | (—1.46 +£0.61) (—1.12+0.93) (—2.37+1.13) (—0.83 +0.96)
Truth (=0.45+0.11) (-2.96+0.21) (—2.29+0.17) (3.27£0.18)
MC stat.* (=0.45+0.25) (—2.97+0.50) (—2.29+0.42) (3.27+0.42)

4+0.75 MO stat. (-0.44+0.24) (—3.284+0.51) (—2.44+0.42) (3.67£0.42)
Full syst. (—0.45+0.99) (-3.36£1.99) (—2.46+1.70) (3.72+1.55)
tt modelling | (—0.45+0.62) (—3.36 £0.98) (—2.46+1.08) (3.72+0.94)

Figure [9.7] visualises the unfolded versus true particle-level asymmetries with MC
statistical uncertainties and with the expected data statistical uncertainties including
all systematic uncertainties. The slopes and offsets between these two scenarios are
very similar, the slopes deviate by less than 5% from 1 in the central #; bin and by
up to 19% in the outer #; bins. The biases calculated at the SM value, however, are
found to be negligible in all bins and scenarios with a maximum value of 0.0015 and
well within the MC statistical uncertainty, assuming that the individual measurements
were performed independently.

Overall, the unfolding procedure is found to be robust with respect to SMEFT coef-
ficient variations within the 2 o limits of current global fits, and uncertainties on the
response matrix due to SMEFT contributions are assumed to be covered by the tf
modelling uncertainties.
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Figure 9.7.: Unfolded versus true particle-level (”truth”) asymmetries for variations of
C(blq within the range of [—1.0,1.0] with MC statistical uncertainties only
(top) and with MC statistical uncertainties and all systematic uncertainties
except for MC statistical uncertainties on the response matrix after pruning
and without smoothing (bottom). The red lines show the results of linear
least squares fits. Dashed lines (45°) represent an idealised scenario where
the unfolded values equal the truth asymmetries.

9.3.3. Binning in AFE

Four bins in AFE were chosen to account for the different migration behaviour for small
and large energy differences, as well as a high number of events in each bin to reduce
statistical uncertainties. The bin boundaries, [—oo0, —100, 0, 100, oo], where chosen such
as to ensure a largely diagonal migration matrix and to yield similar event numbers
in all four AE bins; see figures [7.2] and [9.17] respectively. This section evaluates the
impact of the binning choice on the energy asymmetry measurement.

Table shows the expected unfolding results for different binning choices with
statistical uncertainties and with both statistical and systematic uncertainties, except
for MC statistical uncertainties on the response matrix. The systematic uncertainties
were pruned as described in section [8.3.3] and no smoothing was applied to save com-
puting time. The unfolded energy asymmetry is found to be robust with respect to
the binning choice with variations of the expected uncertainty less than 10% among all
binning choices and 6; bins, except for the smallest binning choice of 50 GeV, where the
systematic uncertainties suffer from statistical fluctuations due to the limited number
of events in the central AFE regions.

Figures [9.§ and [9.9] show the slopes, offsets, and biases obtained in the robustness
checks with respect to linearity stress tests and SMEFT robustness checks described
in sections [9.3.1] and [0.3.2], respectively, for the various binning choices. The chosen
binning in AFE exhibits the slopes closest to one in the linearity checks and the smallest
biases in the SMEFT robustness test in the central §; bin. The bias evaluated at the
SM prediction is found to be negligible in all 6; bins. Overall, however, the slopes,
offsets, and biases are found to be robust with respect to the binning choice.
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Table 9.14.: Expected asymmetries and uncertainties with different binning choices
[—00, —x,0,2,00] GeV in AE. Shown are the true particle-level predictions
(“Truth”) with MC statistical uncertainties and the unfolding results based
on expected data statistical uncertainties only (“Stat. only”) and with all
systematics except for MC statistical uncertainties on the response matrix
after pruning without smoothing (“Stat.+Syst.”). Bold numbers indicate
the chosen binning.

Ap + AAg [10_2]

* inclusive 0§9j§§ ggejg%ﬁ %Sﬁjgﬂ
Truth —0.64 £0.16 0.65 £0.31 —2.30 £ 0.27 0.05 +£0.27
o 50 —0.66+0.81 066+1.66 —2304+£1.40 0.014+1.38
% 75 —-0.644+0.78 065+158 —-2304+1.34 0.06+1.34
= 100 -0.65+0.77 066+153 —-231+135 0.04+1.32
%3 125 —-0.644+0.76 066+151 —-2294+1.33 0.050+1.32
150 —0.64 £0.76 0.64 +£1.51 —2.28 +£1.33 0.05£1.30
= 50 —0.65 £1.23 0.53 £2.54 —2.26 £2.20 0.09 £1.78
wn
s 75 —-0.604+1.19 0.76+231 —-2304+£2.08 0.09+1.91
=+ 100 -064+109 061+214 -234+194 0.12+1.73
§ 125 —-0.644+1.05 060+2.16 —-231+1.84 0.124+1.71
A 150 —0.62 £1.08 0.56 £2.12 —2.27+1.89 0.15+1.71

9.3.4. Number of truth-level bins

Only two AFE bins are necessary to calculate the energy asymmetry in each bin of the
jet scattering angle. The same-sign AFE bins could thus be merged at the particle level,
resulting in a total of six particle-level bins (parameters of interest, POIs), while the
number of detector-level bins (observables) is kept at twelve. With more observables
than POlIs, the unfolding is expected to put constraints on the systematic uncertainties
that are stronger than their pre-marginalisation standard deviations. Figures [9.10
and show the migration matrix, efficiencies and acceptances for this setup. The
resulting response matrix is shown in figure [0.12] In contrast to the default setup
with twelve parameters of interest shown in figure the non-diagonal migration
matrix reflects the expected fraction of detector-level events in the small (|JAE| < 100)
and large (|AE| > 100) AFE bins. The signal efficiencies are given by event-weighted
averages of the efficiencies in same-sign AFE bins for twelve POlIs in figure [7.3] and the
acceptances are identical to the twelve POIs case.

Table compares the unfolding results for pseudo-data with twelve and six para-
meters of interest. The expected data statistical uncertainties decrease slightly in the
inclusive asymmetry as well as in all differential 6; bins. The total uncertainties de-
crease by about 4% in the first and central 6; bins, but do not change significantly in
the last 0; bin.

Figure [9.13] shows the ranking of the systematic uncertainties, obtained with the
same methods as described in section As with twelve POIs in figure the data
statistical uncertainty is expected to be by far the dominating uncertainty, followed

138



Measurement

1.3¢ T
1.25E-Simulation

1.3

T T
Simulation Simulation

Slope

2 E @ £ 5
g g 3
E Vs=13 TeV, 139 fb* 0<g<l & 18 s Tev, 130 16 Teg<3M @ 18 s Tev, 130 o SMogon 3
12F ! -4 1.2F ' 4=79°5 1.2 ’ 570970 4
1.15F 1.15E 1.15E E
1aF 115 115 E
1.05F ‘ 1055 1.05F ‘ E
i e e e ]
0.95F ‘ ‘ 0.95E 0,95 ‘ E
0.9F 0.95 0.95 E
0.85EF 3 0.855 3 0.85E5 E
0.8t L L L E| 0.8E L L L E| 0.8E L L L 3

©T 80 75 100 125 150 =750 75 100 125 150 © 50 75 100 125 150
X X X
& r T | & [y T | & [y T T ]
S 15pSimulation 1 & L5¢Simulation a1 = 1SpSimulation 3 E
= [ (s=13 TeV, 139 fb™ 0<6< %‘ 103 [ (s=13 TeV, 139 fb™* %‘s < g" 103 [ (s=13 TeV, 139 fb* g”s B<m ]
é 1 | g 1~ | 2 1~ |
[¢] T ] €] T ] (¢} T |
" ‘ ‘ ] ] ‘ ‘ ‘ ‘ ; "t ‘ E
of — s 0F 0F ]
05| ‘ ‘ Ei -5 ‘ ‘ ‘ B 051 ‘ E
-1 E -1 E -1 E

50 75 100 125 150 50 75 100 125 150 50 75 100 125 150
X X X
& F T T T & F T T T & F T T T G|
S F Simulation S E Simulation S F Simulation 3
= r | =, ju A =, ol |
2 1%F s=13TeV, 130 fb* 0sg<T a 1°FVs=13TeV, 130 fb* Tog<dn g 5 Vs=13 Tev, 139 fi* SMegsm
o E o E o E ]
1 * = * = =
0.5 ‘ ‘ - 05F ‘ ‘ ‘ ‘ - 0.5 ‘ ‘ -
oF — oF 0F ]
-0.5 ‘ ‘ 4 -0.5F ‘ ‘ ‘ 4 -0.5F ‘ ‘ -
-1 E -1 E -1 E

50 75 100 125 150 50 75 100 125 150 50 75 100 125 150
X X X

Figure 9.8.: Slopes, offsets, and biases in the linearity tests in dependence of the bin-
ning in AE, [—o0, —x,0, z,00] GeV, with expected data statistical and all
systematic uncertainties except for MC statistical uncertainties on the re-
sponse matrix after pruning and without smoothing.

by JER uncertainties in the first ; bin and ¢¢ and single-top modelling uncertainties
in the central bin. In contrast to the twelve parameter case, however, there are clear
differences between the pre- and post-marginalisation uncertainties for the ¢t modelling
uncertainties. The argument discussed in section that for each configuration of
the nuisance parameters there exist a truth-level AE vs. 0; distribution with the same
prior probability as all other truth-level distributions such that the prediction matches
the observed data is not valid in this case. With six POls, it is no longer possible to find
a configuration that fits all twelve observables simultaneously; thus nuisance parameter
values deviating from zero will reduce the likelihood in eq. through both its own
prior as well as the Poisson probability to observe the data given the prediction. This
leads to constraints on the posterior distribution of the nuisance parameters stronger
than in their prior distribution. Furthermore, the reduction in the likelihood through
the Poisson probability can offset the reduction through the nuisance parameter’s prior
when it deviates from the central value of it’s prior distribution in data, allowing the
unfolding method to not only assign an uncertainty to the unfolded distribution, but
also to correct its central value.
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Figure 9.9.: Slopes, offsets, and biases in the SMEFT closure tests in dependence of the
binning in AFE, [—00, —x, 0, x,00] GeV, with MC statistical uncertainties.
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Figure 9.10.: Migration matrix P = (p;;) as estimated with the SM ¢t sample for six
parameters of interest. The elements p;; denote the probability of a re-
constructed event produced in truth-level bin j to be reconstructed in
detector-level bin .
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Figure 9.11.: Signal efficiency € (left) and acceptance correction fae. (right) in the
particle- and detector-level bins, respectively, as estimated with the SM
tt sample for six parameters of interest. MC statistical uncertainties are
denoted by error bars.

While pulls in nuisance parameters can not any more be fully offset by a change in the
true particle-level AE vs. §; distribution, they can be partially offset by pulls in other
nuisance parameters, introducing correlations between the systematic uncertainties.
Figure shows the correlations between the highest ranked systematic uncertainties
as well as the inclusive and differential energy asymmetries. In contrast to the small
correlations of at most 3% between the systematic uncertainties observed in the twelve
POlIs case shown in figure the tt modelling uncertainties show positive correlations
at the order of 20%.

The ¢t matching, FSR and parton shower uncertainties for twelve and six POIs are
compared in figure The positive correlation between the ¢t matching and parton
shower systematic uncertainties in case of six POIs is clearly driven by the opposite
shapes in the first and last 6; bins, such that a positive change in one NP is partially
offset by a positive change in the other. A similar offsetting shape can be seen in the
central bin between the ¢f matching and FSR uncertainties. The matching uncertainty
shown in the top of figure[9.15|becomes much larger in the six POIs case, with deviations
of up to 10% compared to less than 5% in the twelve POIs case; also the effects in the
outer angular bins become statistically significant and are no longer smoothed away.
Similarly, the parton shower uncertainty becomes statistically significant in the outer
¢; bins, while the FSR uncertainty remains similar to the twelve POIs case. Note that
any difference in the twelve vs. six POIs case comes solely from the changed shape
of the response matrix with six particle-level and twelve detector-level bins, i.e. one
particle-level bin for two detector-level bins, reflecting the relative number of events
with large (|JAE| > 100 GeV) and small (|JAE| < 100 GeV) energy differences. With six
POls, this relative number becomes an input of the unfolding procedure, such that its
uncertainty does also enter the unfolding process. While the systematic uncertainties
put into the unfolding increase, the total uncertainty after unfolding decreases as shown
in table [@.15] due to the constraints discussed above.
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Table 9.15.: True particle-level asymmetries (“Truth”) with MC statistical uncertain-
ties and unfolding results for pseudo-data with twelve and six parameters
of interest. The unfolding was performed with expected data statistical un-
certainties only (“Stat. only”) and with both expected data statistical and
systematic uncertainties (“Stat.+Syst.”).
ties on the response matrix “MC stat.” were evaluated as described in sec-
tion[8.4] The total uncertainties were obtained by adding the “Stat.+Syst.”

and “MC Stat.” uncertainties in quadrature.

The MC statistical uncertain-

Scenario Ap + AAR[1077
nart Inclusive 0<0;, <7 %§9j<3% %’T§9j§7r
Truth (—0.64+0.16) (0.65+0.31) (—2.30+0.27) (0.05+ 0.27)
» Stat.only | (—0.6540.77) (0.56+£1.53) (—2.314+1.34) (0.10=+1.32)
O Stat.+Syst. | (—0.67+1.02) (0.5541.99) (-2.33+1.90) (0.10 + 1.56)
. MC stat. 0.25 0.52 0.42 0.42
—  Total (—=0.67+£1.05) (0.55+2.05) (—2.33+1.95) (0.10+1.61)
_ Stat.only | (—0.65+£0.74) (0.62+£1.46) (—2.29+1.33) (0.04 £ 1.29)
5 Stat.+Syst. | (—0.66 +1.01) (0.61+1.91) (—2.29+1.84) (0.03 =+ 1.56)
A MC stat. 0.24 0.48 0.41 0.41
“ Total (—0.66 £1.04) (0.61+1.97) (—2.29+1.88) (0.03+1.61)
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Figure 9.14.: Correlation matrix for the highest ranked expected systematic uncertain-
ties in pseudo-data with each other and with the inclusive and differential
energy asymmetry using six POIs. For better visibility, the correlations
are scaled by a factor of 100.
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The linearity stress tests discussed in section|9.3.1| were also performed with six POlIs.
Figure [9.16] shows the unfolded versus true particle-level asymmetries for expected
data statistical uncertainties only and with all systematic uncertainties except for MC
statistical uncertainties on the response matrix after pruning and without smoothing.
The slopes deviate by up to 25% from 1, compared to deviations of at most 1% in
the twelve POls case shown in figure This feature is a combination of the linear
reweighting procedure and of the larger population in the outer than the inner AFE
bins in each 6; bin. Reweighting the truth-level distribution with a weight proportional
to AE according to eq. increases (decreases) the event yield for the outer bin for
positive (negative) energy differences compared to the inner bin, effectively changing the
migration for a given truth-level AE bin in each 6; bin. Assuming that the correct true
particle-level distribution is drawn in the sampling, after folding it with the nominal
response matrix, the first AFE will have too many events with respect to the pseudo-
data distribution, the second too few, the third too many and the fourth too few. The
sampling will give preference to the bins with the smallest uncertainty, i.e. the highest
statistics, which are the outer AE bins. The sampled event yield in the negative
true particle-level AFE bin will thus be reduced and the positive true particle-level AE
bin will be increased during the sampling, leading to an increased energy asymmetry
compared to the correct one.

The results listed in table [9.15] show that the reduction in the number of paramet-
ers of interests from twelve to six reduces both the expected data statistical and the
total uncertainty after unfolding by about 5% in the first two #; bins. Furthermore,
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Figure 9.16.: Expected unfolded versus true particle-level (“truth”) asymmetries for
various linear reweightings of the particle-level distribution with expec-
ted data statistical uncertainties (top) and with expected data statistical
uncertainties and all systematic uncertainties except for MC statistical
uncertainties on the response matrix after pruning and without smooth-
ing (bottom) using six POIs. The red lines show the results of linear least
squares fits. Dashed lines (45°) represent an idealised scenario where the
unfolded values equal the truth asymmetries.
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the systematic uncertainties can be constrained with respect to their prior distribu-
tions and pulled to accommodate differences between data and simulation as seen in
figure and discussed above. These benefits, however, are accompanied with draw-
backs. First, the most significant constraints concern the ¢ modelling uncertainties,
especially the ¢ matching uncertainty and parton shower uncertainties. In contrast to
most of the other uncertainties, these were not derived as Gaussian uncertainties, but
are single-sided uncertainties, for which a prior distribution must be assumed. While a
Gaussian distribution itself is per se a common assumption, putting large constraints
on this distribution requires a more thorough understanding and justification of this
uncertainty. Second, the linearity stress tests shown in figure [0.16] exhibit a weakness
in the assumption of a fixed ratio between the event numbers in large and small |[AFE)|
bins. Especially in light of the following SMEFT interpretation of the unfolding results,
it is appropriate to put as little assumptions on the underlying true particle-level distri-
butions as possible into the unfolding process to ensure a high stability with respect to
various models. The usage of twelve parameters of interest is thus well justified despite
the small decrease in expected sensitivity, and the comparison with six parameters of
interest shows that expected sensitivity is quite robust also with respect to a change of
this important parameter.

0.4. Data measurement

Section provides a comparison of various detector-level distributions observed in
data and the corresponding predictions obtained in simulation and data-driven estim-
ates. The unfolding results in data are presented in section the corresponding
systematic uncertainties are discussed in section

9.4.1. Comparisons of data to the predictions

The FBU procedure described in chapter [7| provides a posterior detector-level distri-
bution of the AE vs. 6; observable used in the unfolding process based on the signal
response matrix and background predictions. The expected signal distribution is not
used as an input to the unfolding, such that systematic uncertainties affecting the signal
normalisation do not need to be taken into account, leading to reduced uncertainties
of the detector-level distribution. In general, the FBU procedure can furthermore
constrain the effect of individual systematic uncertainties and improve the agreement
between data and prediction also for other than the unfolded distributions by pulling
the nuisance parameters. With a flat prior for the particle-level distribution and the
same number of observables (detector-level bins) and parameters of interest (particle-
level bins), however, the systematic uncertainties are largely unconstrained and not
significantly shifted from zero. The main effect in the decrease of systematic uncer-
tainties on the detector-level distribution is thus given by the removal of systematic
uncertainties on the signal normalisation.

The post-marginalisation detector level distribution of AE vs. ; is given by the mean
and standard deviation of the posterior detector-level distribution sampled during the
unfolding process, and thus reflects all uncertainties with their correct correlations. All
pre-marginalisation and the post-marginalisation distributions for observables that are
not used in the unfolding procedure are approximated as follows.
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The signal and background predictions in detector-level bin ¢ can be written as:

Ng,
ri(T, M, 0) = ri(T, M, 0)(1 + 0,Ar) [ 14+ " 0FArf (9.14)
k=1
Ng
b(0) = bl (1+6]AV) | 1+ 05 A" (9.15)
k=1

with the same notation as in equations [7.6] and [7.7] in section [7.2] with an additional
nuisance parameter 5 for the signal normalisation and the corresponding relative un-
certainty Ar. The central values in the figures were obtained by setting all nuis-
ance parameters to zero (pre-marginalisation) or the the mean value of their posterior
distribution after unfolding (post-marginalisation). The uncertainties were obtained
via Gaussian error propagation with uncertainties on the nuisance parameters of one
(pre-marginalisation) and of the standard deviation of the posterior distribution (post-
marginalisation). Two-sided systematics were symmetrised as described in sectionm
and no smoothing procedure was applied. Since the ¢t signal distribution is not used
in the unfolding there is no corresponding nuisance parameter 65 for the normalisation
and the mean and standard deviation of the ratio of the unfolded to the predicted
truth-level yield serve as proxies for the mean and standard deviation, respectively, of
the multiplicative factor (1 4 05Ar).

Table[9.16] compares the event yields for the signal and background predictions before
unfolding (pre-marginalisation) to the event yield observed in data. The fiducial ¢
signal events correspond to tt events passing the detector-level selection that do also
pass the particle-level requirements, while the non-fiducial ¢t signal events pass only the
detector-level selection as described in section o} The predicted event yield is roughly
10% larger than the observed data due to an overestimation of the ¢t yield in the
boosted phase space at NLO; see references [266, |319] and figure in appendix
for further details.

The signal purity, i.e. the fraction of simulated tf events to the total predictions, is
87%. T0% of the tt signal constitute the fiducial ¢t signal. The remaining 30% are
mostly events in which the hadronic top-quark candidate does not pass the pr, mass
and b-flavour requirements at the particle level. The uncertainty of ~ 21% on the tt
event yield is mostly driven by normalisation uncertainties from signal modelling effects
which do not affect the energy asymmetry observable. The dominating background
process is W-boson production with a contribution of about 5% due to a final state
similar to that of ¢ events as described in section [6.3.1] The validity of the modeling
of this background was checked in a W+4jets control region close to the signal region
described in appendix [B.2]and the observed discrepancies to data are covered within its
systematic uncertainties. The single-top Wt and multijet backgrounds each contribute
by about 2%.

Figure [9.17] shows a comparison of data to the pre- and post-marginalisation predic-
tion for the AE vs. 0; distribution used in the unfolding. The agreement between the
data and the prediction after marginalisation is perfect, with identical uncertainties.
This is an expected feature of the unfolding being performed with the same number of
observables and parameters of interest; the particle-level distribution will be drawn in
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Table 9.16.: Event yields for the simulated signal and background predictions with pre-
marginalisation uncertainties as described in chapter [8] compared with the
event yield observed in data. Predictions were rounded to two significant
digits. The inclusive event numbers were published in table 1 in refer-

ence [83].
Events
inclusive 0<6; <% T<6;<3 < <r

tt fiducial 18000 £ 3700 5200 £1100 6600 £ 1300 6600 % 1300
tt non-fiducial 8000+ 1700 2100+ 410 2900+ 720 3000+ 610
W +jets 1600+ 860 350 £ 190 610 £ 330 650 £ 350
Single-top Wt 680+ 340 180+ 70 270+ 150 230+ 120
Multijet 580+ 300 160+ 80 190 £ 100 230+ 120
ttV 400 £ 200 72+ 36 187+ 94 140+ 70
Z+jets 210+ 110 45+ 23 84+ 43 82+ 41
4% 168+ 85 34+ 17 67+ 34 67+ 34
ttH 147+ 74 27+ 14 70+ 35 49+ 25
Single-top t-channel 82+ 40 25+ 11 25+ 16 33+ 12
Single-top s-channel 8+ 3 1+ 1 4+ 2 2+ 1
Total 30000 £ 5300 8200 £ 1500 1100042100 11000 £ 1900
Data 27265 7446 9995 9824

such a way that the corresponding detector level distribution fits the data distribution
within its uncertainty.

Figure shows the data/prediction comparisons for the jet scattering angle 6; with
non-optimised and optimised event numbers as well as the top- and antitop-quark ener-
gies in the ttj rest frame. The non-optimised event yield for the jet scattering angle 6;
is symmetric around 7/2 as expected for a symmetric pp beam and has maxima slightly
below 7/4 and above 3/4m. The optimised event yield for 6; exhibits a skewed distribu-
tion with a more pronounced maximum slightly below 7 /4. The top- and antitop-quark
energies in the ¢t rest frame exhibit very similar distributions peaking between 400
and 500 GeV. The transverse momenta of the top-quark candidates, separated by de-
cay channel and charge, are shown in figure [9.19] The transverse momentum of the
hadronically decaying top quark is characterised by a steeply falling distribution with
a maximum between 350 GeV and 400 GeV; the cut at 350 GeV is determined by the
pr requirement of the large-R jet described in section [5.1] The leptonically decaying
top-quark candidate, on the other hand, has a more symmetric distribution peaking
around 300 GeV, since there is no explicit pr requirement in the event selection. The
top- and antitop-quark momenta, given by superposition of these two distributions, are
very similar. Figure[0.20]illustrates the transverse momentum of the associated jet and
the mass of the tt system. Similarly to the hadronically top-quark candidates trans-
verse momentum, the associated jet pr is a steeply falling distribution characterised by
the pr in the event selection. The m,; distribution is mostly concentrated in the range
of 600 GeV < my; T 1200 GeV well above the ¢t production threshold. For all of these
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Figure 9.17.: Comparison of ATLAS data (black markers) to the pre- (left) and post-
marginalisation (right) distribution for the AE vs. 6; observable used
in the unfolding. The event numbers correspond to the optimised cross
section as defined in eq. The left plot was published as figure 5 in
reference [83].

distributions, the main discrepancies between data and prediction are observed in the
normalisation, which is clearly improved in the post-marginalisation distribution. For
the top-quark candidates transverse momenta, the predictions seem to overestimate
high-pr events, resulting in somewhat downward sloping data over prediction ratios,
well within the uncertainties.

The agreement of the prediction with the observed data was evaluated with a goodness-
of-fit test as described in section for all of these distributions, taking into account
the full covariance matrix between the systematic uncertainties. The reduced y? val-
ues range from 0.20 to 1.13 before and from 0.13 to 1.11 after marginalisation; the
significances of the deviations are always below one o and do mostly decrease after
marginalisation. This strengthens the interpretation that the prediction agrees well
with the data for various observables, with deviations largely caused by normalisation
uncertainties that do not affect the energy asymmetry, as well as that the systematic
uncertainties are of reasonable size.

Table [0.17] shows the detector-level asymmetries for the signal and background pre-
dictions, ordered by event number. The most important backgrounds are the W+jets,
single-top Wt and multijet (fake and non-prompt leptons) events. The multijet events,
which are not expected to show any asymmetry, exhibit the largest asymmetry in the
central 6; bin, but also the largest statistical uncertainty, and are thus found to be
compatible with zero in all three bins. The W +jets events are found to have a large
and statistically significant negative asymmetry in all bins, which is due to the asym-
metric transverse momenta requirements on the hadronically and leptonically decaying
top-quark candidates in the boosted phase space. The selected events are required to
have exactly one lepton, thus the W boson does typically decay leptonically and will
be reconstructed as part of the leptonically decaying top-quark candidate. Due to the
parton distribution function of the proton, there are more events with W than W~
bosons, such that the leptonically decaying top-quark candidate is more often positively
than negatively charged. The hadronically decaying top-quark candidate, which has,
on average, a larger energy than the leptonically decaying one, is more often negative
than positive, resulting in a negative energy asymmetry.
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Figure 9.18.: Comparison of ATLAS data (black markers) to the pre- (left) and post-
marginalisation (right) distributions for the jet scattering angle 6; with
non-optimised and optimised event numbers, the top- and antitop-quark
energies in the ¢tj rest frame. The plots labelled with “ATLAS” were
published in figure 2 in reference
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Figure 9.19.: Comparison of ATLAS data (black markers) to the pre- (left) and post-
marginalisation (right) distributions for the transverse momenta of the
top, antitop, hadronically and leptonically decaying top-quark candidates.
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Figure 9.20.: Comparison of ATLAS data (black markers) to the pre- (left) and post-
marginalisation (right) distributions for the associated jet pr and the mass
of the tt system.

Table 9.17.: Predicted detector-level asymmetries in units of [1072

| for signal and

background with statistical uncertainties and statistical significance Z =
|Ap|/AAg.

inclusive 0<6; <% §§9j<3% 3”<9 <7

Sample Ab:l:AAb Z AE:|: AAE Z Ab:tAAb Z Abﬂ: AAE Z

tt fiducial —-0.32+ 1.33 0.24 0.83+ 251 033 —1.524+ 223 0.68 —0.03+ 223 0.01
tt non-fiducial —1.26 £ 2.02 0.62 —1.21+ 394 031 —1.42+ 3.35 042 -1.13+ 3.31 0.34
W+jets —7.55+ 4.53 1.67 -840+ 9.71 087 -1039+ 7.34 142 —4.42+ 712 0.62
Single-top Wt 040+ 6.96 0.06 —0.20+ 13.61 0.01 —-3.88+£11.08 0.35 5.76 + 11.86 0.49
Multijet 349+ 7.52 046 —7.03+ 14.39 0.49 13.48 £13.16 1.02 254+ 11.86 0.21
7% -3.33+ 9.05 037 —-149+ 21.28 0.07 —5.85+13.21 044 —-0.93x 15.27 0.06
Z+jets 0.01+12.43 0.00 0.73+ 26.90 0.03 —-0.19+£19.71 0.01 -0.19+ 19.95 0.01
4% —2.36£13.95 0.17 453+ 3093 0.15 —6.37+22.04 029 —-1.85+ 2215 0.08
ttH 0.21 +£14.91 0.01 —0.74+ 34.55 0.02 —0.12+21.54 0.01 1.19+ 25.78 0.05
Single-top s-channel —16.21+19.85 0.82 —-14.65+ 36.24 040 -17.11+£36.19 0.47 -16.70+ 31.39 0.53
Single-top t-channel —18.94+65.46 0.29 —18.05+153.69 0.12 —24.15+92.63 0.26 —11.47+115.60 0.10
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9.4.2. Data measurement results

The energy asymmetry measured in data is compared to the SM prediction in table[9.1§]
and figure The SM prediction contains MC statistical and scale uncertainties, the
latter were calculated from the envelope of nine different scale variations, obtained by
independent up and down variations of the renormalisation and factorisation scales by a
factor of 2. The uncertainties of the prediction are generally much smaller than for the
measurement except for the last 6; bin, which is dominated by scale uncertainties. The
marginal posterior distributions of the inclusive and differential energy asymmetry ob-
served in data, without MC statistical uncertainties on the response matrix, are shown
in figure and found to have a Gaussian shape, simplifying the interpretation of the
uncertainties as 68% confidence levels. The covariance matrix of the measured energy
asymmetry is shown in table The correlations between the energy asymmetry
values in different #; bins are found to be smaller than 5% in magnitude.

Table 9.18.: The inclusive and differential energy asymmetry as measured in data com-
pared to the SM prediction obtained from simulated t£j events with MAD-
GRrAPHS_AMCQ@NLO+ PyTHIA 8 at NLO including MC statistical and
scale uncertainties as described in section and to the expected asym-
metry, assuming that the SM prediction would be measured with the un-
certainties obtained in simulated ¢t events. The results for the differential
energy asymmetry were published in table 3 in reference [83].

Ap + AAg[1072]

Scenario . .
inclusive  0<6; <% 2<6,<3Z 3L <qg

Data -29+£11 -324+21 —-43+20 —1.3+1.8
SM prediction -194+04 -13+£03 -3.7%£0.3 —-0.6+1.3
SM expectation | —1.94+1.1 —-1.3+2.1 —-3.74+2.0 —0.6+1.6

The significance of the measured energy asymmetry and its agreement with the
SM prediction were evaluated with a x? goodness-of-fit test [314] as described in sec-
tion Table shows the goodness-of-fit results for the inclusive and combined
differential energy asymmetries as well as for the individual bins. The null hypotheses
are p = 0 and p = ASEM for the evaluation of the significance and the agreement with
the SM prediction, respectively. The covariance matrix contains the covariance of the
measurement in table |9.20] as well as the uncertainties on the prediction in table [9.18
for p = ASEM, which are assumed to be uncorrelated between the bins. The measured
asymmetry is in very good agreement with the SM prediction in the inclusive and dif-
ferential measurements as well as in all individual bins, with no deviation larger than
1o. The p-value for the differential measurement is 0.80. The probability to observe
an asymmetry that has an equal or larger discrepancy from zero in the central 6; bin
is below 4%, corresponding to a significance of 2.1 0.
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Figure 9.21.: Data measurement and SM prediction of the energy asymmetry differ-
ential in ¢;. Solid and dashed black error bars denote the statistical and
total uncertainties of the measurement in data. The SM prediction was ob-
tained from simulated ttj events with MADGRAPHS5_AMC@NLO+ Py-
THIA 8 at NLO including MC statistical and scale uncertainties (blue
shaded bands) as described in section This figure was published
as figure 7 in reference [83].

Table 9.19.: Significance of the energy asymmetry measured in data with respect to the
null hypothesis that the asymmetry is exactly zero (u = 0) and agreement
between the measurement and SM prediction (u = A3M), both evaluated
with a y? goodness-of-fit test for the inclusive and differential asymmetries
as well as for the individual bins. The x2, x?/v, p and Z values were
calculated as described in equations [9.1] to

p=0 p= AN
X2 X o Z X Xl p Z
Inclusive | 6.96 6.96 0.0083 2.64 | 0.76 0.76 0.3832 0.87
Differential | 7.53 251 0.0567 1.91 | 1.02 0.34 0.7970 0.26

0<60; <7 |224 224 0.1342 1.50 | 0.79 0.79 0.3734 0.89
150, < %’r 4.42 442 0.0356 2.10 | 0.09 0.09 0.7608 0.30
5T < 0; <m | 051 0.51 04771 0.71]0.09 0.09 0.7620 0.30

155



Measurement

Table 9.20.: Covariance matrix of the measured energy asymmetry in [10~4]. The co-

variance between the pairs of 6; bins was obtained by the sum of the
covariance of the posterior distribution after unfolding and the covariance
of the MC statistical uncertainties as described in section

0<6;, <% Z<0;<3 3<p;<n

1 5

0<0; <7 4.473 -0.118 -0.170

% <0; <3| -0118 4.165 -0.087
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Figure 9.22.: Marginal posterior distributions of the inclusive and differential energy
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asymmetry in data without MC statistical uncertainties on the response
matrix. A Gaussian fit to the data was overlaid in red. The distributions
for the differential energy asymmetry were published as auxiliary material
in reference [83].
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9.4.3. Systematic uncertainties

Table shows a breakdown of the systematic uncertainties on the energy asym-
metry by category, derived from the posterior distributions of the energy asymmetry,
the nuisance parameters, and their correlations as described in section [0.1.2] The data
statistical uncertainties are slightly larger in data than in pseudo-data in table[9.1]due to
the overestimation of the ¢t event yield in simulation as discussed in section The
relative importance and size of the systematic uncertainties is similar to that observed
in pseudo-data; the jet energy resolution, ¢ modelling, and multijet estimation are the
dominating systematic uncertainties in the first, second and third 6; bin, respectively.
The ranking of the individual uncertainties is shown in figure[9.23 and agrees well with
the ranking seen in pseudo-data in figure The correlations between the individual
uncertainties, the inclusive and the differential energy asymmetry are depicted in fig-
ure As expected for an equal number of parameters of interest and observables
and a uniform truth prior, the correlations between the nuisance parameters are very
small at the order of at most 2%.

Table 9.21.: Uncertainties on the inclusive and differential energy asymmetries by cat-
egory. The uncertainty of each category is calculated with Gaussian error
propagation using eq. Uncertainties in the luminosity and cross sec-
tions of the Z+jets, V'V, ttV and ttH backgrounds are found to be negli-
gible and are thus not listed. The differential uncertainties were published
in table 2 in reference [83].

Scenario Adp [1077]
inclusive 0<6; <7 %§0j<%” %’Tg%gw

Data statistical uncertainty 0.82 1.60 1.40 1.40
tt modeling 0.32 0.08 0.87 0.34
tt response MC statistics 0.25 0.51 0.42 0.42
W +jets modeling and PDF 0.31 0.29 0.49 0.42
Single-top modelling 0.24 0.28 0.60 0.29
tt and single-top PDF 0.05 0.08 0.10 0.07
Multijet 0.28 0.53 0.54 0.51
Jet energy resolution 0.35 0.98 0.40 0.36
Other detector uncertainties 0.18 0.42 0.43 0.30
Total 1.10 2.10 2.00 1.80
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Figure 9.23.: Ranking of systematic uncertainties on the inclusive and differential en-
ergy asymmetry. Blue and red areas show the impact on the energy
asymmetry from a one ¢ variation of the corresponding nuisance para-
meter as defined in eq. The means and standard deviations of the
posterior distributions of the nuisance parameters, normalised to their
pre-marginalisation standard deviations, are illustrated by black dots and
error bars. The ranking for the differential asymmetry was published in
figure 6 in reference .
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Figure 9.24.: Correlation matrix for the highest ranked systematic uncertainties in data
between each other and the inclusive and differential energy asymmetry.
For better visibility, the correlations are scaled by a factor of 100.

9.5. Expectations for Run 3 and beyond

The energy asymmetry was measured to be different from zero in the central 6; bin
with a significance of 2.1 ; the combined significance of the asymmetry was found to
be 1.90; see table|9.19|in section [9.4.2

In searches, significances above 30 and 50 are considered as “evidence” and “dis-
covery”, respectively. Significances of 10, 20, 30 and 50 correspond to p-values of
31.73 - 1072, 45.50 - 1073, 27.00 - 10~* and 57.33 - 1078, respectively. This section ex-
plores the expected significances with respect to the null hypothesis of a vanishing
energy asymmetry for Run 3 and beyond.

The High-Luminosity Large Hadron Collider (HL-LHC) [320] is a planned major
upgrade for the LHC and expected to increase the event rate by a factor of five and
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Figure 9.25.: Time scale for the data-taking (Run) and maintenance (Long Shutdown,
LS) periods at the LHC and HL-LHC. [320]

the integrated luminosity by a factor of ten. Figure [9.25]| shows the time scale for the
previous data-taking periods Run 1 (2011-2013) and Run 2 (2015-2018), the planned
Run 3 (2022-2024), the HL-LHC installation foreseen for 2025-2027, and future data-
taking periods. The integrated luminosity is expected to reach more than 300fb~! at
the end of Run 3 and 3000fb~! after Run 4 and 5.

The significance of the energy asymmetry at these luminosities was evaluated by
repeating the pseudo-data measurements described in section [9.1.1] in three different
scenarios. In all scenarios, the input distributions to the unfolding were scaled ac-
cording to the expected luminosity. The expected increase of the centre-of-mass energy
from 13 to 14 TeV, which would also increase the ¢t cross section by about 20% (see sec-
tion[2.2.2)) and partially offset the data/MC mismodelling described in section[J.4.1] was
not taken into account. In the first scenario, “Stat. only”, only the expected data stat-
istical uncertainties were considered. Next, all systematic uncertainties were included,
“Stat.+Syst. 17, except for the MC statistical uncertainties on the response matrix
as in the nominal measurement, assuming that the systematic uncertainties will not
be reduced during the future data-taking periods. For the last scenario, “Stat.+Syst.
2”7 the systematic uncertainty of the “Stat.4+Syst. 1”7 scenario, obtained from subtrac-
tion in quadrature of the “Stat. only” and “Stat.+Syst. 17 uncertainties, was scaled in
the same way as the expected statistical uncertainty was found to scale between the
different luminosities and added in quadrature to the corresponding statistical uncer-
tainty. To evaluate the significance with respect to the null hypothesis that the energy
asymmetry is zero in all differential 6; bins, it was assumed that the SM prediction
from table [0.18 was measured and that the uncertainties were as obtained from the
pseudo-data experiments.

Table shows the expected uncertainties and significances of the energy asym-
metry together with the SM prediction. Considering only the expected data statistical
uncertainties, “Stat. only”, the energy asymmetry could reach significances of up to 4 o
and 12.5¢ in the central ; bin after Run 3 and 5, respectively. Also the combined sig-
nificance will be well above the required levels for an evidence and discovery. Assuming
that the systematic uncertainties will stay at the current level, the significances will
not increase above 3 o. If they scale in the same way as the data statistical uncertainty,
the significance in the central bin will come close to the level of an evidence at 300 fb~*
and will be well above the level of a discovery at 3000 b~
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Table 9.22.: Expected uncertainties and significances (in brackets) of the energy asym-
metry for luminosities of 139, 300 and 3000 fb~! with expected data stat-
istical uncertainties only (“Stat. only”), all systematic uncertainties except
for MC statistical uncertainties on the response matrix (“Stat.+Syst. 17),
and with these systematic uncertainties assumed to scale in the same way
as the statistical uncertainties (“Stat.+Syst. 27). The significances Z were
calculated from a goodness-of-fit test as described in section[0.1.1] The last
line shows the SM prediction from table

- . AAR[107%(2) A
1 E
L{fb~] Scenario inclusive 0<0; <% 150;< %’r ‘%’“ <6; <7 Combination
- Stat. only 139 fb~! 0.77 (2.45) 1.54 (0.82) 1.34 (2.72) 1.32 (0.45) 2.13
« Stat.+Syst. 1 139fb~! 1.02 (1.86) 1.99 (0.64) 1.90 (1.93) 1.56 (0.38) 1.22
Stat.+Syst. 2 139 fb ™ 1.02 (1.86) 1.99 (0.64) 1.90 (1.93) 1.56 (0.38) 1.22
- Stat. only 300 b1 0.52 (3.63) 1.05 (1.21) 0.92 (4.00) 0.89 (0.67) 3.63
= Stat.+Syst. 1 300 fb ™1 0.80 (2.35) 1.57 (0.81) 1.58 (2.32) 1.14 (0.52) 1.70
Stat.+Syst. 2 300fb~! 0.69 (2.76) 1.36 (0.94) 1.29 (2.83) 1.05 (0.57) 2.27
- Stat. only 3000 fb~! 0.17 (11.28) 0.33 (3.81) 0.29 (12.50) 0.28 (2.08) > 8.2!
§ Stat.+Syst. 1 3000fb~" | 0.62 (3.04) 1.18 (1.07) 1.30 (2.80) 0.74 (0.80) 2.34
Syst.+Syst. 2 3000fb~" | 0.22 (8.56) 0.43 (2.96) 0.41 (8.84) 0.34 (1.77) > 8.2!
Ap =+ A44E[1072}
inclusive 0<0; <% §§9j<%” %’“gﬁjgw
SM prediction —1.89+041 | —1.274+0.28 | —=3.66 +£0.33 | —0.59 +1.28

! The significance of the combination was calculated with equations and using the scipy package [321]
in Python. The precision in the cumulative distribution function calculation limits give a lower limit of the
p-values of & 2.2 - 10716, corresponding to a significance of < 8.20. For the one-dimensional distributions in
the individual bins, the significance was directly computed by Z = |Ag|/AAg allowing for arbitrary large

Z-values.

The impact of the systematic uncertainties by category was shown in table[9.21] The
statistical uncertainty of the data-driven multijet estimate is sizeable in all three ¢;
bins, but expected to reduce in the same way as the data statistical uncertainties. The
tt modelling uncertainties on the other hand suffer from MC statistical uncertainties
as discussed in section [8.3.1) which can be assumed to be reduced similarly if the
simulation keeps pace with the data taking. The dominating ¢t¢ ME/PS matching and
FSR uncertainties might be mitigated considering higher order corrections to the ME
as described in appendix [B.I] The dominating detector related uncertainties on the
jet energy resolution were obtained from in-situ measurements in data as described in
section [8.2] and are thus also expected to decrease to some degree with more statistics.
Overall, it seems realistic to expect significances somewhere between the two extreme
scenarios “Stat.+Syst. 1”7 and “Stat.+Syst. 27.
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10. SMEFT interpretation

The measurement of the energy asymmetry presented in chapter [9] was found to be
consistent with the SM prediction. This chapter explores the sensitivity of the energy
asymmetry to effective four-quark interactions in the framework of Standard Model Ef-
fective Field Theory (SMEFT) and provides a comparison with the rapidity asymmetry
measurement. Section [I0.1] gives a brief summary of the main concepts of SMEFT
already described in section [2.4.3 and explains how the SMEFT predictions for the
energy and rapidity asymmetries were obtained. Section [I0.2] presents the one- and
two-dimensional limits on Wilson coefficients obtained from fitting the SMEFT predic-
tions to the measured asymmetries. Current global limits are discussed in section [10.3]

A preliminary SMEFT interpretation based on expected experimental uncertainties
was published in reference [75]. The coefficient limits obtained from the differential en-
ergy asymmetry and their comparison with those obtained from the rapidity asymmetry
were published in references [83] and [66], respectively.

10.1. Introduction

The Standard Model Effective Field Theory (SMEFT) represents a model-independent
framework for new-physics interpretations by extending the SM Lagrangian with non-
renormalisable, gauge invariant operators containing SM fields as described in sec-
tion 2.4.3
ng C(d)
Lsmprr = Loy + L5 +£0 + 0 £ =3~ =10l (10.1)
i=1

This analysis focuses on the following six dimension-six operators:

05 = (AT Q)@ T ), Of) = (@1.Q)(@"a),
08, = by, T4t) (" Tw;), O}, = (Fyut) (@iy"ws), (10.2)
O, = (@' T q:) T, T), O, = (G7"a) (Fyut)
with o ‘ ‘
gi = (ug,dz), U=, di = dly,  i=1,2
Q= (tvaL)’ t=1tg, b=">0g

that provide a complete set of chiralities for both colour singlet and octet operators.
Cross sections and asymmetries depend on the Wilson coefficients C; as in eq.

o=oM+ Z Crok + Z CyCy ot
k k<l
oa O+ Cuoh + 30 CrCrot]

A = — =
og UEM +> Ckag + Zkg CC, Ugl

(10.3)

(10.4)
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Table 10.1.: SM predictions for the inclusive and differential energy asymmetry Ag
obtained from simulation at NLO in ¢fj with MADGRAPH5_AMCATNLO
and the inclusive and differential rapidity asymmetry Ac calculated at
NNLO with electroweak corrections [151] including MC statistical (“Stat.”)
and scale (“Syst.”) uncertainties.

A Stat. Syst. Total unc.

inclusive —1.89 0.14 0.38 0.41

- 0-7/4 —~1.27  0.27  0.09 0.28
=0 7/4-37/5 —3.66 023 0.24 0.33
3r/5-m —0.59 024 1.25 1.28

inclusive 0.64 0.01 0.06 0.06

< 500 GeV 0.55 0.02 0.06 0.06

5 500-750GeV | 0.72  0.02 0.06 0.06
= my  750-1000GeV | 0.79  0.03 0.05 0.06
1000-1500GeV | 0.96  0.05 0.08 0.09

> 1500 GeV 094 0.07 0.13 0.15

where O'I§7 4 and Jf’qf 4 correspond to Agnv X Agim-¢ and | Agim-6|> operator interferences,
respectively.

The SM prediction at the particle level was obtained from simulation with MAD-
GRAPH5_AMCQ@NLO 2.7+PYTHIA 8.2 at NLO in ttj production, while the SM-EFT
interference and EFT-EFT contributions were generated at LO using the SMEFTATNLO
package [152]; see section for further details.

The rapidity asymmetry provides complementary information and was measured at
the parton level inclusive and differential in m,; [66]. The SM prediction was calculated
at NNLO in ¢t production including electroweak corrections [151], while the operator
contributions were calculated at NLO by E. Vryonidou and C. Zhan [152] using the
SMEFTATNLO package. The SM predictions for the inclusive and differential asym-
metries including MC statistical and scale uncertainties are listed in table the
scale uncertainty was obtained from the envelope of the individual scale variations and
the total uncertainty is given by the sum in quadrature of the MC statistical and the
scale uncertainties. The dependence of the asymmetries on the Wilson coefficients are
illustrated in figures and in section [2.4.3

The energy asymmetry was measured in the boosted phase space that probes invari-
ant masses in the range of 600 GeV T my; < 1200 GeV well above the ¢ production
threshold as shown in figure [9.20L This corresponds to the my; region where the meas-
ured rapidity asymmetry is most sensitive to new physics. The two asymmetries are
thus compared in similar phase-space regions where they feature a high theoretical
sensitivity to four-quark operators.
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10.2. Limits on Wilson coefficients

The sensitivity of the asymmetries to the various operator contributions is assessed with
one- and two-parameter maximum-likelihood fits of the SMEFT prediction zSMEFT
depending on the Wilson coefficients C; to the measured (expected) asymmetries 24(®).

The maximum likelihood estimator (MLE) starts from the joint density or likelihood

L(x|) of the observed data z conditioned on a set of n parameters . The estimate 6 is
given by the value of # that maximises the likelihood. The MLE is asymptotic normal,
i.e. the estimator 0 is distributed according to a n-variate normal distribution N (9 Y)
with mean 6 and variance . The asymptotic variance ¥ is given by the negative inverse
of the expected value of the Hessian matrix H of In L [322]:

20); = ((~10);)) " = (— <‘w>> (10.5)

The quantity (0—0)TS~1(0—0) follows a x?2 distribution with n degrees of freedom such
that a confidence region at the 1 —« confidence level for a n-variate normal distribution
N(0,%) is given by the parameter region satisfying:

O=0)"S10-0) <xhi s (10.6)

where ng,l—oc is the 1 — a quantile of the x? distribution. The Taylor approximation of
the log likelihood function in vicinity to its maximum value reads:

1 . . .
In L(0) = In L(0) + 5(0 — OTH(H) (6 —0) (10.7)
Approximating (H) by the actual value H and using that %(0) = —(H())~! yields:

In L(0) = In L(§) — (9 ) 's=1(0)(0 - 0) (10.8)

\V] \

The 1 — « confidence regions are thus given by all parameter combinations that satisfy
InL(0) > InL(f) — %X%,l—av or, equivalently:

—2InL(0) < -2 L(0) + x2,1_, (10.9)

In the one-dimensional case, the boundary line intersects the likelihood curve at the
points 1 and 6~ which are the upper and lower bounds of 0 at the given confidence
level. In the two-dimensional case, the confidence regions are given by contours in
Aln L.

In case the joint probability L = L(6) is Gaussian distributed with mean pu = ()
and covariance C' = C(#), the likelihood is given by:

1 1
L=—~——exp(—=(z—pwcHa-— ) 10.10
T e (5t ) (1010)
with logarithm:

1 1
InL = —5(33 —wreYz —p) - iln |C| — nln(27) (10.11)
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and maximising L is equivalent to minimise —2In L:
—2InL = (z — w)TC "z — p) + nln(27) + In(|C)) (10.12)

and thus to minimise
X2 = (z— )"0 Nz —p) (10.13)

if C' does not depend on 6. In this analysis, the effect of C' on # is found to be small, such

that C' can be approximated as constant. Similar as the likelihood function, in vicinity

to its minimum value, Xfmn = x%(), the x? function in eq. can be approximated
as:

20) = x20) + (0 - 0)T="10) (6 — 6 10.14

VE(0) = \2(0) + (0 - 0TS (0)(0 - 0) (10.14)

such that the 1 — « confidence regions are given by all parameter combinations that
satisfy x2(60) < x%(0)+ X%,l— - In the one-dimensional case, the boundary line intersects

the x? curve at the upper and lower bounds of 6 at the given confidence level. In the
two-dimensional case, the confidence regions are given by contours in Ax?. The X%,k o
quantiles for the 68.27 % and 95.45% confidence levels are given by 1.0 and 4.0 for
n =1 and by 2.30 and 6.18 for n = 2, respectively. These confidence levels reflect the
one and two o confidence levels of the univariate Gaussian distribution used in typical
error calculations and are referred to as 68% CL and 95% CL in the following.

Let 29(®) denote the measured (expected) asymmetries and zSMFFT the SMEFT
prediction depending on the Wilson coefficients C;. The x? function to be minimized

then reads:
XQ _ (md(e) _ xSMEFT)TC—l(xd(e) _ :L,SMEFT>. (10.15)

where the covariance matrix
C = Cd(e) + Ct, Ot = CMC stat + Cscale’ (1016)

contains the (expected) measurement uncertainties (C4®)), taking into account the
correlations between the measured bins, and the theoretical uncertainties on the pre-
dictions (C*) due to the limited sample size (CMC 5tat) and scale uncertainties (C5!).
The covariance matrix for the (expected) measurement uncertainties (C4()) contains
the full correlations between the measured bins, while CMC st2t is diagonal by definition.
The scale uncertainties on the energy asymmetry in the individual bins are evaluated
from nine different scale variations, obtained by independent up and down variations
of the renormalisation and factorisation scales by a factor of 2. The covariance matrix
sl is then built assuming no correlation between the bins. It has been checked that
the impact of this assumption on the result is negligible, since the theoretical uncer-
tainties are small compared to the measurement uncertainties except for the last ¢;
bin.

Figure shows the x? values in dependence of the Wilson coefficients in one-
parameter fits to the differential energy asymmetry. As described above, the 68% and
95% confidence bounds are given by the coefficient values at the intersections of the y?
curve with the X12111n +1 and Xr2nin + 4 lines, respectively. The corresponding figures for
the inclusive energy asymmetry and the inclusive and differential rapidity asymmetry
are shown in figures [C.1] [C.2] and [C.3] in appendix [C], respectively.

Figure and tables and show the bounds on the Wilson coefficients
obtained from one-parameter fits to the inclusive and differential energy and rapidity
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asymmetries. Differences in the bounds obtained from the rapidity asymmetry to those
reported in reference [66] are due to a different treatment of MC statistical, scale, and
PDF uncertainties in the fitting procedure. The differential energy asymmetry is found
to be sensitive to four-quark operator coefficients in the range of [—1,1] (TeV/A)?
the 68% and of [—2,2] (TeV/A)? at the 95% confidence level. The sensitivity of the
energy and rapidity asymmetries to the coefficients C’Qq, C}, and C3, is found to be
comparable such that the energy asymmetry will play an 1mp0rtant role in global fits
which are sensitive to the charge asymmetries [52, 53| [323].

Table 10.2.: Bounds on individual Wilson coefficients C ( TeV/A)? from one-parameter
fits to the measured and expected inclusive energy asymmetry and the
inclusive rapidity asymmetry measured in reference [66]. The dashes (-)
indicate that no bound was found within the range of [-10.0, 10.0].

Aincl. AinclA expected AinCL
CITVIN | garon ™t ssnon  oshon T ewioL  eshoL el
ol [—0.38,0.50] [~0.72,0.85] | [~0.60,0.73] [~0.93,1.08] | [~0.65,0.54] [—0.87,0.76]
ol [~0.88,1.16] [—1.66,2.15] | [~1.37,1.79] [-2.19,2.92] | [-3.43,0.61] [—3.99,0.99]
cl, [~1.94,1.52] [-3.64,2.75] | [~1.15,0.86] [—1.92,1.51] | [-0.42,0.52] [—0.65,0.77]
cs [—4.20,5.48] -] [2.35,2.75] [~4.15,5.38] | [~2.92,0.65] [—3.58,1.62]
cl [~0.46,0.58] [—0.87,1.01] | [~0.72,0.85] [—1.12,1.27] | [-0.87,0.62] [—1.14,0.91]
cs, (~0.92,1.12] [~1.66,1.91] | [~1.40,1.63] [-2.07,2.37] | [-3.22,0.96] [—3.81,1.49]

Table 10.3.: Bounds on individual Wilson coefficients C'( TeV/A)? from one-parameter
fits to the measured and expected energy asymmetry differential in 6; and
the rapidity asymmetry differential in m,; measured in reference [66].

Ag Ap (expected Ac
C(TeV/A)® 68% CL 95% CL 68% CL( v 959)6 CL 68% CL 95% CL
Célq [-0.41,0.47] [-0.65,0.67] | [-0.46,0.45] [—0.66,0.65] | [-0.53,—0.29] [—0.64,0.40]
ol [—0.87,1.24] [-1.72,2.10] | [-1.27,1.35] [-2.06,2.22] | [0.04,0.41]  [—0.24,0.57]
Cth [-0.43,0.52] [-0.69,0.75] | [-0.48,0.50] [-0.71,0.73] | [-0.09,0.15] [-0.22,0.27]
C’tsq [-1.41,0.84] [-2.01,1.43] | [-1.47,0.89] [—2.03,1.44] | [-0.35,0.44] [-0.71,0.90]
CL, [-0.50,0.56] [—0.78,0.81] | [-0.55,0.54] [—0.80,0.79] | [-0.71,—0.40] [-0.85,0.32]
cs, [-1.00,1.01] [-1.71,1.56] | [-1.27,0.98] [—1.85,1.53] [0.13,0.65] [—2.32,0.87]

Figures and show the Wilson coefficient bounds from two-parameter fits of
the inclusive and differential energy asymmetry, respectively. The pairs of operators
were chosen to investigate the effects of the colour structure and the quark chirality
independently: the top row shows colour-singlet operators with different quark chiral-
ities, the middle row shows the same chirality scenarios for colour-octet operators and
the bottom row shows colour-singlet versus colour-octet operators with the same quark
chiralities. Figures (a) and (c¢) demonstrate the difference between colour-singlet and
colour-octet operators (C’th Vs. qu), such that no plot for C}, vs. C5, was included. The
difference between left- and right-chiral quarks (Cclglq vs. C},) is illustrated in figure (b).
The expected and observed bounds are very similar due to the good agreement between
the measured and predicted energy asymmetry. The confidence regions of the measured

167



SMEFT interpretation

17.5
— x&nt+1.0 101 — x&n+10
L S N — Xmin+40 """ Xmin+4-0
125 8
10.0 6
B
75
4,
5.0
2
25
0.0 /| 0
-0 —05 0.0 05 1.0 -2 = 0 i p) 3
C3 (TeV/AY? Cg (TeVIn?
‘ 175 ‘ ‘
15.0 — sznin +1.0 I sznin +1.0
----- X&in+4.0 15.0 - X+ 4.0
12,5
125
10.0
o 10.0
=~ 75
75
5.0 50
25 |¥/| 25 |\—/|
00757 205 0.0 05 10 0.0-—3 2 - 0 i 2
Cl, (TeV/N)? CE, (TeV/N)?
17.5
- Xmin+10 15.0 - Xmin+10
L N Xiin + 4.0 1250 \ T Xmin +4.0
125
10.0
L 100
= 75
75
5.0 5.0
25 2.5 |\_/|
0055 o5 00 05 10 0.0 2 1 0 1 2
Ci, (TeV/IN)? C8 (TeV/IN)?
Figure 10.1.: x? values vs. Wilson coefficients of the one-parameter y? fits of the energy
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Figure 10.2.: Bounds on the individual Wilson coefficients from one-parameter fits of
the inclusive (a) and differential (b) energy and rapidity asymmetries.
Black and blue lines correspond to the measured and expected energy
asymmetries as published in figure 9 in reference 83|, red lines corres-
pond to the measured rapidity asymmetry [66]. Solid and dashed lines
correspond to the 68% and 95% confidence level, respectively. Dots de-
note the best fit values.

asymmetry are centred near (0,0) for the same reason, while the best fit values from
the expected asymmetry are exactly (0,0) and are thus not shown in the plots.

The energy asymmetry in ¢tj production exhibits a different QCD structure than
the rapidity asymmetry in t¢ due to the extra jet such that these two asymmetries
probe different directions in chiral and colour space. Figures and illustrate
these complementarity. The two asymmetries probe similar areas in the parameter
space for colour-singlet operators (top row), while the shapes of the bounds look very
different for colour-octet operators (middle row). Specifically, the blind direction in
the ng-ch plane in figure left by the rapidity asymmetry is broken by the
energy asymmetry due to dimension-six operator interference with the SM amplitude.
Differences in colour-singlet and colour-octet contributions to ¢f and tfj production
lead to differently shaped bounds in the bottom row.
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95% CL limits from the energy asymmetry, respectively.
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Figure 10.4.: Bounds on Wilson coefficients from two-parameter fits of the energy asym-
metry Ag in all three 6; bins, setting all other operator coefficients to zero.
The inner green and outer yellow areas show the 68% and 95% CL limits
obtained from the measured energy asymmetry, respectively. The black
cross denotes the minimum of the x?2 fit. Solid and dashed blue contours
show the expected 68% and 95% CL limits from the energy asymmetry,
respectively. This figure was published as figure 10 in reference [83].
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Figure 10.5.: Bounds on Wilson coefficients from two-parameter fits of the inclusive
energy (blue) and rapidity (red) asymmetries, setting all other operator
coefficients to zero. Solid and dashed contours show the 68% and 95%
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Figure 10.6.: Bounds on Wilson coefficients from two-parameter fits of the energy asym-
metry Ap (blue) differential in 6; and the rapidity asymmetry A% (red)
differential in myz . Solid and dashed contours show the 68% and 95%
confidence bounds, respectively. This figure was published as figure 9 in

reference .

173



SMEFT interpretation

Table 10.4.: Bounds on individual Wilson coefficients C'(TeV/A)? from the energy
asymmetry, obtained from a combined fit to its values in all three 6; bins:
A}E, A%, and A%. The SMEFT predictions include operator contributions
to og and o up to O(A™4) (left) and up to O(A~2) (right).

Agp A4 Agp A2
C(TeV/AP | 6eor o1, ( 9)5% CL 68% CL ( 9)5% CL
Coy [-0.41,0.47) [-0.65,0.67] | [~0.68,4.06] [—3.36,6.16]
Coy [0.87,1.24] [-1.72,2.10] | [~1.26,4.76] [—3.24,9.64]
ci, [-0.43,0.52] [-0.69,0.75] | [-0.60,5.76] [—3.42,9.36]
cs, [~1.41,0.84] [-2.01,1.43] | [-1.86,1.70] [—3.30,3.98]
CL, [-0.50,0.56] [—0.78,0.81] | [-0.96,5.82] [—4.72,8.88]
cs, [-1.00,1.01] [~1.71,1.56] | [-1.30,2.52] [-3.02,4.66]

As shown in eq. in section [2.4.3] corrections due to the interference between
dimension-eight operators and the SM, Agy x A®), contribute to the squared amplitude
at the same order in A as the dimension-six interference terms A x A®)  Some
analyses like the rapidity asymmetry measurement [65] therefore prefer to present the
SMEFT results only to the order of A%2. To ease comparisons with such measurements
and to evaluate the impact of O(A~2) versus O(A~*) operator contributions for the
energy asymmetry, the bounds obtained from the energy asymmetry including operator
contributions to the charge-symmetric and charge-asymmetric cross sections og and o
up to O(A~?) and up to O(A~*) are compared in table The bounds are clearly
dominated by the O(A~%) contributions a’sff A~ Studies in dilepton production found
large effects from both the inclusion of dimension-six squared terms and of dimension-
eight terms [324] on the limits of four-fermion operators including leptons, while studies
on Higgs measurements found the impact of dimension-eight operators including Higgs
bosons to be at the order of a few percent [150].
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SMEFT interpretation

10.3. Global fits

Figure [10.7] shows current bounds on the Wilson coefficients for top-quark operat-
ors from global fits [323] of observables in the top-quark sector such as the forward-
backward [128] and rapidity [65] asymmetries, measurements of the tW [325], tZ [326],
ttry [327], ttW and ttZ [328] cross sections, searches for four-top events [329] as well as
electroweak precision measurements. The limits were obtained with a y? fit similar to
that described in section taking into account operator contributions up to order
O(A)~? and neglecting dimension-six A©®) x A interference terms. The upper panel
shows individual limits, setting all other operator coefficients to zero, while they were
profiled or marginalised in the lower panel. The individual limits are of the order of
0(0.1) for C’%lq and of O(1) for the other four-fermion operators and can be directly
compared to the limits obtained from the energy asymmetry in table which are
of order O(5). Marginalising over all other operators increases the current limits by
factors up to ten, resulting in the individual limits from the energy asymmetry being
smaller than current global limits.

Figure illustrates the interplay between the various top-quark observables in
constraining the Wilson coefficients for four-fermion operators in two-parameter fits.
In the C’éSq—qu plane, corresponding to figure the tt cross section and asymmetry
observables exhibit blind directions orthogonal to each other and the ¢tV and ttH cross
section measurements provide elliptical bounds with a similar size as those obtained
from the energy asymmetry. Their combination yields much tighter bounds without
any blind directions, showing that the energy asymmetry observable will provide a
valuable input to global fits.

175



SMEFT interpretation

Top operators EWPO + top EW + tt + HEX
-lnort M ttRun1&2 i
= tf Run 1 M £ Run 1& 2+ Asym.

M i m H’ L |\| |*++* if

o N BB o @

-4

}\

-6 : ‘ 95%CL individual; ¢; (1TEV) ’ i

g LBoS. fYuk. (Top 2F :Top 4F A
- [ T <] Eo Eo g % ] - & @ ms mg ol o3 ol

0 O T T ¢ S ¢ @98 4S8 W W O O O
c ~ ~ —
= 3 g 3 S

8 :

ttRun 1 M tf Run 1 &2 + Asym.

6 0 tERun 1 &2 no EWPO

‘

2 -

i 1t : “ }

0 ; He AT “ b H
20 .
_4 H :

: 2
-6 ; : ‘ 95%CL marginalised; c,-%’ﬂ ’ '
8 Bos. (Yuk. {Top 2F i Top 4F
T e T ¢ ®° S % Q H, Ry @ FER ®f ©3 oF
O § ¢ T T 9 5 S @8 o8 S8 2% US ¢ U 0
- - — QO QO - - — — —
= ' c & T 7 ' ' c & o
- b= = =2 9 9 g g = A -~

Figure 10.7.: 95% CL intervals for the individual (top panel) and marginalised (bottom

panel) Wilson coefficients of top-quark operators from combined fits to

top-quark data.

t; vs. tg uvs.d

tERun 1
tfRun 2
tfV Run 1
ttV + ttH Run 2
tt asymmetries
Combined

71 Marginalised

Figure 10.8.: Bounds on Wilson coefficients from two-parameter fits of various top-
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quark datasets for operators coupling to left- and right-handed top quarks
(left) and to up- and down-type quarks (right) [323]. Dashed and solid
lines correspond to 68% and 95% confidence levels, respectively.



11. Summary

In this thesis the first measurement of the top-antitop energy asymmetry and its in-
terpretation in the Standard Model Effective Field Theory (SMEFT) framework were
presented. The results were published in reference [83]. Phenomenological studies on
the expected sensitivity of the energy asymmetry and a comparison with the rapidity
asymmetry were published in references [75] and [66], respectively.

The measurement was based on proton-proton collision data collected by the ATLAS
experiment during Run 2 from 2015-2018 at the Large Hadron Collider (LHC) with
an integrated luminosity of 139fb~! and a centre-of-mass energy of /s =13TeV. The
energy asymmetry was measured in jet-associated top-quark pair production events
in the semi-leptonic decay channel in the boosted topology requiring the hadronically
decaying top quark to have a transverse momentum above 350 GeV. The measurement
was performed at the particle level using the Fully Bayesian Unfolding (FBU) method
to correct the results for detector resolution and acceptance effects.

Both the inclusive and differential measurements of the energy asymmetries were
found to be consistent with the SM prediction calculated at next-to-leading order in
quantum chromodynamics including effects of parton shower and hadronisation. In the
central bin of the scattering angle of the associated jet with respect to the beam axis,
/4 < 6; < 31/5, where the energy asymmetry is expected to be the largest, the meas-
ured asymmetry of —0.043 £ 0.020 is found to be different from zero with a significance
of 2.10 and to be in good agreement with the SM prediction of —0.038 & 0.003. The
measurement uncertainties are dominated by the limited data statistics in the chosen
phase-space region, ¢t modelling and jet energy resolution uncertainties. Assuming that
the SM prediction is measured and that the systematic uncertainties scale in the same
way as the data statistical uncertainties, the energy asymmetry in the central 6; region
is expected to reach significances close to 3¢ and well above 50 during Run 3 and at
the HL-LHC, respectively.

The energy asymmetry observable was interpreted within the SMEFT framework
and found to have a high sensitivity to the chiral and colour structure of four-quark
operators with top quarks. One- and two-dimensional bounds on the Wilson coefhi-
cients of individual operators were extracted in fits of the SMEFT predictions to the
measured asymmetries. The sensitivity to individual four-quark operators were found
to be similar to that of other observables in the top-quark sector; as illustrated in the
two-parameter fits of operator pairs with different chiral and colour structure, the en-
ergy asymmetry probes new directions in the parameter space of Wilson coefficients
and breaks blind directions observed for the rapidity asymmetry. Therefore, the energy
asymmetry is complementary to other observables such as differential cross sections
and the rapidity asymmetry and will provide a valuable new input to global SMEFT
fits.
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A. Data and Monte Carlo samples

The data samples used in this analysis with the corresponding event numbers and the
trigger configuration names are listed in tables and respectively. Tables to
[A.12]list the simulated signal and background samples. Shown are the dataset identifier
(DSID), sample name, detector simulation type, simulation campaign, simulated cross
section o before filtering, filter efficiency epjiter, k-factor, total cross section and number
of simulated events. “FS” and “AF” refer to the full and fast detector simulation,
respectively, while “TRUTH” denotes samples at the particle level without detector
simulation. The Monte Carlo samples were simulated independently for the 2015-
2016, 2017 and 2018 data-taking periods in the “mcl6a”, “mcl16d” and “mcl6e” MC
campaigns, respectively. The k-factor [121] corrects the simulated cross section for
higher order corrections in perturbation theory. The total cross section oot is given
by the product of the simulated cross section with the filter efficiency and the k-factor,
Otot = ke€riltero. Some of the samples were filtered by decay products, transverse
momenta or the appearance of b- and c-jets at the particle level.

Table A.1.: Dataset names and event numbers for the data samples.

Dataset Events

datal5_-13TeV.AllYear.physics_Main.PhysCont. DAOD_TOPQ1.grp15_v01_p4345 220,574,004

datal6_13TeV.AllYear.physics_Main.PhysCont. DAOD_TOPQ1.grp16_v01_p4345 1,069,006,174
datal7_13TeV.AllYear.physics_Main.PhysCont.DAOD_TOPQ1.grp17_v01_p4345 1,340,803,654
datal8_13TeV.AllYear.physics_Main.PhysCont. DAOD _TOPQ1.grp18 v01 p4345 1,716,774,819
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Data and Monte Carlo samples

Table A.2.: Single-electron (e) and single-muon (mu) trigger [270, 271] configuration

180

for the 2015 and 2016-2018 data-taking periods. The trigger names indic-
ate the transverse energy threshold for electrons (e) and muons (mu) as
well as the identification (lh) and isolation (i) requirements for the HLT.
Triggers with the suffix “nod0” do not use the transverse impact parameter
in the LH. Triggers with the “L1” tag are seeded from L1 objects, where
the number denotes the transverse energy requirements for electrons (EM)
and muons (MU). The abbreviations “V” and “H” indicate n-dependent
transverse energy requirements and a veto against leakage of energy depos-
its into the hadronic calorimeter, respectively.

Year Electrons Muons

e24_lThmedium_L1EM20VH | mu20_iloose_ L1MU15
2015 e60_lhmedium mub0
e120_lhloose

€26_lhtight_nod0_ivarloose mu26_ivarmedium
20162018 e60_lhmedium _nod0 mud0
€140_1hloose_nod0




Data and Monte Carlo samples

Table A.3.: Cross sections, filter efficiencies, k-factors and event numbers for the tt
samples. The tt samples contain only the semi-leptonic and di-leptonic
decay channels. To evaluate systematic uncertainties due to final state
radiation, sliced samples filtered by the scalar sum of transverse momenta of
all particle-level jets Hp were used. The mass variation, ME/PS matching
and PS samples are subdivided into semi-leptonic and di-leptonic ¢t decay

channels.

DSID Sample Type Campaign o [pb]  €pjler k Tot [PD) Events
410470 PhPy8EG_A14_ttbar_hdamp258p75_nonallhad FS mcl6d 729.77 0.5438 1.1398  452.37 149,327,000
410470 PhPy8EG_A14_ttbar_hdamp258p75_nonallhad FS mcl6e 729.77 0.5438 1.1398  452.37 199,193,000
410470 PhPy8EG_A14_ttbar_hdamp258p75_nonallhad FS mcl6a 729.77 0.5438 1.1398  452.37 119,432,000
407342 PhPyS8EG_A14_ttbarHT1k5_hdamp258p75_nonallhad FS mcl6d 729.77 0.0006 1.1398 0.51 2,434,350
407342 PhPy8EG_A14_ttbarHT1k5_hdamp258p75 nonallhad FS mcl6e 729.77 0.0006 1.1398 0.51 8,835,000
407342 PhPy8EG_A14_ttbarHT1k5_hdamp258p75_nonallhad FS mcl6a 729.77 0.0006 1.1398 0.51 1,984,550
407343 PhPy8EG_A14_ttbarHT1k_1k5_hdamp258p75_nonallhad FS mcl6d 729.77 0.0036 1.1398 2.96 9,938,500
407343 PhPy8EG_A14_ttbarHT1k_1k5_hdamp258p75_nonallhad FS mcl6e 729.77 0.0036 1.1398 2.96 13,136,000
407343 PhPy8EG_A14_ttbarHT1k_1k5_hdamp258p75_nonallhad FS mcl6a 729.77 0.0036 1.1398 2.96 8,003,000
407344 PhPy8EG_A14_ttbarHT6c_1k_hdamp258p75_ nonallhad FS mel6d 729.76  0.0257 1.1398  21.36 12,296,000
407344 PhPy8EG_A14_ttbarHT6c_1k_hdamp258p75_nonallhad FS mcl6e 729.76  0.0257 1.1398  21.36 16,502,000
407344 PhPy8EG_A14_ttbarHT6c_1k_hdamp258p75_nonallhad FS mcl6a 729.76 0.0257 1.1398  21.36 10,003,000
410470 PhPy8EG_A14_ttbar_hdamp258p75_nonallhad AF mcl6d 729.77 0.5438 1.1398  452.37 149,845,000
410470 PhPy8EG_A14_ttbar_hdamp258p75_nonallhad AF mcl6e 729.77 0.5438 1.1398  452.37 200,752,000
410470 PhPy8EG_A14_ttbar_hdamp258p75_nonallhad AF mcl6a 729.77 0.5438 1.1398  452.37 119,916,000
410557 PowhegHerwig7EvtGen H7UE_tt_hdamp258p75_704_SingleLep AF mcl6d 730.14 0.4385 1.1392 364.76 120,732,000
410557 PowhegHerwig7EvtGen_ HTUE_tt_hdamp258p75_704_SingleLep AF mcl6e 730.14 0.4385 1.1392 364.76 161,049,000
410557 PowhegHerwig7EvtGen_ HTUE_tt_hdamp258p75_704_SingleLep AF mcl6a 730.14 0.4385 1.1392 364.76 96,426,000
410558 PowhegHerwig7EvtGen H7UE_tt_hdamp258p75_704_dil AF mel6d 730.15 0.1055 1.1391  87.72 99,645,000
410558 PowhegHerwig7EvtGen H7UE_tt_hdamp258p75_704_dil AF mel6e 730.15 0.1055 1.1391  87.72 132,917,000
410558 PowhegHerwig7EvtGen_H7UE_tt_hdamp258p75_704_dil AF mcl6a 730.15 0.1055 1.1391  87.72 79,846,000
410480 PhPy8EG_A14_ttbar_hdamp517p5_SingleLep AF mel6d 729.74  0.4385 1.1398  364.74 120,673,000
410480 PhPy8EG_A14_ttbar_hdamp517p5_SingleLep AF mcl6e 729.74 0.4385 1.1398 364.74 158,501,000
410480 PhPy8EG_A14_ttbar_hdamp517p5_SingleLep AF mcl6a 729.74 0.4385 1.1398 364.74 96,924,000
410482 PhPy8EG_A14_ttbar_hdamp517p5_dil AF mel6d 729.74 0.1055 1.1398  87.72 99,704,000
410482 PhPy8EG_A14_ttbar_hdamp517p5_dil AF mcl6e 729.74 0.1055 1.1398  87.72 133,138,000
410482 PhPy8EG_A14_ttbar_hdamp517p5_dil AF mcl6a 729.74 0.1055 1.1398  87.72 79,976,000
411046 PowhegPythia8EvtGen_ttbar_172p00_SingleLep AF mel6d 739.77 0.4385 1.1416 370.30 149,992,000
411046 PowhegPythia8EvtGen_ttbar_172p00_SingleLep AF mel6e 739.77 0.4385 1.1416  370.30 195,928,000
411046 PowhegPythia8EvtGen_ttbar_172p00_SingleLep AF mcl6a 739.77 0.4385 1.1416  370.30 119,887,000
411054 PowhegPythia8EvtGen_ttbar_172p00_dilep AF mcl6d 77.95 1.0000 1.1416  88.98 74,875,000
411054 PowhegPythia8EvtGen_ttbar_172p00_dilep AF mcl6e 77.95 1.0000 1.1416  88.98 97,961,000
411054 PowhegPythia8EvtGen_ttbar_172p00_dilep AF mcl6a 77.95 1.0000 1.1416  88.98 59,999,000
411049 PowhegPythia8EvtGen_ttbar_173p00_SingleLep AF mel6d 719.93 0.4385 1.1378  359.16 149,968,000
411049 PowhegPythia8EvtGen_ttbar_173p00_SingleLep AF mcl6e 719.93 0.4385 1.1378 359.16 195,999,000
411049 PowhegPythia8EvtGen_ttbar_173p00_SingleLep AF mcl6a 719.93 0.4385 1.1378 359.16 119,993,000
411057 PowhegPythia8EvtGen_ttbar_173p00_dilep AF mcl6d 75.86 1.0000 1.1378  86.31 74,999,000
411057 PowhegPythia8EvtGen_ttbar_173p00_dilep AF mcl6e 75.86 1.0000 1.1378  86.31 97,989,000
411057 PowhegPythia8EvtGen_ttbar_173p00_dilep AF mcl6a 75.86 1.0000 1.1378  86.31 59,909,000
411288 PhPy8EG_A14_ttbar_hdamp258p75_MECoff_nonallhad AF mcl6d 729.33 0.5438 1.1405 452.37 124,992,000
411288 PhPy8EG_A14_ttbar_hdamp258p75_MECoff_nonallhad AF mcl6e 729.33  0.5438 1.1405 452.37 165,959,000
411288 PhPy8EG_A14_ttbar_hdamp258p75_MECoff_nonallhad AF mcl6a 729.33  0.5438 1.1405 452.37 99,994,000
410464 aMcAtNloPy8EvtGen MEN30ONLO_A14N23LO_ttbar noShWe_SingleLep ~ AF mcl6d 711.43 0.4404 1.1691  366.27 119,984,000
410464 aMcAtNloPy8EvtGen MEN30ONLO_A14N23LO_ttbar_noShWe_SingleLep ~ AF mcl6e 711.43 0.4404 1.1691 366.27 159,922,000
410464 aMcAtNloPy8EvtGen_.MEN30NLO_A14N23LO_ttbar_noShWe_SingleLep ~ AF mcl6a 711.43 0.4404 1.1691  366.27 97,000,000
410465 aMcAtNloPy8EvtGen - MEN30NLO_A14N23LO_ttbar_noShWe_dil AF mcl6d 712.02 0.1072 1.1681  89.13 99,939,000
410465 aMcAtNloPy8EvtGen - MEN30NLO_A14N23LO_ttbar_noShWe_dil AF mcl6e 712.02 0.1072 1.1681  89.13 124,656,000
410465 aMcAtNloPy8EvtGen MEN30NLO_A14N23LO _ttbar_noShWe_dil AF mcl6a 712.02 0.1072 1.1681  89.13 139,966,000
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Table A.4.: Cross sections, filter efficiencies, k-factors and event numbers for the
W+jets (W — eve and W — pv,) samples filtered by the max(Hr, Pr(V)),
where Hp denotes the sum of the transverse momenta of all particle-level
jets and Pr (V') the transverse momentum of the W boson, and the appear-
ance of b- and c-jets at the particle level.

DSID Sample Type Campaign o [pb] €Filter k Tot [Pb] Events
364170 Sherpa_221 NNPDF30NNLO_Wenu MAXHTPTV0_70_CVetoBVeto FS mel6d 19156.00 0.8246 0.9702 15325.87 14,961,987
364170 Sherpa_221_ NNPDF30NNLO_Wenu_MAXHTPTV0_70_CVetoBVeto FS mcl6e 19156.00 0.8246 0.9702 15325.87 20,104,467
364170 Sherpa_221_ NNPDF30NNLO_Wenu MAXHTPTV0_70_CVetoBVeto FS mcl6a 19156.00 0.8246 0.9702 15325.87 12,205,680

364171 Sherpa_221_ NNPDF30NNLO_Wenu MAXHTPTV0_70_CFilterBVeto FS mcl6d 19145.00 0.1310 0.9702  2432.33 29,449,776
364171 Sherpa_221_ NNPDF30NNLO_Wenu_ MAXHTPTV0_70_CFilterBVeto FS mcl6e 19145.00 0.1310 0.9702 2432.33 73,804,414
364171 Sherpa_221_ NNPDF30NNLO_Wenu MAXHTPTV0_70_CFilterBVeto FS mcl6a 19145.00 0.1310 0.9702 2432.33 45,669,245

364172 Sherpa_221_ NNPDF30NNLO_Wenu MAXHTPTV0_70_BFilter FS mcl6d 19143.00 0.0442 0.9702  820.59 44,278,204
364172 Sherpa_221_NNPDF30NNLO_Wenu MAXHTPTV0_70_BFilter FS mcl6e 19143.00 0.0442 0.9702  820.59 64,133,724
364172 Sherpa_221_ NNPDF30NNLO_Wenu_MAXHTPTV0_70_BFilter FS mcl6a 19143.00 0.0442 0.9702  820.59 41,060,000

364173 Sherpa_221_NNPDF30NNLO_Wenu MAXHTPTV70.140_CVetoBVeto FS mcl6d 945.69  0.6803 0.9702  624.14 10,493,507
364173 Sherpa_221_ NNPDF30NNLO_Wenu MAXHTPTV70-140_CVetoBVeto FS mcl6e 945.69  0.6803 0.9702  624.14 13,946,535
364173 Sherpa_221_ NNPDF30NNLO_Wenu MAXHTPTV70.140_CVetoBVeto FS mcl6a 945.69  0.6748 0.9702  619.14 8,439,699
364174  Sherpa_221 NNPDF30NNLO_Wenu MAXHTPTV70_140_CFilterBVeto FS mcl6d 946.40  0.2427 0.9702  222.82 7,724,762
364174  Sherpa_221 NNPDF30NNLO_Wenu_ MAXHTPTV70_140_CFilterBVeto FS mcl6e 946.40  0.2427 0.9702  222.82 10,319,801
364174  Sherpa_221_ NNPDF30NNLO_Wenu_ MAXHTPTV70_140_CFilterBVeto FS mcl6a 946.08  0.2414 0.9702  221.62 6,212,305

364175 Sherpa_221_ NNPDF30NNLO_Wenu MAXHTPTV70_140_BFilter FS mcl6d 945.63  0.0834 0.9702 76.47 13,977,668
364175 Sherpa_221_NNPDF30NNLO_Wenu_ MAXHTPTV70_140_BFilter FS mcl6e 945.63  0.0834 0.9702 76.47 17,336,777
364175 Sherpa_221_ NNPDF30NNLO_Wenu MAXHTPTV70.140_BFilter FS mcl6a 945.63  0.0834 0.9702 76.47 11,237,955

364176  Sherpa_221_ NNPDF30NNLO_Wenu MAXHTPTV140-280_CVetoBVeto FS mcl6d 339.79  0.5987 0.9702  197.36 7,557,262
364176  Sherpa_221 NNPDF30NNLO_Wenu MAXHTPTV140_-280_CVetoBVeto FS mcl6e 339.79  0.5987 0.9702  197.36 10,124,453
364176  Sherpa_221 NNPDF30NNLO_Wenu MAXHTPTV140_280_CVetoBVeto FS mcl6a 339.79  0.5987 0.9702  197.36 6,060,935
364177  Sherpa_221_NNPDF30NNLO_Wenu_ MAXHTPTV140_280_CFilterBVeto FS mcl6d 339.80  0.2880 0.9702 94.96 10,958,986
364177 Sherpa_221 NNPDF30NNLO_Wenu MAXHTPTV140_280_CFilterBVeto FS mcl6e 339.80  0.2880 0.9702 94.96 14,555,629
364177  Sherpa_221_NNPDF30NNLO_Wenu MAXHTPTV140_280_CFilterBVeto FS mcl6a 339.80  0.2880 0.9702 94.96 8,731,687

364178 Sherpa_221_ NNPDF30NNLO_Wenu MAXHTPTV140_280_BFilter FS mcl6d 339.70  0.1108 0.9702 36.52 19,040,059
364178 Sherpa_221_NNPDF30NNLO_Wenu_ MAXHTPTV140_280_BFilter FS mcl6e 339.70  0.1108 0.9702 36.52 19,329,693
364178 Sherpa_221_NNPDF30NNLO_Wenu_ MAXHTPTV140_280_BFilter FS mcl6a 339.69  0.1109 0.9702 36.55 14,885,415
364179 Sherpa_221 NNPDF30NNLO_Wenu MAXHTPTV280_500_CVetoBVeto FS mcl6d 72.07  0.5469 0.9702 38.24 3,796,298
364179  Sherpa_221_NNPDF30NNLO_Wenu_ MAXHTPTV280_500_CVetoB Veto FS mcl6e 72.07  0.5469 0.9702 38.24 5,236,025

364179  Sherpa_221 NNPDF30NNLO_Wenu MAXHTPTV280_500_CVetoBVeto FS mcl6a 72.07 0.5469 0.9702 38.24 3,162,604
364180  Sherpa_221_NNPDF30NNLO_Wenu- MAXHTPTV280_500_CFilterBVeto FS mcl6d 72.10 0.3199 0.9702 22.38 2,475,430

364180  Sherpa_221_NNPDF30NNLO_Wenu MAXHTPTV280_500_CFilterBVeto FS mcl6e 72.10 0.3199 0.9702 22.38 3,292,193
364180  Sherpa_221_NNPDF30NNLO_Wenu MAXHTPTV280_500_CFilterBVeto FS mcl6a 72.10 0.3199  0.9702 22.38 1,985,740
364181 Sherpa_221_NNPDF30NNLO_Wenu_ MAXHTPTV280_500_BFilter FS mcl6d 72.08 0.1386  0.9702 9.70 4,678,654
364181 Sherpa_221_ NNPDF30NNLO_Wenu MAXHTPTV280_500_BFilter FS mcl6e 72.08 0.1386  0.9702 9.70 6,224,670
364181 Sherpa_221_NNPDF30NNLO_Wenu_ MAXHTPTV280_500_BFilter FS mcl6a 72.08 0.1386  0.9702 9.70 3,751,380
364182 Sherpa_221_NNPDF30NNLO_Wenu MAXHTPTV500-1000 FS mcl6d 15.05 1.0000 0.9702 14.60 4,987,723
364182 Sherpa_221_NNPDF30NNLO_Wenu_ MAXHTPTV500-1000 FS mcl6e 15.05 1.0000  0.9702 14.60 6,617,665
364182 Sherpa_221_NNPDF30NNLO_Wenu MAXHTPTV500-1000 FS mcl6a 15.05 1.0000  0.9702 14.60 3,998,328
364183 Sherpa_221_ NNPDF30NNLO_Wenu MAXHTPTV1000_E_CMS FS mcl6d 1.23 1.0000  0.9702 1.20 6,343,903
364183 Sherpa_221_NNPDF30NNLO_Wenu_ MAXHTPTV1000_E_.CMS FS mcl6e 1.23 1.0000  0.9702 1.20 4,733,767
364183 Sherpa_221_ NNPDF30NNLO_Wenu MAXHTPTV1000_.E_CMS FS mcl6a 1.23 1.0000 0.9702 1.20 2,856,070

364156 Sherpa_221_NNPDF30NNLO_-Wmunu_ MAXHTPTV0_70_CVetoBVeto FS mcl6d 19151.00 0.8246 0.9702 15322.24 17,281,437
364156 Sherpa_221_ NNPDF30NNLO_Wmunu MAXHTPTV0_70_CVetoBVeto FS mcl6e 19151.00 0.8246 0.9702 1532224 22,966,620
364156 Sherpa_221_NNPDF30NNLO_Wmunu_ MAXHTPTV0_70_CVetoBVeto FS mcl6a 19151.00 0.8246 0.9702 15322.24 13,759,181
364157 Sherpa_221 NNPDF30NNLO_Wmunu MAXHTPTV0_70_CFilterBVeto FS mcl6d 19144.00 0.1311 0.9702 2435.73 26,843,617
364157  Sherpa_221_ NNPDF30NNLO_Wmunu MAXHTPTV0_70_CFilterBVeto FS mcl6e 19145.00 0.1302 0.9702 2418.77 83,211,370
364157  Sherpa_221_ NNPDF30NNLO_Wmunu MAXHTPTV0_70_CFilterBVeto FS mcl6a 19145.00 0.1302 0.9702 2418.77 51,058,149

364158 Sherpa_221_ NNPDF30NNLO_Wmunu_ MAXHTPTV0_70_BFilter FS mcl6d 19143.00 0.0452 0.9702  839.40 61,724,699
364158 Sherpa_221_NNPDF30NNLO_-Wmunu_ MAXHTPTV0_70_BFilter FS mcl6e 19143.00 0.0452 0.9702  839.40 41,721,519
364158 Sherpa_221_ NNPDF30NNLO_Wmunu MAXHTPTV0_70_BFilter FS mcl6a 19143.00 0.0452 0.9702  839.40 37,948,493

364159  Sherpa_221_ NNPDF30NNLO_Wmunu-MAXHTPTV70-140_CVetoBVeto ~ FS mecl6d 945.99  0.6743 0.9702  618.89 11,711,699
364159  Sherpa_221_ NNPDF30NNLO_Wmunu MAXHTPTV70_140_CVetoBVeto ~ FS mcl6e 945.99  0.6743 0.9702  618.89 15,623,527
364159  Sherpa_221_ NNPDF30NNLO_WmunuMAXHTPTV70.140_CVetoBVeto ~ FS mcl6a 945.99  0.6743 0.9702  618.89 9,380,737
364160  Sherpa_221_ NNPDF30NNLO_Wmunu_ MAXHTPTV70_140_CFilterBVeto ~ FS mel6d 946.08  0.2427 0.9702 22274 8,483,694
364160 Sherpa_221 NNPDF30NNLO_Wmunu MAXHTPTV70_140_CFilterBVeto ~ FS mcl6e 946.08  0.2427 0.9702  222.74  11,259.835
364160  Sherpa_221_ NNPDF30NNLO_Wmunu_ MAXHTPTV70_140_CFilterBVeto ~ FS mcl6a 946.12  0.2436 0.9702  223.58 6,774,270

364161 Sherpa_221_ NNPDF30NNLO_Wmunu MAXHTPTV70_140_BFilter FS mcl6d 944.91  0.0846 0.9702 77.58 15,776,664
364161 Sherpa_221_NNPDF30NNLO_Wmunu_MAXHTPTV70_140_BFilter FS mcl6e 944.91  0.0846 0.9702 77.58 20,710,000
364161 Sherpa_221_NNPDF30NNLO_Wmunu MAXHTPTV70_140_BFilter FS mcl6a 944.91  0.0846 0.9702 77.58 12,450,003
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Data and Monte Carlo samples

Table A.5.: Cross sections, filter efficiencies, k-factors and event numbers for the

Wjets (W — pvy, and W — 7v;) samples filtered by the max(Hr, Pr(V)),
where Hp denotes the sum of the transverse momenta of all particle-level
jets and Pr (V') the transverse momentum of the W boson, and the appear-
ance of b- and c-jets at the particle level.

DSID Sample Type Campaign o [pb] €Filter k Tt [Pb] Events
364162  Sherpa_221_ NNPDF30NNLO_Wmunu_MAXHTPTV140_280_CVetoBVeto ~ FS mcl6d 339.71  0.5999 0.9702 197.74 8,179,012
364162  Sherpa_221_ NNPDF30NNLO_-Wmunu_MAXHTPTV140_.280_CVetoBVeto  FS mcl6e 339.71  0.5999 0.9702  197.74 11,116,095
364162  Sherpa_221 NNPDF30NNLO_Wmunu MAXHTPTV140_280_CVetoBVeto FS mcl6a 339.71 0.5999  0.9702 197.74 6,613,735
364163  Sherpa_221 NNPDF30NNLO_Wmunu MAXHTPTV140_280_CFilterBVeto ~ FS mcl6d 339.80  0.2926 0.9702 96.45 11,859,442
364163  Sherpa_221_NNPDF30NNLO_Wmunu-MAXHTPTV140_280_CFilterBVeto FS mcl6e 339.80  0.2926 0.9702 96.45 15,794,675
364163  Sherpa-221_NNPDF30NNLO_-Wmunu-MAXHTPTV140_280_CFilterBVeto ~ FS mcl6a 339.80  0.2926 0.9702  96.45 9,406,889
364164 Sherpa_221_ NNPDF30NNLO_Wmunu_MAXHTPTV140_280_BFilter FS mcl6d 339.68  0.1108 0.9702  36.52 17,347,246
364164 Sherpa_221_ NNPDF30NNLO_Wmunu_ MAXHTPTV140_280_BFilter FS mcl6e 339.68  0.1108 0.9702  36.52 27,246,901
364164 Sherpa_221 NNPDF30NNLO_Wmunu MAXHTPTV140_280_BFilter FS mcl6a 339.67  0.1090 0.9702 35.91 16,368,765
364165  Sherpa_221 NNPDF30NNLO_Wmunu MAXHTPTV280_500_-CVetoBVeto ~ FS mcl6d 72.08  0.5478 0.9702  38.31 4,306,136
364165  Sherpa_221_NNPDF30NNLO_-Wmunu-MAXHTPTV280_500_-CVetoBVeto  FS mcl6e 72.08  0.5478 0.9702  38.31 5,742,890
364165  Sherpa-221_NNPDF30NNLO_-Wmunu-MAXHTPTV280_500_-CVetoBVeto ~ FS mcl6a 72.08  0.5478 0.9702  38.31 3,449,628
364166  Sherpa_221 NNPDF30NNLO_Wmunu_MAXHTPTV280_500_CFilterBVeto ~ FS mcl6d 72.11 0.3201  0.9702  22.40 2,692,191
364166  Sherpa_221 NNPDF30NNLO_Wmunu_ MAXHTPTV280_500_CFilterBVeto ~ FS mcl6e 72.11 0.3201  0.9702  22.40 3,583,664
364166 Sherpa_221 NNPDF30NNLO_Wmunu MAXHTPTV280_500_CFilterBVeto FS mcl6a 72.11 0.3201 0.9702 22.40 2,144,286
364167 Sherpa_221 NNPDF30NNLO_Wmunu MAXHTPTV280_500_BFilter FS mecl6d 72.06 0.1314 0.9702 9.18 5,177,294
364167 Sherpa_221_NNPDF30NNLO_Wmunu-MAXHTPTV280_500_BFilter FS mcl6e 72.06 0.1314 0.9702 9.18 6,840,532
364167 Sherpa_221_NNPDF30NNLO_-Wmunu-MAXHTPTV280_500_BFilter FS mcl6a 72.06 0.1314 0.9702 9.18 4,066,926
364168 Sherpa_221_NNPDF30NNLO_Wmunu_ MAXHTPTV500-1000 FS mcl6d 15.01 1.0000 0.9702 14.56 5,457,286
364168 Sherpa_221_ NNPDF30NNLO_Wmunu MAXHTPTV500-1000 FS mcl6e 15.01 1.0000 0.9702 14.56 7,239,697
364168 Sherpa_221 NNPDF30NNLO_Wmunu MAXHTPTV500-1000 FS mcl6a 15.01 1.0000 0.9702 14.56 4,359,820
364169 Sherpa_221 NNPDF30NNLO_Wmunu MAXHTPTV1000_E_CMS FS mcl6d 1.23 1.0000 0.9702 1.20 3,888,319
364169 Sherpa_221_ NNPDF30NNLO-Wmunu_ MAXHTPTV1000_E_.CMS FS mcl6e 1.23 1.0000 0.9702 1.20 5,166,821
364169 Sherpa-221_ NNPDF30NNLO-Wmunu-MAXHTPTV1000_-E_.CMS FS mcl6a 1.23 1.0000 0.9702 1.20 3,105,465
364184 Sherpa_221_ NNPDF30NNLO_Wtaunu_ MAXHTPTV0.70_CVetoBVeto FS mcl6d 19155.00 0.8246 0.9702 15324.52 1,767,128
364184 Sherpa_221 NNPDF30NNLO_Wtaunu MAXHTPTV0_70_CVetoBVeto FS mcl6e 19155.00 0.8246 0.9702 15324.52 2,340,521
364184 Sherpa_221 NNPDF30NNLO_Wtaunu MAXHTPTV0_70_CVetoBVeto FS mcl6a 19155.00 0.8246 0.9702 15324.52 1,310,669
364185  Sherpa_221 NNPDF30NNLO_Wtaunu-MAXHTPTV0_70_CFilterBVeto FS mcl6d 19154.00 0.1296 0.9702 2407.83 1,650,427
364185  Sherpa_221_ NNPDF30NNLO_Wtaunu-MAXHTPTV0_70_CFilterBVeto FS mcl6e 19154.00 0.1296 0.9702  2407.83 2,109,645
364185  Sherpa_221_NNPDF30NNLO_Wtaunu_MAXHTPTV0_70_CFilterBVeto FS mcl6a 19154.00 0.1296 0.9702 2407.83 1,250,406
364186 Sherpa_221_NNPDF30NNLO_Wtaunu_ MAXHTPTV0_70_BFilter FS mcl6d 19152.00 0.0451 0.9702  838.57 1,314,693
364186 Sherpa_221 NNPDF30NNLO_Wtaunu MAXHTPTV0_70_BFilter FS mcl6e 19152.00 0.0451 0.9702  838.57 1,737,074
364186 Sherpa_221_ NNPDF30NNLO_Wtaunu MAXHTPTV0_70_BFilter FS mcl6a 19147.00 0.0451 0.9702  837.80 980,322
364187  Sherpa_221_NNPDF30NNLO_Wtaunu-MAXHTPTV70.140_CVetoBVeto FS mcl6d 946.09  0.6760 0.9702  620.49 1,762,597
364187  Sherpa_221_NNPDF30NNLO_-Wtaunu-MAXHTPTV70.140_-CVetoBVeto FS mcl6e 946.09  0.6760 0.9702  620.49 2,339,109
364187  Sherpa_221_NNPDF30NNLO_Wtaunu_ MAXHTPTV70_.140_CVetoBVeto FS mcl6a 945.58  0.6756 0.9702  619.80 1,356,740
364188  Sherpa_221_ NNPDF30NNLO_Wtaunu MAXHTPTV70_140_CFilterBVeto ~ FS mcl6d 946.61  0.2425 0.9702  222.72 1,326,193
364188  Sherpa_221 NNPDF30NNLO_Wtaunu MAXHTPTV70_140_CFilterBVeto FS mcl6e 946.61 0.2425 0.9702  222.72 1,771,736
364188  Sherpa_221 NNPDF30NNLO_Wtaunu MAXHTPTV70.140_CFilterBVeto FS mcl6a 946.72  0.2422 0.9702  222.47 1,037,610
364189 Sherpa_221_NNPDF30NNLO_Wtaunu MAXHTPTV70_140_BFilter FS mel6d 945.87  0.0862 0.9702 79.07 1,200,293
364189 Sherpa_221_NNPDF30NNLO_Wtaunu-MAXHTPTV70_140_BFilter FS mcl6e 945.87  0.0862 0.9702 79.07 2,393,282
364189 Sherpa_221_NNPDF30NNLO_Wtaunu_ MAXHTPTV70_140_BFilter FS mcl6a 945.87  0.0839 0.9702 77.00 924,617
364190  Sherpa_221_NNPDF30NNLO_Wtaunu_MAXHTPTV140_280_CVetoBVeto ~ FS mcl6d 339.69  0.5988 0.9702 197.36 3,054,676
364190  Sherpa_221 NNPDF30NNLO_Wtaunu MAXHTPTV140-280_CVetoBVeto FS mcl6e 339.69  0.5988 0.9702 197.36 4,050,948
364190  Sherpa_221_ NNPDF30NNLO_Wtaunu MAXHTPTV140_280_CVetoBVeto ~ FS mcl6a 339.69  0.5988 0.9702  197.36 2,362,416
364191  Sherpa_221 NNPDF30NNLO_Wtaunu MAXHTPTV140_280_CFilterBVeto ~ FS mcl6d 339.84  0.2848 0.9702 93.90 1,897,546
364191  Sherpa_221 NNPDF30NNLO_Wtaunu MAXHTPTV140_280_CFilterBVeto ~ FS mcl6e 339.84  0.2848 09702  93.90 2,506,525
364191  Sherpa_221_ NNPDF30NNLO_Wtaunu_ MAXHTPTV140_280_CFilterBVeto ~ FS mcl6a 339.84  0.2848 0.9702  93.90 1,485,137
364192 Sherpa_221_ NNPDF30NNLO_Wtaunu_ MAXHTPTV140_280_BFilter FS mcl6d 339.68  0.1060 0.9702  34.93 4,081,522
364192 Sherpa_221 NNPDF30NNLO_Wtaunu MAXHTPTV140_280_BFilter FS mcl6e 339.68  0.1060 0.9702 34.93 5,330,113
364192 Sherpa_221_NNPDF30NNLO_Wtaunu MAXHTPTV140_280_BFilter FS mcl6a 339.60  0.1068 0.9702  35.19 3,119,840
364193  Sherpa_221_NNPDF30NNLO_Wtaunu- MAXHTPTV280_500_CVetoBVeto FS mel6d 72.08 0.5617 0.9702 39.28 1,314,622
364193 Sherpa_221_ NNPDF30NNLO_Wtaunu-MAXHTPTV280_500_CVetoBVeto ~ FS mcl6e 72.08  0.5617 0.9702  39.28 1,748,621
364193 Sherpa_221_NNPDF30NNLO_Wtaunu_MAXHTPTV280_500_CVetoBVeto ~ FS mcl6a 72.08  0.5617 0.9702  39.28 1,029,446
364194  Sherpa_221 NNPDF30NNLO_Wtaunu_ MAXHTPTV280_500_CFilterBVeto ~ FS mcl6d 7199  0.3186 0.9702 2225 866,411
364194 Sherpa_221 NNPDF30NNLO_Wtaunu MAXHTPTV280_500_CFilterBVeto ~ FS mcl6e 71.99 0.3186 0.9702 22.25 1,148,434
364194 Sherpa_221 NNPDF30NNLO_Wtaunu MAXHTPTV280_500_CFilterBVeto FS mcl6a 71.99 0.3186 0.9702 22.25 676,860
364195 Sherpa_221_NNPDF30NNLO_Wtaunu_ MAXHTPTV280_500_BFilter FS mcl6d 71.94 0.1360 0.9702 9.49 598,966
364195 Sherpa_221_NNPDF30NNLO_Wtaunu-MAXHTPTV280_500_BFilter FS mcl6e 71.94 0.1360 0.9702 9.49 795,832
364195 Sherpa_221_ NNPDF30NNLO_Wtaunu_ MAXHTPTV280_500_BFilter FS mcl6a 71.94  0.1360 0.9702 9.49 470,132
364196 Sherpa_221_NNPDF30NNLO_Wtaunu MAXHTPTV500_1000 FS mcl6d 15.05 1.0000 0.9702 14.60 1,277,353
364196 Sherpa_221 NNPDF30NNLO_Wtaunu MAXHTPTV500-1000 FS mcl6e 15.05 1.0000 0.9702 14.60 1,692,433
364196 Sherpa_221_ NNPDF30NNLO_Wtaunu MAXHTPTV500-1000 FS mcl6a 15.05 1.0000 0.9702 14.60 996,931
364197 Sherpa_221_ NNPDF30NNLO_Wtaunu- MAXHTPTV1000_E_CMS FS mcl6d 1.23 1.0000 0.9702 1.20 1,071,504
364197 Sherpa_221_NNPDF30NNLO_-Wtaunu-MAXHTPTV1000_E_CMS FS mcl6e 1.23 1.0000 0.9702 1.20 1,423,232
364197 Sherpa_221_NNPDF30NNLO_Wtaunu_ MAXHTPTV1000_E_CMS FS mcl6a 1.23 1.0000 0.9702 1.20 848,117
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Data and Monte Carlo samples

Table A.6.: Cross sections, filter efficiencies, k-factors and event numbers for the Z+jets
(Z — ete” and Z — ptp~) samples filtered by the max(Hrp, Pr(V)),
where Hp denotes the sum of the transverse momenta of all particle-level
jets and Pp(V') the transverse momentum of the Z boson, and the appear-
ance of b- and c-jets at the particle level.

DSID Sample Type Campaign o [pb] €Filter k Oot [Pb] Events

364114 Sherpa_221_ NNPDF30NNLO_Zee_ MAXHTPTV0.70_CVetoBVeto FS mcl6d 1982.80 0.8213 0.9751 1587.83 6,702,760
364114 Sherpa_221_NNPDF30NNLO_Zee_ MAXHTPTV0.-70_CVetoBVeto FS mcl6e 1982.80 0.8213 0.9751 1587.83 8,888,833
364114 Sherpa_221_ NNPDF30NNLO_Zee_ MAXHTPTV0_-70_CVetoBVeto FS mcl6a 1981.60 0.8212 0.9751 1586.73 5,381,032
364115 Sherpa_221 NNPDF30NNLO_Zee MAXHTPTV0_70_CFilterBVeto FS mcl6d 1981.70  0.1136  0.9751  219.48 4,500,095
364115 Sherpa_221 NNPDF30NNLO_Zee MAXHTPTV0_70_CFilterBVeto FS mcl6e 1981.70 0.1136 0.9751  219.48 5,983,718
364115 Sherpa_221 NNPDF30NNLO_Zee MAXHTPTV0_70_CFilterBVeto FS mcl6a 1981.70 0.1135 0.9751  219.26 3,615,019
364116 Sherpa_221 NNPDF30NNLO_Zee MAXHTPTV0_70_BFilter FS mcl6d 1981.90 0.0658 0.9751  127.09 7,615,132
364116 Sherpa_221_ NNPDF30NNLO_Zee MAXHTPTV0_70_BFilter FS mcl6e 1981.90 0.0658 0.9751 127.09 10,116,269
364116 Sherpa_221_ NNPDF30NNLO_Zee MAXHTPTV0_70_BFilter FS mcl6a 1982.00 0.0658 0.9751  127.08 6,114,299
364117 Sherpa_221 NNPDF30NNLO _Zee MAXHTPTV70.140_CVetoBVeto FS mcl6d 110.71  0.6943 0.9751 74.95 5,868,887
364117 Sherpa_221 NNPDF30NNLO _Zee MAXHTPTV70.140_CVetoBVeto FS mcl6e 110.71  0.6943 0.9751 74.95 7,904,152
364117 Sherpa_221 NNPDF30NNLO _Zee MAXHTPTV70.140_CVetoBVeto FS mcl6a 110.64 0.6927 0.9751 74.74 4,739,028

364118 Sherpa_221_NNPDF30NNLO_Zee_ MAXHTPTV70_140_CFilterBVeto FS mcl6d 110.47  0.1907 0.9751  20.54 2,038,740
364118 Sherpa_221_NNPDF30NNLO_Zee_ MAXHTPTV70_140_CFilterBVeto FS mcl6e 110.47  0.1907 0.9751  20.54 2,717,950
364118 Sherpa_221_ NNPDF30NNLO_Zee_ MAXHTPTV70.140_CFilterBVeto FS mcl6a 110.50  0.1893 0.9751  20.40 1,635,478

364119 Sherpa_221 NNPDF30NNLO_Zee MAXHTPTV70_140_BFilter FS mcl6d 110.53  0.1190 0.9751  12.82 6,303,483
364119 Sherpa_221 NNPDF30NNLO_Zee_ MAXHTPTV70_140_BFilter FS mcl6e 110.53  0.1190 0.9751  12.82 8,333,397
364119 Sherpa_221 NNPDF30NNLO_Zee_ MAXHTPTV70_140_BFilter FS mcl6a 110.46  0.1155 0.9751  12.44 5,030,096

364120 Sherpa_221 NNPDF30NNLO_Zee MAXHTPTV140_280_CVetoBVeto FS mcl6d 40.65  0.6161 0.9751 24.42 5,179,585
364120 Sherpa_221 NNPDF30NNLO_Zee MAXHTPTV140_280_CVetoBVeto FS mcl6e 40.65  0.6161 0.9751 24.42 6,921,428
364120 Sherpa_221_NNPDF30NNLO_Zee_ MAXHTPTV140-280_CVetoBVeto FS mcl6a 40.65  0.6159 0.9751 24.41 4,145,660
364121 Sherpa_221_NNPDF30NNLO_Zee_ MAXHTPTV140_280_CFilterBVeto FS mcl6d 40.67  0.2329 0.9751 9.24 3,145,197
364121 Sherpa_221 NNPDF30NNLO_Zee_ MAXHTPTV140_280_CFilterBVeto FS mcl6e 40.67  0.2329 0.9751 9.24 4,180,857
364121 Sherpa_221 NNPDF30NNLO_Zee_ MAXHTPTV140_280_CFilterBVeto FS mcl6a 40.67  0.2321 0.9751 9.20 2,518,391

364122 Sherpa_221_ NNPDF30NNLO_Zee_ MAXHTPTV140_280_BFilter FS mcl6d 40.68  0.1534 0.9751 6.08 13,412,665
364122 Sherpa_221_ NNPDF30NNLO_Zee_ MAXHTPTV140_280_BFilter FS mcl6e 40.68  0.1534 0.9751 6.08 17,748,452
364122 Sherpa_221_ NNPDF30NNLO_Zee_ MAXHTPTV140_280_BFilter FS mcl6a 40.68  0.1524 0.9751 6.04 10,658,094
364123 Sherpa_221_ NNPDF30NNLO_Zee_ MAXHTPTV280_500_CVetoBVeto FS mcl6d 8.67 0.5688 0.9751 4.81 2,118,516
364123 Sherpa_221_ NNPDF30NNLO_Zee MAXHTPTV280_500_CVetoBVeto FS mcl6e 8.67 0.5688 0.9751 4.81 2,899,488

364123 Sherpa_221_ NNPDF30NNLO_Zee MAXHTPTV280_500_CVetoBVeto FS mcl6a 8.67 0.5635 0.9751 4.76 1,695,492
364124  Sherpa_221_ NNPDF30NNLO_Zee MAXHTPTV280_500_CFilterBVeto FS mcl6d 8.67 0.2662  0.9751 2.25 1,063,718

364124  Sherpa_221_NNPDF30NNLO_Zee MAXHTPTV280_500_CFilterBVeto FS mcl6e 8.67 0.2662 0.9751 2.25 1,476,924
364124  Sherpa_221_NNPDF30NNLO_Zee MAXHTPTV280_500_CFilterBVeto FS mcl6a 8.67 0.2653  0.9751 2.24 851,055
364125 Sherpa_221_ NNPDF30NNLO_Zee_ MAXHTPTV280_500_BFilter FS mcl6d 8.68 0.1765 0.9751 1.49 4,321,440
364125 Sherpa_221_ NNPDF30NNLO_Zee_ MAXHTPTV280_500_BFilter FS mcl6e 8.68 0.1765 0.9751 1.49 5,724,591
364125 Sherpa_221 NNPDF30NNLO_Zee_ MAXHTPTV280_500_BFilter FS mcl6a 8.68 0.1758  0.9751 1.49 3,460,436
364126 Sherpa_221 NNPDF30NNLO_Zee_ MAXHTPTV500-1000 FS mcl6d 1.81 1.0000  0.9751 1.76 3,229,858
364126 Sherpa_221_ NNPDF30NNLO_Zee_ MAXHTPTV500-1000 FS mcl6e 1.81 1.0000 0.9751 1.76 4,335,753
364126 Sherpa_221_ NNPDF30NNLO_Zee_ MAXHTPTV500-1000 FS mcl6a 1.81 1.0000 0.9751 1.76 2,610,525
364127 Sherpa_221_ NNPDF30NNLO_Zee_ MAXHTPTV1000_E_CMS FS mcl6d 0.15 1.0000 0.9751 0.15 1,129,386
364127 Sherpa_221_ NNPDF30NNLO _Zee MAXHTPTV1000_E_.CMS FS mcl6e 0.15 1.0000 0.9751 0.15 1,507,440
364127 Sherpa_221_ NNPDF30NNLO _Zee MAXHTPTV1000_E_CMS FS mcl6a 0.15 1.0000 0.9751 0.15 903,024

364100 Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV0_70_CVetoBVeto FS mcl6d 1981.70 0.8216 0.9751 1587.66 7,219,692
364100 Sherpa_221_ NNPDF30NNLO_Zmumu MAXHTPTV0_70_CVetoBVeto FS mcl6e 1981.70 0.8216 0.9751 1587.66 9,662,509
364100 Sherpa_221_ NNPDF30NNLO_Zmumu MAXHTPTV0_70_CVetoBVeto FS mcl6a 1982.50 0.8214 0.9751 1587.92 5,793,208
364101  Sherpa_221 NNPDF30NNLO_Zmumu MAXHTPTV0_70_CFilterBVeto FS mcl6d 1982.60 0.1136 0.9751  219.67 4,806,857
364101  Sherpa_221 NNPDF30NNLO_Zmumu MAXHTPTV0_70_CFilterBVeto FS mcl6e 1982.60 0.1136 0.9751  219.67 6,426,808
364101  Sherpa_221 NNPDF30NNLO_Zmumu MAXHTPTV0_70_CFilterBVeto FS mcl6a 1982.20 0.1132 0.9751  218.78 3,857,324

364102 Sherpa_221_ NNPDF30NNLO_Zmumu_MAXHTPTV0_70_BFilter FS mel6d 1981.80 0.0660 0.9751  127.56 7,818,785
364102 Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV0_70_BFilter FS mcl6e 1981.80 0.0660 0.9751  127.56 10,759,929
364102 Sherpa_221_ NNPDF30NNLO_Zmumu_MAXHTPTV0_70_BFilter FS mcl6a 1981.70  0.0651 0.9751  125.74 6,473,862

364103  Sherpa_221 NNPDF30NNLO_Zmumu MAXHTPTV70_140_CVetoBVeto FS mcl6d 109.07  0.6883 0.9751  73.20 6,330,824
364103  Sherpa_221 NNPDF30NNLO_Zmumu MAXHTPTV70-140_CVetoBVeto FS mcl6e 109.07  0.6883 0.9751  73.20 8,417,457
364103  Sherpa_221 NNPDF30NNLO_Zmumu MAXHTPTV70_140_CVetoBVeto FS mcl6a 109.14  0.6899 0.9751  73.42 5,057,345
364104  Sherpa_221_ NNPDF30NNLO_Zmumu MAXHTPTV70_140_CFilterBVeto ~ FS mcl6d 108.99  0.2003 0.9751  21.28 2,156,610
364104  Sherpa_221_ NNPDF30NNLO_Zmumu MAXHTPTV70_140_CFilterBVeto ~ FS mcl6e 108.99  0.2003 0.9751  21.28 2,862,596
364104  Sherpa_221 NNPDF30NNLO_Zmumu-MAXHTPTV70_140_CFilterBVeto ~ FS mcl6a 108.98  0.1903 0.9751  20.22 1,724,792

364105 Sherpa_221_NNPDF30NNLO_Zmumu MAXHTPTV70_140_BFilter FS mcl6d 109.05  0.1137 09751  12.09 6,607,119
364105 Sherpa_221_ NNPDF30NNLO_Zmumu MAXHTPTV70_140_BFilter FS mcl6e 109.05  0.1137 09751  12.09 8,792,719
364105 Sherpa_221_ NNPDF30NNLO_Zmumu_ MAXHTPTV70.140_BFilter FS mcl6a 109.03  0.1173  0.9751  12.48 5,285,898
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Data and Monte Carlo samples

Table A.7.: Cross sections, filter efficiencies, k-factors and event numbers for the Z+jets

(Z — ptp~ and Z — 7F77) samples filtered by the max(Hyp, Pr(V)),
where Hr denotes the sum of the transverse momenta of all particle-level
jets and Pr(V) the transverse momentum of the Z boson, and the appear-
ance of b- and c-jets at the particle level.

DSID Sample Type Campaign o [pb] €Filter k Tiot [Pb] Events
364106  Sherpa-221 NNPDF30NNLO_Zmumu-MAXHTPTV140-280_CVetoBVeto FS mecl6d 39.89  0.5930 0.9751  23.07 5,461,489
364106  Sherpa_221 NNPDF30NNLO_Zmumu MAXHTPTV140_280_CVetoBVeto FS mcl6e 39.89  0.5930 0.9751  23.07 7,247,930
364106  Sherpa_221_ NNPDF30NNLO_Zmumu-MAXHTPTV140-280_CVetoBVeto FS mcl6a 39.87  0.6112 0.9751  23.76 4,369,473
364107  Sherpa_221 NNPDF30NNLO_Zmumu MAXHTPTV140_280_CFilterBVeto FS mcl6d 39.85 0.2353  0.9751 9.14 3,311,566
364107  Sherpa_221_ NNPDF30NNLO_Zmumu-MAXHTPTV140_280_CFilterBVeto ~ FS mcl6e 39.85  0.2353 0.9751 9.14 4,404,437
364107  Sherpa_221 NNPDF30NNLO_Zmumu MAXHTPTV140_280_CFilterBVeto ~ FS mcl6a 39.86  0.2336 0.9751 9.08 2,646,164
364108 Sherpa_221_NNPDF30NNLO_Zmumu_-MAXHTPTV140_280_BFilter FS mcl6d 39.88  0.1555 0.9751 6.05 14,011,026
364108 Sherpa_221_ NNPDF30NNLO_Zmumu_MAXHTPTV140-280_BFilter FS mcl6e 39.88  0.1555 0.9751 6.05 18,594,357
364108 Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV140_280_BFilter FS mcl6a 39.89  0.1557 0.9751 6.06 11,157,922
364109  Sherpa_221_ NNPDF30NNLO_Zmumu-MAXHTPTV280_500_CVetoBVeto FS mecl6d 8.53  0.5602 0.9751 4.66 2,193,398
364109  Sherpa_221 NNPDF30NNLO_Zmumu MAXHTPTV280_500_CVetoBVeto FS mcl6e 8.53  0.5604 0.9751 4.66 2,960,446
364109  Sherpa-221_ NNPDF30NNLO_Zmumu-MAXHTPTV280_500_CVetoBVeto FS mcl6a 8.53  0.5602 0.9751 4.66 1,781,451
364110  Sherpa_221_ NNPDF30NNLO_Zmumu MAXHTPTV280_500_CFilterBVeto FS mecl6d 8.52 0.2663  0.9751 2.21 1,118,128
364110  Sherpa_221_ NNPDF30NNLO_Zmumu_MAXHTPTV280_500_CFilterBVeto ~ FS mcl6e 8.52  0.2663 0.9751 2.21 1,492,652
364110  Sherpa_221 NNPDF30NNLO_Zmumu MAXHTPTV280_500_CFilterBVeto ~ FS mcl6a 8.53 0.2658 0.9751 2.21 893,654
364111 Sherpa_221_NNPDF30NNLO_Zmumu_-MAXHTPTV280_500_BFilter FS mel6d 8.53  0.1767 0.9751 1.47 4,522,195
364111 Sherpa_221_ NNPDF30NNLO_Zmumu MAXHTPTV280_500_BFilter FS mcl6e 8.53  0.1767 0.9751 1.47 5,992,059
364111 Sherpa_221_NNPDF30NNLO_Zmumu_-MAXHTPTV280_500_BFilter FS mcl6a 8.53  0.1746 0.9751 1.45 3,616,771
364112 Sherpa_221_ NNPDF30NNLO_Zmumu-MAXHTPTV500-1000 FS mcl6d 1.79 1.0000 0.9751 1.74 3,419,348
364112 Sherpa_221_NNPDF30NNLO_Zmumu MAXHTPTV500-1000 FS mcl6e 1.79 1.0000 0.9751 1.74 4,648,897
364112 Sherpa_221_ NNPDF30NNLO_Zmumu-MAXHTPTV500-1000 FS mcl6a 1.79 1.0000 0.9751 1.74 2,732,759
364113 Sherpa_221_NNPDF30NNLO_Zmumu MAXHTPTV1000_E_CMS FS mel6d 0.15 1.0000 0.9751 0.14 1,174,753
364113 Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV1000_E_CMS FS mcl6e 0.15 1.0000 0.9751 0.14 1,566,503
364113 Sherpa_221_ NNPDF30NNLO_Zmumu MAXHTPTV1000_-E_CMS FS mcl6a 0.15 1.0000 0.9751 0.14 936,488
364128 Sherpa_221_ NNPDF30NNLO_Ztautau MAXHTPTV0_70_CVetoBVeto FS mel6d 1982.10 0.8213 0.9751 1587.33 1,017,014
364128 Sherpa_221_NNPDF30NNLO_Ztautau_ MAXHTPTV0_70_CVetoBVeto FS mcl6e 1982.10 0.8213 0.9751 1587.33 1,344,971
364128 Sherpa_221_ NNPDF30NNLO_Ztautau_ MAXHTPTV0_70_CVetoBVeto FS mcl6a 1982.10 0.8213 0.9751 1587.33 782,423
364129 Sherpa_221_NNPDF30NNLO_Ztautau MAXHTPTV0_70_CFilterBVeto FS mcl6d 1981.70 0.1095 0.9751  211.67 691,925
364129 Sherpa_221 NNPDF30NNLO_Ztautau MAXHTPTV0_70_CFilterBVeto FS mcl6e 1981.70 0.1095 0.9751  211.67 930,495
364129 Sherpa_221_NNPDF30NNLO_Ztautau MAXHTPTV0_70_CFilterBVeto FS mcl6a 1981.70 0.1095 0.9751  211.67 543,372
364130 Sherpa_221_ NNPDF30NNLO_Ztautau-MAXHTPTV0_70_BFilter FS mcl6d 1981.90 0.0658 0.9751  127.07 1,228,194
364130 Sherpa_221_ NNPDF30NNLO_Ztautau MAXHTPTV0_70_BFilter FS mcl6e 1981.90 0.0658 0.9751  127.07 1,622,409
364130 Sherpa_221_NNPDF30NNLO_Ztautau-MAXHTPTV0_70_BFilter FS mcl6a 1981.90 0.0658 0.9751  127.07 954,222
364131 Sherpa_221_NNPDF30NNLO_Ztautau MAXHTPTV70.140_CVetoBVeto FS mel6d 110.70  0.6926 0.9751  74.77 1,285,196
364131  Sherpa_221_NNPDF30NNLO_Ztautau-MAXHTPTV70-140_-CVetoBVeto FS mcl6e 110.70  0.6926 0.9751  74.77 1,705,834
364131 Sherpa_221_NNPDF30NNLO_Ztautau MAXHTPTV70.140_CVetoBVeto FS mcl6a 110.70  0.6926 0.9751 T4.77 1,009,262
364132 Sherpa_221_NNPDF30NNLO_Ztautau MAXHTPTV70_140_CFilterBVeto ~ FS mcl6d 110.46  0.1906 0.9751  20.53 440,219
364132 Sherpa_221 NNPDF30NNLO_Ztautan MAXHTPTV70_-140_CFilterBVeto FS mcl6e 110.46  0.1906 0.9751 20.53 584,851
364132  Sherpa_221_NNPDF30NNLO_Ztautau MAXHTPTV70_140_CFilterBVeto ~ FS mcl6a 110.46  0.1890 0.9751  20.36 345,662
364133 Sherpa_221 NNPDF30NNLO_Ztautau_ MAXHTPTV70.140_BFilter FS mcl6d 110.70  0.1183 0.9751 12.77 1,427,228
364133 Sherpa_221_NNPDF30NNLO_Ztautau MAXHTPTV70_140_BFilter FS mcl6e 110.70  0.1183 0.9751  12.77 1,897,428
364133 Sherpa_221 NNPDF30NNLO_Ztautau-MAXHTPTV70.140_BFilter FS mcl6a 110.70  0.1183 0.9751  12.77 1,118,668
364134  Sherpa_221 NNPDF30NNLO_Ztautau MAXHTPTV140.280_CVetoBVeto ~ FS mel6d 40.76  0.6188 0.9751  24.59 1,398,483
364134 Sherpa_221 NNPDF30NNLO_Ztautau-MAXHTPTV140-280_-CVetoBVeto FS mcl6e 40.76  0.6188 0.9751  24.59 1,862,521
364134  Sherpa_221 NNPDF30NNLO_Ztautau MAXHTPTV140.280_CVetoBVeto ~ FS mcl6a 40.76  0.6170 0.9751  24.52 1,098,513
364135 Sherpa_221_NNPDF30NNLO_Ztautau_ MAXHTPTV140_280_CFilterBVeto ~ FS mcl6d 40.71  0.2343  0.9751 9.30 839,847
364135 Sherpa_221 NNPDF30NNLO_Ztautau MAXHTPTV140_280_CFilterBVeto ~ FS mcl6e 40.71 0.2343  0.9751 9.30 1,115,942
364135 Sherpa_221_NNPDF30NNLO_Ztautau_ MAXHTPTV140_280_CFilterBVeto ~ FS mcl6a 40.71  0.2343 0.9751 9.30 665,034
364136 Sherpa_221 NNPDF30NNLO_Ztautau MAXHTPTV140_280_BFilter FS mcl6d 40.74  0.1560 0.9751 6.20 1,510,717
364136 Sherpa_221_NNPDF30NNLO_Ztautau MAXHTPTV140_280_BFilter FS mcl6e 40.74  0.1560 0.9751 6.20 2,014,235
364136 Sherpa_221 NNPDF30NNLO_Ztautau_ MAXHTPTV140_280_BFilter FS mcl6a 40.74  0.1560 0.9751 6.20 1,202,662
364137  Sherpa_221 NNPDF30NNLO_Ztautau MAXHTPTV280.500_CVetoBVeto ~ FS mel6d 8.68  0.5638 0.9751 4.77 2,589,058
364137  Sherpa_221 NNPDF30NNLO_Ztautau_ MAXHTPTV280.500_CVetoBVeto ~ FS mcl6e 8.68  0.5638 0.9751 4.77 3,415,053
364137  Sherpa_221 NNPDF30NNLO_Ztautau MAXHTPTV280.500_CVetoBVeto ~ FS mcl6a 8.68  0.5638 0.9751 4.77 2,049,788
364138  Sherpa_221_ NNPDF30NNLO_Ztautau-MAXHTPTV280_500_CFilterBVeto ~ FS mcl6d 8.67 0.2643 0.9751 2.24 317,411
364138  Sherpa_221_ NNPDF30NNLO_Ztautau MAXHTPTV280_500_CFilterBVeto ~ FS mcl6e 8.67 0.2643  0.9751 2.24 427,068
364138  Sherpa_221_NNPDF30NNLO_Ztautau_ MAXHTPTV280_500_CFilterBVeto ~ FS mcl6a 8.67  0.2643 0.9751 2.24 253,964
364139 Sherpa_221 NNPDF30NNLO_Ztautau MAXHTPTV280_500_BFilter FS mcl6d 8.68 0.1762  0.9751 1.49 711,443
364139 Sherpa_221_NNPDF30NNLO_Ztautau MAXHTPTV280_500_BFilter FS mcl6e 8.68  0.1762 0.9751 1.49 945,093
364139 Sherpa_221 NNPDF30NNLO_Ztautau MAXHTPTV280_500_BFilter FS mcl6a 8.68 0.1762  0.9751 1.49 559,719
364140 Sherpa_221_NNPDF30NNLO_Ztautau MAXHTPTV500-1000 FS mel6d 1.81 1.0000 0.9751 1.76 1,094,790
364140 Sherpa_221_ NNPDF30NNLO_Ztautau_ MAXHTPTV500-1000 FS mcl6e 1.81 1.0000 0.9751 1.76 1,446,521
364140 Sherpa_221_NNPDF30NNLO_Ztautau MAXHTPTV500-1000 FS mcl6a 1.81 1.0000 0.9751 1.76 868,245
364141 Sherpa_221_ NNPDF30NNLO_Ztautau-MAXHTPTV1000_-E_.CMS FS mcl6d 0.15 1.0000 0.9751 0.14 425,481
364141 Sherpa_221_NNPDF30NNLO_Ztautau MAXHTPTV1000_-E_CMS FS mcl6e 0.15 1.0000 0.9751 0.14 565,548
364141 Sherpa_221_NNPDF30NNLO_Ztautau MAXHTPTV1000_.E_CMS FS mcl6a 0.15 1.0000 0.9751 0.14 337,612

185



Data and Monte Carlo samples

Table A.8.: Cross sections, filter efficiencies, k-factors and event numbers for the single-
top Wt and s-channel samples. The POHWEG+PYTHIA samples are sub-
divided into events with top and antitop quarks.

DSID Sample Type Campaign o [pb]  €piler k Otot [PD] Events

410644 PowhegPythia8EvtGen_A14_singletop_schan_lept_top FS mcl6d 2.03  1.0000 1.0150 2.06 2,498,000
410644 PowhegPythia8EvtGen_A14_singletop_schan_lept_top FS mcl6e 2.03  1.0000 1.0150 2.06 3,305,000
410644 PowhegPythia8EvtGen_A14 _singletop_schan_lept_top FS mcl6a 2.03  1.0000 1.0150 2.06 2,000,000
410645 PowhegPythia8EvtGen_A14 singletop_schan lept_antitop — FS mcl6d 1.27  1.0000 1.0150 1.29 2,500,000
410645 PowhegPythia8EvtGen_A14 singletop_schan lept_antitop ~ FS mcl6e 1.27  1.0000 1.0150 1.29 3,317,000
410645 PowhegPythia8EvtGen_A14 singletop_schan_lept_antitop  FS mcl6a 1.27  1.0000 1.0150 1.29 2,000,000

410646 PowhegPythia8EvtGen_A14_Wt_DR_inclusive_top FS mcl6d 37.94 1.0000 0.9450  35.85 12,475,000
410646 PowhegPythia8EvtGen_A14_Wt_DR_inclusive_top FS mcl6e 37.94 1.0000 0.9450  35.85 16,573,000
410646 PowhegPythia8EvtGen_A14_Wt_DR_inclusive_top FS mcl6a 37.94 1.0000 0.9450  35.85 9,987,000

410647 PowhegPythia8EvtGen_A14_Wt_DR_inclusive_antitop FS mcl6d 37.91 1.0000 0.9460  35.86 12,456,000
410647 PowhegPythia8EvtGen_A14 Wt_DR _inclusive_antitop FS mcl6e 37.91 1.0000 0.9460  35.86 16,556,000
410647 PowhegPythia8EvtGen_A14_Wt_DR_inclusive_antitop FS mcl6a 37.91 1.0000 0.9460  35.86 9,994,000

410658 PhPy8EG_A14_tchan_BW50_lept_top FS mcl6d 36.99 1.0000 1.1910 44.06 31,170,000
410658 PhPy8EG_A14_tchan_ BW50_lept_top FS mcl6e 36.99 1.0000 1.1910 44.06 41,631,900
410658 PhPy8EG_A14_tchan_ BW50_lept_top FS mcl6a 36.99 1.0000 1.1910  44.06 24,755,500
410659 PhPy8EG_A14_tchan BW50_lept_antitop FS mcl6d 22.17 1.0000 1.1830  26.23 30,911,000
410659 PhPy8EG_A14_tchan_ BW50_lept_antitop FS mcl6e 22.17 1.0000 1.1830  26.23 41,414,850
410659 PhPy8EG_A14_tchan_ BW50_lept_antitop FS mcl6a 22.17 1.0000 1.1830  26.23 24,725,500
410654 PowhegPythia8EvtGen_A14_Wt_DS_inclusive_top FS mcl6d 36.78 1.0000 0.9710 35.71 6,249,000
410654 PowhegPythia8EvtGen_A14_Wt_DS_inclusive_top FS mcl6e 36.78 1.0000 0.9710  35.71 8,270,800
410654 PowhegPythia8EvtGen_A14_Wt_DS_inclusive_top FS mcl6a 36.78 1.0000 0.9710  35.71 4,969,000

410655 PowhegPythia8EvtGen_A14_Wt_DS_inclusive_antitop FS mcl6d 37.53 1.0000 0.9520  35.73 6,247,000
410655 PowhegPythia8EvtGen_A14_Wt_DS_inclusive_antitop FS mcl6e 37.53 1.0000 0.9520  35.73 8,291,800
410655 PowhegPythia8EvtGen_A14_ Wt_DS inclusive_antitop FS mcl6a 37.53 1.0000 0.9520 35.73 4,974,000

410644 PowhegPythia8EvtGen_A14 singletop_schan_lept_top AF mcl6d 2.03  1.0000 1.0150 2.06 2,500,000
410644 PowhegPythia8EvtGen_A14 singletop_schan_lept_top AF mcl6e 2.03  1.0000 1.0150 2.06 3,319,000
410644 PowhegPythia8EvtGen_A14_singletop_schan_lept_top AF mcl6a 2.03  1.0000 1.0150 2.06 1,999,000
410645 PowhegPythia8EvtGen_A14 singletop_schan_lept_antitop ~ AF mcl6d 1.27  1.0000 1.0150 1.29 2,500,000
410645 PowhegPythia8EvtGen_A14 singletop_schan_lept_antitop ~ AF mcl6e 1.27  1.0000 1.0150 1.29 3,320,000
410645 PowhegPythia8EvtGen_A14 singletop_schan lept_antitop  AF mcl6a 1.27  1.0000 1.0150 1.29 2,000,000

410646 PowhegPythia8EvtGen_A14 Wt_DR_inclusive_top AF mcl6d 37.94 1.0000 0.9450 35.85 6,250,000
410646 PowhegPythia8EvtGen_A14_Wt_DR_inclusive_top AF mcl6e 37.94 1.0000 0.9450 35.85 8,298,000
410646 PowhegPythia8EvtGen_A14_-Wt_DR_inclusive_top AF mcl6a 37.94 1.0000 0.9450  35.85 5,000,000

410647  PowhegPythia8EvtGen_A14_Wt_DR_inclusive_antitop AF mcl6d 37.91 1.0000 0.9460  35.86 6,250,000
410647  PowhegPythia8EvtGen_A14_Wt_DR_inclusive_antitop AF mcl6e 37.91 1.0000 0.9460  35.86 8,300,000
410647  PowhegPythia8EvtGen_A14_Wt_DR_inclusive_antitop AF mcl6a 37.91 1.0000 0.9460  35.86 5,000,000

410658 PhPy8EG_A14_tchan_BW50_lept_top AF mcl6d 36.99 1.0000 1.1910  44.06 6,235,000
410658 PhPy8EG_A14_tchan_ BW50_lept_top AF mcl6e 36.99 1.0000 1.1910  44.06 8,295,000
410658 PhPy8EG_A14_tchan_ BW50_lept_top AF mcl6a 36.99 1.0000 1.1910  44.06 4,980,000
410659 PhPy8EG_A14_tchan_ BW50_lept_antitop AF mcl6d 22.17 1.0000 1.1830  26.23 6,228,000
410659 PhPy8EG_A14_tchan BW50_lept_antitop AF mcl6e 22.17 1.0000 1.1830  26.23 8,292,000
410659 PhPy8EG_A14_tchan BW50_lept_antitop AF mcl6a 22.17 1.0000 1.1830  26.23 4,990,000

412002 aMcAtNloPythia8EvtGen_HThalfscale_t W _inclusive AF mcl6d 73.83 1.0000 0.9711  71.70 12,410,000
412002 aMcAtNloPythia8EvtGen_HThalfscale_tW _inclusive AF mcl6e 73.83 1.0000 0.9711 71.70 12,365,000
412002 aMcAtNloPythia8EvtGen_HThalfscale tW _inclusive AF mcl6a 73.83 1.0000 0.9711 71.70 9,960,000

412004 aMcAtNloPy8EG_tchan_NLO AF mcl6d 64.33 1.0000 1.0950  70.44 12,484,000
412004 aMcAtNloPy8EG_tchan NLO AF mcl6e 64.33 1.0000 1.0950  70.44 16,532,000
412004 aMcAtNloPy8EG_tchan NLO AF mcl6a 64.33 1.0000 1.0950 70.44 9,989,000
412005 aMcAtNloPythia8EvtGen_A14_singletop_schan_lept AF mcl6d 3.33  1.0000 1.0051 3.35 5,539,000
412005 aMcAtNloPythia8EvtGen_A14 singletop_schan lept AF mcl6e 3.33  1.0000 1.0051 3.35 9,191,000
412005 aMcAtNloPythia8EvtGen_A14 singletop_schan lept AF mcl6a 3.33  1.0000 1.0051 3.35 4,081,000
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Data and Monte Carlo samples

Table A.9.: Cross sections, filter efficiencies, k-factors and event numbers for the single-
top t-channel samples. The POHWEG+PYTHIA samples are subdivided into
events with top and antitop quarks.

DSID Sample Type Campaign o [pb] €pilter k oot [Pb]  Events
411032 PowhegHerwig7EvtGen H7UE_704_tchan_lept_antitop AF mcl6d 22.19 1.0000 1.1840  26.28 6,232,000
411032 PowhegHerwig7EvtGen H7UE_704_tchan_lept_antitop AF mcl6e 22.19 1.0000 1.1840  26.28 8,078,000
411032  PowhegHerwig7EvtGen_H7UE_704_tchan_lept_antitop AF mcl6a 22.19 1.0000 1.1840  26.28 5,000,000
411033 PowhegHerwig7EvtGen_H7UE_704_tchan_lept_top AF mcl6d 37.02 1.0000 1.1930 44.16 6,218,500
411033 PowhegHerwig7EvtGen H7UE_704 _tchan _lept_top AF mcl6e 37.02 1.0000 1.1930  44.16 8,300,000
411033 PowhegHerwig7EvtGen _H7UE_704_tchan_lept_top AF mcl6a 37.02  1.0000 1.1930  44.16 5,000,000
411034 PhHerwig7EG_H7UE_singletop_schan_lept_top AF mcl6d 2.03  1.0000 1.0160 2.06 2,500,000
411034 PhHerwig7EG_H7UE_singletop_schan_lept_top AF mcl6e 2.03  1.0000 1.0160 2.06 3,320,000
411034 PhHerwig7EG_H7UE singletop_schan_lept_top AF mcl6a 2.03  1.0000 1.0160 2.06 2,000,000
411035 PhHerwig7TEG_H7UE_singletop_schan_lept_antitop AF mcl6d 1.27  1.0000 1.0160 1.29 2,500,000
411035 PhHerwig7TEG_H7UE_singletop_schan_lept_antitop AF mcl6e 1.27  1.0000 1.0160 1.29 3,319,000
411035 PhHerwig7TEG_HTUE _singletop_schan_lept_antitop AF mcl6a 1.27  1.0000 1.0160 1.29 2,000,000
411036 PowhegHerwig7EvtGen HTUE_Wt_DR _inclusive_top AF mcl6d 37.96 1.0000 0.9448  35.86 6,250,000
411036 PowhegHerwig7EvtGen H7TUE_Wt_DR_inclusive_top AF mcl6e 37.96 1.0000 0.9448  35.86 8,278,000
411036 PowhegHerwig7EvtGen H7TUE_Wt_DR_inclusive_top AF mcl6a 37.96 1.0000 0.9448  35.86 5,000,000
411037 PowhegHerwig7EvtGen HTUE_Wt_DR_inclusive_antitop ~ AF mcl6d 37.93 1.0000 0.9448  35.83 6,250,000
411037 PowhegHerwig7EvtGen H7TUE_Wt_DR_inclusive_antitop ~ AF mcl6e 37.93  1.0000 0.9448  35.83 8,299,000
411037 PowhegHerwig7EvtGen H7TUE_Wt_DR_inclusive_antitop ~ AF mcl6a 37.93 1.0000 0.9448  35.83 5,000,000

Table A.10.: Cross sections, filter efficiencies, k-factors and event numbers for the ttX
samples.

DSID Sample Type Campaign o [pb]  e€piler k Otot [Pb] Events
346343 PhPy8EG_A14NNPDF23_NNPDF30ME_ttH125_allhad FS mcl6d 0.24  1.0000 1.0000 0.24 6,493,000
346343 PhPy8EG_A14NNPDF23_NNPDF30ME_ttH125_allhad FS mcl6e 0.24  1.0000 1.0000 0.24 8,254,000
346343 PhPy8EG_A14NNPDF23_ NNPDF30ME_ttH125_allhad FS mcl6a 0.24  1.0000 1.0000 0.24 4,982,000
346344 PhPy8EG_A14NNPDF23 NNPDF30ME_ttH125_semilep FS mcl6d 0.52  0.4384 1.0000 0.23 6,500,000
346344 PhPy8EG_A14NNPDF23 NNPDF30ME_ttH125_semilep FS mcl6e 0.52  0.4384 1.0000 0.23 8,280,000
346344 PhPy8EG_A14NNPDF23 NNPDF30ME_ttH125_semilep FS mcl6a 0.52  0.4384 1.0000 0.23 4,993,000
346345 PhPy8EG_A14NNPDF23_NNPDF30ME_ttH125_dilep FS mcl6d 0.05  1.0000 1.0000 0.05 6,490,000
346345 PhPy8EG_A14NNPDF23_NNPDF30ME_ttH125_dilep FS mcl6e 0.05  1.0000 1.0000 0.05 8,281,000
346345 PhPy8EG_A14NNPDF23_NNPDF30ME_ttH125_dilep FS mcl6a 0.05  1.0000 1.0000 0.05 4,991,000
410155 aMcAtNloPythia8EvtGen MEN30NLO_A14N23LO_ttW FS mcl6d 0.55  1.0000 1.1000 0.60 7,497,000
410155 aMcAtNloPythia8EvtGen MEN30NLO_A14N23LO_ttW FS mcl6e 0.55  1.0000 1.1000 0.60 12,042,000
410155 aMcAtNloPythia8EvtGen MEN30NLO_A14N23LO_ttW FS mcl6a 0.55  1.0000 1.1000 0.60 7,497,000
410156  aMcAtNloPythia8EvtGen MEN30NLO_A14N23LO_ttZnunu FS mcl6d 0.15  1.0000 1.1100 0.17 1,500,000
410156  aMcAtNloPythia8EvtGen MEN3ONLO_A14N23LO_ttZnunu  FS mcl6e 0.15 1.0000 1.1100 0.17 2,001,000
410156  aMcAtNloPythia8EvtGen MEN30NLO_A14N23LO_ttZnunu  FS mcl6a 0.16  1.0000 1.1100 0.17 1,500,000
410157  aMcAtNloPythia8EvtGen MEN30NLO_A14N23LO _ttZqq FS mcl6d 0.53  1.0000 1.1100 0.59 3,000,000
410157  aMcAtNloPythia8EvtGen MEN30NLO_A14N23LO _ttZqq FS mcl6e 0.53  1.0000 1.1100 0.59 3,587,000
410157  aMcAtNloPythia8EvtGen_-MEN30NLO_A14N23LO_ttZqq FS mcl6a 0.53  1.0000 1.1100 0.59 3,000,000
410218 aMcAtNloPythia8EvtGen_ MEN30NLO_A14N23LO_ttee FS mcl6d 0.04  1.0000 1.1200 0.04 1,337,000
410218 aMcAtNloPythia8EvtGen_ MEN30NLO_A14N23LO_ttee FS mcl6e 0.04  1.0000 1.1200 0.04 2,168,000
410218 aMcAtNloPythia8EvtGen_ MEN30NLO_A14N23LO_ttee FS mcl6a 0.04  1.0000 1.1200 0.04 1,410,000
410219  aMcAtNloPythia8EvtGen_ MEN3ONLO_A14N23LO_ttmumu  FS mcl6d 0.04  1.0000 1.1200 0.04 1,339,000
410219 aMcAtNloPythia8EvtGen MEN30NLO_A14N23LO_ttmumu FS mcl6e 0.04  1.0000 1.1200 0.04 2,173,000
410219 aMcAtNloPythia8EvtGen MEN30NLO_A14N23LO_ttmumu FS mcl6a 0.04  1.0000 1.1200 0.04 1,410,000
410220 aMcAtNloPythia8EvtGen MEN30NLO_A14N23LO _tttautau ~ FS mcl6d 0.04  1.0000 1.1200 0.04 900,000
410220 aMcAtNloPythia8EvtGen MEN30NLO_A14N23LO _tttautau ~ FS mcl6e 0.04  1.0000 1.1200 0.04 958,000
410220 aMcAtNloPythia8EvtGen_ MEN30NLO_A14N23LO tttautau  FS mcl6a 0.04  1.0000 1.1200 0.04 935,000
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Data and Monte Carlo samples

Table A.11.: Cross sections, filter efficiencies, k-factors and event numbers for the V'V
samples.

DSID Sample Type Campaign o [pb] e€pier k Otot [PD] Events

363355 Sherpa_221_NNPDF30NNLO_ZqqZvv FS mcl6d 15.56  0.2799 0.2798 1.22 107,211
363355 Sherpa-221_NNPDF30NNLO_ZqqZvv FS mcl6e 15.56  0.2799 0.2798 1.22 175,412

363355 Sherpa_221_NNPDF30NNLO_ZqqZvv FS mcl6a 15.56  0.2800 0.2798 1.22 82,768
363356 Sherpa_221_NNPDF30NNLO_ZqqZll FS mcl6d 15.56  0.1416 0.1396 0.31 3,468,216
363356 Sherpa_221_NNPDF30NNLO_ZqqZIl FS mcl6e 15.57 0.1414 0.1396 0.31 5,744,150
363356 Sherpa_221_NNPDF30NNLO_ZqqZll FS mcl6a 15.56 0.1416 0.1396 0.31 6,920,351
363357 Sherpa_221_ NNPDF30NNLO_WqqZvv FS mcl6d 6.80  1.0000 1.0000 6.80 86,129
363357 Sherpa_221_ NNPDF30NNLO_WqqZvv FS mcl6e 6.80  1.0000 1.0000 6.80 140,270
363357 Sherpa_221_ NNPDF30NNLO_WqqZvv FS mcl6a 6.80  1.0000 1.0000 6.80 58,972

363358 Sherpa_221_ NNPDF30NNLO_WqqZIl FS mcl6d 3.43  1.0000 1.0000 3.43 16,951,525
363358 Sherpa_221_NNPDF30NNLO_WqqZll FS mcl6e 3.43  1.0000 1.0000 3.43 5,642,855
363358 Sherpa_221_NNPDF30NNLO_WqqZlIl FS mcl6a 3.43  1.0000 1.0000 3.43 3,397,388
363359 Sherpa_221_ NNPDF30NNLO_WpqqWmlv ~ FS mcl6d 24.71 1.0000 1.0000  24.71 16,605,664
363359 Sherpa_221 NNPDF30NNLO_WpqqWmlv ~ FS mcl6e 24.70 1.0000 1.0000  24.70 5,533,983
363359 Sherpa_221 NNPDF30NNLO_WpqqWmlv ~ FS mcl6a 24.71 1.0000 1.0000  24.71 3,326,177
363360 Sherpa-221 NNPDF30NNLO_WplvWmgqq  FS mcl6d 24.72 1.0000 1.0000  24.72 6,613,136
363360 Sherpa_221 NNPDF30NNLO_WplvWmqq  FS mcl6e 24.72  1.0000 1.0000  24.72 5,490,378
363360 Sherpa_221 NNPDF30NNLO_WplvWmqq  FS mcl6a 24.72  1.0000 1.0000  24.72 3,298,446
363489 Sherpa_221_ NNPDF30NNLO_WlvZqq FS mcl6d 11.42  1.0000 1.0000 11.42 16,765,285
363489 Sherpa_221_ NNPDF30NNLO_WlvZqq FS mcl6e 11.42  1.0000 1.0000  11.42 5,574,774
363489 Sherpa_221_ NNPDF30NNLO_WlvZqq FS mcl6a 11.42 1.0000 1.0000  11.42 3,342,337

364250 Sherpa_222_NNPDF30NNLO_I111 FS mcl6d 1.25 1.0000 1.0000 1.25 19,788,881
364250 Sherpa_222_NNPDF30NNLO_I111 FS mcl6e 1.25 1.0000 1.0000 1.25 14,110,846
364250 Sherpa_222_NNPDF30NNLO_I11 FS mcl6a 1.25 1.0000 1.0000 1.25 9,793,164
364253 Sherpa_222_ NNPDF30NNLO_ llv FS mcl6d 4.57  1.0000 1.0000 4.57 19,514,661
364253 Sherpa_222_ NNPDF30NNLO_ llv FS mcl6e 4.57  1.0000 1.0000 4.57 16,269,844
364253 Sherpa_222_ NNPDF30NNLO_lllv FS mcl6a 4.57  1.0000 1.0000 4.57 9,431,765
364254 Sherpa_222_ NNPDF30NNLO_llvv FS mcl6d 12.50 1.0000 1.0000  12.50 21,607,019
364254 Sherpa_222_NNPDF30NNLO_llvvy FS mcl6e 12.50 1.0000 1.0000  12.50 17,931,874
364254 Sherpa_222_ NNPDF30NNLO_llvv FS mcl6a 12.50 1.0000 1.0000  12.50 10,808,079
364255 Sherpa_222_ NNPDF30NNLO _lvvv FS mcl6d 3.23  1.0000 1.0000 3.23 5,982,610
364255 Sherpa-222_ NNPDF30NNLO_lvvv FS mcl6e 3.23  1.0000 1.0000 3.23 4,958,682
364255 Sherpa_222_ NNPDF30NNLO_lvvv FS mcl6a 3.23  1.0000 1.0000 3.23 2,985,330
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Data and Monte Carlo samples

Table A.12.: Cross sections, filter efficiencies, k-factors and event numbers for the ttj

samples.

DSID Sample Type Campaign o [pb]  €pilger k Otot [PD] Events
500336 aMCPy8EG_ttj_SM_madspin TRUTH - 26.61 0.4307 1.0000 11.46 299,930,000
500337 aMCPy8EG_ttj_SM TRUTH - 26.62 0.4379 1.0000 11.66 49,992,000
500934 MGPy8EG _ttj SMEFTSM TRUTH - 28.77 0.4377 1.0000 12.59 29,910,000
500935 MGPy8EG _ttj SMEFTint_cQql1 TRUTH - -0.17  0.4378 1.0000 -0.08 29,960,000
500936 MGPy8EG_ttj-SMEF Tint_cQq81 TRUTH - 0.92 0.4378 1.0000 0.40 29,920,000
500937 MGPy8EG _ttj SMEFTint_ctql TRUTH - 0.17  0.4380 1.0000 0.08 29,850,000
500938 MGPy8EG_ttj SMEF Tint_ctq8 TRUTH - 0.65 0.4378 1.0000 0.28 29,940,000
500939  MGPySEG._ttj SMEFTint ctus TRUTH : 032 04377 1.0000 0.4 29,980,000
500940 MGPy8EG_ttj SMEFTint_ctul TRUTH - -0.11  0.4377 1.0000 -0.05 29,920,000
500941 MGPySEG._ttj SMEFTsq.cQqllcQqll TRUTH : 460 04377 1.0000 2.01 29,930,000
500942 MGPySEG._ttj SMEFTsq.cQql1cQq8l TRUTH : 561 04378 1.0000 246 29,930,000
500943 MGPy8EC ttj SMEFTsq.cQqllctql TRUTH - 931 04376 1.0000 4.07 29,930,000
500944 MGPySEG_ttj SMEFTsqcQqllctqgs TRUTH - 548 04378 1.0000 240 29,850,000
500945 MGPy8EG_ttj SMEFTsq cQqllctu8 TRUTH - 5.11  0.4378 1.0000 2.24 29,780,000
500946 MGPy8EG._ttj_-SMEFTsq-cQqllctul TRUTH - 7.71  0.4378 1.0000 3.38 29,840,000
500947 MGPySEG._ttj SMEFTsq.cQq81cQqs8l TRUTH - 134 04377 1.0000 059 29,920,000
500948 MGPy8EQG ttj SMEFTsq.cQq8lctql  TRUTH - 592 04377 1.0000 259 29,920,000
500049 MGPySEG_ttj SMEFTsq cQq8lctqs TRUTH - 2.20 04377 1.0000 1.00 29,930,000
500950 MGPy8EG_ttj SMEFTsq cQq8lctu8  TRUTH - 1.89  0.4377 1.0000 0.83 29,840,000
500951 MGPy8EG._ttj_-SMEFTsq-cQq8lctul ~ TRUTH - 4.45 04377 1.0000 1.95 29,980,000
500952 MGPy8EG _ttj SMEFTsq_ctqletql TRUTH - 4.58  0.4377 1.0000 2.00 29,810,000
500953  MGPySEQ.ttj SMEFTsq.ctqletq ~ TRUTH - 579 04378 1.0000 254 29,970,000
500054  MGPySEG_ttj SMEFTsq ctqletu8 ~ TRUTH - 5.08 04378 1.0000 223 29,720,000
500955 MGPy8EG _ttj SMEFTsq _ctqlctul TRUTH - 7.69 0.4376 1.0000 3.36 29,800,000
500956 MGPy8EG_ttj-SMEF Tsq_ctq8ctq8 TRUTH - 0.88  0.4377 1.0000 0.39 29,880,000
500957 MGPy8EG _ttj SMEFTsq_ctq8ctu8 TRUTH - 1.39  0.4378 1.0000 0.61 29,870,000
500958 MGPy8EG_ttj_SMEF Tsq_ctq8ctul TRUTH - 3.99 0.4376 1.0000 1.75 29,870,000
500959  MGPySEG.ttj SMEFTsq ctu8ctu8 ~ TRUTH - 0.50 04377 1.0000 022 29,890,000
500960 MGPy8EG_ttj-SMEFTsq_ctulctu8 TRUTH - 3.38  0.4376 1.0000 1.48 29,960,000
500961 MGPy8EG_ttj-SMEFTsq_ctulctul TRUTH - 3.11  0.4377 1.0000 1.36 29,870,000
500934 MGPy8EG_ttj SMEFTSM AF mcl6a 28.77 0.4377 1.0000 12.59 20,000,000
500935  MGPyS8EG._ttj. SMEFTint ¢Qql1 AF mel6a  0.00 1.0000 1.0000 0.0 3,000,000
500937 MGPy8EG_ttj SMEFTint_ctql AF mcl6a 0.17  0.4380 1.0000 0.08 3,000,000
500941 MGPySEG_ttj SMEFTsqcQqllcQqll  AF mel6a 460 04377 1.0000  2.01 3,000,000
500943 MGPy8EG ttj SMEFTsq cQqllctql AF mel6a 931 04376 1.0000  4.07 3,000,000
500952  MGPySEG.ttj SMEFTsq.ctqletql AF mel6a 458 04377 1.0000 2.00 2,984,000
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B. Further studies

B.1. NNLO reweighting

The agreement between data and prediction was found to improve by considering cal-
culations at NNLO instead of NLO in QCD [330]; thus the ¢£ modelling is expected to
improve after reweighting the t¢ samples simulated at NLO to match their kinematic
distributions to that predicted in calculations at NNLO accuracy.

The NNLO reweighting was performed using an iterative reweighting procedure [331}
332 based on NNLO-QCD-+NLO-EW predictions of the transverse momenta of the top
and antitop quarks, pr(t) and pr(t), as well as the mass m,; and transverse momentum
pr(tt) of the top-antitop-quark system taken from [333]. Both the prediction and
simulation were obtained at the parton level after parton shower defined in section

In the first step, the ratio between the pp(tt) distributions from the prediction and
the MC simulation is taken and assigned as a scale factor to each simulated MC event.
Starting from the reweighted MC sample, the my; distribution is reweighted in the
same way. In the last step, the geometric average of the weights obtained for the
pr(t) and pr(f) is used to reweight the MC sample once more. These three steps
are repeated three times to reduce the residual difference between the MC simulation
and the prediction below NNLO uncertainty for all four variables. The resulting set
of weights, depending on the MC generator and the kinematic variables pr(t), pr(t),
pr(tt) and myz, were then applied to the tf events in this analysis.

Figure shows a comparison of data to the pre-marginalisation predictions for the
AFE vs. 0; distribution used in the unfolding at NLO and at NNLO in ¢ production.
Taking NNLO corrections into account, the data/prediction agreement improves; norm-
alisation discrepancy reduces from about 10% to less than 5%, while the shape remains
similar. Given that the ¢f normalisation does not affect the energy asymmetry meas-
urement and that the reweighting procedure is still in an early stage of development,
it was not applied to this analysis.

B.2. W+jets modeling

The W+jets background constitutes the largest background contribution of about 5%
as shown in table and discussed in section The W+jets modeling is checked
in a control region close to the signal region enriched with W+-jets events. In this control
region, events with top-tagged large-R jets are vetoed, and the highest-pr large-R jet
is considered as the hadronically decaying top-quark candidate. The events are further
required to have exactly one b-tagged small-R jet. Figure shows a comparison
of data to the pre-marginalisation AE vs. 6; distribution in this control region. The
purity of ¢t events decreases to 34% compared to 87% in the signal region, and the
fraction of W+jets events increases from 5% to 44%. The number of tf events passing
both the particle- and detector-level events (fiducial ¢¢ signal) is below 0.2% and not
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Figure B.1.: Comparison of ATLAS data (black markers) to the pre-marginalisation dis-
tribution for the AE vs. ; observable used in the unfolding at NLO
(left) and at NNLO (right) in ¢¢ production. The event numbers corres-
pond to the optimised cross section as defined in eq.
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Figure B.2.: Comparison of ATLAS data (black dots) to the pre-marginalisation AFE
vs. ¢; distribution in the W+jets enriched control region. A goodness-of-
fit test provides a reduced x? value of 0.61, corresponding to a p-value of
0.83. All observed discrepancies are thus well covered by the systematic

uncertainties.

visible in the figure. The data is just covered within the systematic uncertainties in all
bins, a goodness-of-fit test performed as described in section [9.1.1] taking into account
all systematic uncertainties and their correlation structure between the bins, yields a
reduced 2 value of 0.61, corresponding to a p-value of 0.83. The W +jets background
is thus considered to modelled well enough for this analysis, with all discrepancies to

data being covered by its systematic uncertainties.
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C. SMEFT figures

Figures [C.1} |C.2] and |C.3| show the x? values obtained from eq. for the inclusive
energy and rapidity asymmetries and the differential energy asymmetry, respectively,
in dependence of the Wilson coefficients in one-parameter fits. The 68% and 95%
confidence bounds of the coefficients are given by the intersections of the y? curves
with the 2. + 1 and x2. + 4 lines, respectively, as described in section m
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