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Sören Kotlewski

Dissertation
zur Erlangung des Grades
Doktor der Naturwissenschaften
am Fachbereich Physik, Mathematik und Informatik
der Johannes Gutenberg-Universität
in Mainz

Datum der mündlichen Prüfung: 26.09.2024





Abstract
Calabi-Yau manifolds define fascinating geometric structures that find several ap-
plications in theoretical physics. Naturally, this special class of manifolds appears
in the context of compactifications of superstring, M- and F-theory.

This thesis begins with an examination of the existence of supersymmetric flux vacua
in type IIB string and M-theory compactifications on a Calabi-Yau manifold. The
vacuum conditions for non-trivial background fluxes on the compactification space
are conveniently formulated in terms of N = 1 supergravity. For type IIB string
compactifications on a Calabi-Yau threefold we provide an equivalent description
for the N = 1 flux vacuum constraints in terms of Minkowski vacua of an associated
gauged N = 2 supergravity theory. These describe vacua in the landscape of UV
consistent effective field theories with partially spontaneously broken supersymme-
try.

The existence of supersymmetric flux vacua is related to an arithmetic property of
the underlying Calabi-Yau manifold which is called modularity. Generalizing ex-
isting methods for Calabi-Yau threefolds, we derive an algorithm, which provides a
systematic search for modular points on the corresponding complex structure moduli
space of certain types of Calabi-Yau fourfolds with one complex structure modulus.
Compactifying M-theory on such modular Calabi-Yau fourfolds may lead to non-
trivial supersymmetric flux vacua. We demonstrate the application of this method
for several examples. Most interestingly, we identify a modular Calabi-Yau fourfold
within the family of Hulek-Verrill fourfolds and verify this observation by several
independent consistency checks.

Furthermore, Calabi-Yau geometries appear prominently in the framework of multi-
loop Feynman integrals. It is well-known that many multi-loop Feynman integrals
can be realized in terms of period integrals of certain algebraic varieties such as
Calabi-Yau manifolds and hyperelliptic curves. Using the construction of intermedi-
ate Jacobians, we derive a correspondence between families of Calabi-Yau threefolds
and suitable families of genus-g curves that realize the same family of Feynman in-
tegrals. As an explicit example, we discuss this Calabi-Yau-to-curve correspondence
for the four-loop equal mass banana integral which is realized by a one-parameter
family of Hulek-Verrill Calabi-Yau threefolds.
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Chapter 1

Introduction

1.1 Motivation

The investigation of mathematical structures has always been essential for the understand-
ing of the theoretical origin of physical phenomena. Most important, the framework of
differential geometry has influenced the development of theoretical physics in its full spec-
trum from classical mechanics to modern physics in various fields. In this work, we focus
on the application of Calabi-Yau geometries in physics and discuss, how the properties of
this special class of manifolds influence the corresponding physical models.

Very prominent, Calabi-Yau manifolds appear in the context of compactifications of su-
perstring, M- and F-theory. These theories, which provide a proposal of the fundamental
constituents of high energy physics, are well-defined only in ten, eleven or twelve space-
time dimensions respectively. In order to make contact with observations in lower di-
mensional spacetimes, one obtains an effective theory by compactifying the additional
dimensions on a compact geometry. For superstring compactifications it is convenient
to choose a complex three-dimensional Calabi-Yau manifold in order to obtain an effec-
tive four-dimensional theory whereas M- and F-theory are conveniently compactified on
complex four-dimensional Calabi-Yau manifolds which yields a three-dimensional and a
four-dimensional effective field theory respectively.

The phenomenological models built from such Calabi-Yau compactifications are crucially
dependent on the chosen Calabi-Yau geometry. In particular, these models lead usually
to the problem of “moduli stabilization“ meaning that the moduli of the compactification
space may vary while the theory evolves. In the effective theory, these dynamical moduli
would be observable as light or even massless modes of the spectrum which have not been
observed in any accelerator experiment. One mechanism to solve this issue is proposed by
introducing non-trivial background fluxes on the internal Calabi-Yau manifold. Doing so,
the moduli fields admit mass terms depending on the background fluxes which stabilize
them to their vacuum expectation value in the low energy limit. For a given Calabi-Yau
compactification it is a non-trivial problem to ask whether the internal geometry admits

1



a non-trivial background flux F that gives rise to a stable vacuum of the effective theory.

This search for a non-trivial supersymmetric flux vacua of string, M- or F-theory com-
pactifications can be translated into a Hodge theoretical problem for the compactification
space. For type IIB string theory compactified on a Calabi-Yau threefold X3, there need
to be two independent background fluxes F,H which are given by elements of the integral
middle cohomology H3(X3,Z) of the Calabi-Yau manifold. Moreover, the vacuum con-
straints restrict F and H to have no purely holomorphic or anti-holomorphic contribution
if we treat H3(X3,Z) as a subset of the complex cohomology H3(X3,C). Thus, the flux
vacuum conditions imply that

F,H ∈
(
H2,1(X3,C)⊕H1,2(X3,C)

)
∩H3(X3,Z) (1.1)

generate a two-dimensional sublattice of H3(X,Z) that has a definite Hodge type. While
each of the subsets in equation (1.1) is simple to construct, it is in general difficult to decide
whether this intersection is trivial or not. For M- and F-theory flux compactifications on
a Calabi-Yau fourfold X4, the corresponding flux vector G needs to obey a similar vacuum
condition which in this case is given by

G ∈
(
H4,0(X4,C)⊕H2,2(X4,C)⊕H0,4(X4,C)

)
∩H3(X4,Z) . (1.2)

Thus, a Calabi-Yau fourfold gives rise to a non-trivial flux compactification of M- or F-
theory only if its integral middle cohomology admits a non-trivial sublattice that is of the
given definite Hodge type.

In the language of algebraic geometry, these conditions are formulated equivalently by
the question whether the Hodge structure of the rational middle cohomology Hn(Xn,Q)
is simple or whether it splits into a sum of two Hodge substructures. If one of these
substructures realizes a two-dimensional subspace of Hn(Xn,Q), the Calabi-Yau variety
is said to be modular as this subspace of Hn(Xn,Q) is characterized by a certain modu-
lar form. Beyond the cases of elliptic curves and rigid Calabi-Yau threefolds which have
been proven to be modular, only few examples of modular Calabi-Yau manifolds have
been identified so far. Recently, a method has been developed to systematically search for
algebraic points on the complex structure moduli space of a given family of Calabi-Yau
threefolds that correspond to modular manifolds [4–6]. By means of this analysis, it was
possible to identify a rank-two attractor point on the family of Hulek-Verrill threefolds [7]
and consistent flux configurations for type IIB string compactifications.

In this work, we extend these techniques to search for modular Calabi-Yau manifolds of
complex dimension four which may serve as candidates for a consistent flux compactifica-
tion of M- or F-theory. Beside presenting the abstract method which relys on tools from
arithmetic geometry that are introduced in detail, we present its application to families
of Calabi-Yau fourfolds that depend on one complex structure modulus. Most important,
we identify a candidate for modularity within the family of Hulek-Verrill fourfolds that
are defined in analogy to their three-dimensional cousins [8]. In order to verify that the
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rational point on the complex structure moduli space, which has been identified with the
developed arithmetic techniques, corresponds indeed to a modular fourfold, we perform
several consistency checks that are completely independent of the tools and assumptions
we used in the first place. In particular, we manage to identify uniquely the corresponding
modular form characterizing the split of the Hodge structure and deduce from its critical
L-function values the explicit generators for the two-dimensional sublattice of H4(X4,Z)
that is of Hodge type (3, 1)+(1, 3). Due to the special structure of the primary horizontal
middle cohomology for this type of fourfolds, the existence of this sublattice is sufficient
to argue that H4(X4,Z) contains integral four-forms of Hodge type (4, 0) + (2, 2) + (0, 4)
as well which suit as consistent fluxes for M- or F-theory compactifications. By direct
computation, we identify one of these fluxes explicitly.

In addition to their importance for the construction of supersymmetric string compactifi-
cations, Calabi-Yau geometries recently showed up in the context of high precision multi-
loop Feynman integral computations. Using the modern techniques of deriving differential
equations for multi-loop Feynman integrals, it turns out that these can often be identified
with period integrals of certain geometric objects. Among many additional examples, the
identification of the two-loop banana integral with the period of a certain elliptic curve
has pointed to this relation between Feynman integrals and geometry. Extending this
observation even to higher loop integrals leads to period integrals of more complicated
geometrical objects such as hyperelliptic curves or Calabi-Yau manifolds. It has been
observed that some Feynman integrals enjoy both a representation in terms of period in-
tegrals of Calabi-Yau manifolds one in terms of hyperelliptic curves.

Analyzing this observation in more detail, we prove that this relation between the peri-
ods of certain Calabi-Yau threefolds and genus-g curves is not coincidential but can be
formulated in terms of a “Calabi-Yau-to-curve correspondence“ that realizes a holomor-
phic map connecting the moduli spaces of Calabi-Yau threefolds with the moduli space of
stable genus-g curves. Applying this correspondence to the four-loop equal mass banana
integral which is known to be represented by a suitable one-parameter family of Hulek-
Verrill threefolds, we construct the corresponding family of hyperelliptic genus-two curves
describing the same Feynman integral.

1.2 Outline

The first two chapters of this thesis are relegated to introduce the most important concepts
from superstring theory and the algebraic geometry of Calabi-Yau manifolds to equip the
reader with the relevant background knowledge which is necessary to follow the discussions
of this work. Since our focus lies on the connection between Calabi-Yau geometries and
physics, the physical introduction to superstring and M-theory in chapter 2 is restricted
to mainly discuss the concept of compactification and its implications on the low energy
spectrum of these theories. More extensively, we dicuss in chapter 3 the geometrical prop-
erties of Calabi-Yau n-folds and their moduli spaces.
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The main part of this thesis is separated in three different research projects [1–3] which
are discussed in chapter 4 - 6 respectively. In chapter 4 we introduce the idea of flux
compactification for both, string and M-theory compactifications, highlighting its appli-
cation to stabilize the moduli of the effective theories and discussing the explicit vacuum
constraints on the flux vectors. We introduce the flux superpotential W (z) which has
been derived in the framework of N = 1 supergravity [9]. While suitable for the low
energy description of M-theory compactifications, type II string compactifications on a
Calabi-Yau threefold give rise to an N = 2 supergravity theory which cannot be equipped
with such a superpotential. Following the discussions which we provide in sections 4.2
and 4.3, it is possible to reproduce similar vacuum constraints in N = 2 supergravity by
using the mechanism of gauging certain isometries on the target space of the theory. The
choice of gauge charges for the scalar fields can be identified with the flux vectors from the
flux compactification proposal and need to obey similar consistency conditions in order to
give rise to a supersymmetric Minkowski vacuum of the gauged N = 2 supergravity theory.

After discussing the constraints on the flux vectors for a consistent supersymmetric flux
vacuum of M-theory compactifications in section 4.4, we turn to the arithmetic search for
Calabi-Yau fourfolds which admit non-trivial four-form fluxes in chapter 5. To that end,
we start by setting up the arithmetic toolbox for analyzing algebraic varieties over finite
fields which in part is given by the local zeta function ζp(X,T ) and its relation to the
lifted Frobenius map on suitable p-adic cohomology groups. Moreover, section 5.2 pro-
vides a brief introduction to the phenomenon of modularity, revising Serre’s modularity
conjecture, discussing its application for Calabi-Yau fourfolds whose middle cohomology
splits and possible implications for physical systems. After this rather abstract discussion,
we continue with the derivation of the practical evaluation of the relevant parts of the
local zeta function for families of Calabi-Yau fourfolds following a similar procedure as pi-
oneered in [4, 7] for threefolds, focussing in section 5.4 on families of Calabi-Yau fourfolds
that depend only on one complex structure modulus.

The remaing sections of chapter 5 are relegated to the presentation of the application of
this method to explicit examples. As our first example, we discuss extensively the family
of Hulek-Verrill fourfolds HV4

z which arises as a generalization of their three-dimensional
cousins that have been introduced in [8]. Applying our method to compute the relevant
pieces of the zeta function for a suitable one-dimensional subfamily of these, a candidate
for a modular Calabi-Yau fourfold is found. In section 5.5.4, we discuss several indepen-
dent consistency checks that verify the split of the primary horizontal middle cohomology
of this manifold by using different techniques. For the additional families of Calabi-Yau
fourfolds which are presented in section 5.6, our deformation method suggests that these
do not admit any modular member.

With chapter 6 we dive into another physical application for Calabi-Yau geometries pro-
vided by the high precision computation of Feynman integrals. Starting with a brief
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introduction of the method of differential equations which provides an almost algorithmic
way to compute Feynman integrals in terms of iterated integrals, we discuss that many
multi-loop Feynman integrals enjoy a realization in terms of periods integrals of certain
Calabi-Yau manifolds or hyperelliptic curves. For some examples, even both geometries
give a valid description for the Feynman integral. Providing the necessary mathematical
background on stable genus-g curves and intermediate Jacobians of algebraic varieties, we
derive in section 6.4 an explicit correspondence between Calabi-Yau threefolds and genus-
g curves which is defined such that their period integrals agree. To be more precise, we
differentiate between two types of correspondences, one providing a real analytic bijection
between suitable subsets of the corresponding complex structure moduli spaces and a sec-
ond which is holomorphic but gives a proper identification of the period integrals only on a
Lagrangian submanifold of the Calabi-Yau moduli space. Section 6.5 closes the discussion
of the Calabi-Yau-to-curve correspondence by providing an explicit example given by the
geometric realization of the four-loop equal mass banana integral.

In addition to the main text, this work is extended by five appendices. The first two
of them review important mathematical concepts such as a brief introduction to p-adic
numbers which is necessary for the construction of the local zeta function in chapter 5 and
a review of the toric contstruction of algebraic varieties that are embedded in projective
space. Appendices C and D contain the derivations of algorithms which provide an efficient
computation of the geometric data which is used for the applications of our developed
methods to explicit examples. Finally, appendix E collects tables of the polynomials
RH(X,T ) that appear in the local zeta function of the four families of Calabi-Yau fourfolds
which are discussed in sections 5.5 and 5.6.

1.3 Notations and Conventions

Except where otherwise stated, we use the following notations and conventions. Vector-
valued quantities are usually denoted by a bold-face symbol v whereas the corresponding
entries are given by the corresponding normal-script symbols including an (upper) index
vi. We often use the Einstein summation convention imposing that we implicitly sum
over upper and lower indices that appear with the same label. Usually, we denote by
greek letters µ, ν, . . . = 0, 1, . . . Lorentzian indices of a D-dimensional spacetime whereas
latin indices i, j, . . . = 1, 2, . . . denote the indices of the internal Riemannian manifolds.
On a complex manifold, we denote by i, j, . . . the indices corresponding to holomorphic
coordinates whereas ī, j̄, . . . represent the corresponding anti-holomorphic directions.

In the following, we summarize the most important defintions and notations which appear
frequently throughout this thesis.
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Symbol Definition/Description

hp,q The Hodge numbers hp,q := dimC(H
p,q(X,C) of a Calabi-Yau

n-fold X. Hp,q(X,C) are the Dolbeault cohomology groups of
X.

Xz A Calabi-Yau n-fold which is characterized by its complex struc-
ture moduli z = (z1, . . . , zh

n−1,1
). Within this work we restrict

mainly to the cases n = 3 and n = 4.

Xt A Calabi-Yau n-fold which is characterized by its Kähler moduli
t = (t1, . . . , th

1,1
).

M The moduli space parametrizing a family of Calabi-Yau n-folds.
Locally, M decomposes into the complex structure moduli space
MC.S. and the Kähler moduli space MK .

Ω The nowhere vanishing holomorphic n-form of a Calabi-Yau n-
fold.

Πa(z) The periods of the n-fold Xz with respect to an integral basis of
Hn(Xz,Z) .

ϖa(z) The periods of the n-fold Xz with respect to the Frobenius basis
of Hn(Xz,C) .

(Xa(z), Fa(z)) The periods of the Calabi-Yau threefold Xz with respect to an
symplectic integral basis of H3(Xz,Z).

Hn
H(Xz,C) The primary horizontal subspace of the middle cohomology

Hn(Xz,C) of a Calabi-Yau n-fold Xz.

PΛ The triplet of Killing prepotentials corresponding to an isometry
k̃uΛ∂u of a quaternionic Kähler manifold.

ζp(X,T ) The local zeta function of an algebraic variety X.

Frp The Frobenius map Frp : Hk(X,Qp) → Hk(X,Qp) acting on
p-adic cohomology groups Hk(X,Qp).

Up(z) The inverse of the matrix representation of Frp.

Rk(X,T ) The characteristic polynomial of Frp : Hk(X,Qp) → Hk(X,Qp)
which appears as a factor in ζp(X,T ).

RH(X,T ) The factor of Rn(X,T ) originating from the restricted Frobenius
map to the primary horizontal subspace of the middle cohomology
of the Calabi-Yau n-fold X.

Teichp The Teichmüller lift Teichp : Fp ↪→ Zp.

E(z) The matrix containing the Frobenius periods ϖa(z) and their
derivatives Θjϖa(z) of a Calabi-Yau n-fold Xz.
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Symbol Definition/Description

HVn
z The family of Hulek-Verrill n-folds parametrized by (n+2) com-

plex structure moduli z.

HΛn
t The mirror of HVn

z paramterized by (n+ 2) Kähler moduli t.

HVn
z The one-dimensional subfamily of Hulek-Verrill n-folds which are

invariant under the Zn+2-action.

Iν1,...,νρ,bi,...,bκ A family of Feynman integrals which are characterized by ρ prop-
agatorsDi, each raised to power νi, and κ scalar products Sj , each
raised to power bj .

Cg A genus-g curve.

M̄g The moduli space of stable genus-g curves.

X i
k The A-periods of a genus-g curve.

Tik The B-periods of a genus-g curve.

J1(Cg) The first intermediate Jacobian of a stable genus-g curve Cg.
Ag The moduli space of g-dimensional abelian varieties.

τ The matrix τ = T X−1 characterizing J1(Cg).
J2
G(X) The second Griffiths intermediate Jacobian of a Calabi-Yau three-

fold X.

J2
W (X) The second Weil intermediate Jacobian of a Calabi-Yau threefold

X.

J2
∆R

(X) The second polarized holomorphic intermediate Jacobian of a
Calabi-Yau threefold X. This Jacobian is well-defined locally
in the vicinity of a Lagrangian submanifold ∆R

Fab The matrix containing all second derivatives of the prepotential
F (X) of a Calabi-Yau threefold X parametrized by the affine
coordinates X. This matrix characterizes the second Griffiths
intermediate Jacobian J2

G(X).

Nab The matrix characterizing the second Weil intermediate Jacobian
J2
W (X) of a Calabi-Yau threefold X.

Hab The matrix characterizing the second polarized holomorphic in-
termediate Jacobian J2

∆R
(X) of a Calabi-Yau threefold X in the

vicinity of a Lagrangian submanifold ∆R.

Sg The Schottky-locus of genus-g curves.

ΦR The real analytic Calabi-Yau-to-curve correspondence

ΦU
∆R

The local holomorphic Calabi-Yau-to-curve correspondence

ϑ The Riemann theta function
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Chapter 2

String Theory in a Nutshell

The framework of string theory, first discussed in the 1960th as an alternative approach
to Quantum Chromodynamics for the description of the strong nuclear forces, developed
over the last decades to become one of the most important candidates for a consistent
unification theory that combines the quantum physics of the standard model of particle
physics with the macroscale physics of gravity given by Einstein’s general relativity [10].
Since comprehensive introductions to string theory fill whole textbooks (e.g. [10–12]),
this introductory chapter is meant to give a qualitative overview on the main concepts of
string theory, including the unification of quantum field theory and gravity, the necessity
of additional spacetime dimensions and the idea of string compactifications. Moreover, we
introduce the concept of M-theory and its relation to string theory.

2.1 String Theory as a Grand Unification Theory

In contrast to oridinary quantum field theories which are characterized by point particles,
the fundamental objects in string theory are one-dimensional extended objects which are
called strings. The classical dynamics of the string is determined by minimizing the
volume of a (two-dimensional) worldsheet Σ that is spanned by the string evolving in a
D-dimensional spacetime. For a pure bosonic string, the quantized equations of motion
lead to excitation modes for the string with squared mass proportional to the oscillation
number N

m2 = 4πT (N − a) . (2.1)

The string tension T is the only tunable parameter of string theory and is typically set to
be of order T ∼ (1/Mpl)

2. Here Mpl denotes the Planck mass1. Moreover, the (positive)
integer a appears to be the zero-mode mass and can be renormalized to be a = 1. Since the
zero-mode string (N = 0) leads to a tachyon, i.e. a state of negative mass, such a theory
might be considered to be non-physical, however if we include fermionic degrees of freedom
in a supersymmetric fashion, these non-physical states of negative mass can be projected

1In terms of fundamental physical constants, Mpl can be expressed as Mpl =
√

ℏc
G
.
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out. This procedure is well-known in the string literature as the GSO-projection [13].
Hence, if we consider a superstring theory, the state spectrum contains massless states
and additional towers of massive fields with mass of order Mpl. Since this mass scale is far
beyond any probing regime of current particle accelerators, one considers only the massless
string modes to be part of the physical spectrum. This can be achieved by defining an
effective field theory on the revelant energy scale.

The main feature of this massless spectrum is that it contains vector bosons as massless
modes of the open string and gravitons2 as massless modes of the closed string. By this
means, string theory naturally combines gauge interactions and gravity as different oscil-
lation modes of the same object, the fundamental string.

So far, we have left the target space dimension D to be undetermined. As it turns out, it is
not possible to tune the spacetime dimension of string theory as an input but instead it is
constrained by consistency conditions from Lorentz invariance. In particular, superstring
theory contains a conformal anomaly which is canceled only if we restrict the spacetime
dimension to be D = 10 [11].

For a classification of superstring theories [10, 11] one should start by distinguishing be-
tween two fundamentally different types of strings, the open string and the closed string.
For the latter, the topology of the worldsheet Σ is periodic in the space-like direction im-
plying that there is a non-trivial level-matching3 of left- and rightmoving excitation modes
for the closed string, whereas these excitations for the open string remain unconstrained.

If we focus in the following on superstring theories on a ten-dimensional spacetime,
the level-matching condition for the closed string allows for two different kinds GSO-
projections that deviate in a different relative chirality between the left- and right-moving
excitations. Hence, depending on the choice of GSO-projection, one obtains two different
theories, denoted by type IIA and type IIB string theory, both describing a supersymmet-
ric closed string. Since the open string is free of any level-matching condition, both parts of
the excitation spectrum are completely independent of each other, hence a relative phase
between left- and right-moving excitation leads to an equivalent theory. Consequently, the
open superstring is described by a unique theory, called type I string theory, regardless of
the explicit choice of GSO-projection. It should be noted that type I string theory comes
always with an inherit Spin(32)/Z2 gauge group [14] .

In addition to these three types of superstring theories, there exist additional, so-called
heterotic, string theories that combine a left-moving sector of a superstring with the right-
moving sector of a non-supersymmetric bosonic string. Since the bosonic string is extremal

2At this stage of the analysis a graviton is defined to be a bosonic massless mode of spin-two in the
spectrum of the superstring theory.

3That means, for any left-moving excitation there must be a corresponding right-moving excitation of
the same level.
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in d̃ = 26 spacetime dimensions, this rightmoving sector is strictly speaking given by the
10-dimensional compactification of a bosonic string on a 16-dimensional internal manifold.
In order to obtain a consistent string theory, the internal manifold needs to be described
by a torus that is characterized either by the Lie algebra e8× e8 or the Lie algebra so(32).
This combination of superstring and compactified bosonic string leads to a local Yang-Mills
gauge symmetry whose gauge group corresponds to that of the underlying Lie algebra of
the internal space. Following [14], the spin structure of the superstring implies that the
latter case of Lie algebra so(32) gives rise to the corresponding gauge group Spin(32)/Z2.

Table 2.1 summarizes the most important properties, such as the supersymmetry algebra
and the gauge group of these five different types of superstring theories. It should be
noted that these exhaust already the full spectrum of supersymmetric string theories in
ten spacetime dimensions.

string theory string type SUSY algbebra Gauge group

Type I open N = 1 Spin(32)/Z2

Type IIA closed N = 2 –
Type IIB closed N = 2 –

Heterotic E8 × E8 heterotic N = 1 E8 × E8

Heterotic SO(32) heterotic N = 1 Spin(32)/Z2

Table 2.1: An overview on the five superstring theories in ten spacetime dimensions.
The heterotic string theory with gauge group Spin(32)/Z2 is historically called “heteroric
SO(32)“ since the corresponding Lie algebra is isomorphic to so(32).

2.1.1 Spectrum of Type II String Theories

Throughout this thesis, we are interested in string theories that restore a maximal amount
of supersymmetry, hence the focus of this work is on the type II superstring.

The massless type IIA and type IIB string spectra are obtained by combining the correct
representations of left- and rightmoving string modes that have an opposite or aligned chi-
rality respectively. Since the fermionic fields on both sectors are characterized by two dif-
ferent kinds of boundary conditions, the Ramond (R) and Neveu-Schwarz (NS) boundary
conditions4, there appear several different combinations which give rise to a rich spectrum
for the closed string. In the following, we collect the result for the spectra of both, type
IIA and type IIB string theory.

For the type IIA string, the bosonic massless sector is given by [10]

b̃i−1/2|0⟩NS ⊗ bj−1/2|0⟩NS ⊕ |+⟩R ⊗ |−⟩R (2.2)

4For a closed string, there are two separate choices ψ(σ) = ±ψ(σ+π) for the periodicity of the fermionic
fields on the worldsheet. The positive sign belongs to the Ramond sector whereas the negative sign is known
to be the Neveu-Schwarz boundary condition.
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with b̃ik and bik denoting the raising operators of a level k fermionic excitation in the
Neveu-Schwarz-sector. Moreover, |+⟩R denotes an eight-component ground state spinor
of the Ramond-sector that is of positive chirality. Decomposing these representations into
irreducible one, we obtain in total 128 bosonic fields that can be summarized as follows.

� The representation of the NS-NS sector decomposes into an symmetric traceless two-
form field G that is identified with the graviton, an antisymmetric two-form field B
and one scalar dilaton field ϕ.

� The R-R sector decomposes into a one-form field C1 and a three-form field C3.

In addition, the spectrum obtains contributions from an NS-R sector and an R-NS sector.
Both give rise to a spin-1/2 dilatino and a spin-3/2 gravitino wich just lead to the com-
pletion of the N = 2 supersymmetry multiplets.

The type IIB string spectrum is given by a similar analysis. Deviations in contrast to the
type IIA spectrum occur only in the R-R sector since the coupling of spinors with aligned
chirality give rise to a different decomposition in terms of irreducible representations. In
analogy to the type IIA spectrum, the bosonic modes are given by [10]

b̃i−1/2|0⟩NS ⊗ bj−1/2|0⟩NS ⊕ |+⟩R ⊗ |+⟩R . (2.3)

The decomposition into irreducible representations leads to the following fields.

� As for type IIA strings, the representation of the NS-NS sector decomposes into a
symmetric traceless graviton G, an antisymmetric two-form field B and one scalar
dilaton field ϕ.

� Due to the aligned chirality, the R-R sector decomposes into a scalar C0, a two-
form field C2 and a four-form field C4 which is subject to the additional self-duality
constraint dC4 = ⋆dC4.

In the fermionic sector, the difference between type IIA and type IIB string theories is
given by the fact that both, dilatini and gravitini have the same chirality for type IIB
string theory whereas the two copies are of opposite chirality for type IIA string theory.

2.1.2 Type II Supergravity

So far, we considered only the massless spectrum of type II string theories. These are
completed by infinite towers of massive states which need to be taken into account if we
investigate full string theory at any energy scale. Since the typical mass scale of string
theory is set to be of order Mpl, it is reasonable, to discuss the low energy limit of string
theory that is given by integrating out all massive modes of the string spectrum. These
effective field theories turn out to become supergravity theories [10, 15], that are super-
symmetric quantum field theories, containing a gravity multiplet. In this notation, a
gravity multiplet is defined to be a multiplet of the supersymmetry algebra, that contains
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a spin-2 boson, the graviton, the corresponding spin-3/2 gravitini and a scalar dilaton field.

Comparing this required field content with the massless excitations from the NS-NS sector
and the NS-R and R-NS sectors, we find that type IIA and type IIB string theories natu-
rally contain a gravity multiplet within its field content leading to an N = 2 supergravity
theory since there is always a double copy of the gravitino. Since supersymmetry is highly
restrictive, the supergravity action of type IIA and type IIB string theory is entirely fixed
by the given bosonic field content which we discussed in the previous section. For type
IIA string theory, the bosonic part of the low energy supergravity action expanded up to
second order in derivatives of the fields5 reads [16, 17]

SIIA =
1

2

∫
e−2ϕ

(
−R(G) ⋆ 1 + 4dϕ ∧ ⋆dϕ− 1

2
H3 ∧ ⋆H3

)

− 1

2

∫
(F2 ∧ ⋆F2 + F4 ∧ ⋆F4 −H3 ∧ C3 ∧ dC3)

(2.4)

with R(G) being the Ricci curvature of the graviton field G and the field strength tensor
fields are defined as

H3 = dB , F2 = dC1 , F4 = dC3 − C1 ∧H3 . (2.5)

A similar expression holds for type IIB supergravity. The contribution for the fields from
the NS-NS sector is identical to the previous terms and the R-R fields lead to similar kinetic
terms for the contributing p-form fields. However, in contrast to the low energy limit of
type IIA string theory, we recall that the four-form field C4 was subject to a self-duality
constraint. This constraint cannot be included into a well-defined action functional but
has to be added by hand to the theory. Following [11, 17], we find that the dynamics of
the fields for type IIB supergravity is described by a “pseudo-action“

SIIB =
1

2

∫
e−2ϕ

(
−R(G) ⋆ 1 + 4dϕ ∧ ⋆dϕ− 1

2
H3 ∧ ⋆H3

)

− 1

2

∫ (
dC0 ∧ ⋆dC0 + F3 ∧ ⋆F3 +

1

2
F5 ∧ ⋆F5 − C4 ∧H3 ∧ dC2

) (2.6)

together with the additional self-duality constraint

⋆F5 = F5 . (2.7)

In this notation, the field strength tensors are defined as

H3 = dB , F3 = dC2 − C0dB and F5 = dC4 − dB ∧ C2 . (2.8)

5Since we consider an effective field thoery, the low energy action may contain additional contributions
which are of higher order in derivatives of the contributing fields and hence would lead to a non-local action.
These higher-order terms are suppressed in an α′-expansion where α′ ∼ 1/T denotes the string coupling.
Therefore, these higher order terms are neglected in the leading order supergravity approximation of type
II superstring theory.
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2.2 String Compactification

As discussed in the previous section, superstring theories are consistent only in ten space-
time dimensions. In order to make contact with the observable, four-dimensional world,
one can deduce an effective theory in four dimensions from string theory by compactifying
the remaining six dimensions on an internal space. Primary, this idea was not developed
for string compactifications but has its origin in a work by Kaluza and Klein [18, 19],
describing electromagnetism from a compactification of a five-dimensional gravitational
theory on a circle. To get an idea of the compactification process, we follow the steps of
Kaluza’s and Klein’s construction to see explicitly the compactification process at work in
order to analyze afterwards the effect of compactifying string theory on a six-dimensional
compact space. From this we deduce that the six-dimensional internal space needs to be
a Calabi-Yau manifold, in order to obtain an effective four-dimensional field theory which
is still N = 2 supersymmetric. Comprehensive reviews on Kaluza-Klein compactifications
of type II string theory can be found in refs. [15, 20–23].

2.2.1 Circle Compactification of a Massless Scalar Field

In order to discuss the general principle of Kaluza-Klein compactification, let us first
consider the simple example of a free massless scalar field evolving on the five dimensional
spacetime M = R1,3×S1 where R1,3 denotes the usual Minkowski space and S1 is a circle
of Radius R [22]. The action functional for the scalar field ϕ reads

S[ϕ] =

∫

M
d5xgµν∂

µϕ∂νϕ∗ (2.9)

where gµν is at this stage an arbitrary Lorentzian metric on M . From this we can read
off the equations of motion to be

□Mϕ := gµν∂
µ∂νϕ = 0 . (2.10)

To perform the compactification of this theory to four spacetime dimensions, let us assume
at first that gµν decomposes into a block diagonal form6 which is compatible with the
product structure of M , i.e.

gµν =

(
gab(x) 0

0 R

)
for local coordinates x ∈ R1,3 , θ ∈ S1 (2.11)

such that gab(x) is a Lorentzian metric on R1,3. In more general settings, the block which
corresponds to the internal space is any Riemannian metric on the compact space. Since
we have chosen the S1 to be of radius R, this fixes its metric uniquely. With this special
choice for the metric, the equations of motion can be rewritten as

0 = □Mϕ = □R1,3ϕ(x, θ) +R∂2
θϕ(x, θ) (2.12)

6As a next step, we generalize in section 2.2.2 the idea of compactification to a general five-dimensional
metric.
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which can be solved by expanding ϕ(x, θ) in spherical harmonics on S1. Since S1 is a
compact space, this expansion has a countable basis7 of eigenfunctions χℓ(θ) obeying

∂2
θχℓ(θ) = λ2

ℓχℓ(θ) . (2.13)

Thus, in this expansion, one obtains

0 =

∞∑

ℓ=1

(
□R1,3ϕℓ(x) +Rλ2

ℓϕℓ(x)
)
χℓ(θ) . (2.14)

From this result we find that starting with one massless scalar field ϕ(x, θ) in five spacetime
dimensions, compactifying the fifth dimension on a circle leads to an infinite tower of
massive scalar fields ϕℓ(x) in four spacetime dimensions whose mass is given by

m2
ℓ = −Rλℓ .

The final ingredient to end up with a four dimensional theory is taking the limit R → 0
which can be viewed as “shrinking“ the extra-dimension. From the mass relation we see
immediately that for any given finite energy scale, only the massless modes of this effective
theory can be excited. Hence, the effective four dimensional field theory resulting from
this compactification process is again that of a massless scalar field ϕ0(x).

2.2.2 Kaluza-Klein Compactification

The original idea of Kaluza and Klein [18, 19] is to apply the compactification method we
discussed above to pure Einstein-Hilbert gravity theory in five spacetime dimensions. As a
result, the effective four-dimensional theory is given by the full Maxwell electromagnetism
coupled to Einstein-Hilbert gravity and an uncharged massless scalar field. Hence, by
the dimensional reduction, new fields evolve from the geometry of the higher dimensional
theory. Since we will use a similar construction for the compactification of superstring
theories, let us briefly review this type of Kaluza-Klein compactification [23, 24].

We start by considering a pure Einstein-Hilbert action in five spacetime dimensions. The
action of this theory is given by

S5D =

∫

M5

R(G(x)) ⋆ 1 (2.15)

with R(G) being the Ricci curvature corresponding to the spacetime dependent Lorentzian
metric G(x) on the five-dimensional manifold M5. In order to perform a dimensional re-
duction as in the previous example of the scalar field, we first decompose G into an effective
four-dimensional Lorentzian metric g, a four-dimensional spacetime-vector A and a scalar
field σ. To that end, let us parametrize M5 by local coordinates x = (x0, . . . , x4) and

7Since S1 is compact, the spectral theorem implies that the Laplacian ∆S1 = ∂2
θ has a discrete, non-

negative spectrum and that every eigenspace is finite dimensional.
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assume that the fifth direction x4 will be compactified later on. Then we can decompose
the metric G according to

ds2 = Gijdx
idxj =

(
gµν + e2σAµAν

)
dxµdxν + 2e2σAµdx

µdx4 + e2σdx4dx4 , (2.16)

with the greek indices µ, ν running from 0 to 3. In this way, the five-dimensional metric
G decomposes into a metric gµ,ν , a vector field Aµ and a scalar field σ in four spacetime
dimensions. We note that the diffeomorphism invariance of the five-dimensional metric G
implies that g is invariant under four-dimensional diffeomorphisms and hence gives rise
to a well-defined metric. Moreover, one can conclude that the invariance of G under the
transformation x4 7→ x4 +χ(xµ) implies that the vector Aµ has to transform according to
an U(1) gauge transformation Aµ 7→ Aµ − ∂µχ. Defining the corresponding field strength
tensor F in the usual fashion as

F := dA (2.17)

the Ricci curvature R(G) can be rewritten as [24]

R(G) = R(g) + FµνF
µν + gµν∂µσ∂νσ . (2.18)

Thus, by inserting this expression into the five-dimensional action S5D, we can perform a
similar Fourier decomposition as in the case of the scalar field by assuming that the fifth
direction on M5 is compactified. This results in an overall mode expansion of all fields
which, after integrating out the massive modes in the small radius limit and performing a
suitable Weyl rescaling, leads to an effective four-dimensional action of the form

S4D =

∫

M4

R(g) ⋆ 1 + F ∧ ⋆F + dσ ∧ ⋆dσ (2.19)

which describes Maxwell’s theory of electromagnetism together with an uncharged scalar
field σ coupled to Einstein-Hilbert gravity in four spacetime dimensions.

2.2.3 Compactification of Type II String Theory

Similar to the Kaluza-Klein compactification of five-dimensional gravity theories, we can
consider the reduction of ten-dimensional superstring theory to an effective field theory
in four spacetime dimensions [15, 21–23]. As previously, let us assume that the ten-
dimensional spacetime M10 decomposes topologically into a direct product

M10 = M4 ×X6 (2.20)

of a four-dimensional manifold M4 and a six-dimensional compact internal space X6. In
the following, we focus on the low energy type II supergravity actions as introduced in
equations (2.4) and (2.6) and investigate their effective four-dimensional field theories af-
ter compactification. Note that the ten-dimensional Lorentz group SO(1, 9) splits into
the direct product SO(1, 3) × SO(6). Hence, the contributing massless fields decompose
according to this group structure.
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Let us first consider the fermionic sector of the spectra. Recall that for both type II string
theories, the massless fermionic spectrum contains two gravitini and two dilatini. The
corresponding N = 2 supersymmetry algebra is characterized by 32 supercharges. If we
naively compactify this theory on a six-dimensional compact manifold X6, the spinor rep-
resentation for the supercharges decomposes according to the split of the Lorentz group.
Thus, a ten-dimensional supercharge gives rise to an effective four-dimensional supercharge
after compactification if and only if the six-dimensional remnant gives rise to a globally
defined, covariantly constant section on the spinor bundle over X6 [10, 24]. The number
of independent covariant constant spinors on a compact manifold X6 can be deduced from
the holonomy group of the spinor bundle which we denote by Hol(X6) ⊆ SO(6).

For a generic choice of compactification space X6, the holonomy group is maximal, mean-
ing that Hol(X6) = SO(6). This implies that X6 does not admit any covariant constant
spinor. Hence, all supersymmetries of the ten-dimensional type II string theory get broken
by the compactification. Thus, in order to preserve some supersymmetry, the choice of
X6 needs to be restricted to those compact manifolds whose holonomy group is a proper
subgroup of SO(6). This condition is highly restrictive. In total, there are three possible
structures for the holonomy group of X6 that give rise to an effective four-dimensional
supersymmetric string compactification.

If Hol(X6) = {e} is the trivial group, each spinor is covariantly constant and hence, all 32
superchrages are preserved. In this case, we obtain a four-dimensional field theory with
32 supercharges which leads to the maximal amount of N = 8 supersymmetries. In six
real dimensions, the torus T6 is the only compact manifold with trivial holonomy. Less
constraining, we obtain an N = 4 supersymmetric effective theory by compactifying type
II string theory on a compact manifold X6 with holonomy Hol(X6) = SU(2). Again,
this condition is sufficient to uniquely determine the topological structure of X6 to be a
product T2 ×K3 of a two-trous and a K3 surface8.

Most interesting for the purpose of this work is the remaining possibility that X6 has
SU(3)-holonomy. In this case, the effective four-dimensional theory has eight supercharges
which realizes N = 2 supersymmetry. In contrast to the former cases, SU(3)-holonomy
does not fix the topology of X6 entirely. However, it implies very strong constraints on X6.
In chapter 3, we define such compact manifolds to be Calabi-Yau manifolds and discuss
their properties extensively.

From now on, let us assume that X6 has this required structure of being a Calabi-Yau
manifold. Let us now focus on the bosonic part of the compactified spectra. To that end,
we perform a similar decomposition of the bosonic p-form fields appearing in the massless
type II string spectra as for the metric in the classical Kaluza-Klein reduction. The re-
sulting fields can be arranged in N = 2 supermultiplets.

8A K3 surface is a complex two-dimensional Calabi-Yau manifold.
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For type IIA string theory, the compactified fields are given by [23]

� One gravity multiplet: (Gµν , (C1)µ, fermions)

� nV vector mulitplets: ((C3)µij̄ , Gij̄ , Bij̄ , fermions)

� nH − 1 hypermultiplets: ((C3)ijk̄, G̃ij , fermions)

� One universal hypermultiplet: ((C3)ijk, ϕ, B̃µν , fermions)

where greek indices µ, ν = 0, . . . , 3 denote spacetime indices on M4 whereas latin indices
i, j, k = 4, . . . , 6 and ī, j̄ = 7, . . . , 9 are holomorphic and anti-holomorphic indices for the in-
ternal manifold X6. Additional contributions from decomposing the ten-dimensional fields
vanish due to the special structure of the cohomology groups H(p,q)(X6,C) of Calabi-Yau
manifolds which we discuss in more detail in section 3.1. The complex scalar field B̃µν

of the universal hypermultiplet defines the Poincaré dual of the antisymmetric two-form
field Bµν . Moreover, G̃ij denotes the Poincaré dual (2, 1)+(1, 2)-form corresponding toGij .

Counting only the four-dimensional effective degrees of freedom, it is reasonable to ex-
pand fields like (C3)µij̄ in terms of a basis hI

ij̄
∈ H1,1(X6,C). Hence, the multiplicity

of the multiplets can be easily read off from the index structure of the contributing
fields. For Calabi-Yau threefolds, it holds that H3,0(X6,C) is one-dimensional, hence
the universal hypermultiplet contains indeed four real scalars. Moreover, we deduce that
nV = dim(H1,1(X6,C)) and nH = dim(H2,1(X6,C)) + 1.

For the type IIB string theory, we obtain again the same mulitplets of an N = 2 su-
pergravity theory as for type IIA string compactifications. However, their field contents
originate from different sources. We find [21, 23]

� One gravity multiplet: (Gµν , (C4)µijk, fermions)

� nV vector mulitplets: ((C4)µijk̄, G̃ij , fermions)

� nH − 1 hypermultiplets: (Bij̄ , (C2)ij̄ , Gij̄ ,
˜(C4)µνij̄ , fermions)

� One universal hypermultiplet: ((̃C2)µν , ϕ, B̃µν , fermions)

Again, by counting the multiplicities, we find that type IIB string compactifications have
nV = dim(H2,1(X6,C)) vector multiplets and nH = dim(H1,1(X6,C))+1 hypermultiplets.

The corresponding action functionals for these multiplets can be deduced from the ten-
dimensional actions (2.4) and (2.6) respectively. Inserting the explicit decomposition of
the fields into the action functionals and evaluating the integrals over the compactification
space X6 leads to [15, 23]

S4
IIA =

∫

M4

(
R ⋆ 1 + Re(N )ABF

A ∧ FB + Im(N )ABF
A ∧ ⋆FB

−gab̄dt
a ∧ ⋆dt̄b̄ − huvdq

u ∧ ⋆dqv
) (2.21)
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for the bosonic part of the action for the four-dimensional N = 2 supergravity theory
coming from type IIA string compactification on a Calabi-Yau manifold X6. Here, the
ta collect all vector multiplet scalars and their complex conjugates t̄b, qu denote all hy-
permultiplet scalars (including the universal hypermultiplet) and FA is a collection of the
field strength two-forms of all nV + 1 vectors, i.e. F 0 = d(C1) whereas F a = d(Aa) with
Aa

µ = (C3)µij̄ for a = 1, . . . , h1,1 being the vector fields from the nV vector multiplets.
Moreover, the functions gab and Nab depend only on the vector multiplet scalars ta and
huv depends on the hypermultiplet scalars only9.

Similarly, we obtain for the bosonic part of the four-dimensional N = 2 supergravity
theory action coming from type IIB string compactification10 [15, 23]

S4
IIB =

∫

M4

(
R ⋆ 1 + Re(M)ABF

A ∧ FB + Im(M)ABF
A ∧ ⋆FB

−g̃ab̄dz
a ∧ ⋆dz̄b̄ − h̃uvdq

u ∧ ⋆dqv
)

.

(2.22)

Similarly to above, we use the notation that za collects the vector multiplet scalars, qu the
hypermultiplet scalars whereas FA denotes the field strengths of the vector fields. Again,
the functions g̃ab̄ and MAB depend on the vector multiplet scalars za and h̃uv depends
on the hypermultiplet scalars. A comprehensive derivation of these results, including the
explicit form of the appearing functions, can be found in [15].

It is not a coincidence that type IIA and type IIB string theory compactified on a Calabi-
Yau threefold give rise to a very similar spectrum and moreover a quite similar action.
In particular, it is conjectured and tested for many examples that for any Calabi-Yau
compactification of type IIA string theory there exists another Calabi-Yau manifold such
that type IIB string theory compactified on this so-called mirror partner gives rise to
an equivalent quantum field theory [25–28]. This observation is known under the name
of mirror symmetry which turns out to be a very powerful tool for the investigation of
string compactifications. We come back to discuss the geometrical implications of mirror
symmetry on the pairs of Calabi-Yau manifolds in section 3.2.3. For introductory review
article concerning the mirror conjecture, we refer to [29–32].

By analyzing the actions from equation (2.21) and (2.22), one can conclude that none
of them allows an interaction between the vector multiplet sector (including the gravity
multiplet) and the hypermultiplet sector. From a string phenomenological point of view,
such an interaction is desirable as it provides a mechanism to (partially) stabilize the
scalar fields for a unique semi-classical vacuum configuration. However, it is also possible

9As we will see in section 4.3, the functions gab and huv can be identified with metric tensor fields
on the corresponding target spaces that are spanned by the vector multiplet and hypermultiplet scalars
respectively.

10One may note that S4
IIB is an honest action for a four-dimensional field theory. The self-duality

constraint which needed to be imposed by hand in the ten-dimensional case does not occur any longer
after compactifying type IIB string theory on a Calabi-Yau threefold.
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to further break the N = 2 supersymmetry of the four-dimensional theory to N = 1 via
a suitable orientifold construction [24]. This procedure is relevant when we discuss flux
compactifications in chapter 4 since N = 1 supergravity in four dimensions allows for a
coupling of the vector multiplet scalars with internal three-form fluxes of the Calabi-Yau
manifold.

2.3 M-Theory

In the 1990th, a new proposal [33] led to a revolution of string theory by claiming that
all ten-dimensional superstring theories from table 2.1 are related by duality transfor-
mations and moreover originate as different compactification limits of one unique eleven-
dimensional supersymmetric field theory which is called M-Theory. Many evidences for
such an underlying theory have been found [34, 35] - most promising, the existence of a
unique eleven dimensional supergravity theory [36, 37], whose ten-dimensional compacti-
fications can be identified with the supergravity theory originating from type IIA or type
IIB string theory, if the compactified dimension is a circle. Moreover, compactifying the
eleven-dimensional supergravity on a compact interval yields the N = 1 supergravity the-
ory that is given as the low energy limit of type I string theory. Moreover, the investigation
of dualities between all kinds of superstring theories guides toward a unification of the zoo
of superstring theories.

Type I

M-theory

Heterotic
SO(32)

Heterotic
E8 × E8

Type IIBType IIA

S-duality

11d
SUGRAEFT

T-duality on
M9 × S1

S-duality T-duality on
M9 × S1

Orbifold

Compactification on
M10 × S1 gs → ∞

Compactification on
M10 × [0, 1]gs → ∞

low energy

Figure 2.1: The web of ten-dimensional superstring theories which originate from a com-
mon eleven dimensional theory that is called M-theory. The connecting edges of this
diagram represent either a compactification process, a duality transformation or an orb-
ifolding of the theory. Figure inspired by [38].
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Figure 2.1 provides a visualization of the connections between the various superstring the-
ories and eleven-dimensional M-theory. Without going into details on the origin of the
dualities, this schematic picture gives an impression on the special role of M-theory as a
unifying theory of the string theory landscape.

Until today, there is no fundamental theory known, that describes M-theory at all energy
scales. However, much progress has been made to discover not only the low energy super-
gravity behavior of M-theory but moreover to investigate also the high energy limit. Refs.
[10, 11] provide a more comprehensive introduction to M-theory.

2.3.1 N = 1 Supergravity in Eleven Dimensions

To begin with, let us briefly introduce N = 1 supergravity in eleven spacetime dimensions.
[39] provides an extensive introduction to eleven-dimensional supergravity. At first, this
theory gained interest, as it is conjectured that there cannot be any interacting supersym-
metric field theories beyond eleven dimensions. This is the case, since interactions can be
described consistently only for fields that have a “superspin“-helicity of |λ| ≤ 2 [11, 40]. It
can be shown that the spectrum of any interacting supersymmetric field theory in D ≥ 12
dimensions contains multiplets with fields of helicity beyond this threshold.

Moreover, if we consider a general eleven-dimensional supersymmetric field theory, it fol-
lows that the only multiplet with fields of helicity |λ| ≤ 2 is given by the gravity multiplet

(G,C3, fermions) (2.23)

of N = 1 supergravity, containing the eleven-dimensional graviton G which is a symmet-
ric, traceless tensor of rank two, an anti-symmetric three-form C3 and the corresponding
fermionic partner fields.

The bosonic part of the action for this theory is given by [36, 41]

S11-dim =
1

2

∫

M11

R(G) ⋆ 1− 1

2
F4 ∧ ⋆F4 −

1

6
C3 ∧ F4 ∧ F4 . (2.24)

Here, F4 = dC3 denotes the usual field strength of the three-form C3. By this observa-
tions we can conclude that there is indeed only one unique non-trivial supersymmetric
field theory in eleven spacetime dimensions which is precisely N = 1 supergravity.

Previously we have claimed that the low energy supergravity theory originating from
type IIA string theory is obtained by a circle compactification of this eleven-dimensional
theory. On the level of the spectrum, this observation can be deduced by performing a
decomposition of G and C3 according to [11]

Gijdx
idxj = Gµνdx

µdxν + e2ϕ(C1)µdx
µdx10 + e2ϕdx10dx10

(C3)ijkdx
idxjdxk = (C3)µνρdx

µdxνdxρ +Bµνdx
µdxνdx10 .

(2.25)
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Note that all further contributions in the decomposition of C3 vanish due to its anti-
symmetry. Comparing this decomposition to the massless bosonic spectrum of type IIA
string theory, we find perfect agreement. Moreover, S11-dim reduces to SIIA by inserting
these field decompositions and integrating out the x10-direction which was chosen to be
compactified on a circle11.

2.3.2 Compactification of M-Theory

For the purpose of this work, we will not consider the framework of full eleven-dimensional
M-theory but instead focus on an M-theory compactifications. As for the type II strings,
we can perform a compactification of the eleven-dimensional spacetime to obtain a low-
dimensional effective theory. As a first guess one might be interested in reducing the
dimension by choosing a compactification space that is seven-dimensional such that the
resulting effective theory becomes again four-dimensional and hence may make contact
with the observable world.

Instead, we will analyze the effective three-dimensional theory that is obtained by com-
pactifying M-theory on an eight-dimensional compact manifold X8, more precisely on a
Calabi-Yau manifold of complex dimension four [41–43]. The reason to consider this a
priori non-physical theory is two-fold. First, it gives a natural extension of the theories
that are obtained from compactifying type II string theories on a Calabi-Yau manifold of
complex dimension three. Hence, it is possible to apply many tools that are developed
for the investigation of string compactifications in order to gain insights on this three-
dimensional theories that originate from M-theory compactifications.

Moreover, it has been observed [42, 44] that certain limits of twelve-dimensional F-theory12

compactified on a Calabi-Yau fourfold can be equivalently described by such an M-theory
compactification. Hence, analyzing M-theory compactifications on a Calabi-Yau fourfold
give insights on certain F-theory compactifications which could be of interest for model
building procedures. In particular, we argue in section 4.4 that flux compactifications of
F-theory on a Calabi-Yau fourfold can be treated very similar to flux compactifications of
M-theory on the same compactification space [9, 41].

Again, by performing a Kaluza-Klein reduction of the eleven-dimensional fields from the
gravity multiplet of N = 1 supergravity on a Calabi-Yau manifold of complex dimension
four, we obtain an effective three-dimensional N = 2 supergravity theory [42] with four

11A derivation of this identification can be found for instance in [11].
12F-theory became of interest as a twelve-dimensional representation of type IIB string theory which is

constructed by treating the combination of dilaton ϕ and the axion field C0 as an additional complexified
geometrical dimension of the internal space [44–46]. Hence, F-theory is by definition given as a theory
on an elliptically-fibred space. The evolution of F-theory provides a powerful tool for the construction
of string phenomenologically interesting models. Throughout this work, we will not consider F-theory in
more detail. Refs. [47–49] give a selection of review articles that provide the reader with a comprehensive
introduction to F-theory.
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unbroken supercharges13 whose spectrum is given by [41, 50]

� One gravity multiplet: (G, fermions)

� nC chiral multiplets: (Nρ, Za, fermions)

� nV vector multiplets: (Aa
µ,M

K , fermions)

where the vector fields AJ
µ and the complex scalars N I originate from the decomposition of

the eleven-dimensional three-form (C3) whereas the three-dimensional graviton G, and the
scalars ZJ and MK are obtained from decomposing the eleven-dimensional graviton field.
As for the string compactifications, the number of multiplets is completely fixed by the
topology of the Calabi-Yau fourfold X8 and can be read off from the field decompositions.
One finds that

nC = dim(H3,1(X8,C)) + dim(H2,1(X8,C)) and nV = dim(H1,1(X8,C)) . (2.26)

The bosonic part of the effective three-dimensional action reads [41, 50]

S3-dim =
1

2

∫

M3

(
R ⋆ 1− 2Gab̄dZ

a ∧ ⋆dZ̄ b̄ − 1

2
(V )2hIJF

I ∧ ⋆F J

−G̃ρσ̄dN
ρ ∧ ⋆dN̄ σ̄ − hIJdM

I ∧ ⋆dMJ − d ln(V) ∧ ⋆d ln(V)
) (2.27)

where Gab̄, G̃ρσ̄ and hIJ are functions depending on Za, Nρ and M I respectively. As
for the string compactifications, these functions can be interpreted as metric tensors or
the corresponding target spaces. The quantity V depends only on the M I and has the
interpretation of a quantum volume of the Calabi-Yau fourfold. As usual, we denote by
F I = dAI the field strength of the vector fields.

As we will see in section 4.4, this action can be equipped with an additional superpotential
that originates from interactions with internal four-form fluxes of the Calabi-Yau manifold
leading to a flux compactification of M-theory.

13At first view it might be unnatural from a physics perspective to consider an effective theory in three
spacetime dimensions. However, since this theory has four unbroken supercharges, its supersymmetry
algebra is similar to that of N = 1 supersymmetric theories in four spacetime dimensions and hence gives
non-trivial insights on such four-dimensional theories [50].
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Chapter 3

Calabi-Yau Manifolds

In section 2.2.3 we have discussed, how four dimensional field theories emerge from a su-
perstring theory by performing a Kaluza-Klein-type compactification on a six-dimensional
internal space X. Moreover, we have collected several properties which X has to obey
such that the effective field theory is consistent and still N = 2 supersymmetric. These
properties can be formalized in requiring X to be a compact Calabi-Yau manifold (also
Calabi-Yau n-fold) which we define as a compact Kähler manifold of (complex) dimension
dimC(X) = n that has SU(n) holonomy14. Equivalently, the latter condition can be stated
by X admitting a Ricci-flat (Kähler) metric. In the following, we will always assume that
X is a simply connected manifold.

Due to their relation to physics, this very special type of manifolds will be the key objects
of consideration throughout this thesis. Therefore, we will discuss their properties in quite
detail in the following sections. However, since this chapter should provide the reader
with all necessary tools to follow the main text, we will focus on discussing the features of
Calabi-Yau manifolds, highlighting the most important arguments without giving formal
proofs. Readers interested in additional formal details may be referred to any textbook
or review article on Calabi-Yau geometries such as [32, 51, 52].

3.1 Topology of Calabi-Yau Manifolds

When talking about Calabi-Yau n-folds, one should start by pointing out that the ex-
plicit construction of Calabi-Yau geometries is very difficult, since constructing a concrete
Ricci-flat Kähler metric is highly non-trivial. In particular, beyond the case n = 1, no such
metric is known15, however there are numerical approximations to find those. This seem-

14Often in the physics literature, this constraint is relaxed such that the holonomy is any subgroup of
SU(n). However, throughout this thesis we will assume that the holonomy is always the full group SU(n).

15Compact, connected Calabi-Yau one-folds are given by complex elliptic curves which have been studied
extensively in mathematics literature as for example [53]. Since elliptic curves are given by complex tori
E = C/Λ, a Ricci-flat Kähler metric on E is always constructable by inducing a metric on E from the flat
metric of C [54].
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ingly disappointing fact may lead to the impression, that there is no use of the description
of Calabi-Yau manifolds in practical computations. However, it was conjectured by Eu-
genio Calabi [55, 56] and later proven by Shing-Tung Yau [57, 58] that for any compact
Kähler manifold X a representative of the Kähler class can be deformed such that it gives
rise to a Ricci-flat Kähler metric if and only if its first Chern class c1(X) vanishes. This
condition gives a purely topological classification of those complex compact manifolds that
admit a Ricci-flat Kähler metric. Although, the proof of this theorem is non-constructive,
it is frequently used in order to decide whether a given compact manifold admits a Kähler
class turning it into a Calabi-Yau manifold. If we refer in the following to a Kähler mani-
fold X as a Calabi-Yau manifold, we mean it to obey the Calabi-Yau condition c1(X) = 0
without specifying the concrete metric. In this sense, Calabi-Yau manifolds are definable
purely in terms of topological quantities.

As we have discussed in section 2.2.3, we will be interested mostly in the Dolbeault-
cohomology Hp,q(X,C). The (complex) dimensions of these spaces are called Hodge num-
bers hp,q = dimCHp,q(X,C). The conditions for X to be a Calabi-Yau manifold restrict
its Hodge numbers highly [10] as we will discuss in the following.

� For any complex n-dimensional manifold, there can be at most n holomorphic and
n anti-holomorphic coordinates. Hence, by construction, Hp,q(X,C) = 0 for p > n
or q > n. Thus, all non-trivial Hodge numbers can be arranged in a diamond.

� Assuming thatX is connected, we have by definition thatH0,0(X,C) ∼= C. Moreover,
Hn,n(X,C) is spanned only by the volume form on X. Thus h0,0 = hn,n = 1. In
addition, due to the SU(n)-holonomy of X, there exists (up to rescaling) only one
unique holomorphic n-form which we denote in the following by Ω ∈ Hn,0(X,C),
implying hn,0 = 1.

� Moreover, SU(n)-holonomy implies that Hk,0(X,C) = 0 for k = 1, . . . , n− 1.

� Complex conjugation maps Hp,q(X,C) isomorphically to Hq,p(X,C). Thus, the
Hodge numbers obey the symmetry relation hp,q = hq,p.

� The Hodge-star operator ⋆ : Hk(X,C) → Hn−k(X,C) respects the complex struc-
ture and hence induces isomorphisms Hp,q(X,C) ∼= Hn−p,n−q(X,C). In terms of the
Hodge numbers, these isomorphisms give rise to a symmetry hp,q = hn−p,n−q which,
combined with complex conjugation, can be viewed as mirroring the Hodge diamond
along the horizontal line.

The following figure 3.1 summarizes the Hodge diamonds for Calabi-Yau n-folds with
n ≤ 3. Note that for K3 surfaces16 the only non-trivial Hodge number h1,1 is fixed to
h1,1 = 20 [59]. Increasing the dimension of the Calabi-Yau manifold increases the number

16All compact, simply connected Calabi-Yau twofolds (with proper SU(2) holonomy) can be constructed
as K3 surfaces [59]. Hence, we will use the notations K3 surface and (compact, simply connected) Calabi-
Yau twofold equivalently.
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1

Figure 3.1: The Hodge diamonds for Calabi-Yau n-folds with n ≤ 3.

of undetermined Hodge numbers. Hence, even though the Hodge diamond is highly re-
stricted, the classification of Calabi-Yau manifolds via their Hodge numbers becomes more
complex with increasing dimension of the manifold. In particular, for Calabi-Yau fourfolds,
the Hodge diamond as shown in Figure 3.2 has already four undetermined characterizing
degrees of freedom.

1
0 0

0 h1,1 0
0 h2,1 h2,1 0

1 h3,1 h2,2 h3,1 1
0 h2,1 h2,1 0

0 h1,1 0
0 0

1

Figure 3.2: The Hodge diamond for Calabi-Yau fourfolds.

However, these four numbers are not independent of each other but obey the non-trivial
linear relation [60]

0 = 44 + 4h1,1 − 2h2,1 + 4h3,1 − h2,2 . (3.1)

Moreover, the Hodge numbers can be related to the most important topological invariant,
the Euler characteristic χ which is defined to be the alternating sum of the betti numbers
bk.

χ :=
2n∑

k=0

(−1)kbk =
2n∑

p+q=0

(−1)p+qhp,q . (3.2)

Inserting the symmetries discussed above, we obtain

χn=3 = 2(h1,1 − h2,1) (3.3)

for Calabi-Yau threefolds and

χn=4 = 6(8 + h1,1 − h2,1 + h3,1) (3.4)
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for Calabi-Yau fourfolds where we have used equation (3.1) to eliminate h2,2. These
relations will play an important role when we discuss explicit examples since it is possible
using methods from toric geometry to compute χ directly which for Calabi-Yau Fourfolds
will allow to solve for h2,1 in terms of h3,1 and h1,1 which are more accessible.

3.2 Moduli Spaces

Generically, Calabi-Yau manifolds appear in families which are connected by smooth pa-
rameters. These parameters are called the moduli of the corresponding family and form
themselves local coordinates of a manifold which we call the moduli space of the given
family of Calabi-Yau manifolds. More formally, one can view a family XM of Calabi-Yau
manifolds as a fibre bundle over the moduli space M with fibre Xz being the Calabi-Yau
manifold represented by the point z ∈ M on the moduli space.

Xz XM

M

π (3.5)

As it turns out, these moduli are tightly connected to the topological data of any repre-
sentative of the family. Moreover, from a physics perspective, these moduli spaces become
very central when considering the low energy supergravity description of a string theory
that is compactified on a Calabi-Yau manifold as the moduli space turns out to be the
target space of the scalar degrees of freedom of this effective theory.

The following construction of the moduli space M for a given family of Calabi-Yau Man-
ifolds goes back to the discussions of [10, 51, 61] defining the moduli space of Calabi-Yau
threefolds. However, the arguments are not specific to the dimension of the Calabi-Yau
manifolds and hence generalize for any Calabi-Yau n-fold (with n ≥ 3). Recall that for
a given family of Calabi-Yau manifolds XM, each Calabi-Yau manifold Xz is defined to
be a Kähler manifold admitting a Ricci-flat metric g. Locally, the corresponding moduli
space M arises by considering all continuous deformations of the metric g of a generic
representative Xz such that the result is still Ricci-flat. Locally, any such deformation δg
can be written as

δg = δgC.S.
ij dxidxj + δgKij̄ dx

idx̄j̄ (3.6)

where the xi denote a set of complex coordinates on the Calabi-Yau n-fold Xz. Now,
Ricci-flatness of g + δg imposes that δg needs to solve a Laplace equation which is called
the Lichnerowicz equation. Due to the different type of holomorphic structure, the two
contributions δgC.S. and δgK can be treated separately. For δgK we find immediately that
solving the Lichnerowicz equation is equivalent to δgK ∈ H1,1(Xz,C) being a real-valued
harmonic (1, 1)-form which can be interpreted as a deformation of the Kähler form J
defining the original Kähler metric g

iδgK = δJ . (3.7)
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Hence, these deformations are called Kähler deformations of the Calabi-Yau manifold. On
the other hand, the deformation δgC.S.

ij cannot be described by a form as it is symmetric
in i and j. However, it is possible to relate it uniquely to a harmonic (n − 1, 1)-form
η ∈ Hn−1,1(Xz,C) which is given by

ηi1,...,in−1,ℓ̄
= −1

2
Ωi1,...,ing

inm̄δgC.S.
m̄ℓ̄ . (3.8)

The Lichnerowicz equation for δgC.S. is equivalent to η being harmonic. Thus, we can
treat the deformations δgC.S. equivalently as the n-forms η ∈ Hn−1,1(Xz,C).

Let us investigate the latter type of metric deformations in more detail. As we have
seen, δgC.S. cannot be a (2, 0)-form, hence the resulting deformed metric turns out to be
non hermitian anymore. This can be cured by a non-holomorphic change of coordinates
(mixing holomorphic and anti-holomorphic coordinates) paying the prize of changing the
complex structure of the corresponding complex manifold. Consequently, we call these
deformations the complex structure deformations of X.

From this discussion we can conclude that the moduli space M of a given family of
Calabi-Yau manifolds can be locally described by two different types of moduli. Hence,
M decomposes locally into the direct product

M = MC.S. ×MK (3.9)

with MC.S. being the complex hn−1,1-dimensional complex structure moduli space and
MK being the real h1,1-dimensional moduli space of Kähler deformations.

3.2.1 Complexified Kähler Moduli Space

So far, we considered M only as a topological manifold with local coordinates defined by
the complex structure and Kähler deformations. However, it is possible to assign a natural
metric to this manifold. For the purpose of string compactifications, it is convenient to
include the real-valued harmonic B-field from the string theory or M-theory spectrum into
this discussion. Hence, we combine deformations of the metric on X with possible defor-
mations of the internal B-field in a complexified (1, 1)-form J = δ(B + iJ) ∈ H1,1(X,C)
[51]. By this construction, MK turns into a complex h1,1-dimensional moduli space which
we denote by MCK and call the complexified Kähler moduli space.

The complexified Kähler moduli space can be equipped with a natural metric that is given
by

ds2 =
1

2Vol(X)

∫

X
gab̄gcd̄(δgad̄δgbc̄ − δBad̄δBbc̄)d

2nx . (3.10)

If we denote by {ha} a real basis of H1,1(X,C), the matrix representation of this metric
becomes [62]

gab̄ = g(ha, hb) =
1

2Vol(X)

∫
ha ∧ ⋆hb = −1

2
∂a∂b̄ log(Vol(X)) (3.11)
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which in turn can be deduced as a Kähler metric17 from the Kähler potential18

KCK = − log(Vol(X)) . (3.12)

Classically, the Volume of X is obtained by integrating over the volume form ω which is
given for a complex n-dimensional compact Kähler manifold X by [63]

Vol(X) =
1

n!

∫

X
ω (3.13)

with volume form

ω =
n∧
J ∈ Hn,n(X,C) . (3.14)

However, if we consider M to be the moduli space of a physical quantum theory, such
as string or M-theory, the classical volume Vol(X) obtains quantum corrections such that
the volume form ω needs to be replaced by a quantum volume form

ωq := ⋆nJ (3.15)

where

⋆ : QH⋆(X)×QH⋆(X) → QH⋆(X) (3.16)

denotes the quantum product of the quantum cohomology ring QH⋆(X) [64, 65]. In the
large volume limit, the quantum corrections become negligible and therefore, the quantum
product ⋆ reduces to the original wedge product. Hence, in this limit, the quantum volume
coincides with the actual volume of the Calabi-Yau n-fold.

3.2.2 Complex Structure Moduli Space

While the (complexified) Kähler deformations have a nice interpretation in terms of the
complexified Kähler form B − iJ , the impact of the complex structure parameters is not
immediately obvious. However, if we assume that X is defined as some zero-locus of a set
of polynomials, the complex structure deformations are partly realized by deforming the
coefficients of these polynomials. With this identification at hand, the complex structure
parameters can be interpreted as deformations of the shape rather than the size of the
Calabi-Yau manifold. For any point in the complex structure moduli space, we obtain a
fixed representative of the Calabi-Yau family with it’s holomorphic (n, 0)-form Ω varying
smoothly with the complex structure moduli.

17Here, we use the convention g = 1
2
∂∂̄K.

18In the string theory literature [10, 11, 41] it is often convenient to add a (positive) prefactor to the
Volume Vol(X) in the Kähler potential such that for instance the Kähler potential in the case of Calabi-
Yau threefolds becomes KCK = − log(8Vol(X)). Since such a prefactor corresponds to a constant additive
shift KCK 7→ KCK + c of the Kähler potential which is a special kind of Kähler transformation, it leaves
the Kähler metric invariant.
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In analogy to the complexified Kähler moduli space, also MC.S. can be equipped with a
Kähler metric [61, 66] given by

ds2 =
1

2Vol(X)

∫

X

√
ggab̄gcd̄δgabδgc̄d̄d

2nx . (3.17)

Recalling from equation (3.8) that any complex structure deformation δgab can be equiv-
alently described by η ∈ Hn−1,1(Xz), it is possible to rewrite this metric in terms of
(n − 1, 1)-forms. Choosing a local frame of Hn−1,1(Xz) given by {η1, . . . , ηh2,1} and de-
noting by z = (z1, . . . , zh

2,1
) the corresponding local coordinates of the complex structure

moduli space, equation (3.8) can be inverted such that

δgab = − 1

∥Ω∥2Ωai1...in−1g
i1 ī1 · · · gin−1 īn−1 η̄kī1...̄in−1bdz

k (3.18)

where

∥Ω∥2 = 1

n!
Ωi1,...,inΩ̄

i1,...,in =
1

n!

∫

X
Ω ∧ Ω̄ (3.19)

gives a proper normalization of the expression. Inserting this expression in equation (3.17)
describes the metric of MC.S. in terms of the local coordinates z. After integrating out
the Volume of Xz, the result becomes [61, 66]

ds2 = gab̄dz
adz̄b̄ , gab̄ = − i

∫
X ηa ∧ η̄b̄

i
∫
X Ω ∧ Ω̄

. (3.20)

One may note that gab̄ is a smooth local section of the cotangent bundle of MC.S. and
hence depends smoothly on the local coordinates z which is implicite as Ω and ηa depend
on z. A direct computation [32] shows that

KC.S. = − log

(
i

∫

X
Ω ∧ Ω̄

)
(3.21)

is a valid Kähler potential for this metric, hence MC.S., equipped with this metric is indeed
a Kähler manifold.

In contrast to the complexified Kähler moduli space it should be pointed out that for
type IIB string theory KC.S. is protected from perturbative quantum corrections19[10]
leaving equation (3.21) unchanged if we consider M to be the moduli space of a quantum
theory. Additional non-perturbative effects however need to be taken into account [67, 68].

To conclude this section on the moduli space geometry of Calabi-Yau families, we should
point out that the local product structure of equation (3.9) extends from the framework

19Quantum corrections occur due to an expansion in the string coupling α′. Since this corresponds to
an expansion in the Calabi-Yau volume, it can affect only the (complexified) Kähler moduli space which
is sensible for the volume.
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of topological manifolds to the geometry by combining the metrics defined on MCK and
MC.S. to obtain the (block diagonal) metric of the full moduli space as

ds2 =
1

2Vol(X)

∫

X
gab̄gcd̄(δgabδgc̄d̄ + δgad̄δgbc̄ − δBad̄δBbc̄)d

6z . (3.22)

In terms of the quantum corrected Kähler potential we find that this metric on M is
deduced from the Kähler potential

K = KCK +KC.S. = − log

(
1

n!

∫

X
⋆nJ

)
− log

(
i

∫

X
Ω ∧ Ω̄

)
. (3.23)

3.2.3 Mirror Symmetry

The mirror symmetry conjecture20 [25–28] states a very powerful and useful duality be-
tween families of Calabi-Yau manifolds. Originally stated as a duality relating type IIA
string theory compactified on a Calabi-Yau threefold X with an equivalent type IIB string
theory compactified on the mirror Calabi-Yau threefold Y , mirror symmetry evolved to
become a bijection between moduli spaces of Calabi-Yau manifolds. The main statement
of the conjecture is the existence of a map

ϕ : M 7→ W (3.24)

on the set of moduli spaces of Calabi-Yau n-folds, such that

ϕ(MC.S.) = WCK , ϕ(MCK) = WC.S. (3.25)

where we understand each moduli space to be equipped with its Kähler metric and the
map ϕ to be compatible with the metric structure on M and W respectively. In other
words, mirror symmetry states that for any family of Calabi-Yau n-folds there exists a
mirror family of Calabi-Yau n-folds such that the complex structure moduli space of the
former is diffeomorphic to the complexified Kähler moduli space of the latter and vice
versa. Refs. [29–32] provide comprehensive review articles on mirror symmetry.

As a first consequence of this symmetry, the roles of complex structure moduli and (com-
plexified) Kähler moduli are interchanged. Hence, one sees immediately that the Hodge
numbers of the corresponding Calabi-Yau n-folds are mirrored on the diagonal of the
Hodge diamond (c.f. figure 3.3) which motivates the name of this symmetry.

In practice, this correspondence can be achieved by identifying the Kähler potentials on
both sides of the mirror symmetry map (3.24) and obtaining the Kähler moduli t on WCK
as locally diffeomorphic functions of the complex structure moduli z on MC.S.. This map
is called the mirror map and its construction for Calabi-Yau threefolds and fourfolds is
explained in section 3.3.4.

20In the physics literature, mirror symmetry is used as it was proven, since this conjecture has been
tested in innumerable many examples. However, since there is so far no complete proof of statement in
full generality, we will refer to mirror symmetry within this thesis as a conjecture.
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M W
1 1

0 0 0 0
0 h1,1 0 0 h2,1 0

1 h2,1 h2,1 1
ϕ−→ 1 h1,1 h1,1 1

0 h1,1 0 0 h2,1 0
0 0 0 0

1 1

Figure 3.3: Mirror symmetry for a Calabi-Yau threefold.

3.2.4 Integral Periods

Before moving on to discuss the mirror map, let us first introduce another very important
tool for the analysis of moduli spaces of Calabi-Yau n-folds. As we have seen, the Kähler
potentials of the moduli spaces are given in terms of integrals over certain combinations
of Ω and J . Usually it is convenient to expand these forms in an explicit basis of the cor-
responding cohomology groups. The (moduli dependent) coefficients of these expansions
are called the periods and turn out to be the main players for any explicit computation.

More generally, let Γ ∈ Hn(X,Z) be any integral homology n-cycle on the Calabi-Yau
manifold X, then

ΠΓ =

∫

Γ
Ω (3.26)

is called an integral period of Ω with respect to the n-cycle Γ. Hence, if {Γ1, . . . ,Γbn}
is a basis of integral n-cycles, any integral period can be written as an integral linear
combination of the periods Π1, . . . ,Πbn . Moreover, if {α1, . . . , αbn} describes the basis of
Hn(X,Z) dual to {Γ1, . . . ,Γbn}, it follows directly from equation (3.26) that Ω enjoys the
basis expansion

Ω =
bn∑

a=1

Πaαa , Πa =

∫

Γa

Ω . (3.27)

One may note that the period Πa vanishes whenever αa is orthogonal to Ω with respect
to the inner product

⟨η, ρ⟩ =
∫

X
η ∧ ρ̄ . (3.28)

Thus, it is natural to restrict the bn-dimensional period vector Π := (Π1, . . . ,Πbn)T by
neglecting its trivially vanishing entries. With this period vector at hand, it is possible to
rewrite the Kähler potential (3.21) for the complex structure moduli space in terms of Π
and Π̄ via

KC.S. = − log
(
iΠTΣΠ̄

)
(3.29)
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with the inner product

Σab :=

∫

X
αa ∧ ᾱb . (3.30)

The notion of periods extends to (smooth) families of Calabi-Yau n-folds XM. Since the
homology groups Hk(Xz,Z) and their dual cohomology groups are topological objects,
they are locally constant. Hence, we can always choose a basis {Γ1, . . . ,Γbn} of n-cycles
that are (locally) constant as sections of Hk(Xz,Z). As a consequence, the inner prod-
uct (3.30) is locally constant along the complex structure moduli space whereas the full
dependence of the holomorphic n-form Ω on the coordinates z of the complex structure
moduli space is encoded in the periods Πa(z) which are meromorphic21 functions on z.

In a similar construction it is possible to obtain the Kähler potential of the complexified
Kähler moduli space in terms of a period vector. Therefore, recall that J = 1

2i Im(J ) for
the (complex-valued) (1, 1)-form J = B + iJ . Thus, if we expand J in the local frame
{h1, . . . , hh1,1} introduced in equation (3.11) with local coordinates t = (t1, . . . , th

1,1
) on

MCK as

J =
h1,1∑

i=1

tihi

we might rewrite the classical Kähler potential (3.12) as

KCK = − log

(∫

X

n∧
J

)
= − log


 1

n!

h1,1∑

i1,...,in=1

Yi1...inIm(ti1 · · · tin)


 (3.31)

with the n-tuple intersection numbers

Yi1...in :=

∫

X
hi1 ∧ · · · ∧ hin . (3.32)

Again, we assume that the chosen local frame {h1, . . . , hn} of H1,1(X) is locally constant
along the complexified Kähler moduli space and hence the intersection numbers Yi1...in can
be treated as constants. Similarly to the complex structure moduli space, we can rewrite
this expression by introducing the period vector

Π =




1
ti

−1

2
Yi1,...int

i1ti2

...

(−1)n−1 1

n!
Yi1...int

i1 · · · tin




(3.33)

21On generic points of MC.S. the periods are holomorphic. However, if the corresponding Calabi-Yau
geometry becomes singular, certain periods may obtain poles and logarithmic singularities.
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and a corresponding inner product Σ such that the classical contribution to the Kähler
potential is given by

KCK = − log
(
iΠTΣΠ̄

)
. (3.34)

For Calabi-Yau threefolds, the inner product Σ is given by the symplectic pairing

Σ =

(
0 1

−1 0

)
(3.35)

where each block is of size (h1,1 + 1) × (h1,1 + 1). However, for Calabi-Yau fourfolds, Σ
fails to be symplectic and the additional block of size h2,2 × h2,2 obtains contributions in
terms of the inverse intersection numbers.

So far, this analysis was rescricted to the classical Kähler potential. If we take quantum
corrections into account, the periods obtain additional perturbative corrections that orig-
inate from the quantum product ⋆. These corrections are of lower order in the Kähler
parameters t and hence are suppressed with respect to the classical terms in the large
volume limit ti → ∞.

3.2.5 Asymptotics of Integral Periods

It has been shown [69–73] that the leading order quantum corrections for the integral
periods of the complexified Kähler moduli space can be computed using a characteristic
class of the corresponding Calabi-Yau manifolds; the Γ-class. This discussion is based
on the framework of B-branes in the language of K-theory. For a review on K-thoery
we refer to [74, 75]. In the following, we will briefly review the results from [73] of this
construction for the case of Calabi-Yau fourfolds as those will play the central role in the
following part of this thesis, however the Γ-class representation can be applied equivalently
to any Calabi-Yau n-fold and is used for example in the following section 3.2.6 to deduce
the explicit values for the intersection numbers Yijk for Calabi-Yau threefolds in terms of
topological quantities.

In the framework of string theory, the integral periods Π of the complexified Kähler moduli
space can be associated to the central charge of certain B-branes that are wrapped along
the internal directions of the compactification space. Given a B-brane E , the corresponding
period ΠE is given by [73]

ΠE(t) =
∫

X
eJ ΓC(X) ch(E∨) +O(e2πit

k
, . . .) . (3.36)

Here, ΓC denotes the Γ-class of the Calabi-Yau manifold X which is defined to be the

multiplicative characteristic class22 of X based upon the series ΓC(z) = e
z
4Γ(1 − z

2πi).

22Following refs. [72, 76], a multiplicative characteristic class of a topological manifold X based upon a
series f(z) = 1 +

∑∞
k=1 akz

k is given by f(X) = 1 +
∑∞

k=1 akck(X). Here ck(X) denotes the kth Chern
class of X. Since f(X) is an expression in terms of cohomology classes of X, the series terminates after
finitely many terms.
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Since we are interested in Calabi-Yau n-folds with n ≤ 4, it suffices to consider the
contributions to the series expansion up to fourth order. If we impose in addition the
Calabi-Yau condition c1(X) = 0, the Γ-class reads

ΓC(X) = 1 +
1

24
c2(X) +

i

8π3
ζ(3)c3(X) +

1

5700
(7c2(X)2 − 4c4(X)) . (3.37)

Moreover, ch(E∨) denotes the Chern character of the K-theoretical sheaf corresponding
to the given B-brane. As indicated in equation (3.36), the Γ-class representation gives
only the asymptotic contributions to the integral periods in the large volume limit23. All
remaining quantum corrections are summarized in O(e2πit

k
) and cannot be computed with

this method. However, this information is sufficient to determine the set of integral pe-
riods uniquely. As we will discuss in section 3.3.4, we can use the mirror map to obtain
the full quantum corrected integral periods by relating the asymptotic behavior of ΠE
to the complex structure periods of the mirror partner, which are computable exactly as
solutions of the Picard-Fuchs differential ideal.

Equation (3.36) gives the explicit form of a set of integral periods for the complexified
Kähler moduli space (up to quantum corrections) purely in terms of topological quantities
of any member of the underlying family of Calabi-Yau n-folds. In particular, a lot can be
said about the structure of the Chern characters of certain types of B-branes which fixes
most of the periods in an universal fashion. Following [73], we find the following summary
of contributing brane configurations for a given Calabi-Yau n-fold X:

� 0-brane: A 0-brane corresponds just to a point which is represented in K-theory by
the skyskraper sheaf Opt. As this sheaf gives rise to a Chern character that is a
2n-form, the remaining contribution to the corresponding period becomes

Πpt(t) =

∫

X
1 · ch(Opt) = 1 (3.38)

for any Calabi-Yau n-fold.

� 2-branes: Any 2-brane on X can be realized by an embedded Mori cone curve γi on
the Calabi-Yau n-fold. The corresponding Chern character can be computed using
the Grothendieck–Riemann–Roch formula to be the Poincaré dual of γi which is a
2(n− 1)-form on X. Hence, the contribution to the asymptotic period becomes

Πi(t) =

∫

X
tjhj ∧ [γi] = ti (3.39)

� 2n-branes: These maximal branes correspond to the structure sheaf OX of X which
has Chern character ch(O∨

X) = 1. Hence, the corresponding integral period, which

23Note that this asymptotic behavior deviates from the pure classical contributions given in equation
(3.33) by including also the subleading polynomial terms in t. However, the so-called instanton contribu-

tions of order O(e2πitk ) are still neglected in this asymptotic structure.
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we will call the top period, is given by

Πtop(t) =

∫

X
eJΓC(X) +O(e2πit

k
) . (3.40)

By expanding the exponential and the Γ-class, the top period for a Calabi-Yau
fourfold becomes (summation convention assumed)

Πtop(t) = Yijkℓt
itjtktℓ + Y00ijt

itj + Y000it
i + Y0000 +O(e2πit

k
) (3.41)

where

Yijkℓ =

∫

X
hi ∧ hj ∧ hk ∧ hℓ , Y00ij =

1

24

∫

X
hi ∧ hj ∧ c2(X) ,

Y000i =
iζ(3)

8π3

∫

X
hi ∧ c3(X) , Y0000 =

1

5700

(
7

∫

X
c2(X)2 − 4χ(X)

) (3.42)

encode the topological information of X. Note that in the expression for Y0000 we
have used the relation ∫

X
c4(X) = χ(X) (3.43)

between the top Chern class and the Euler characteristic χ(X).

� 2(n − 1)-branes: These subleading-dimensional branes are associated to the hyper-
plane divisors hi of the Kähler cone whose structure sheafs Ohi

are the corresponding
K-theoretical objects. Their periods are computed by

Πi(t) =

∫

X
eJΓC(X)(1− ch(OX(hi)) +O(e2πit

k
) (3.44)

where the last term gives an one-form contribution to the integrand which is pro-
portinal to hi. Hence, we find for Calabi-Yau fourfolds

Πi(t) = N(Yijkℓt
jtktℓ + Y00ijt

j + Y000i) +O(e2πit
k
) (3.45)

where N denotes the normalization constant of 1− ch(O∨
X(hi)) = Nhi.

In addition to these universal brane configurations, Calabi-Yau fourfolds have one further
type of contributing branes that are given by 4-branes. The periods which correspond to
this type of branes are leading order quadratic in the Kähler moduli. If the 4-brane is real-
ized by intersecting two (distinct) hyperplane divisors hi and hj (i ̸= j), the corresponding
sheaf is given by O∨

hi∩hj
and its Chern character can be computed to be

ch(O∨
hi∩hj

) = 1− ch(OX(hi))− ch(OX(hj)) + ch(OX(hi + hj)) . (3.46)
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3.2.6 Projective Special Kähler Geometry for Calabi-Yau Threefolds

In the special case of Calabi-Yau threefolds, we can make use of the very powerful property
of MC.S. and MCK being not only Kähler manifolds but in particular projective special
Kähler manifolds [77, 78] which allows to associate a holomorphic function, called the
prepotential, to each of these moduli spaces which determines the Kähler potential and
hence the period vector completely.

A Kähler manifold M with Kähler potential K is called projective special Kähler24 if
there exists a holomorphic section F (w) of homogenous degree two such that the Kähler
potential can be written as

K = − log

(
2Im

(∑

k

∂F̄

∂w̄k
wk

))
= − log

(
i
∑

k

(
∂F

∂wk
w̄k − ∂F̄

∂w̄k
zk
))

(3.47)

for a set of projective coordinates w = (w0, . . . , whn
) on M . The holomorphic section F

is called the prepotential. In this notation, the w are holomorphic local coordinates for
the Kähler manifold M . Although very restrictive, the projective special Kähler property
gives a very powerful tool for the analysis of the geometry of the manifold M as it allows
to express all geometrical quantities in terms of a single holomorphic section F which can
be computed explicitly.

In the following we will give a proof that for Calabi-Yau threefolds both, MC.S. and MCK ,
are indeed projective special Kähler manifolds by constructing the corresponding prepo-
tentials. First, let us discuss the complexified Kähler moduli space MCK . Equation (3.31)
gives already an impression, how the prepotential can be obtained. However, we should
note, that the prepotential was defined with respect to projective coordinates w, whereas
the Kähler parameters t are affine. We can nevertheless define projective coordinates w
on MCK by

ti =
wi

w0
(3.48)

Then, by comparing the expressions for the Kähler potential, we find that25

1

3!

h1,1∑

ijk=1

YijkIm(titjtk) = 2Im




h1,1∑

k=0

∂F̄

∂w̄k
wk


 . (3.49)

which is solved by setting [61]

F (w) = − 1

3!

h1,1∑

i,j,k=1

Yijk
wiwjwk

w0
. (3.50)

24In the physics literature, such geometries are often called Special Geometry or Local Special Kähler
manifolds. We follow the notation of [79].

25Note that we are discussing in this section the concrete case of Calabi-Yau threefolds.
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Moreover, we see that the period vector Π given in equation (3.33) can be expressed in
terms of the prepotential as

Π =




1
ti

Fi

F0


 (3.51)

with

Fi =
∂F

∂wi
, i = 0, . . . , h1,1 (3.52)

and the inner product Σ takes indeed the form of (3.35). So far, this prepotential contains
only the classical contributions in the strict large volume limit. Even after including all
quantum corrections, the complexified Kähler moduli space can be shown to be projective
special Kähler. Thus, the structure as introduced above remains unchanged, however the
prepotential F gets modified by the quantum corrections. It has been worked out [80–82]
that for a smooth family of Calabi-Yau threefolds, the full quantum corrected prepotential
for the complexified Kähler moduli space takes the form

F (w) =

h1,1∑

i,j,k=0

− 1

3!
Yijk

wiwjwk

w0
+ (w0)2FInst(q

1, . . . , qh
1,1
) (3.53)

with

Yijk =

∫

X
hi ∧ hj ∧ hk , Y0ij ∈

{
0,

1

2

}
,

Y00i = − 1

12

∫

X
c2(X) ∧ hi , Y000 = −χ(X)

3ζ(3)

(2πi)3

(3.54)

being topological invariants of the family XM of Calabi-Yau threefolds that are computed
in analogy to the Γ-class construction for Calabi-Yau fourfolds as described in section
3.2.5. Note, that we have used the identiy

∫

X
c3(X) = χ(X) (3.55)

which holds for any Calabi-Yau threefold X to express Y000 in terms of the Euler charac-
teristic χ(X). Moreover,

FInst(q
1, . . . , qh

1,1
) =

1

(2πi)3

∑

γ∈Nh1,1

nγLi3(q
γ) qk = e2πit

k
(3.56)

collects all contributions coming from worldsheet instantons26. The function Lis(z) denotes
the polylogarithm with is defined to be the analytic continuation of the series

Lis(z) =
∞∑

k=1

zk

ks
. (3.57)

26Here, we make use of the convenient short-hand notation qγ = (q1)γ1 · · · (qh
1,1

)γh1,1 for any tuple of

integers γ = (γ1, . . . , γh1,1) ∈ Nh1,1

.
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The integers nγ are known as genus-zero instanton numbers27 and have an enumerative
interpretation by counting rational curves on the Calabi-Yau threefold [83–85].

A similar analysis can be performed for the complex structure moduli space MC.S.. Again,
we make use of the fact that the setting is concretized to Calabi-Yau threefolds. In this
case, it is always possible to find a symplectic basis of integral 3-cycles in H3(X,Z). Given
such a symplectic basis (Aa, Ba) (a ∈ {0, . . . , h2,1}) of 3-cycles28 obeying

Aa ∩Bb = −δab Aa ∩Ab = Ba ∩Bb = 0 (3.58)

the dual basis of H3(X,Z) is defined by 3-forms αa and βb obeying

∫

X
αa ∧ ω =

∫

Aa

ω

∫

X
βb ∧ ω =

∫

Bb

ω (3.59)

for any 3-form ω. Thus, by expanding the holomorphic 3-form Ω ∈ H3,0(X) in this integral
basis, we find

Ω = Xaαa − Fbβ
b (3.60)

with

Xa =

∫

Aa

Ω , Fb =

∫

Bb

Ω (3.61)

being integral periods of Ω with respect to the basis (Aa, Ba) of integral 3-cycles. Inserting
this expansion in equation (3.21), the Kähler potential of MC.S. reads

KC.S. = − log


i

h2,1∑

a=0

(FaX̄
a − F̄aX

a)


 . (3.62)

Following [61, 86] it can be shown that for any family of Calabi-Yau threefold there exists a
holomorphic function F (X) such that Fb =

∂F
∂Xb , hence F serves as a prepotential turning

MC.S. into a special Kähler manifold.

The symplectic structure of the moduli spaces is a special feature of Calabi-Yau three-
folds. Already for Calabi-Yau fourfolds, this structure breaks down and it is impossible
to describe the periods by a prepotential29. Hence, MC.S. and MCK are not projective
special Kähler manifolds for Calabi-Yau fourfolds. However, the structure of the integral
periods can still be deduced using the Γ-class representation for the classical contributions
to the periods and then applying the mirror map to obtain all quantum corrections.

27In the literature these are also called Gromov-Witten invariants.
28Recall that H3(X,C) and therefore also H3(X,Z) are 2(h2,1 + 1)-dimensional.
29This observation follows trivially by observing that the Dolbeault decomposition of H4(X,C) as well

as the decomposition of the even cohomology have a self-dual contribution by H2,2(X) that spoils the
symplectic structure.
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3.3 The Picard-Fuchs Ideal

So far, we have mainly discussed the structure of the periods for the complexified Kähler
moduli space and even for those, the discussion was restricted to the asymtotic part, ne-
glecting the instanton corrections. In the following, we will focus on the complex structure
moduli space and deduce a method to explicitly compute its corresponding periods. Going
back to an idea by Griffiths and Dwork [87–90], it is possible to derive a set of differential
equations, the Picard-Fuchs ideal, whose space of solutions is precisely spanned by the
integral periods Πa(z) from equation (3.27).

Recall that the periods Πa(z) are defined to be the coefficients of the holomorphic n-form
Ω ∈ Hn,0(Xz,C) in terms of a given integral basis {αa} ⊂ Hn(Xz,Z). The Picard-Fuchs
ideal is constructed by successively taking derivatives of Ω(z) with respect to the complex
structure moduli zi, until this procedure gives a closed relation. Obviously, differentiating
Ω gives again an n-form, however, following [61], this form is not necessarily holomor-
phic any longer but contains (at most) one anti-holomorphic direction. By iterating this
argument, we find that the derivative operator is a map on the Hodge filtration

Hn,0(Xz,C) = F0 ⊂ F1 ⊂ · · · ⊂ Fn = Hn(Xz,C) (3.63)

of Hn(Xz,C) with the filtration spaces Fk being defined as

Fk = ⊕k
q=0H

n−q,q(Xz,C) (3.64)

such that the derivatives with respect to the complex structure moduli zi act according to

∂

∂zi
:

{
Fk → Fk+1 for 0 ≤ k < n

Fn → Fn else
. (3.65)

Since each of these filtration spaces is finite dimensional and dim(Fn) = bn, we find that
at most bn derivatives of Ω can be independent of each other. Any additional derivative
of Ω can hence be written as a linear combination of the former bn derivatives, leading to
a differential equation for Ω. By definition (c.f. with equation (3.27)), this translates into
a differential equation for the periods. By this procedure, one could in principle produce
an infinite number of differential operators for the periods. However, collecting these by
defining a differential ideal, which we call in the following the Picard-Fuchs ideal, it can
be shown that this ideal is always finitely generated.

Following the construction by Griffiths and Dwork, there exists an algorithmic way to
systematically reduce derivatives of Ω in order to construct the Picard-Fuchs ideal for any
given family of Calabi-Yau manifolds [61, 91, 92].
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3.3.1 The Primary Horizontal Subspace of Hn(Xz,C)

It is convenient to define the primary horizontal subspace of Hn(Xz,C) [93–95] by

Hn
H(Xz,C) =< ∂IΩ >I∈I⊆ Hn(Xz,C) (3.66)

where I ∼= Nh(n−1),1

0 is an index set collecting all derivatives of Ω(z) with respect to
the complex structure moduli z. Note that Hn

H(Xz,C) is always finite dimensional with
dim(Hn

H(Xz,C)) ≤ bn as Hn(Xz,C) is finite dimensional. Hence, it suffices to consider
only a finite subset

J = {Id,D1, . . . ,Db−1} , b = dim(Hn
H(Xz,C) (3.67)

of differential operators to generate Hn
H(Xz,C) by acting on Ω, meaning

Hn
H(Xz,C) = ⟨DΩ⟩D∈J . (3.68)

The Picard-Fuchs ideal for Ω is now given by rewriting all additional derivatives that do
not belong to J in terms of these generating elements.

For any family of Calabi-Yau n-folds, we have that Ω ∈ Hn
H(Xz,C) as 0 ∈ I represents

the identity operator ∂0Ω = Ω. It is natural to define the subspace Hn
⊥(Xz,C) by the

following decomposition of the middle cohomology of Xz

Hn(Xz,C) =: Hn
H(Xz,C)⊕Hn

⊥(Xz,C) . (3.69)

We can deduce that the periods Πa(z) which correspond to basis elements αa ∈ Hn
⊥(Xz,C)

need to vanish as these are by definition orthogonal to Ω with respect to the inner product
(3.28). Thus, it is convenient to restrict the full period vector by neglecting the orthogonal
directions and viewing it as the coefficient vector of Ω(z) expanded in an integral basis of
Hn

H(Xz,C).

It should be emphasized that the definition of the primary horizontal subspace is redundant
for the discussion of families of Calabi-Yau threefolds. For a generic point z on the
complex structure moduli space, the three-form Ω(z) and its the first derivatives ∂iΩ(z)
are independent. Moreover, the symplectic structure of H3(Xz,Z) enforces the complex
conjugates of these (h2,1 + 1) three-forms to be additional independent directions. Since
these are elements of the filtration spaces F 2 and F 3, they are generated by second and
third derivatives of Ω. Thus, it follows that in total 2(h2,1 + 1) derivatives of Ω are
independent at z, hence

dim(Hn
H(Xz,C)) = 2(h2,1 + 1) = b3 . (3.70)

Thus, due to the dimensionality, we obtain at generic points30

H3
H(Xz,C) = H3(Xz,C) and H3

⊥(Xz,C) = 0 . (3.71)

30One should note that there exist non-generic points and also extended subloci on MC.S. for families of
Calabi-Yau threefolds for which this argument fails. This phenomon happens for example on the invariant
locus of a discrete symmetry of MC.S. since here several periods become equal[7, 96].
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For families of Calabi-Yau fourfolds with h3,1 complex structure parameters, the structure
ofH4(Xz,C) is slightly more involved since it contains in addition to the complex structure
deformations contributions from H2,2(Xz,C). It turns out that this subspace plays a
special role in the Hodge theoretical consideration of Calabi-Yau fourfolds as it obtains
contributions from both, the horizontal middle cohomology of H4(Xz,C) and the vertical
intersection theory of the Hk,k(Xz,C)31. Thus, in general we have

⟨hi ∧ hj⟩i,j=1,...,h1,1 ⊆ H4
⊥(Xz,C) (3.72)

for hi being the generators of the cohomology group H1,1(Xz,C). This implies that
H4

⊥(Xz,C) ̸= 0. Hence, the middle cohomology is not completely determined by Ω(z)
but we rather have to distinguish between H4(Xz,C) and the primary horizontal sub-
space H4

H(Xz,C).

3.3.2 Frobenius Periods for Calabi-Yau Threefolds

Solving the Picard-Fuchs ideal gives a complex b-dimensional vector space, which is gen-
erated by the integral periods Πa(z). Standard techniques for solving a system of partial
differential equations give some generators ϖa(z) of this vector space, however these usu-
ally do not correspond to integrals of Ω(z) over integral n-cycles. Nevertheless it turns
out to be very useful in practice to solve the Picard-Fuchs system, leading to what we will
call the Frobenius Periods ϖa in the following. The integral period vector can then be
obtained by performing a suitable change of basis.

If a given family of Calabi-Yau threefolds XM has a mirror partner which enjoys a geo-
metric realization, the complex structure moduli space of XM has a non-generic, singular
point which allows to expand the periods in a very convenient way. Recall, that WCK ,
the mirror of MC.S., contains information about the size of certain branes on the mir-
ror geometry. Hence, the limit ti → ∞, which is called the large volume point (LVP),
corresponds to a non-generic point on MC.S. which we call the large complex structure
Point32 (LCS). Following the method by Frobenius on solutions of differential equations
in the vicinity of regular singular points, any general solution to the Picard-Fuchs ideal
can be decomposed into certain basis functions which have a definite singularity structure.
Choosing the complex structure parameters z such that the origin z = 0 corresponds to
the LCS-point, these basis functions can be expressed and even constrained due to the
monodromy behavior of zi 7→ e2πizi around the LCS-point. For a family of Calabi-Yau
threefolds with h2,1 complex structure parameters, the vector of Frobenius periods reads

31In addition it is so far unclear, whether there is a third contribution to H2,2(Xz,C) that originates
neither from derivatives of Ω nor from intersecting (1, 1)-forms. A more detailed discussion on these
additional contributions can be found in refs. [94, 95].

32Since the complex structure is responsible for the shape of the corresponding manifold, the notion of
“large“ (or small) complex structure is meaningless in the geometric sense. This name refers only to the
fact that it corresponds to a large volume point under mirror symmetry.

41



around the large complex structure point

ϖ(z) =




ϖ0(z)
ϖa(z)
ϖa(z)
ϖ0(z)


 (3.73)

with
ϖ0(z) = A(z)

ϖa(z) = log(za)A(z) +Ba(z)

ϖa(z) = Yabc(log(z
b) log(zc)A(z) + 2 log(zb)Bc(z) + Cbc(z))

ϖ0(z) =
Yabc
3!

(
log(za) log(zb) log(zc)A(z) + 3 log(za) log(zb)Bc(z)

+3 log(za)Cbc(z) +Dabc(z)
)

.

(3.74)

Here, A(z), Ba(z), Cab(z) and Dabc(z) are holomorphic functions and the Yijk are the
triple intersection numbers of the mirror manifold. These so far unknown holomorphic
functions can be computed iteratively by expanding them as power series and imposing
that each period is a solution to the Picard-Fuchs ideal. By this procedure one obtains
recursion relations for the coefficients appearing in the series expansion.

3.3.3 Frobenius Periods Calabi-Yau Fourfolds

A similar discussion can be worked out for the Frobenius periods of Calabi-Yau four-
folds. However, since the primary horizontal subspace H4

H(Xz,C) is a proper subspace
of H4(Xz,C), the explicit construction is more involved. As it turns out, a similar con-
struction as in the previous section can be obtained by the method of Frobenius to solve
the Picard-Fuchs system for Calabi-Yau fourfolds. For a family of Calabi-Yau fourfolds
with h3,1 complex structure moduli and b = dim(Hn

H(Xz,C)) = 2(h3,1 + 1) + m, this
construction predicts a period vector of the form

ϖ(z) =




1 +O(z)
log(za)ϖ0(z) +O(z)

log(za) log(zb)ϖ0(z) +O(log(z)z)
Yabcd log(z

b) log(zc) log(zd)ϖ0(z) +O(log2(z)z)
1
4!Yabcd log(z

a) log(zb) log(zc) log(zd)ϖ0(z) +O(log3(z)z)




(3.75)

with ϖ0(z) being a holomorphic function. Here, we have listed only the leading order
contributions to the period functions. The additional subleading terms that are still log-
arithmic in za can be uniquely determined by the mirror map which is discussed in the
next section and the semi-classical structure of the integral periods on the mirror partner
of Xz. While the leading order behavior of the ∼ log3(z)-periods and the top period are
determined by the quadruple intersection numbers Yabcd of the mirror, such an identifica-
tion is impossible for the m independent log2(z)-periods.
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Throughout this work, we will be mainly interested in computing the periods for Calabi-
Yau fourfolds in the special case of h3,1 = 1. Due to the simple structure of the appearing
functions that depend only on one complex structure parameter z, the general structure
of the period vector can be further concretized. If h3,1 = 1, there exists exactly one
direction of derivatives ∂z. By iterative differentiation of Ω(z) with respect to z, we
obtain b = dim(Hn

H(Xz,C) independent four-forms ∂k
zΩ(z) for k = 0, . . . , b− 1. However,

on dimensional grounds, the b’s derivative needs to be linearly dependent on the former
one’s. Hence, we obtain one single Picard-Fuchs operator33 L of degree b. In analogy
to the threefold case, the corresponding set of Frobenius periods expanded around the
LCS-point is constrained by momodromy transformations. One should remark that the
b− 4 solutions of the type

ϖ
(k)
2 = log2(z)A(z) + 2 log(z)B(z) + C(k)(z) , (3.76)

that correspond to the generators of H4
H(Xz,Z) ∩H2,2(Xz,C), deviate only in the holo-

morphic function C(k)(z). Hence, it is convenient to perform a change of basis for this part
of the primary horizontal subspace such that the logarithmic contributions are absorbed

for all but one ϖ
(k)
2 . Thus, without loss of generality, the period vector for families of

Calabi-Yau fourfolds with h3,1 = 1 is given by

ϖ(z) =




ϖ0(z)
...

ϖ4(z)

C(1)(z)
...

C(b−5)(z)




(3.77)

with

ϖi(z) =
i∑

k=0

logk(z)Ai−k(z) for i = 0, . . . , 4 . (3.78)

Thus, the full period vector is characterized by b holomorphic functions Ai(z) and C(k)(z)
that can be solved by deducing a recursion relation for the coefficients in their power
series expansion that originates from the Picard-Fuchs equation Lϖ(z) = 0. We present
a derivation of these recursion relations in appendix C.

3.3.4 The Mirror Map

To finish our general discussion of Calabi-Yau geometries and in particular of the moduli
spaces and their periods, let us come back to the concept of mirror symmetry. So far, we
have stated the existence of a map ϕ between the moduli spaces of a pair of families of

33Since any further derivative of Ω can be treated as a derivative of ∂b
zΩ, the corresponding differential

operators always factorize into L and a remainder. Hence, the Picard-Fuchs ideal is generated only by this
unique operator of minimal degree.
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Calabi-Yau manifolds in section 3.2.3. This map interchanges the role of complex struc-
ture and complexified Kähler moduli space meaning in practice that it maps the integral
periods of the complex structure moduli space MC.S. to the periods of the complexified
Kähler moduli space WCK of the mirror family. One can now collect all partial informa-
tion about the periods on both sides that we have gathered in the previous sections, to
obtain a set of quantum corrected integral periods.

To that end, let us recall that the asymptotic structure of the integral periods on WCK
was fixed by the Γ-class representation given in section 3.2.5 whereas the Frobenius peri-
ods as solutions to the Picard-Fuchs ideal of MC.S. give exact solutions (as the complex
structure moduli space is protected from quantum corrections) but the Frobenius periods
are generically not integral. The idea is now, to find proper linear combinations of the
Frobenius periods that give rise to the correct asymptotic structure which is computed for
the mirror partner. The strategy is as follows:

� The skyscraper period was set to be Πpt = 1. Since we have the freedom, to rescale
Ω by any holomorphic function, we can rescale it by the fundamental period ϖ0(z)
such that the new, normalized vector of Frobenius periods becomes

ϖ̃(z) =
1

ϖ0(z)
·ϖ(z) =




1
ϖa(z)
ϖ0(z)
...

ϖa(z)
ϖ0(z)
ϖ0(z)
ϖ0(z)




. (3.79)

� The 2-brane periods correspond just to the complexified Kähler parameters ta.
Hence, we impose the identification

2πita =
ϖa(z)

ϖ0(z)
= log(za) +

Ba(z)

A(z)
(3.80)

which gives the explicit mirror map ϕ : MC.S. → WCK .

� The mirror map is a local diffeomorphism of the moduli spaces. Hence, we can
invert the former expression to obtain ϕ−1 : WCK → MC.S.. Inserting this invers
mirror map for the logarithmic contributions of the remaining Frobenius periods, one
can identify a unique set of linear combinations of those such that their asymptotic
dependence on t matches with that of the integral periods on WCK .

In practice, we find for Calabi-Yau threefolds that

Π(t) =




1
ta

Fa

F0


 = M · ϖ̃(z(t)) (3.81)
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with the change-of-basis matrix

M =




1 0 0 0
0 1n 0 0

−1
2Yi00 Yij0 −1n 0

−1
3Y000 −1

2Y00i 0 1


 ν−1 . (3.82)

Here, ν denotes the diagonal matrix

ν = diag
(
1, 2πi1n, (2πi)

2
1n, (2πi)

3
)
. (3.83)

with n being the dimension of MC.S.. Hence, the matrices M and ν have a total size of
2(n+ 1)× 2(n+ 1).

For families of Calabi-Yau fourfolds, the asymptotic structure of the Frobenius periods
can be obtained similarly by replacing

ta 7→ 1

2πi

ϖa(z)

ϖ0(z)
. (3.84)

As soon as the structure of the logarithms is uniquely fixed by this procedure, the sub-
leading34 terms of the power series follow from recursion relations due to the Picard-Fuchs
equations.

34In the large complex structure limit z → 0
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Chapter 4

Supersymmetric Flux
Compactifications

Flux compactifications play a central role for string phenomenological constructions of
effective field theories from string or M-Theory [9, 41, 67, 97–100] as they serve as possi-
ble candidates for solving the problem of “moduli stabilization“. For a given Calabi-Yau
compactification of string or M-Theory, there is not a unique vacuum configuration but
the space of possible vacua is spanned by the complex structure and complexified Kähler
moduli of the Calabi-Yau manifold. Moreover, non-perturbative effects generate addi-
tional potentials beyond the low energy supergravity description that evolve the moduli
to large volume and hence an extremely weakly coupled system [101, 102]. In order to
obtain a quantum field theory with a unique vacuum and an internal compactification
space of finite volume, a mechnanism to fix all moduli to a certain value is required.

One proposal for such a mechanism considers the coupling of the complex structure moduli
to internal n-form fluxes G ∈ Hn(X,Z) on the Calabi-Yau n-fold X subject to certain
quantization and consistency conditions. The corresponding contribution to the N = 1
supergravity superpotential reads [9]

W =

∫

X
G ∧ Ω(z) (4.1)

and constrains for a given flux vector G the possible vacuum states enormously. Note
that this superpotential originates from a semi-classical treatment of the flux compact-
ification. In general, it obtains perturbative and non-perturbative quantum corrections
[9, 42, 67, 68, 103] which we will not discuss further within this work.

In the following chapter, we discuss these flux compactifications for type IIB string theories
compactified on a Calabi-Yau threefold in section 4.1 and for M-Theory compactified
on a Calabi-Yau fourfold in section 4.4. In particular, we derive explicit constraints for
supersymmetric flux vacua in both cases and deduce from them the necessary and sufficient
types of the integral flux G ∈ Hn(X,Z). Moreover, we provide an equivalent description of
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the flux vacuum constraints for type IIB flux compactifications in the language of N = 2
supergravity. Since supersymmetry prohibits the existence of a superpotential in this case,
the framework of gauged N = 2 supergravity is required for this discussion.

4.1 Flux Vacua in Type IIB String Theory

For type IIB string theory compactified on a Calabi-Yau threefold Xz, flux compactifica-
tions give rise to a coupling of vector multiplets and hypermultiplets in the corresponding
low energy supergravity theory according to the flux superpotential (4.1) with the three-
form flux [104]

G = F − τH . (4.2)

Here, F,H ∈ H3(Xz,Z) are integral flux vectors on Xz and τ denotes the axio-dilaton
field of the universal hypermultiplet. This superpotential furnishes a scalar potential [104]

V = eK
(
∇aW∇aW − 3|W |2

)
(4.3)

on the moduli space

MC.S. ×MCK ×H . (4.4)

The additional factor H = {z ∈ C | Im(z) ≥ 0}, denoting the siegel upper half plane,
describes the moduli space of the axio-dilaton τ . K denotes the Kähler potential of the
moduli space which reads

K = KC.S. +KCK − log(2Im(τ)) (4.5)

and the covariant derivative ∇i = ∂i + (∂iK) is a h2,1 + h1,1 + 1 dimensional vector with
h2,1 directions along the vector multiplet scalars z, h1,1 directions along the complexified
Kähler moduli t and one additional direction along the axio-dilaton τ . Possible vacuum
configuration of this theory are obtained if the scalar potential vanishes. If we require in
addition that the vacuum solution is supersymmetric, the superpotential needs to vanish
additionally [104, 105]. The scalar potential V obeys what is called a no-scale relation

[67, 106, 107]. This implies that the contribution ∇tkW∇tkW containing derivatives with
respect to the Kähler moduli just cancels against the term 3|W |2. Hence, the scalar
potential reduces to

V = eK
(
∇ziW∇ziW + |∇τW |2

)
. (4.6)

Thus, the vacuum constraints V = 0 and W = 0 can be combined into the following set
of equations on W

∂zkW = 0 , ∂τW = 0 , W = 0 , (4.7)

which we call the N = 1 supersymmetric flux vacuum constraints. Recalling the explicit
form of W from equations (4.1) and (4.2)

W =

∫

X
Ω(z) ∧ (F − τH) = Πb(z)Σab(F

b − τHb) (4.8)
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these vacuum constraints can be analyzed explicitly on the level of the integral period
vector Π(z). The latter equality in equation (4.8) is a consequence of expanding the three-
forms Ω, F and H in an intergral basis {αa} of H3(X,Z), where F b and Hb denote the
coefficients of F and H in this basis-representation respectively. A direct computation
shows that these equations are solved if and only if

∫

X
Ω ∧ F = 0 ,

∫

X
Ω ∧H = 0 (4.9)

and in addition ∫

X
(∂zkΩ) ∧ (F − τH) = 0 . (4.10)

In terms of coordinates with respect to the basis {αa}, these conditions become

ΠaΣabF
b = 0 , ΠaΣabH

b = 0 (4.11)

and

(∂zkΠ
a)Σab(F

b − τHb) = 0 . (4.12)

Note that the supersymmetric flux vacuum constraints, as they are given so far, only
constrain the complex structure moduli and the axio-dilaton and leave the complexified
Kähler moduli unconstrained. This observation is related to the fact that the superpoten-
tial in equation (4.1) gives a semi-classical approximation in the large volume limit. As
soon as perturbative and non-perturbative quantum corrections are taken into account,
the flux vacuum constraints need to get modified and become dependent on the complex-
ified Kähler moduli as well [67, 68, 103].

The challenging task is to decide, whether a point35 (z, τ) ∈ MC.S. ×Mτ in the moduli
space36 of a given family of Calabi-Yau threefolds corresponds to a manifold that has two
independent integral flux vectors F,H ∈ H3(Xz,Z) solving equations (4.9) and (4.10). By
independence of F and H, we mean that

∫

X
F ∧H ̸= 0 . (4.13)

At this point, we should notice an important consequence of the flux equation (4.9) on
the Hodge type of the three-form fluxes F and H. Since Hn(Xz,Z) ⊂ Hn(Xz,C), we
can decompose the fluxes F and H with respect to the Hodge structure of Hn(Xz,C).
Recall, that Ω(z) ∈ H3,0(Xz,C) is defined to be the unique holomorphic three-form on
Xz. Hence, only the (0, 3)-part of F and H contributes to the integrals in equation (4.11)

35In the following, we collect all complex structure in the short notation z which always denotes a vector
of h2,1 local coordinates of MC.S.. Moreover, we use ∂z as a short notation for the h2,1 dimensional
gradient with respect to the complex structure moduli.

36In this discussion, we ignore any Kähler deformations, since the flux potential as stated in equation
(4.1) is independent of those. If not stated differently, it will be assumed in the following that the Calabi-
Yau threefold is equipped with a suitable Kähler structure.
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and consequently needs to vanish. Moreover, by complex conjugating equations (4.11), we
find that ∫

X
Ω̄ ∧ F = 0 ,

∫

X
Ω̄ ∧H = 0 (4.14)

which holds since F and H are chosen to be integral, hence in particular real three-forms.
Similar to the previous argument, only the pure holomorphic part of F and H contributes
to these integrals and therefore needs to vanish as well. The result of this discussion can
be summarized by imposing that F and H span a two-dimensional integral lattice within
H2,1(Xz,C)⊕H1,2(Xz,C), i.e.

< F,H > ⊆
(
H2,1(Xz,C)⊕H1,2(Xz,C)

)
∩H3(Xz,Z) (4.15)

is a sublattice. Equation (4.13) guarantees that F andH are not parallel but span a proper
two-dimensional lattice. The existence of such sublattices ofH3(Xz,Z) with definite Hodge
type will become very important in the context of modular Calabi-Yau manifolds which
we will discuss in section 5.2.

Already by a naive count of degrees of freedom, we can argue that this system of equations
is overconstrained and hence a generic point (z, τ) in the moduli space will not give rise
to a supersymmetric flux vacuum solution. However, examples of Calabi-Yau manifolds
with h2,1 = 1 have been identified [4, 96] using techniques from arithmetic geometry that
inspired the analysis for fourfold fluxes presented in chapter 5.

Instead of discussing the solutions to the N = 1 supersymmetric flux vacuum constraints,
we focus in the following section on the attempt, discussed in [3] to reconstruct the flux
vacuum equations (4.11) and (4.12) in an equivalent N = 2 supergravity description.

4.2 Minkowski Vacua of Four-Dimensional Gauged N = 2
Supergravity

Recall from section 2.2.3 that the low energy limit of type IIB string theory compactified
on a Calabi-Yau threefold is given by an N = 2 supergravity theory with one gravity mul-
tiplet (Gµν , Aµ, fermions), nV vector multiplets (Ai

µ, z
i, fermions) and nH hypermultiplets

(qu, fermions). The dynamics of these multiplets is described by the action

S4
IIB =

∫

M4

(
R ⋆ 1 + ReMABF

A ∧ FB + ImMABF
A ∧ ⋆FB

−g̃ab̄dz
a ∧ ⋆dz̄b̄ − h̃uvdq

u ∧ ⋆dqv
)

.

(4.16)

The nV (complex) vector multiplet scalars zi can be identified with the complex structure
moduli, whereas 4(nh−1) real hypermultiplet scalars are given by the complexified Kähler
moduli tk and the scalars that originate from internal R-R two-form and four-form fields.
The additional hypermultiplet, which is called the universal hypermultiplet, is a common
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feature of all N = 2 supergravity theories that originate from type II string compactifica-
tions and will be of special interest for the construction of the vacuum constraints (4.11)
and (4.12) in gauged N = 2 supergravity.

It is of special interest to analyze the target space of a given supergravity theory which
is spanned only by the scalar fields zi and qu of the multiplets. Due to supersymmetry,
the dynamics of the remaining fields is already characterized by that of the target space
degrees of freedom. For supergravity theories that originate as low energy limits of string
compactifications, we can conclude that the numbers of multiplets are fixed by the Calabi-
Yau topology to be nv = h2,1 vector multiplets and nh = h1,1 +1 hypermultiplets. Hence,
the corresponding target space of this supergravity theory is a differentiable manifold of
real dimension 2h2,1 + 4(h1,1 + 1).

4.2.1 N = 2 Supergravity Target Space Geometry

Before introducing gaugings of N = 2 supergravity theories, let us briefly review the most
important concepts of the target space geometry of N = 2 supergravity theories in four
spacetime dimensions. For a very detailed and comprehensive discussion of N = 2 super-
gravity, we refer to [108–112].

Locally, the target space of N = 2 supergravity theories is given by the direct product

MV ×MH (4.17)

of a projective special Kähler manifold MV parametrized by the nv complex scalars of the
vector multiplets and a quaternionic Kähler manifold MH parametrized by the 4nH real
scalars of the hypermultiplets. In analogy to the discussion of section 3.2.6, the geometry
of MV is governed by a prepotential F (z) that defines the Kähler potential and hence
the Kähler metric on MV according to equation (3.47). In the following, we collect the
projective coordinates ωk of MV and the derivatives of the prepotential Fk in the period
vector XΛ = (ωk, Fk) of the projective special Kähler manifold MV .

We define the quaternionic Kähler manifold MH to be a Riemannian manifold of real
dimension 4nH with Sp(1)×Sp(nH) special holonomy37. Due to this property, the metric
huv on MH can be written in terms of a vielbein V Aα

u and moreover there exists a triplet
of almost complex structures38 Jx : TMH → TMH (x = 1, 2, 3) that transform in the
adjoint representation of Sp(1) ∼= SU(2), that means

JxJy = −δxyId + εxyzJz (4.18)

37Quaternionic Kähler manifolds should not be confused with hyperkähler manifolds which are Rieman-
nian manifolds of real dimension 4n, whose holonomy is given by a proper subgroup of Sp(1) × Sp(nH).
This seemingly harmless deviation causes the fact that hyperkähler manifolds are always Ricci-flat whereas
this is not the case for quaternionic Kähler manifolds [108].

38An almost complex structure J : TM → TM is a smooth isomorphism of real vector bundles such
that J2 = −Id. In contrast to almost complex structures, a complex structure I is an almost complex
structure on a complex manifold that varies not only smoothly but holomorphically along the manifold.
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and huv is a hermitian metric with respect to all Jx. Note that MH is in general not a
complex manifold as the Jx are generically honest almost complex structures. Any almost
complex structure is equivalently expressed in terms of a Kähler form Kx ∈ Ω2(MH) via

(Jx)uv =: huw(Kx)wv . (4.19)

Here, huw denotes conveniently the inverse metric on MH . Finally, these Kähler forms
give rise to Sp(1) connection one-forms ωx on TMH that are defined by

Kx = dωx + 1
2ε

xyzωyωz . (4.20)

4.2.2 Minkowski Vacua of Gauged N = 2 Supergravity

As we can deduce from the lagrangian in equation (4.16), N = 2 supergravity is a free
theory that prohibits couplings between the vector multiplets and the hypermultiplets. In
particular, the invariance of equation (4.16) with respect to the supersymmetry algebra
prohibits the existence of a non-trivial superpotential. However, if we assume that the
target space geometry admits smooth isometries that are realized by non-trivial Killing
vectors kiλ∂i on MV and k̃uλ∂u on MH respectively, it is possible, following refs. [108,
110, 111, 113, 114], to gauge these isometries by treating the graviphoton and the vector
fields of the vector multiplets Ak

µ (k = 0, . . . , nV ) as electric gauge fields. Moreover, we
introduce dual magnetic gauge fields Bµ,k and pair them together with the electric gauge
fields in a 2(nV +1)-dimensional vector AΛ

µ = (Ak
µ, Bµ,k). The gauged N = 2 supergravity

is now obtained by introducing gauge covariant derivatives

Dµz
i = ∂µz

i −AΛ
µk

i
Λ , kiΛ = Θλ

Λk
i
λ (4.21)

on MV and
Dµq

u = ∂µq
u −AΛ

µ k̃
u
Λ , k̃uΛ = Θ̃λ

Λk̃
u
λ (4.22)

on MH . Here, the embedding tensors Θλ
Λ and Θ̃λ

Λ characterize the representation of the
multiplets with respect to the gauge group of the isometry indexed by λ. The replacement
of the ordinary derivatives in equation (4.16) by these covariant derivatives leads to a
non-trivial scalar potential

V (z,q) = eK
(
2||X̄Λ(z)kjΛ(z)||2MV

+ 4||X̄Λ(z)k̃vΛ(q)||2MH

+ Tr
(
||∇̄j̄X̄Λ(z)PΛ(q)||2MV

)
− 3

2
Tr
(
|XΛ(z)PΛ(q)|2

)) (4.23)

for the scalar fields z = (z1, . . . , znv) and q = (q1, . . . , q4nH ) which describes non-trivial
interactions of vector multiplets and hypermultiplets39. Here, the norms || · ||MV

and
|| · ||MH

are taken with respect to the corresponding metrics gij̄ = ∂i∂j̄K on MV and huv

39As we are only interested in the implications on the target space, we spare out the collection of the
full lagrangian for a general gauged N = 2 supergravity theory at this place. A comprehensive summary
of all additional contributions can be found in [108].
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on MH respectively. ∇i denotes the Kähler-covariant derivative ∇i = ∂i + (∂iK) on MV

and PΛ = (Px
Λ)x=1,2,3 denotes a triplet of su(2) Lie algebra-valued Killing prepotentials

for the Killing vector fields k̃uΛ∂u obeying

∇uPx
Λ = −2k̃vΛK

x
uv . (4.24)

∇u denotes the covariant derivative with respect to the subgroup Sp(1) of the holonomy
group of MH and is defined in terms of the connection one-form ωx as

∇uPx
Λ = ∂uPx

Λ + εxyzωy
uPc

Λ . (4.25)

Finally, the trace operation Tr(·) in equation (4.23) is meant to be with respect to the
SU(2) structure of the Killing prepotentials.

In contrast to the ungauged N = 2 supergravity theory, this non-trivial scalar potential
constrains possible supersymmetric vacua significantly, as those are given by minimizing
V (z,q). Moreover, supersymmetry requires that minimizing the potential is not sufficient
but in addition, V (z,q) needs to vanish on the vacuum states. Hence, a supersymmetric
vacuum configuration of the scalar fields (z,q) of the gauged N = 2 supergravity theory
is obtained if

∂iV (z,q) = 0 , ∂uV (z,q) = 0 , V (z,q) = 0 . (4.26)

One can read off that equation (4.23) contains three positive definite terms and one addi-
tional negative definite contribution

−3

2
Tr
(
|XΛ(z)PΛ(q)|2

)
∼ Λ . (4.27)

It can be shown [110, 111] that this term corresponds to the cosmological constant Λ of
the vacuum state. Hence, if we restrict our analysis further to supersymmetric Minkowski
vacua, the cosmological constant and therefore the term of equation (4.27) needs to vanish.
Consequently, the remaining positive definite terms in equation (4.23) need to vanish
separately in order to obey V (z,q) = 0. Thus, we conclude that a field configuration
(z,q) ∈ MV ×MH describes a supersymmetric Minkowski vacuum if and only if40

0 = X̄Λ(z)PΛ(q) , 0 = ∇̄j̄X̄
Λ(z)PΛ(q) ,

0 = X̄Λ(z)k̃uΛ(q) , 0 = X̄Λ(z)kjΛ(z) .
(4.28)

An N = 2 Minkowski vacuum of this gauged N = 2 supergravity theory is hence specified
by a set of expectation values for the scalar fields (z,q) ∈ MV ×MH obeying equations
(4.28). If the scalar potential V (z,q) admits m flat directions on MV and m̃ flat directions
on MH , meaning that its value vanishes constantly along those, these flat directions

40So far we have discussed that if (z,q) describes a supersymmetric Minkowski vacuum, then it obeys the
equations (4.28). For the converse we need to ensure that these conditions are also sufficient to find that
the gradients ∂iV (z,q) and ∂uV (z,q) vanish as well. This statement follows by an explicit computation
of the derivatives, c.f. refs. [110, 111].
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can be identified with deformations of the expectation values. Following [111], these
deformations, together with the additional higher-rank field contents, can be collected in
N = 2 massless multiplets whereas the deformations orthogonal to the flat directions lead
to N = 2 massive multiplets. Integrating out the massive degrees of freedom, the low
energy theory describing the dynamics of these massless multiplets is again an N = 2
supergravity theory. The number of vector multiplets and hypermultiplets of this effective
theory is reduced compared to the original gauged N = 2 supergravity theory. The scalars
of these multiplets span a submanifold ofMV ×MH since they appear as the flat directions
of V (z,q) on MV ×MH . Hence, we claim [3] that semi-classically the target space of this
low energy effective N = 2 supergravity theory is locally given by

SV × SH (4.29)

where SV ⊂ MV is a projective special Kähler manifold of complex dimension m and
SH ⊂ MH is a quaternionic Kähler manifold of real dimension m̃. One should note
that the target space geometry of this effective field thoery receives additional corrections
due to one-loop contributions which arise in the process of integrating out the massive
multiplets, c.f. refs. [115, 116]. As our aim is to relate these Minkowski vacua to the flux
vacua which have been discussed in section 4.1 only on a semi-classical level, we will not
discuss these additional quantum corrections further within this work.

4.2.3 Projective Special Kähler Submanifolds

Before examining the Minkowski vacuum contraints given by equations (4.28) in more
detail, let us discuss the general geometric structure of the moduli space SV of the flat
directions on the vector multiplet target space41. As proposed above, this manifold is a
submanifold of MV , that is again projective special Kähler. This observation motivates
the definition of a projective special Kähler submanifold in the following sense [3].

If M is a projective special Kähler manifold of dimension n = dim(M) and S ⊂ M
is a submanifold of M of dimension s = dim(S), then S is a projective special Kähler
submanifold (of M) if S is projective special Kähler and the prepotential FS of S is
compatible with the prepotential FM of M. With the latter condition we mean that if S
is realized locally by the subspace

S = {ωs+1 = · · · = ωn = 0} ⊂ M (4.30)

for ωk being a set of projective coordinates on M, we have

FS = FM|S and
∂FM
∂ωk

∣∣∣∣
S
= 0 for k = s+ 1, . . . , n . (4.31)

41The geometric properties of SH as a hyperkähler submanifold are of interest in their own rights.
However, as the geometric structure of projective special Kähler manifolds is richer, we focus on this part
of the full target space within this work.
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One should note, that the existence of any non-trivial projective special Kähler submani-
fold is a highly non-trivial condition on M. To investigate this statement further, we will
give another equivalent definition of projective special Kähler submanifolds in terms of
the (n+ 1)× (n+ 1) matrix

FIJ =
FM

∂ωI∂ωJ
. (4.32)

We claim [3] that S is a projective special Kähler submanifold of M if and only if

� FIJ |S is block diagonal with block-matrices (FIJ){I,J≤s} of size (s+1)× (s+1) and
(FIJ){I,J>s} of size (n− s)× (n− s),

� the matrix (Im(F )IJ){(I,J)≤s} has signature (s, 1) and the matrix (Im(F )IJ){(I,J)>s}
is positive definite.

Note that the first condition is equivalent to

FIJ |S = 0 , I = 0, . . . , s , J = s+ 1, . . . , n (4.33)

which is a simple condition to check for any submanifold S ⊂ M. Moreover, the block-
matrix (FIJ){I,J≤s} coinsides with the expression (4.32) for the prepotential FS , whereas
the remaining block (FIJ){(I,J)>s} encodes the geometry of the orthogonal complement

S⊥ ⊂ M.

In the context of N = 2 supergravity theories that originate from type IIB string com-
pactifications on a Calabi-Yau threefold X we recall that the vector multiplet target space
is identified with the complex structure moduli space MC.S. of X. Hence, if we assume
that gauging this N = 2 supergravity gives rise to a non-trivial Minkowski vacuum that is
described by a special Kähler submanifold S ⊂ MC.S. of dimension s, this means that S
characterizes a sub-Hodge structure on H3(Xz,C) which is of dimension 2(s + 1). Thus,
we can conclude that a given type IIB string compactification on a familiy of Calabi-
Yau threefolds XM can give rise to a non-trivial supersymmetric Minkowski vacuum of a
gauged N = 2 supergravity theory only if there exists a sublocus on MC.S. on which the
variation of Hodge structures42 of H3(XM,C) admits a variation of sub-Hodge structures.

Generically, a family of Calabi-Yau threefolds does not give rise to any variation of sub-
Hodge structures. However, the following mechanisms allow for subloci on MC.S. that
have a sub-Hodge structure. If MC.S. admits a discrete symmetry, the prepotential FM is
invariant under this symmetry. Hence, if we restrict the moduli to the invariant sublocus
Sinv ⊂ MC.S., the symmetry implies that the prepotential becomes extremized on Sinv

with respect to the normal directions and the restriction of FM on Sinv gives rise to a
suitable prepotential on Sinv. Hence, any discrete symmetry on MC.S. gives rise to a
projective special Kähler submanifold.

42We refer to refs. [63, 117] for a comprehensive introduction to Hodge theory and variations of Hodge
structures
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In addition, we can investigate extended conifold singularities on MC.S.. In order to de-
scribe the family of Calabi-Yau threefolds by a smooth moduli space, such singularities
are resolved either by topologically replacing the conifold43 point by an S2 of finite radius
(small resolution) or by an S3 (deformation) [51, 95, 118–120]. Since these two processes
change the topology of the underlying Calabi-Yau threefolds, the corresponding moduli
spaces are distinct and in particular have a different number of moduli. However, the
N = 2 supergravity description of the corresponding string compactification in the vicin-
ity of the singular locus should be equivalent. Based on the work presented in [119, 121],
this observation is interpreted as a topology changing transition between moduli spaces
that is known as extremal transitions44. It has been shown [122] that for such extremal
transitions the complex structure moduli space with lower dimension can always be iden-
tified with a sublocus of the higher dimensional complex structure moduli space in the
sense of a projective special Kähler submanifold.

We will finish this section by providing a proof of the equivalence statement for the two
definitions of projective special Kähler submanifolds. The main observation we need is
that the prepotential45 F (ω) is homogenous of degree two meaning

F (λω0, . . . , λωn) = λ2F (ω0, . . . , ωn) (4.34)

for any λ ∈ C. It follows directly from this relation that (summation convention assumed)

ωIFI = 2F , ωIFIJ = FJ . (4.35)

Here, we use the short notation FI = ∂F
∂ωI . Let us now assume that S ⊂ M is a projective

special Kähler submanifold of dimension s parametrized by z1, . . . , zs, i.e. FJ |S = 0 for
J = s + 1, . . . , n and F |S = FS is the prepotential corresponding to S. Then we find for
J = s+ 1, . . . , n using equation (4.35) that

0 = FJ |S = (ωIFIJ)|S =
s∑

k=0

(ωkFkJ)|S (4.36)

as ωs+i = 0 on S. Since the ωk are projective coordinates for S and therefore in particular
non-vanishing on a generic point of S, this set of (n− s) linear equations is solved only if
FkJ = 0 for k = 0, . . . , s proving that FIJ becomes block-diagonal on S. The signatures
of the block-matrices follow from the observation that the matrix Im(F )IJ has signature
(n, 1) for any projective special Kähler manifold M of dimension n [123]. Consequently,
the matrix Im((FS))kℓ is of signature (s, 1) and coincides with the first block-matrix of
Im(F )IJ |S . Since the signature of a block-diagonal matrix behaves additive, it follows that
the remaining second block is positive definite.

43Topologically, a conifold singularity is the limit of a cone with base S2 × S3.
44Extremal transitions have been studies extensively in the sting theory literature. A comprehensive

review can be found in [51].
45For simplifying the notation, we drop the index M in the following computation.
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The converse statement follows directly by observing for J = s+ 1, . . . , n that

FJ |S = (ωIFIJ)|S =

n∑

k=s+1

(ωkFkJ)|S = 0 (4.37)

where we used the assumption that both, ωs+i and FkJ (k = 0, . . . , s) vanish on S. More-
over, the signature of (Im(F )IJ){I,J≤s} guarantees that FM|S is a suitable prepotential
for the submanifold S.

4.2.4 Examining the Vacuum Constraints

After this formal excurse on projective special Kähler submanifolds and their character-
ization in terms of the matrix FIJ , let us turn back to the discussion of supersymmetric
Minkowski vacua in gauged N = 2 supergravity. We observe that the former three con-
straints of equation (4.28) give rise to an interaction between the vector multiplet scalars
zi and the hypermultiplet scalars qu whereas the latter gives a relation only among the
vector multiplet scalars. Moreover, these constraints can be distinguished by the fact that
only the fourth constraint depends on the isometries of MV whereas the remaining three
originate from isometries of MH . Thus, we will discuss vacuum solutions of vector multi-
plet isometries kiλ∂i and of hypermultiplet isometries k̃uλ∂u separately.

First, let us assume that there are only non-trivial isometries kjλ∂j (λ = 1, . . . , N) on the
vector multiplet target space MV . In this case, only the fourth constraint of (4.28), given
by

X̄Λ(z)kjΛ(z) = 0 , (4.38)

becomes relevant. Recall that kiΛ = Θλ
Λk

j
λ, hence this vector-valued equation gives N

independent constraints on the local coordinates z of MV . It is known [111] that a
gauging of isometries on MV is possible only if the the local coordinates z transform in
the adjoint representation of a non-Abelian gauge group implying that the gauge group
breaks to its maximal torus if we restrict the theory to a generic vacuum locus obeying
equation (4.38). Hence, the effective N = 2 supergravity theory described by the flat
directions of the scalar potential is given by the Coulomb branch of the corresponding
N = 2 supersymmetric gauge theory coupled to gravity. Moreover, the gauge fields that
correspond to the broken isometries obtain a mass term from the Higgs mechanism and
hence rearrange with the massive scalar fields to short massive BPS vector multiplets [111].

The Killing vectors in equation (4.38) depend on the local coordinates of MV and hence
are related to the periods XΛ of MV . therefore, vacuum constraints of this type will be in
general not linear in the period vector but give rise to non-linear constraints. Moreover,
this type of isometries does not lead to an interaction of vector multiplet scalars and
hypermultiplet scalars as it would be necessary to reproduce flux vacuum-like constraints
as in equations (4.9) and (4.10). Hence, we turn now to the second possibility of isometries,
given by non-trivial Killing vectors on the hypermultiplet target space MH . Recall from
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equation (4.28) that non-trivial Killing vectors k̃uλ∂u (λ = 1, . . . ,M) give rise to three
different types of vacuum constraints given by

0 = X̄Λ(z)PΛ(q) , 0 = X̄Λ(z)k̃uΛ(q) , 0 = ∇̄j̄X̄
Λ(z)PΛ(q) . (4.39)

Note, that these constraints can be brought in a more symmetric form by using the
definition of the Killing prepotentials given in equation (4.24) and the fact that the Kähler
2-forms Kx are invertible46. Hence, we obtain

0 = XΛ(z)PΛ(q) , 0 = XΛ(z)∇uPΛ(q) , 0 = ∇jX
Λ(z)PΛ(q) . (4.40)

All quantities on the quaternionic Kähler manifoldMH are by definition real and therefore,
complex conjugating the equations has no effect on PΛ and derivatives thereof. Moreover,
we can replace the covariant derivatives ∇u and ∇i by the ordinary partial derivatives
∂u and ∂i respectively, since the connection terms vanish automatically due to the first
constraint. Therefore, we conclude that an N = 2 Minkowski vacuum of a gauged N = 2
supergravity theory with non-trivial isometries on MH is characterized by the conditions

0 = XΛ(z)PΛ(q) , 0 = ∂u
(
XΛ(z)PΛ(q)

)
, 0 = ∂j

(
XΛ(z)PΛ(q)

)
. (4.41)

Compared to the N = 1 flux vacuum conditions from the superpotential W , discussed in
equation (4.7), we find a similar structure of constraints by identifying the expression of
the superpotential with the term XΛPΛ. In the following section, we discuss this type of
gaugings in more detail, explicitly considering N = 2 supergravity theories that arise from
type IIB string compactifications on a Calabi-Yau threefold.

4.3 Flux Vacua from Gauged N = 2 Supergravity

As already briefly discussed in section 4.2, the low energy effective field theory of type IIB
string theory compactified on a Calabi-Yau threefold X is given by an N = 2 supergravity
theory with nV = h2,1 vector multiplets and nH = h1,1+1 hypermultiplets. The additional
hypermultiplet, which does not belong to any of the complexified Kähler moduli, is a uni-
versal feature of all such supergravities that arise from type IIB string theory and is hence
called the universal hypermultiplet. Since it contains the dilaton field ϕ and the axion field
σ, which in the framework of the N = 1 flux superpotential (4.8) are combined to the com-
plex axio-dilaton τ , this multiplet will be of special interest within the following discussion.

The strategy is as follows: Starting with the N = 2 supergravity theory related to a
generic choice for the Calabi-Yau manifold X, we consider a non-trivial gauging of the
isometries only in the universal hypermultiplet sector. Since the semi-classical geometry
of its target space is known, we can deduce the explicit structure of the vacuum con-
straints (4.41). A generic choice of gauge representations for the contributing fields is too

46Recall from equation (4.19) that Kx is expressible purely in terms of the invertible quantities Jx and
huv.
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constraining such that generically one expects no non-trivial solution for this model [110].
However, we will discuss in section 4.3.3 that on non-generic subspaces of the universal
hypermultiplet target space, the constraints for a Minkowski vacuum just coincide with
the supersymmetric flux vacuum constraints (4.11) and (4.12). Hence, demonstrate that
it is possible to obtain moduli stabilizing constraints for the vacuum of the N = 2 low
energy effective supergravity theory arising from type IIB string theory compactified on
a Calabi-Yau threefold, that are equivalent to those which are obtained from the N = 1
flux superpotential (4.1).

4.3.1 Geometry of the Universal Hypermultiplet

To begin with, we review the geometry of the universal hypermultiplet target space and
identify its isometries. The universal hypermultiplet has been studied extensively in the
supergravity literature, as for instance refs. [109, 124–128]. Semi-classically, the geometry
of its target space is given by the coset space

MU =
SU(2, 1)

S(U(2)× U(1))
(4.42)

having the special feature that this manifold is not only quaternionic Kähler but even
a complex manifold that can be parametrized by two complex coordinates S and C.
Physically, the complex coordinate C combines the real scalar field Re(C) dual to the
B-field and the real scalar field Im(C) which is dual to the Ramond-Ramond two-form
[126]. The coordinate S is given in terms of the dilaton ϕ and the Ramond-Ramond axion
field σ by

S = e−ϕ + iσ + CC̄ . (4.43)

Following [127], the metric on MU reads47

ds2 = i (∂u∂vKU) dq
udqv = e2KU

(
dSdS̄ − 2CdSdC̄ − 2C̄dS̄dC + 2(S + S̄)dCdC̄

)
(4.44)

with the Kähler potential

KU = − log(S + S̄ − 2CC̄) . (4.45)

From the metric, one can deduce the SU(2)-connection one-forms ωx corresponding to
the almost complex structures Jx : TMU → TMU. In terms of the local coordinates
ϕ, σ, C, C̄ of MU, these read (c.f. [109])

ω1 = 2ieϕ/2(dC − dC̄)

ω2 = 2eϕ/2(dC + dC̄)

ω3 = eϕ(dσ + i(C̄dC − CdC̄)) .

(4.46)

47Note that there exist several different parametrizations (c.f. refs. [109, 128, 129]) of the universal
hypermultiplet which are all equivalent. This choice of parametrization is very convenient for the identi-
fication with the axio-dilaton τ since this is usually written as τ = e−ϕ + iσ and hence can be identified
with S − CC̄.
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Using eqaution (4.20), the triplet of Kähler two-forms Kx follows to be

K1 = eϕ/2
(
−idϕ ∧ (dC − dC̄) + eϕdσ ∧ (dC + dC̄) + ieϕ(C + C̄)dC ∧ dC̄

)

K2 = eϕ/2
(
−dϕ ∧ (dC + dC̄) + ieϕdσ ∧ (dC − dC̄) + eϕ(C − C̄)dC ∧ dC̄

)

K3 = −eϕ(dϕ ∧ dσ + idϕ ∧ (C̄dC − CdC̄)− idC ∧ dC̄) .

(4.47)

The Kähler metric (4.44) has four independent real isometries that can be identified by
analyzing the structure of the Kähler potential KU. First, we observe that KU depends
only on Re(S). Hence, we obtain a shift symmetry along the imaginary part of S. More-
over, the Kähler potential is invariant under phase-shift of the complex field C. These two
obvious isometries give rise to the Killing vector fields

k̃1 = i(∂S − ∂S̄) , k̃2 = −(C∂C − C̄∂C̄) . (4.48)

Less obvious, there exist two additional real isometries given by the (complexified) trans-
formation S → S + 2Cε̄ + ε2 and C → C + ε for any ε ∈ C [128]. The corresponding
Killing vector fields are given by

k̃3 =
1

2
(∂C + ∂C̄)−

i

2
Im(C)(∂S − ∂S̄)

k̃4 = − i

2
(∂C − ∂C̄) +

i

2
Re(C)(∂S − ∂S̄) .

(4.49)

Note that these Killing vector fields are manifest real-valued as they need to be since the
complexification of the local coordinates is a remnant of the chosen parametrization and
not a manifest property of the quaternionic Kähler manifold.

A direct computation shows that these Killing vector fields of the universal hypermultiplet
obey the Lie algebra

[k̃1, k̃2] = [k̃1, k̃3] = [k̃1, k̃4] = 0 ,

[k̃2, k̃3] =− ik̃3 , [k̃2, k̃4] = ik̃4 , [k̃3, k̃4] = −2k̃1 .
(4.50)

This structure can be interpreted as the central extension of the Euclidean Lie algebra of
the two-dimensional real space R2. In this picture, k̃2 describes the rotation of R2 whereas
k̃3 and k̃4 are the translations. Finally, k̃1 is the central element of the extended algebra.

Since the Kähler two-forms Kx are known explicitly, we continue by integrating the Killing
vector fields according to equation (4.24) to determine the corresponding Killing prepoten-
tials. In the following we use iσx as generators for the Lie-algebra su(2) with σx denoting
the Pauli-matrices. Expanding the Killing prepotentials according to Pλ = Px

λ(iσ
x), the
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solutions to equation (4.24) are given by

P1 =
1

2
eϕiσ3

P2 = −eϕ/2
(
Re(C)iσ1 + Im(C)iσ2

)
+

1

2

(
1− eϕCC̄

)
iσ3

P3 = eϕ/2iσ2 + eϕIm(C)iσ3

P4 = eϕ/2iσ1 + eϕRe(C)iσ3 .

(4.51)

4.3.2 Gauging of Universal Hypermultiplet Isometries

Now, we have collected all ingredients to discuss N = 2 Minkowski vacua of a generic
gauged N = 2 supergravity theory containing an universal hypermultiplet. In the fol-
lowing, we assume that the four independent isometries of the universal hypermultiplet
which have been discussed in section 4.3.1 are gauged with generic embedding tensors Θ̃λ

Λ

characterizing the gauge group representation of the vector multiplet scalars. In particu-
lar, we assume that there are no further isometries on the target space that are gauged.
Supersymmetric Minkowski vacua are hence characterized by solutions to the constraints
(4.41) with the Killing prepotenials PΛ = Θ̃λ

ΛPλ(S,C) given by equation (4.51).

First, let us analyze the conditions

0 = XΛ(z)PΛ(S,C) , 0 = XΛ(z)∂uPΛ(S,C) (4.52)

constraining the period vector XΛ(z) rather than its gradient. These su(2)-valued condi-
tions, give rise to seven real constraints48 on the target space coordinates49 (z, S, C) as Pλ

and ∂uPλ are generically lineraly independent. Upon inserting the concrete form for PΛ,
a direct computation50 shows that these seven conditions condense to the four equations

0 = XΛ(z)Θ̃λ
Λ , λ = 1, . . . , 4 (4.53)

independent of the local coordinates (S,C) of the universal hypermultiplet. Note, that
these conditions contrain only the vector multiplet scalars to a sublocus of generic codimen-
sion four, whereas the universal hypermultiplet target space remains fully unconstrained.
In particular, these constraints are linear in the period vector and depend only on a choice
for the embedding tensors Θ̃λ

Λ.

48Recall that the conditions containing the gradient of PΛ originate from the dim(MU) = 4-dimensional
vector-valued constraint XΛk̃uΛ = 0. Hence, only four of these equations can be independent.

49We neglect the additional hypermultiplet coordinates qu as the Minkowski vacuum conditions do not
constrain those.

50The equations (4.52) give rise to a liner system of equations on Re(S), Im(S),Re(C), Im(C) and XΛ

that can be reduced to the four equations (4.53) by eliminating S and C. The limiting cases Re(S) → 0
and Re(S) → ∞ need to be treated separately in this derivation but lead to the same result.
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The hypermultiplet target space requires constraints by considering the remaining vacuum
conditions

0 = ∂iX
Λ(z) PΛ(S,C) (4.54)

dependent on the gradient of XΛ. In total, these give 3nV conditions on the expectation
values of (z, S, C), since PΛ is su(2)-valued and the gradient ∂i has nV components. How-
ever, this counting needs to be modified by observing that equation (4.53) gives already
up to four directions, on which the period vector XΛ(z) is constantly vanishing. Hence, we
expect for a generic choice of embedding tensors that the total number of derivative con-
straints is reduced by the number of constant directions due to equation (4.53). Inserting
the explicit form of the Killing prepotentials, the conditions (4.54) are given by

0 =

(
Re(C)Θ̃2

Λ +
i

2
(Θ̃3

Λ − Θ̃4
Λ)

)
∂iX

Λ(z)

0 =

(
Im(C)Θ̃2

Λ − 1

2
(Θ̃3

Λ + Θ̃4
Λ)

)
∂iX

Λ(z)

0 =
(
Θ̃1

Λ + e−ϕΘ̃2
Λ − iRe(C)(Θ̃3

Λ − Θ̃4
Λ) + Im(C)(Θ̃3

Λ + Θ̃4
Λ)
)
∂iX

Λ(z)

(4.55)

and hence give interactions among the vector multiplet and the hypermutliplet scalar
fields. Note that these interactions are purely linear in the scalar fields of the universal
hypermultiplet S and C.

4.3.3 Flux Vacua from Non-Generic Gaugings

Let us now make contact with the type IIB supersymmetric flux vacuum constraints from
equations (4.9) and (4.10). To that end, we consider non-trivial gaugings along only two
independent isometries whose Killing prepotentials are denoted in the following by P(1)

and P(2). In general, these isometries are given by any linear combination of the Killing

prepotentials (4.24). Moreover, we choose the embedding tensors Θ̃
(1)
Λ and Θ̃

(2)
Λ such that

they coincide with the flux vectors FΛ and HΛ from section 4.1. For a generic point (S,C)
on MU, the Killing prepotentials P(1) and P(2) are linearly independent and hence, the
Minkowski vacuum constraints result in the 2(nV + 1) independent equations

XΛ(z)FΛ = 0 , XΛ(z)HΛ = 0 ,

∂iX
Λ(z)FΛ = 0 , ∂iX

Λ(z)HΛ = 0 .
(4.56)

Compared to the supersymmetric flux constraints, this set of equations restricts possible
vacuum configurations even further, as we obtain an additional set of equations for the
gradient of the period vector. This obstruction can be cured by imposing the additional
condition that the Killing prepotentials P(1) and P(2) should be parallel. This requirement
is realized by constraining the expectation values of the universal hypermultiplet scalars
S and C to the sublocus

T = {(S,C) | P(1)(S,C) || P(2)(S,C)} ⊂ MU . (4.57)
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Since each Killing prepotential is su(2)-valued, this alignment requirement is realized by
two real constraints on S and C, hence T is generically expected to be a two-dimensional
sublocus on MU matching with the two real degrees of freedom of the axio-dilaton in the
framework of supersymmetric flux compactifications. One should notice that, although
the Killing prepotentials become aligned on T , the corresponding isometries k̃(1) and k̃(2)
are still independent. Hence, the vacuum constraints (4.53) still remain independent.
However, the constraints on ∂iX

Λ given by equation (4.54) become

0 = ∂iX
Λ(z)(FΛ − τT |T HΛ) (4.58)

with τT (S,C) being the scalar factor relating P(1) and P(2) on the sublocus T according
to

P(2)

∣∣
T = −τT P(1)

∣∣
T . (4.59)

Equation (4.60) summarizes the constraints for an N = 2 Minkowski vacuum that origi-
nate from this specific, non-generic choice of gauging and the restriction of the universal
hypermultiplet on the two-dimensional sublocus T .

XΛ(z)FΛ = 0 , XΛ(z)HΛ = 0 , ∂iX
Λ(z)(FΛ − τT |T HΛ) = 0 . (4.60)

These just coincide with the constraints for a supersymmetric flux vacuum in type IIB flux
compactifications given in equations (4.9) and (4.10), if we identify the function τT , con-
taining two real degrees of freedom of the universal hypermultiplet, with the axio-dilaton
τ . This observation motivates to call the set T the axio-dilaton non-genericity constraint.

Let us illustrate this construction with an explicit example. To that end, we choose

P(1) = P1 and P(2) = −P2 (4.61)

which is achieved by setting Θ̃3
Λ = Θ̃4

Λ = 0. The axio-dilaton non-genericity constraint for
this choice is given by the set

T = {(S, 0) | S ∈ C} (4.62)

that restricts C to vanish because the contributions of P2 in the directions of σ1 and σ2

cannot be compensated otherwise. Hence, from equation (4.51) we can read off that

P(1)

∣∣
T = P1|T = eϕ P2|T = −eϕ P(2)

∣∣
T (4.63)

implying τT = e−ϕ. We conclude that this concrete choice of gauging the isometries of
the universal hypermultiplet realizes the Minkowski vacuum constraints

XΛ(z)FΛ = 0 , XΛ(z)HΛ = 0 , ∂iX
Λ(z)(FΛ − e−ϕHΛ) = 0 . (4.64)

on the non-genericity sublocus T ⊂ MU. Note, that this construction is indeed consistent
with the full vacuum constraints (4.53) and (4.55) if we fix Θ̃3

Λ = Θ̃4
Λ = 0 and hence gives

rise to a valid N = 2 Minkowski vacuum of the gauged N = 2 supergravity theory.
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In contrast to the general discussion, the function τT , that should be identified with the
axio-dilaton, depends for this example not on both remaining degrees of freedom on T but
only on the real dilaton field ϕ. This result is not surprising if we recall that the second
unconstrained degree of freedom of T is the real axion field σ. Since the whole gauged
N = 2 supergravity theory is invariant under a shift in σ, any functional dependence
on σ is prohibited. Hence, for any choice of gauging, T will always contain σ as a real
degree of freedom and τT can never be dependent on it. This observation might contradict
with our identification of the Minkowski vacua with the supersymmetric flux vacua at first
view. However, one should recall that the constraints were formulated in a semi-classical
approximation. Since the constraints for a supersymmetric flux vacuum are formulated in
terms of an N = 1 superpotential which necessarily appears as a holomorphic function of
the corresponding chiral fields, it can be expected that τT will depend on two real degrees
of freedom that can be combined in a complex coordinate on T , as soon as quantum
corrections are taken into account.

4.4 Flux Vacua for M-Theory Compactifications

Following [9, 41, 43, 130], a similar flux compactification as discussed in section 4.1 can be
applied to M-Theory compactified on a Calabi-Yau fourfold X. The result gives an N = 1
supergravity theory in d = 3 spacetime dimensions with a superpotential of the form

W =

∫

X
Ω ∧G (4.65)

leading to a scalar potential

V (z) = eK
(
∇aW∇aW − 4|W |2

)
. (4.66)

In contrast to the flux compactification of type IIB string theory, the internal four-form
flux G does not receive any dependences on the axio-dilaton on the semi-classical level
but is a pure topological quantity. However, in order to cancel tadpole-contributions51

arising from the three-form C3 it is necessary that G obeys the consistency condition
[41, 43, 98, 130] ∫

X
G ∧G =

T2κ
2
11

6
χ(X) . (4.67)

Thus, properly normalized, consistent fluxes are integral, i.e. G ∈ H4(X,Z). Similar
to the former discussion, a vacuum of this supergravity theory is obtained if the scalar
potential V vanishes. As for the flux compactifications of type IIB string theory, V is
subject to a no-scale relation [41] that cancels the contributions in ∇aW∇aW originating
from the derivatives with respect to the hypermultiplet scalars against the term −4|W |2.
Hence, we obtain a vacuum configuration if and only if 52

∇zW = 0 . (4.68)

51These may arise if we consider next-to-leading order terms in the action. Here, T2 = (2π)2/3(2κ2
11)

−1/3

denotes the corresponding membrane tension [98].
52Recall the short notation ∂z for the gradient with respect to all complex structure moduli.
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Following [9, 41], this condition already implies W = 0 which means that consistent flux
vacua of M-theory compactified on a Calabi-Yau fourfold are always supersymmetric.

Explicitly written in terms of the holomorphic (4, 0)-form Ω ∈ H4(Xz,C), the flux vacuum
conditions translate to ∫

X
(∇zΩ) ∧G = 0 . (4.69)

Recall that the covariant derivative ∇ as was defined by ∇i = ∂i+(∂iK) which implies [10]
that ∇iΩ ∈ H3,1(Xz,C) because the connection part (∂iK) of ∇i is chosen such that it
annihilates the (4, 0)-component of ∂iΩ. A similar analysis as in section 4.1 on the Hodge
structure of G implies that the (3, 1) and (1, 3) parts of G need to vanish in order to obey
equation (4.69) and its complex conjugate. Hence, possible four-form fluxes that give rise
to flux vacua of M-theory are characterized by one-dimensional sublattices

< G > ⊂
(
H4,0(Xz,C)⊕H2,2(Xz,C)⊕H0,4(Xz,C)

)
∩H4(Xz,Z) . (4.70)

Similar to the former case of type IIB string compactifications, this observation transforms
the flux equations to the question whether a non-trivial lattice of integral four-forms of a
definite Hodge type exists.

As already mentioned briefly in section 4.1, this problem can be addressed using techniques
from arithmetic geometry which we discuss in the following chapter. We will return to
the quest of finding Calabi-Yau manifolds with consistent flux configurations in section
5.2 by relating the existence of integral sublattices of definite Hodge type to the property
of modularity and present a possible strategy to solve this problem for a certain class of
Calabi-Yau fourfolds in section 5.4.
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Chapter 5

Arithmetic Analysis of Calabi-Yau
Fourfolds and Modularity

Arithmetic Geometry provides very powerful tools to investigate the Hodge theory of
Calabi-Yau manifolds. As we have discussed in the previous chapter, this is directly re-
lated to the existence of consistent flux vectors G ∈ Hn(X,C) in the middle cohomology
of a given Calabi-Yau n-fold as these correspond to the existence of integral sublattices of
Hn(X,Z) that are of definite Hodge type. The relation between number theory, geometry
and physics has raised interest and became a fast growing field of research within math-
ematical physics. Among many further references, [4–7, 131–133] give a first insight on
important results on this field.

The key object for the arithmetic analysis of algebraic varieties is given by the local zeta
function ζp(X,T ). Established as the generating function for the number of points Npr(X)
of a given variety X defined over the finite fields Fpr for a prime p, the zeta function enjoys
several powerful properties which are collected in the Weil conjectures [134]. One impor-
tant implication thereof for our analysis of the integral middle cohomology of Calabi-Yau
varieties turns out to be that any sublattice of Hn(X,Z) that is of definite Hodge type
implies an integral factorization of a certain polynomial in the rational representation of
the zeta function. Those factorizations are discussed in the context of modularity as it is
conjectured that such factors correspond to certain modular forms.

This modular correspondence has beeen proven for elliptic curves [135–137] which have
been discussed extensively in the mathematical literature. More recently, the arithmetic
geometry of K3 surfaces [138, 139] and Calabi-Yau threefolds [4–7, 133, 140–142] has been
explored and the connection between integral sublattices of definite Hodge type, modu-
larity and a factorization of the local zeta function has been confirmed. In particular,
this exploration became very useful for the search of Calabi-Yau threefolds that lead to
a consistent non-trivial supersymmetric flux vacuum of type IIB string compactifications
[4, 96] as well as in the context of the attractor mechanism of BPS black holes [131, 132]
which we review briefly in section 5.2.

65



Based on [1], we extend this arithmetic analysis in the following chapter even further to
Calabi-Yau fourfolds. We begin by introducing the local zeta function and discussing the
Weil conjectures and implications thereof in section 5.1. Most importantly, section 5.2
relates properties of the zeta function of Calabi-Yau manifolds to the splitting of the in-
tegral middle cohomology and introduces the notion of modular Calabi-Yau manifolds.

Sections 5.3 and 5.4 provide an algorithm for the practical evaluation of the relevant poly-
nomial factor RH

4 (X,T ) of the zeta function for a given family of Calabi-Yau fourfolds.
While the discussion in section 5.3 remains general, we will focus in section 5.4 on Calabi-
Yau fourfolds with one complex structure modulus. Conceptionally, the analysis can be
extended to Calabi-Yau fourfolds with more complex structure moduli53, however, this
goes beyond the scope of this work.

We summarize this chapter by demonstrating the methods presented for a couple of ex-
amples. Among the considered families of Calabi-Yau fourfolds, we identify one example
that admits a point in its complex structure moduli space that corresponds to a mod-
ular Calabi-Yau fourfold. We discuss this example in quite extense in section 5.5 and
investigate the possible geometric origin of the splitting of the Hodge structure.

5.1 The Local Zeta Function

In the mathematical literature, the local zeta function of an algebraic variety arises in
the context of point countings on varieties which are defined over finite fields. Thus, let
us begin with defining such varieties over finite fields and formulating the point counting
problem54.

Recall that for any prime p there exists a field with p elements, which we denote by
Fp

∼= Z/pZ. Usually, this field is identified with the set of integers {0, 1, . . . , p − 1} and
computations (+, ·) modulo p. Moreover, for each prime p and each positive integer r ∈ N,
there exists a unique field with pr elements, denoted by Fpr which can be realized by the
disjoint union of all pth roots of unity and their first p − 1 multiples. Again, all com-
putations in these fields will be performed modulo p. In the following we will use the
convenient notation of q := pr for fixed prime p and r ∈ N.

Assuming that a given algebraic variety (affine or projective) of algebraic dimension
dim(X) = n is defined as the zero-locus of a certain set of polynomials with integer

53Recently, in [143], the arithmetic analysis of Calabi-Yau threefolds has been extended to the multipa-
rameter case. A similar generalization is expected to be possible for Calabi-Yau fourfolds as well.

54For a review on p-adic analysis and the local zeta function we refer to the textbook [144] and the more
physics oriented review article [133].
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coefficients 55

X := {fi(x1, . . . , xn) = 0} ⊂ An( or Pn−1) fi ∈ Z[x1, . . . , xn], (5.1)

we can define X over Fq by considering the canonical projection56

Z[x1, . . . , xn] → Fp[x1, . . . , xn] , fi 7→ f̄i (5.2)

of all defining polynomials and considering solutions to these equations in Fq. We denote
this variety, defined over the finite field Fq by X/Fq. Thus,

X/Fq := {f̄i(x1, . . . , xn) = 0} ⊂ (Fq)
n . (5.3)

As Fq is a finite field, any subset of (Fq)
n is a finite set, hence any variety defined over a

finite field is given by a collection of finitely many points. We denote the number of points
in X/Fq by

Nq(X) := |X/Fq| . (5.4)

For a fixed prime p, the collection of these numbers Npr(X) gives rise to the local zeta
function ζp(X,T ) which is defined to be the generating function of the numbers Npr(X)

given by the formal power series

ζp(X,T ) := exp

( ∞∑

r=1

Npr(X)
T r

r

)
. (5.5)

From a number theoretical perspective it would now be an interesting problem to determine
the Npr(X) up to a high order in r. Whereas for small primes (e.g. p = 2, 3, 5) and small
values for r, this point counting can be done even by hand, the problem becomes very
challenging if any of p or r increases such that even numerical algorithms fail to perform
the explicit point count in a suitable time. However, the zeta function enjoys very powerful
and highly non-trivial properties which are collected by André Weil [134]. These give an
alternative approach to perform an indirect point count by using cohomology theory.

5.1.1 The Weil Conjectures

TheWeil conjectures57 [134] give high constraints on the structure of the local zeta function
and allow to bring it in a computable form. Originally stated by Weil in 1949 [134],
the conjectures were proven much later by Dwork [145], Grothendiek [146] and Deligne
[147, 148] based on the invention of étale or ℓ-adic cohomology theory. The beauty of
these proofs belongs to the fact, that they prove Weil’s conjectures for general smooth
projective varieties turning them into a very powerful tool for the arithmetic analysis of
algebraic varieties. The Weil conjectures can be summarized as follows:

55More general, we can allow for rational coefficients by multiplying all defining equations by the common
denominator.

56For a polynomial f ∈ Z[x1, . . . , xn] we obtain its canonical projection f̄ onto Fp[x1, . . . , xn] by reducing
all coefficients of f modulo p.

57We should point out at this point that the properties of the local zeta function which are summarized
under this name have been proven. The name Weil conjecture is a historical remnant giving credit to
André Weil who formulated these properties of ζp(X,T ) following observations on elliptic curves ten years
before Dwork gave a formal proof for the first of these conjectures.
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Rationality: For any algebraic variety X of complex dimension n and any prime p, the
local zeta function ζp(X,T ) is a rational function

ζp(X,T ) =
R1(X,T ) · · ·R2n−1(X,T )

R0(X,T ) · · ·R2n(X,T )
, RK ∈ Z[T ] . (5.6)

Moreover, the degree of the polynomial Rk is given by the kth betti number of the variety
X, deg(Rk) = bk(X).

Functional Equation: For any algebraic variety X, the local zeta function obeys the
identity

ζp(X, p−nT−1) = ±p
n
2 χTχζp(X,T ) (5.7)

with χ being the Euler characteristic of X.

Riemann Hypothesis: If X is a smooth algebraic variety, the polynomials Rk(X,T )
from equation (5.6) factorize over C as

Rk(X,T ) =

bk∏

i=1

(1− λikT ) (5.8)

where the λik ∈ C are algebraic integers58 with absolute value |λik| = p
k
2 .

Instead of giving the formal proofs for these properties59, it should be emphasized here,
that the following discussion will crucially need all of these properties. Thus, the impor-
tance of the Weil conjectures for the arithmetic analysis of Calabi-Yau manifolds cannot
be strengthen enough at this point.

Applying the Weil conjectures to local zeta functions of Calabi-Yau varieties gives a strong
restriction on those. In particular, one can make use of the highly constrained form of
the Hodge diamonds (c.f. Figures 3.1 and 3.2) to deduce that many of the polynomials
Rk(X,T ) become trivial. For any Calabi-Yau n-fold we have b0 = bn = h0,0 = 1. Hence,
R0(X,T ) and R2n(X,T ) are linear in T . For this special case, the Riemann hypothesis
implies that

R0(X,T ) = (1− λ0T ) , R2n(X,T ) = (1− λ2nT ) (5.9)

with the restriction that the coefficients λ0 and λ2n need to be integers as Rk ∈ Z[T ].

58That means that there exists an algebraic equation over Z whose solution is given by λik.
59The interested reader is referred to Refs. [147, 148] for a comprehensive review on the Weil conjectures.

Ref. [149] provides a modern review article including the proofs of the rationality condition and the
functional equation.
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Moreover, the Riemann hypothesis restricts the absolut value of these coefficients60 such
that one obtains61

R0(X,T ) = (1− T ) , R2n(X,T ) = (1− pnT ) . (5.10)

In addition, we have for Calabi-Yau n-folds with n > 1 that b1(X) = b2n−1(X) = 0 impliy-
ing that the corresponding polynomials R1(X) and R2n−1(X) become constant. Due to
the Riemann hypothesis, these constants are fixed to one. Moreover, if the Picard group62

of X is generated by divisors which are defined over the finite field Fp, the polynomials
R2(X) and R2n−2(X) are computed to be [6, 149]

R2(X) = (1− pT )b
2(X) , R2n−2(X) = (1− pn−1T )b

2n−2(X) (5.11)

since their contribution is purely encoded in the intersection theory of the vertical coho-
mology H1,1(X,C) and H(n−1),(n−1)(X,C) respectively. In the following we will assume
that all families of Calabi-Yau n-folds which we consider have this property.

Using these implications for ζp(X,T ) following directly from the Weil conjectures, the
local zeta function for a given Calabi-Yau n-fold simplifies drastically. In the following
equations (5.12) – (5.14) we summarize the result for the local zeta functions of elliptic
curves (n = 1), K3 surfaces (n = 2) and Calabi-Yau threefolds (n = 3).

n = 1 ζp(X) =
1− apT + T 2

(1− T )(1− pT )
(5.12)

n = 2 ζp(X) =
1

(1− T )R2(X)(1− p2T )
(5.13)

n = 3 ζp(X) =
R3(X)

(1− T )(1− pT )b2(X)(1− p2T )b2(X)(1− p3T )
. (5.14)

We should point out that for each prime p, the local zeta function for elliptic curves is
already completely determined up to one remaining coefficient ap, whereas even the zeta
functions for K3 surfaces and Calabi-Yau threefolds are fixed up to only one unknown
polynomial R2(X) and R3(X), respectively that is (for a given family of Calabi-Yau man-
ifolds) of fixed degree and hence is characterized by a finite number of coefficients.

60Observe that the only integers λ ∈ Z with |λ| = p
k
2 are given by λ = ±p

k
2 .

61The relative minus sign is not a direct consequence of the Weil conjectures but follows from the
representation of Rk(X,T ) as the characteristic polynomial of a certain linear operator Frp. We discuss
this representation in detail in section 5.1.2.

62The Picard group Pic(X) of a complex manifold X is given by set of holomorphic line bundles over
X modulo isomorphisms which obtains a group structure via the tensor product of line bundles [150].
Moreover, Pic(X) can be identified with the integral cohomology classes in H2(X,Z)∩H1,1(X,C) modulo
torsion.
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As the final result of this section, we present the structure of the full local zeta function
of Calabi-Yau fourfolds in equation (5.15).

ζp(X,T ) =
R3(X,T )R5(X,T )

(1− T )(1− pT )b2(X)R4(X,T )(1− p3T )b2(X)(1− p4T )
. (5.15)

Thus, we see that computing the local zeta function of a Calabi-Yau fourfold X reduces
to the task of finding the polynomials R3(X,T ), R4(X,T ) and R5(X,T ) for each prime p.

5.1.2 The Frobenius Map Frp

An important milestone on the way for proving the Weil conjectures is given by the
observation that for any algebraic variety X, the point counts Npr(X) are related to the
trace of a certain linear operator

Frp : H
k(X,Qp) → Hk(X,Qp) . (5.16)

Here, theHk(X,Qp) denote the b
k-dimensional kth p-adic cohomology groups63 of the vari-

ety X defined over the field Qp of p-adic numbers64. Although the consistent construction
of these cohomology groups is a very interesting subfield of arithmetic geometry, it turns
out that we will not need any details of this framework in order to compute the relevant
information of Frp for the point counts. We refer to [133, 153, 154] for an introduction to
p-adic cohomology and its relevance for proving the Weil conjectures. Instead of p-adic
cohomology it is also possible to consider the Frobenius map on étale or ℓ-adic cohomology
groups, where ℓ is coprime to p as for instance in refs. [4, 149].

For any such cohomology theory, we can formulate the Lefschetz fixed-point theorem [155],
stating that the number of fixed points of a continous map f : X → X is given by the
alternating sum of traces of the induced maps f⋆H

k(X,Qp) → Hk(X,Qp) on suitable
singular coholomogy groups

Γf =
2n∑

k=0

(−1)kTr
(
f⋆ : H

k(X,Qp) → Hk(X,Qp)
)

. (5.17)

Let us define the Frobenius map frp : X → X acting on X/Qp the algebraic variety X
defined over field of p-adic numbers Qp by

(x1, . . . , xn) 7→ (xp1, . . . , x
p
n) . (5.18)

By definition, the points on X/Fp are given by the fixed points frp on X/Qp. Hence, we
find by applying the Lefschetz fixed-point theorem

Np(X) =

2n∑

k=0

(−1)kTr
(
Frp : H

k(X,Qp) → Hk(X,Qp)
)

. (5.19)

63In the math literature, there many different constructions of suitable cohomology theories of varieties
over finite fields as for instance [88, 151, 152] have been invented. In this work, we follow [6] and use the
notation of p-adic cohomology as a collective name for any of these well-defined cohomology theories.

64Appendix A provides a brief introduction to p-adic numbers.
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Here, Frp := (frp)⋆ denotes the lift of the Frobenius map to the chosen p-adic (or ℓ-adic)
cohomology groups. By replacing p with pr in this formula, we obtain the final result to
express the number of points

Npr(X) =
2n∑

k=0

(−1)kTr
(
Frpr : Hk(X,Qp) → Hk(X,Qp)

)
(5.20)

purely in terms of the lifted Frobenius map [133]. Inserting this expression for the point
counts into the defining equation of the local zeta function (5.5), it follows65 that

ζp(X,T ) =

2n∏

k=0

det
(
(Id− TFr−1

p ) : Hk(X,Qp) → Hk(X,Qp)
)(−1)k

. (5.21)

This observation not only sketches the proof66 of the first Weil conjecture but moreover
gives an expression of the polynomials Rk(X,T ) in terms of the Frobenius lift Frp as

Rk(X,T ) = det
(
(Id− TFr−1

p ) : Hk(X,Qp) → Hk(X,Qp)
)

. (5.22)

This equation is the central result which allows to compute the polynomial Rk(X,T )
explicitly. Since Hk(X,Qp) is finite-dimensional, the action of the lifted Frobenius map
Frp can be encoded by fixing a basis on Hk(X,Qp) in a representation matrix F k

p (X).

Moreover, we use the convenient notation Uk
p (X) = (F k

p )
−1(X) for its inverse matrix. In

this notation, equation (5.22) reads

Rk(X,T ) = det
(
1− TUk

p (X)
)

. (5.23)

The task of computing the local zeta function hence reduced to the problem of finding
an explicit expression of the matrices Uk

p (X). From now on, let us specify the algebraic
variety to be a Calabi-Yau n-fold X(z) which corresponds to a smooth family XM of
Calabi-Yau n-folds. The representation matrices F k

p (Xz) extend to locally holomorphic

functions by choosing a locally constant frame on Hk
p(XM). To abbreviate our notation,

we denote the Frobenius matrix F k
p (Xz) by F k

p (z) and use the analogous notation for its

inverse Uk
p .

Recall from chapter 4, that we are mainly interested in the middle cohomology Hn(Xz,Z)
of a given Calabi-Yau n-fold. Hence, we will focus from now on on the polynomial
Rn(Xz, T ) in the zeta function, as this encodes the relevant information that is required
to identify integral sublattices of Hn(Xz,Z). In the remainder of this section we will col-
lect all the properties of Frp acting on the middle cohomology, that are needed for the

65Here, we use the identity eTr(A) = det(eA) for any linear operator A on a finite dimensional vector
space as well as Frpr = (Frp)

r.
66One should note that the highly non-trivial statement is hidden in the definition of suitable p-adic

cohomology groups that are finite-dimensional vector spaces and moreover give rise to a Lefschetz fixed-
point theorem. This construction is one of the main achievements of the work [88] by Dwork.
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computation of Rn(Xz, T ).

First, we note that Frp is Frobenius-linear [6] which means that for any scalar function
c(z) ∈ C∞(MC.S.) and any vector v ∈ Hk we have the identity

Frp(z) (c(z)v) = c(zp)Frp(z)(v) . (5.24)

For any family of Calabi-Yau manifolds, there exists a special connection ∇ on the vector
bundle Hn(XM,C) over MC.S. that is called the Gauss-Manin connection67. This con-
nection gives an equivalent description of the Picard-Fuchs ideal by its defining property
that Ω(z) and its derivatives DiΩ(z) are covariant constant sections on Hn(XM,C) with
respect to ∇. For a given constant local frame {ek} on Hn(XM,C) and any holomorphic
section X ∈ Γ(MC.S.), the action of ∇X is determined by a matrix BX such that68

∇Xvk(z)e
k = X(vk(z))e

k − vk(BX)kj e
j (5.25)

for any v = vke
k ∈ Hn(XM,C). For our purposes, we can restrict the choice of vector

fields X on M to the derivatives ∂zi as these generate Γ(MC.S.). It is convenient in the
context of Calabi-Yau moduli spaces to introduce the logarithmic derivative Θi := zi∂zi
and consider Γ(CC.S.) to be generated by those instead of the ordinary partial derivatives.

The crucial observation is that the lifted Frobenius map Frp(z) on Hn
p (XM) is compatible

with the Gauss-Manin connection ∇ which extends naturally to the p-adic cohomology
group[6]. That means, we have the identity

∇XFrp(z) = pFrp(z)∇X . (5.26)

Finally, the Frobenius map is compatible with the inner product on Hn(Xz,C) [6], hence
we have the additional identity

∫

Xz

Frp(α) ∧ Frp(β) = pnFrp

(∫

Xz

α ∧ β

)
. (5.27)

It should be noted that the Frobenius map on the left side of this equation is given by
Frp : Hn(Xz,Qp) → Hn(Xz,Qp) in contrast to the Frobenius map Frp : H2n(Xz,Qp) →
H2n(Xz,Qp) on the right side.

As we will discuss in section 5.3, these three properties of the Frobenius map, given by
equations (5.24), (5.26) and (5.27) suffice to compute the matrix Up(z) by solving a set
of matrix-valued differential equations. Before discussing this strategy, which is called the
deformation method, for the concrete case of Calabi-Yau fourfolds, we will first discuss in
the following section the important connection between integral sublattices of Hn(Xz,Z)
that are of definite Hodge type, as they appear in the context of flux compactifications,
and factorizations of the polynomial Rn(Xz, T ) appearing in the local zeta function.

67In general, one can define a Gauss-Manin connection on any vector bundle over an algebraic variety
[63].

68Note that the matrix BX acts from the right on the vector ej . We have chosen this convenient notation
following [6].
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5.2 Modularity of Calabi-Yau Manifolds

Modularity of Calabi-Yau manifolds is one important aspect of the connection between the
mathematical fields of algebraic geometry and number theory which is summarized in the
Langlands Programm [156, 157]. Moreover, this connection raised interest in the physics
literature [4, 158, 159] as it leads in particular to a relation between certain Calabi-Yau
geometries and modular forms that appear in the context of rank-two attractor points
or supersymmetric flux vacua. Before discussing these physics application of modularity
in section 5.2.3, we briefly review the theory of modular forms and introduce the formal
defintion of modular Calabi-Yau n-folds. This section is in parts inspired by the discus-
sions in ref. [160].

It should be noted, that this section is not aimed to give a comprehensive review of modu-
larity but rather provides a motivation, why modularity is a very fascinating field to study
from a mathematical point of view and moreover argues for its applications in the search
for non-trivial supersymmetric flux compactifications. More detailed work on the topic
can be found in refs. [139, 161].

The modularity correspondence that will play a central role in this thesis, is given by
a relation between two-dimensional representations of the Galois group Gal(Q̄/Q) and
modular forms that originate as eigenvalues of so-called Hecke operators. As we will discuss
in section 5.2.2, the representations of Gal(Q̄/Q) are characterized by the eigenvalues of
the Frobenius map Frp acting on the étale cohomology groups Hk

ét(X,Q) providing a direct
relation between modular forms and properties of the local zeta function ζp(X,T ).

5.2.1 Modular Forms

The following section gives a review on the basic definitions and concepts regarding mod-
ular forms. We follow the conventions presented in [162]. Let

H := {τ ∈ C | Im(τ) > 0} (5.28)

denote the Siegel upper-half plane of the complex numbers. A Möbius transformation of
H is given by

τ 7→ γτ =
Aτ +B

Cτ +D
for γ =

(
A B
C D

)
∈ SL2(Z) . (5.29)

In the conext of modular forms, we often call such a transformation a modular transforma-
tion. A modular form of weight k is a holomorphic function f : H → H that is holomorphic
at infinity69 and transforms under a Möbius transformation according γ ∈ SL2(Z) to

f(γτ) = (Cτ +D)kf(τ) . (5.30)

69A function f : H → H is holomorphic at infinity if f(τ) converges in the limit τ → ∞ and moreover,
f has a convergent series expansion in q = e2πiτ around q = 0.
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We denote the vector space of all modular forms of weight k by Mk(SL2(Z)).

This special transformation behavior of modular forms is very constraining. It follows
that Mk(SL2(Z)) = {0} for any odd integer k and for k = 2. Moreover, Mn(SL2(Z))
is one-dimensional70 for n = 0, 4, 6, 8, 10 whereas in general Mk(SL2(Z)) remains finite
dimensional for any k ∈ N.

We note that SL2(Z) is generated by what are called S- and T -transformations

S =

(
0 −1
1 0

)
, T =

(
1 1
0 1

)
(5.31)

which act on H as a reflection (S) and a translation (T )

S : τ 7→ −1

τ
, T : τ 7→ τ + 1 . (5.32)

Any two points on H that are not connected by a modular transformation can be collected
in the fundamental domain F1 ⊂ H that is given by

F1 = {τ ∈ H | |τ | > 1 ∧ −1 ≤ 2Re(τ) < 1} . (5.33)

Figure 5.1 sketches the fundamental domain F1 together with the connection of any further
region on H to F1 via S- and T -transformations
This observation implies that any modular form f is fully characterized by its values on
F1. In particular, f is one-periodic, as

f(τ + 1) = f(Tτ) = (0τ + 1)kf(τ) = f(τ) (5.34)

and hence can be expressed in a Fourier expansion71

f(τ) =

∞∑

k=0

anq
n , q = e2πiτ . (5.35)

Note that this series converges on F1 and in particular in the limit τ → ∞ as f was
assumed to be holomorphic at infinity. Any modular form f ∈ Mk(SL2(Z)) is hence char-
acterized by its Fourier coefficients f 7→ (an)n∈N.

The very constraining fact for modular forms given by equation (5.30) can be relaxed
by restricting the modular group SL2(Z) to a subgroup thereof. Most important for the
following discussions are the Hecke congruence subgroups of level N which are defined by

Γ0(N) =

{(
a b
c d

)
∈ SL2(Z) | c ≡ 0 mod N

}
(5.36)

70In these cases, Mk(SL2(Z)) is generated by the kth Eisenstein series Gk.
71Following [163], this Fourier expansion can be identified with the Taylor expansion of f around infinity.
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Abbildung 4.1: Der Fundamentalbereich F1 und seine Nachbarn.

Satz 4.2.9. Die Menge

F1 :=
n
⌧ 2 H

��� |⌧ | > 1,�1

2
< Re(⌧) <

1

2

o

ist ein Fundamentalbereich für die Operation von �1 auf H.

Lemma 4.2.10. Sei ⌧ 2 F1 und sei � = ( a b
c d ) 2 �1 mit c 6= 0 (also � 6= ±T n,

n 2 Z). Dann gilt Im(�⌧) < Im(⌧).

Beweis. Wegen Gleichung (4.1) reicht es zu zeigen, dass |c⌧ + d|2 > 1 für alle
⌧ 2 F1 und alle c, d 2 Z mit ggT(c, d) = 1 und c 6= 0 gilt. Für ⌧ 2 F1 gilt |⌧ | > 1
und �1

2
< Re(⌧) < 1

2
, also folgt

|c⌧ + d|2 = (c⌧ + d) · (c⌧ + d) = c2|⌧ |2 + cd(⌧ + ⌧) + d2

= c2|⌧ |2 + 2cd Re(⌧) + d2 > c2 � |cd| + d2 = (|c| � |d|)2 + |cd|,

wobei wir für die Ungleichung c 6= 0 benutzen. Nun gilt jedenfalls (|c|� |d|)2 + |cd| 2
N0. Wenn (|c| � |d|)2 + |cd| = 0 ist, folgt |c| = |d| und |cd| = 0, also c = 0, was
ein Widerspruch zur Annahme ist. Somit gilt (|c| � |d|)2 + |cd| � 1 und damit
|c⌧ + d|2 > 1.

Beweis des Satzes 4.2.9. (1) Seien ⌧1, ⌧2 2 F1 mit ⌧1 6= ⌧2 und ⌧2 = �⌧1 für
� 2 �1. Wegen �1

2
< Re(⌧1) < 1

2
, �1

2
< Re(⌧2) < 1

2
und Re(±T n⌧) = Re(⌧) + n

Figure 5.1: The fundamental domain F1 of the Siegel upper-half plane. For all re-
maining regions on H it is indicated how they evolve from F1 by appropriate S- and
T -transformations. This figure is taken from [163].

for any N ∈ N. In analogy to the previous definition, we call f : H → H a modular form
of the group Γ0(N) of weight k, if f is holomorphic on H and obeys equation (5.30) for
all γ ∈ Γ0(N). We denote the space of modular forms of Γ0(N) of weight k by Mk(Γ0(N)).

It follows directly that Mk(SL2(Z)) is a sub vector space of Mk(Γ0(N)) but moreover
Mk(Γ0(N)) is non-zero for any k ∈ N. However, the transformation behavior is still con-
straining enough to guarantee that Mk(Γ0(N)) remains finite-dimensional for all k and N .
One should note that T ∈ Γ0(N) for all N . Hence, all modular forms of Γ0(N) are still
one-periodic and therefore have a fourier expansion at infinity according to equation (5.35).

Finally a cusp form of weight k is a modular form f ∈ Mk(SL2(Z)) whose coefficient a0
in the Fourier expansion (5.35) vanishes. Obviously, the space of all cusp forms of weight
k which we denote by Sk(SL2(Z)) is a sub vector space of Mk(SL2(Z)). In analogy we
define Sk(Γ0(N)) to be the space of all cusp forms in Mk(Γ0(N)).

5.2.2 The Modularity Conjecture

Since the modularity conjecture is formulated in terms of representations of the Galois
group Gal(Q̄/Q), we start this section by briefly introducing Galois theory of field exten-
sions.

Let us consider a general field extension L/K. Its Galois group Gal(L/K) is defined to
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be the group of automorphisms on L that leave K pointwise invariant [164], i.e.

Gal(L/K) = {ϕ ∈ Aut(L) | ϕ(k) = k for all k ∈ K} . (5.37)

In order to relate the Hodge theory of the p-adic middle cohomology Hn(X,Qp) of a
Calabi-Yau manifold X defined over Fp to Galois theory, let us observe that for any
field extension L/Fp, the Frobenius map frp : L → L is a natural Galois element,
frp ∈ Gal(L/Fp). In particular, if L = F̄p is the algebraic closure of Fp, then the generated
subgroup ⟨frp⟩ ⊂ Gal(F̄p/Fp) is shown to be dense in Gal(F̄p/Fp). The corresponding lift
Frp : H

n(X,Qp) → Hn(X,Qp) on the middle p-adic cohomology group defines a represen-
tation ρ of frp ∈ Gal(F̄p/Fp) [165].

This defines as well a representation ρ of Gal(Q̄/Q) that is of dimension bn(X) because
any representation of Gal(F̄p/Fp) can be lifted to a representation on Gal(Q̄/Q) via the
diagram

Gal(Q̄p/Qp) Gal(Q̄/Q)

Gal(F̄p/Fp)

ι

π . (5.38)

Now we can formulate Serre’s modularity conjecture72 [170, 171] which states that for any
two-dimensional representation ρ : V → V of the Galois group Gal(Q̄/Q), there exists a
corresponding modular form fρ ∈ Mk(Γ0(N)) that is the eigenform of all Hecke opera-
tors73.

Thus, we can conclude that if the representation ρ on the middle p-adic cohomology
Hn(X,Qp) is two-dimensional, this representation defines uniquely a certain modular form.
As the representation is completely characterized by the action of the Frobenius maps Frp,
this modular form necessarily needs to be encoded in the action of Frp.

Modularity is best understood in the case of elliptic curves E . In this case, we have by
definition that the middle cohomology H1(X,Q) is fixed to be two-dimensional. Hence,
from Serre’s conjecture, we expect for any elliptic curve a corresponding modular form.
Recall from equation (5.12) that the characteristic polynomial R1(E , T ) of the Frobenius
map is given by the quadratic polynomial

R1(E , T ) = 1− apT + T 2 (5.39)

72This conjecture has been proven by Dieulefait, Khare, Wintenberger, and Kisin [166–169].
73Hecke operators define a certain type of linear operators acting on Mk(Γ0(N)). It can be shown that

these commute among each other, hence it is possible to find a basis of modular forms that are simulta-
neos eigenforms of all Hecke operators. Ref. [162] provides the interested reader with a comprehensive
introduction to Hecke theory.
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for some coefficients ap ∈ N. In particular, for elliptic curves, these coefficients can be
identified directly with the point counts as

ap = p+ 1−Np(E) . (5.40)

It is proven [135–137] that these coefficients ap are precisely the Fourier coefficients of a
weight-two modular form which realizes a Hecke eigenform.

Another very prominent example are so-called rigid Calabi-Yau threefolds, which are
Calabi-Yau threefolds with h2,1 = 0. For these, H3(X,Qp) is two-dimensional and it has
been proven in [172] that the coefficients of the quadratic polynomial R3(X,T ) give rise
to the Fourier expansion of a modular form.

For a general Calabi-Yau n-fold X, the middle cohomology group Hn(X,Qp) is bn(X)-
dimensional where bn(X) > 2 as soon as we exclude rigid Calabi-Yau manifolds from
the discussion. Hence, the representation ρ of these manifolds, which we have introduced
above, does not seem to contain any information on modular forms due to Serre’s conjec-
ture. However, let us assume that Hn(X,Qp) factorizes over Qp into a two-dimensional
subspace Λ of definite Hodge type74 and a remaining (bn − 2)-dimensional subspace Σ
according to

Hn(X,Qp) = Λ⊕ Σ . (5.41)

Then, the Hodge conjectures [173] imply that the representation ρ of Gal(Q̄/Q) splits
into a two-dimensional representation ρΛ on Λ and a (bn(X)− 2)-representation ρΣ on Σ
[4]. Moreover, the Frobenius map on Hn(X,Qp) becomes block diagonal implying that
the polynomial Rn(X,T ) in the zeta function factorizes for all primes into a quadratic
polynomial RΛ(X,T ) and a remaining polynomial RΣ(X,T ) of degree bn(X)− 2 as

Rn(X,T ) = RΛ(X,T )RΣ(X,T ) . (5.42)

We call this a persistent factorization of the poylnomial Rn(X,T ). Now, we can apply
Serre’s conjecture to the former representation ρΛ leading to a corresponding modular
form whose Fourier coefficients can be identified with the coefficients ap of the polynomi-
als RΛ(X,T ) for all primes p.

In this discussion we have neglected the subtlety that ρΛ and ρΣ are proven to be repre-
sentations of Gal(Q̄/L) where L/Q is in general some field extension of Q [4]. Hence, we
need to include the additional assumption that L = Q in order to apply Serre’s conjecture.

Summarizing this discussion, we can formulate the following version of the modularity
conjecture for Calabi-Yau n-folds [4, 5]: Let X be a Calabi-Yau n-fold. Assuming that

74Here and in the following, we refer to a subspace Λ of Hn(X,Qp) as being of definite Hodge type
if it gives rise to a consistent Hodge substructure. That means Λ ⊗ C decomposes into a direct sum of
complex spaces Λp,q with p+ q = n such that ¯Λp,q = Λq,p. Moreover, Λp,q ⊂ Hp,q(X,C) for each of these
components. If we say that Λ is of definite Hodge type (p, q) + (q, p), we mean that this decomposition
contains only subspaces of precisely these Dolbeault signatures.
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Hn(X,Q) factorizes over Q into a two-dimensional subspace Λ of definite Hodge type and
a remaining subspace Σ, then the characteristic polynomial Rn(X,T ) of the Frobenius
map Frp : Hn(X,Qp) → Hn(X,Qp) factorizes for all primes p of “good reduction“ into a
quadratic polynomial RΛ(X,T ) and a remainder RΣ(X,T ). In this context, we say that p
is a prime of good reduction for an algebraic variety X if X/Fp is non-singular. If Rn(X,T )
factorizes in this fashion. the quadratic polynomial RΛ(X,T ) is given by

RΛ(X,T ) = 1− app
αT + pβT 2 (5.43)

for some α, β ∈ N that depend on the dimension of X and are fixed by the Weil conjec-
tures. The coefficients ap can be identified with the Fourier coefficients of a corresponding
modular form fΛ.

Note that conversely, this conjecture gives a sufficient criterion on the existence of a two-
dimensional subspace Λ ⊂ Hn(X,Q) of the middle cohomology that is of definite Hodge
type purely in terms of the persistent factorization of the polynomial Rn(X,T ). Such
a subspace always defines a two-dimensional sublattice of Hn(X,Z) of the same definite
Hodge type. Hence, the local zeta function (or more precise the characteristic polynomial
of Frp) gives a very powerful tool to search for Calabi-Yau n-folds whose integral middle
cohomology splits off a two-dimensional sublattice of definite Hodge type.

5.2.3 Modularity and Physics

The modularity conjecture can be used to investigate several problems that occur in math-
ematical physics whenever integral sublattices of the middle cohomology Hn(x,Z) of a
Calabi-Yau n-fold appear. In the following section, we collect such problems and discuss
the origin and the structure of the corresponding sublattices.

Supersymmetric Flux Vacua of type IIB string compactifications:
As we have discussed in section 4.1, flux compactifications of type IIB string theory on
a Calabi-Yau threefold X give rise to consistent supersymmetric vacuum configurations,
only if the integral flux vectors F,H ∈ H3(X,Z) are contained in H2,1(X,C)⊕H1,2(X,C).
Hence, X has a non-trivial flux configuration if and only if its integral middle cohomology
H3(X,Z) has a two-dimensional sublattice of definite Hodge type (2, 1)+(1, 2). Following
the strategy as presented in the previous section, this sublattice is equivalently character-
ized by a split of the rational middle cohomology

H3(X,Q) = Λflux ⊕ Σ (5.44)

with

Λflux ⊂ H3(X,Q) ∩
(
H2,1(X,C)⊕H1,2(X,C)

)
(5.45)

being two-dimensional. According to the modularity conjecture, such a splitting should
be spottable by a factorization of the polynomial R3(X,T ) appearing in the local zeta
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function ζp(X,T ) for every prime p of good reduction. This method has been applied for
instance in refs. [4, 96] in order to find type IIB compactifications with non-trivial flux
configurations.

Moreover, a basis for Λflux and hence a suitable choice of fluxes F,H ∈ H3(X,Z) can be
determined by observing that the derivative of the integral period vector Π(z) along a
certain direction zi in the complex structure moduli space becomes purely of Hodge type
(2, 1) + (1, 2). Thus, suitably normalized, the two independent vectors

F = Re(∂iΠ(zflux)) and H = Im(∂iΠ(zflux)) (5.46)

are integral and in addition of pure Hodge type (2, 1) + (1, 2) [96]. Here, zflux denotes the
specific point on the complex structure moduli space, that corresponds to the Calabi-Yau
threefold which admits the persistent factorization of R3(Xzflux , T ).

Rank-two Attractor Points:
The attractor mechanism, established in [174, 175], describes the dynamics of BPS black
hole solutions of vector multiplets in N = 2 supergravity theories that arise from type
IIB string compactifications on a Calabi-Yau threefold X. Following [7, 175], these are
characterized by a quantized charge vector Q ∈ H3(X,Z) that defines the central charge

Z(Q) =

∫
X Q ∧ Ω∫
X Ω ∧ Ω̄

(5.47)

of the black hole. The dynamics of the black hole is governed by a set of differential
equations. It has been shown that these differential equations lead to a supersymmetric
solution only if Z(Q) has a critical point on the horizon of the black hole. This point on
the complex structure moduli space is called an attractor point as this value gives rise to
a minimum of the absolute value of the central charge |Z(Q)|.

The critiality of Z(Q) as defined in equation (5.47) at the attractor point zatt implies the
so-called alignment condition

0 =

∫

X
Q ∧ ∂jΩ(zatt) (5.48)

if Z(Q) is non-vanishing at the attractor point and the orthogonality condition

0 =

∫

X
Q ∧ Ω(zatt) (5.49)

if Z(Q) vanishes at the attractor point. The alignment equation can be reexpressed as

Im(CΩ) = Q (5.50)

for some C ∈ C which implies that

Q ∈ H3,0(X,C)⊕H0,3(X,C) . (5.51)
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Since Q is in addition quantized and hence (in suitable units) an integral three-form, we
obtain the condition that Q spans a one-dimensional sublattice

⟨Q⟩ ⊂ H3(X,Z) ∩
(
H3,0(X,C)⊕H0,3(X,C)

)
. (5.52)

Note that the subspace H3,0(X,C)⊕H0,3(X,C) is a real two-dimensional plane, however
for the existence of an attractor point it suffices that this plane is intersected by the
integral three-form cohomology only along a one-dimensional line that is spanned by Q.
In this case we say that the attractor point is of rank one. The special cases of attractor
points for which the lattice

Λatt = H3(X,Z) ∩
(
H3,0(X,C)⊕H0,3(X,C)

)
(5.53)

is proper two-dimensional are called attractor points of rank two.

If the central charge Z(Q) vanishes at the attractor point, the orthogonality condition
implies that Q cannot have a contribution from H0,3(X,C). Moreover, by complex con-
jugating this relation, we find that the integral three-form Q is as well orthogonal to Ω̄
and hence does not contain a (3, 0)-contribution. In summary, the orthogonality condition
restricts Q to span a sublattice

⟨Q⟩ ⊂ H3(X,Z) ∩
(
H2,1(X,C)⊕H1,2(X,C)

)
. (5.54)

Supersymmetric Flux Vacua of M-Theory and F-Theory compactifications:
Finally, let us consider the relation between non-trivial fluxes of M-theory compactified on
a Calabi-Yau fourfold X and integral sublattices of the middle cohomology H4(X,Z). To
that end, let us recall from section 4.4 that a consistent non-trivial G-flux needs to obey
the condition

G ∈ H4(X,Z) ∩
(
H4,0(X,C)⊕H2,2(X,C)⊕H0,4(X,C)

)
. (5.55)

The existence of such non-trivialG-fluxes onX can be investigated by using the modularity
conjecture as well. Since the Dobeault cohomology group H2,2(X,C) is self-dual and hence
requires special treatment, we restrict the discussion in the following on two different kinds
of splits of H4(X,Q). In analogy to the rank-two attractor points, a Calabi-Yau fourfold
is called attractive of rank-two if its rational middle cohomology H4(X,Q) factorizes as

H4(X,Q) = Λatt ⊕ Σ (5.56)

where
Λatt ⊂ H4(X,Q) ∩

(
H4,0(X,C)⊕H0,4(X,C)

)
(5.57)

is a two-dimensional subspace of Hodge type (4, 0) + (0, 4). The corresponding point in
the complex structure moduli space is called a rank-two attractor point. Moreover, we say
that X is an attractive K3 Calabi-Yau fourfold, if the factorization of H4(X,Q) contains
a two-dimensional subspace

ΛAK3 ⊂ H4(X,Q) ∩
(
H3,1(X,C)⊕H1,3(X,C)

)
. (5.58)

80



The corresponding points on MC.S. is called an attractive K3 point. This notation is mo-
tivated by the fact that such two-dimensional subspaces can be identified with Tate twists
[176] of subspaces ΛK3 ⊂ H2(Y,Q) of the middle cohomology of a K3 surface Y that are
of Hodge type (2, 0) + (0, 2). This defines Y to be an attractive K3 surface.

Note that a rank-two attractor point always corresponds to a Calabi-Yau fourfold that
admits a non-trivial integral four-form75 G that is of Hodge type (4, 0) + (0, 4) and hence
supports a non-trivial supersymmetric flux vacuum of M-theory compactifications.

In addition, the modularity conjecture allows to search for integral four-form fluxes of
Hodge type (4, 0) + (2, 2) + (0, 4) in the special case of Calabi-Yau fourfolds with h3,1 = 1
complex structure modulus. Recall that in this case, H3,1(X,C) and H1,3(XC) are one-
dimensional. Hence, if X is attractive K3, then H4(X,Q) factorizes according to

H4(X,Q) = ΛAK3 ⊕ Σ . (5.59)

In this special case, the remainder Σ is necessarily a subspace of H4(X,Q) that is of
definite Hodge type (4, 0) + (2, 2) + (0, 4). Thus, in this way, attractive K3 points of one-
dimensional complex structure moduli spaces of Calabi-Yau fourfolds admit a sublattice of
the integral middle cohomology that is of the required Hodge type to admit a non-trivial
supersymmetric flux vacuum of M-theory compactifications.

Since this discussion is based only on the geometric properties of the Calabi-Yau fourfold
X, this analysis can also be applied to flux compactifications of twelve-dimensional F-
theory on an elliptically fibred Calabi-Yau fourfold. In this context, the conditions on
non-trivial four-form fluxes can be formulated similarly to the M-theory flux condition
and hence allow an analysis by arithmetic techniques in a similar way.

5.3 A Deformation Method for Calabi-Yau Fourfolds

In order to apply the modularity conjecture, as stated in section 5.2.2, to search for
Calabi-Yau manifolds whose middle cohomology splits, it is necessary to compute the
characteristic polynomial

Rn(X,T ) = det
(
Id− T (Fr−1

p ) : Hn(X,Qp) → Hn(X,Qp)
)

(5.60)

of the lifted Frobenius map on the middle p-adic cohomology group Hn(X,Qp) for as many
primes p as possible. In particular, we need an algorithm that efficiently computes the
matrix Up(X) which is the inverse of the representation matrix Fp(X) of the Frobenius
map with respect to any chosen basis of Hn(X,Qp). It was realized by Dwork [87, 88]
that for a family of quintic Calabi-Yau threefolds, the matrix-valued function Fp(Xz) can
be computed by solving a set of differential equations whose solutions turn out to be given

75In particular, there exist two independent such four-forms as Λatt is two-dimensional.
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in terms of the period matrix E(z) of the family76. In [4–7, 133, 143] this observation
has been used to develop a method for the computation of the local zeta function and
in particular the polynomial R3(X,T ) for more general families of Calabi-Yau threefolds.
In the following, we extend this method to the analysis of the polynomial R4(Xz, T ) for
families of Calabi-Yau fourfolds. Although the conceptional steps follow in analogy to
the threefold-case, the appearance of the self-dual factor H2,2(Xz,C) in H4(Xz,C) causes
several subtleties that need to be taken care of.

For the remainder of this chapter, Xz always denotes a Calabi-Yau fourfold with complex
structure moduli z ∈ MC.S. that is a member of a smooth family of Calabi-Yau fourfolds.
Moreover, we use the notation Fp(z) := Fp(Xz) and Up(z) := Up(Xz) for the matrices
representing the Frobenius map.

5.3.1 Restriction to the Primary Horizontal Subspace

As stated above, the deformation method is based on the idea of expressing the Frobenius
map in terms of the period vector and its derivatives. Hence, this method is not sensitive
to the full middle cohomology H4(Xz,C) but only to the primary horizontal subspace77

Hn(X,Qp)

H4(Xz,C) = H4
H(Xz,C)⊕H4

⊥(Xz,C) . (5.61)

For a Calabi-Yau fourfold Xz, the orthogonal subspace H4
⊥(Xz,C) consists of additional

(2, 2)-forms that are not captured by the Picard-Fuchs ideal.

In order to make progress, let us assume78 that the action of the Frobenius map Frp is
compatible with the decomposition (5.61) of Hn(Xz,Qp). By this assumption we mean
that Frp is reducible and hence the matrices Fp and Up become block-diagonal. The re-
ducibility of Frp implies that its characteristic polynomial R4(Xz, T ) factorizes accordingly
such that

R4(Xz, T ) = RH(Xz, T )R⊥(Xz, T ) . (5.62)

Here, RH(Xz, T ) denotes the characteristic polynomial of that factor of Frp, that acts
on the primary horizontal subspace of Hn(Xz,Qp). For the discussions in [4, 133] on
the deformation method for Calabi-Yau threefolds, this subtlety does not appear because
H3(Y,C) = H3

H(Y,C) for any Calabi-Yau threefold Y . Hence, for Calabi-Yau threefolds,
the deformation method allows the computation of the complete polynomial R3(Y, T ) and
not only of a factor thereof.

76A modern mathematical discussion of the deformation method can be found in Refs. [177, 178].
77Recall the definition of the primary horizontal subspace from section 3.3.1
78There is no proof that the Frobenius map is indeed compatible with the decomposition of Hn(Xz,Qp)

into the primary horizontal subspace and its orthogonal complement. However, for the examples discussed
in section 5.5 and 5.6, this assumption passes non-trivial consistency checks that indicate a posteriori a
justification of this assumption.

82



In the following, we continue by computing the factor RH(Xz, T ) of the full characteris-
tic polynomial and analyze its factorization behavior. Since a persistent factorization of
RH(Xz, T ) implies trivially a persistent factorization of R4(Xz, T ), the modularity con-
jecture can still be applied to this discussion. However, it is not guaranteed that the
orthogonal subspace R⊥(Xz, T ) will not contribute to any further factorizations which are
not detectable with this method.

5.3.2 A Differential Equation for Up(z)

In this section, we derive a set of differential equations for the matrix UH
p (z) that repre-

sents the inverse of the Frobenius map on the primary horizontal subspace H4
H(Xz,Qp).

Recall from section 5.1 that the cohomology groups form vector bundles H4
H(XM,Qp)

over the complex structure moduli space MC.S. and that Frp obeys several compatibility
conditions with respect to the geometric structure on H4

H(XM,Qp).

Let us fix a local constant frame {ek} on H4
H(XM,Qp). Then, the compatibility of Frp

with the Gauss-Manin connection, as stated in equation (5.26), can be rewritten as

∇X(Fp(z)(e
k)) = pFrp(z)(∇Xek) = pFrp(z)(e

j(BX)kj ) = pBk
j (z

p)(Fp)
j
ℓ(z)e

ℓ (5.63)

under application of the Frobenius-linearity given in equation (5.24). On the other side,
this term can be expressed by using the Leibniz rule for ∇X to be

∇X(Frp(z)(e
k)) = X((Fp)

k
j (z))e

j + (Fp)
k
j (z)∇X(ej)

= X((Fp)
k
j (z))e

j + (Fp)
k
j (z)B

j
ℓe

ℓ .
(5.64)

Combining both expression we find that Fp(z) obeys a matrix-valued differential equation

X(Fp(z)) = pFp(z)BX(zp)−BX(z)Fp(z) . (5.65)

Note that this expression gives a set of differential equations as it need to be obeyed by F
for any choice of X ∈ Γ(MC.S.). Due to the linearity of the covariant derivative, it suffices
to consider a basis for these vector fields which is conveniently chosen to be the set of all
logarithmic derivatives Θi = zi∂zi with respect to the local coordinates on MC.S.. Hence,
we are looking for the general solution to the set of differential equations

Θi(Fp(z)) = pFp(z)Bi(z
p)−Bi(z)Fp(z) . (5.66)

To proceed at this stage, let us recall that the Gauss-Manin connection was defined by
requiring that Ω(z) and its derivatives DiΩ(z) are covariantly constant. This requirement
can be collected in the matrix-valued equation

∇iE(z) = ΘiE(z)− E(z)Bi(z) = 0 for all i = 1, . . . , h2,1 (5.67)

for the period matrix
(E(z))ij = Diϖj(z) . (5.68)
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Here, ϖj(z) denote a set of the Frobenius periods as defined in section 3.3 and the Di are
the differential operatorsDi ∈ J that generate the primary horizontal subspaceHn

H(Xz,C)
by acting on Ω(z).

Using this defining property of ∇i, it follows that the general solution to equation (5.66)
is given by

Fp(z) = E(z)−1F̃p(0)E(zp) . (5.69)

Thus, the matrix Fp(z), representing the Frobenius map on H4
H(Xz,Qp), is obtained by

deforming F̃ (0) smoothly along the complex structure moduli space. Moreover, we obtain
by inverting this result that

Up(z) = E(zp)−1Vp(0)E(z) (5.70)

where, Vp(0) = F̃−1
p (0) characterizes the action of the inverse Frobenius map at z = 0.

While true for Calabi-Yau threefolds, the period matrix E(z) is in general not normalized
such that E(0)−1Vp(0)E(0) = Vp(0). Hence, in general the matrix Vp(0) does not coincide
with the matrix Up(0) but contains in addition the conjugation with the matrix E(0).
This initial value Vp(0) is highly constrained by the Weil conjectures and the compatibility
condition (5.27) which is used in section 5.4 to restrict the structure of Vp(0). Moreover,
one can use the fact that Up(z) needs to be a rational function in z, to deduce a suitable
system of linear equations among the entries of Vp(0) to solve for them up to any given
p-adic accuracy. While being algorithmic, these methods need to be applied to any given
family of Calabi-Yau n-folds separately, as the system of equations depends strongly on
the concrete Picard-Fuchs system. Except for the special case of Calabi-Yau threefolds
with h2,1 = 1 complex structure modulus [6], no exact formula for the entries of this matrix
is known.

5.3.3 The Teichmüller Lift

At this point, we should pause to examine the algebraic structure of equation (5.70).
Recall that the Frobenius map Frp acts on p-adic cohomology groups Hk(X,Qp), here
in particular on H4

H(X,Qp). However, when discussing Fp(z) to be the solution of a
differential equation, we treated H4(XM,Qp) as a vector bundle over C since the complex
structure moduli z take complex values. Strictly speaking, the p-adic cohomology groups
are vector spaces over the field Qp of p-adic numbers rather than over C. Practically, this
is achieved by restricting79 the complex structure moduli z to integers z ∈ Fp in the finite
field Fp and find a suitable embedding of Fp into Qp. Following [133] it is convenient to
choose the Teichmüller lift

Teichp : Fp ↪→ Zp ⊂ Qp (5.71)

79One should note that many complex numbers have representatives in Fp. Thus, as soon as we iterate
the arithmetic analysis over all (or in practical computations many) primes p, every algebraic number
x ∈ Qalg ⊂ C is represented by this construction.
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which has the defining property that

Teichp(x) ≡ x mod p (5.72)

for all x ∈ Fp and moreover its image is invariant under the Frobenius map frp that is

frp(Teichp(x)) = Teichp(x)
p = Teichp(x) (5.73)

for all x ∈ Fp. Following from Hensel’s lemma, these two properties define the group
homeomorphism Teichp uniquely [144]. For the practical computation of Teichp(x), we
note that

Teichp(x) = lim
n→∞

x̄p
n

(5.74)

for x̄ ∈ Z being any integral representative of x. This limit in Qp is considered with respect
to the p-adic norm | · |p and hence converges to a p-adic integer obeying the defining prop-
erties of the Teichmüller lift. Thus, the sequence x̄p

n
provides a useful iterative method

to compute the Teichmüller lift up to any finite p-adic accuracy O(pn).

Using the Teichmüller representative, equation (5.70) reads80

Up(z) = E(xp)−1Vp(0)E(x)
∣∣
x=Teichp(z)

(5.75)

for any z ∈ (Fp)
h2,1

. To ease the notation, we use from now on the Teichmüller lift implic-
itly and write z ∈ Qp whenever we mean more precisely Teichp(z).

This expression for Up(z), together with the observation that Teichp(z) is invariant under
the Frobenius map frp, gives the impression that Up(z) is obtained from Vp(0) simply
by conjugation with the matrix E(z) and hence that the corresponding characteristic
polynomial RH(Xz, T ) would be constant all over the complex structure moduli space.
However, it is important to note [6] that the matrix E(z) is given in terms of a power
series in z ∈ Qp and hence has a finite radius of convergence ρ = 1 meaning that the values
for z are restricted by |zi|p < 1 for E(z) being convergent. Conversely, for any z ∈ Fp, the
image of the Teichmüller lift Teichp(z) is a p-adic integer, Teichp(z) ∈ Zp ⊂ Qp and hence
|Teichp(z)|p = 1. Therefore, we are not allowed to insert x = Teichp(z) in each term of
equation (5.75). Instead it is necessary to compute

E(xp)−1Vp(0)E(x) (5.76)

as a formal power series in x with coefficients in Qp before substituting x = Teich(z) in
the final expression which is proven to be a power series in Qp with radius of convergence
ρ′ = 1 + δ for some δ > 0 [6]. Thus, the full expression Up(z) turns out to be convergent
for all p-adic integer-valued zi ∈ Zp.

80Here and in the following, the action of Teichp on a vector z ∈ (Fp)
h2,1

is understood to be compo-
nentwise.

85



5.3.4 Practical Inversion of E(z)

In order to compute Up(z) from equation (5.70), it is required to invert the (b× b)-matrix
E(zp). Here, b = dim(H4

H(Xz,C)) denotes the effective betti number of the primary hor-
izontal middle cohomology. If we were able to first insert explicit values for the complex
structure moduli zi ∈ Qp, an inversion of E(z) could easily be done numerically or even
analytically for small b. However, as we have discussed in the previous section, it is neces-
sary to treat E(zp)−1 as a formal power series in z and peform the matrix multiplication
before inserting a certain value in order to restore the convergence behavior of Up(z) on
an open p-adic disk of radius ρ′ > 1. Hence, we need to find an effective way to invert a
matrix, whose entries are formal power series.

Motivated from the computations of Up(z) for Calabi-Yau threefolds [179], we define the
Wronskian matrix

W ij(z) =

∫

Xz

DiΩ(z) ∧ DjΩ(z) = Diϖk(z)σkℓDjϖℓ(z) = (E(z)TσE(z))ij (5.77)

and find by inverting this expression that

E(z)−1 = W (z)−1σE(z)T (5.78)

implying that the inverse of E(z) is expressible in terms of W−1(z) and the original matrix
E(z). Moreover, the matrix σ representing the wedge-product on H4

H(Xz,C) in the chosen
locally constant basis {ei} of H4

H(Xz,C) is given by

σij =

∫

Xz

ei ∧ ej . (5.79)

This matrix is purely topological and can be computed directly for any given family of
Calabi-Yau fourfolds.

The great benefit of this identity relies in the fact that the entries of the matrix W (z) are
given in terms of rational functions in z that can be computed by using the Picard-Fuchs
ideal to derive differential equations for each entry of W (z) that can be solved in terms
of a closed rational expression. Hence, we have traded the inversion of a matrix whose
entries are power series in z by the inversion of a matrix whose entries are rational func-
tions. Since the latter can be done very efficiently, this computational trick speeds up the
evaluation of Up(z) drastically.

The entries of W (z) can be computed algorithmically as solutions to a certain set of
differential equations which originate from the Picard-Fuchs ideal. For certain types of
Calabi-Yau fourfolds that depend on one complex structure modulus, we provide a deriva-
tion of these differential equations in appendix D.
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5.4 The Zeta Function of One-parameter Calabi-Yau Four-
folds

So far, the deformation method for computing RH(Xz, T ) has been discussed for a generic
family of Calabi-Yau fourfolds. As noted in section 5.3.2, the missing ingredient for a full
solution of the inverse Frobenius matrix

Up(z) = E(zp)−1Vp(0)E(z) (5.80)

is given by the initial value matrix Vp(0).

To be more specific, we focus the analysis to families of Calabi-Yau fourfolds with one
complex structure modulus which we will denote by z in the following. Moreover, we
restrict the discussion to fourfolds, whose primary horizontal subspace H4(Xz,C) is either
five or six dimensional. As a short hand notation to distinguish between these cases, let us
define the primary horizontal Hodge type of a given family of fourfolds by the row vector
(h4,0, h3,1, h2,2H , h1,3, h0,4) with

h2,2H = dim(H2,2(Xz,C) ∩H4
H(Xz,C)) . (5.81)

Thus, since we fixed h3,1 = 1 by requiring that the family depends only on one complex
structure modulus, we will discuss in the following families of primary horizontal Hodge
type (1, 1, 1, 1, 1) (if H4

H(Xz,C) is five-dimensional) and (1, 1, 2, 1, 1) (if H4
H(Xz,C) is six-

dimensional).

It should be noted that the method, presented in the following section, extend naturally to
families of Calabi-Yau fourfolds which are of primary horizontal Hodge type (1, 1, k, 1, 1)
for any k ∈ N. Since the dimensional growth of the appearing structures increases the
computation time, we restricted the analysis in [1] to the simplest two non-trivial cases
of k = 1, 2. As the result of this discussion, we obtain the full structure of the matrix
Vp(0) which, as it turns out, depends only on two parameters in the first case and on three
independent parameters in the second case. Moreover, we discuss, how these remaining
coefficients can be computed numerically. Finally we discuss, how the Weil conjectures
can be used to constrain the structure of RH(Xz, T ) in both cases and derive the practical
method of computing this polynomial in terms of the matrix Up(z).

5.4.1 Fourfolds of Hodge type (1, 1, 1, 1, 1)

To begin with, let us consider a one-parameter family of Calabi-Yau fourfolds Xz, which
is of primary horizontal Hodge type (1, 1, 1, 1, 1). That means, b := dim(H4

H(Xz,C)) = 5
and following the discussion of section 3.3, the period vector Π(z) is characterized by a
single Picard-Fuchs operator

L =

b∑

k=0

fk(z)Θ
k . (5.82)
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Since we are considering a one-parameter family, we use the short notation Θ := Θz for
the logarithmic derivative. Moreover, it follows that H4

H(Xz,C) is generated by

H4
H(Xz,C) = ⟨ΘkΩ(z)⟩k=0,...,4 . (5.83)

Hence, the generating derivatives of H4
H(Xz,C) are given by Di = Θi for i = 0, . . . , 4 and

the matrix E(z) takes the form

E(z) =




ϖ0(z) Θϖ0(z) Θ2ϖ0(z) Θ3ϖ0(z) Θ4ϖ0(z)
ϖ1(z) Θϖ1(z) Θ2ϖ1(z) Θ3ϖ1(z) Θ4ϖ1(z)
ϖ2(z) Θϖ2(z) Θ2ϖ2(z) Θ3ϖ2(z) Θ4ϖ2(z)
ϖ3(z) Θϖ3(z) Θ2ϖ3(z) Θ3ϖ3(z) Θ4ϖ3(z)
ϖ4(z) Θϖ4(z) Θ2ϖ4(z) Θ3ϖ4(z) Θ4ϖ4(z)




(5.84)

where ϖi(z) denotes the ith Frobenius period of Xz. Following the discussion in section
3.3.3, the Frobenius periods for this class of fourfolds take the form

ϖi(z) =

i∑

k=0

logk(z)Ai−k(z) (5.85)

for holomorphic functions Ak(z) that are normalized such that Ak(0) = δk0. Moreover,
the matrix σ that represents the wedge product in equation (5.77) is evaluated to be

σ =
κ

(2πi)4




0 0 0 0 1
0 0 0 −1 0
0 0 1 0 0
0 −1 0 0 0
1 0 0 0 0




(5.86)

where κ is a normalization constant that can be fixed by enforcing σ to coincide with the
intersection form Σ of the vertical cohomology of the mirror partner Y of X. It follows
that

κ =

∫

Y
h ∧ h ∧ h ∧ h (5.87)

where h ∈ H1,1(Y,C) is the (unique) generator of the second cohomology of Y .

The matrix B(z) characterizing the Gauss-Manin connection ∇Θ can be expressed explic-
itly in this basis by enforcing

∇ΘE(z) = ΘE(z)− E(z)B(z) = 0 (5.88)

and yields

B(z) =




0 0 0 0 −f0(z)
f5(z)

1 0 0 0 −f1(z)
f5(z)

0 1 0 0 −f2(z)
f5(z)

0 0 1 0 −f3(z)
f5(z)

0 0 0 1 −f4(z)
f5(z)




(5.89)
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away from the locus f5(z) = 0. One observes that the first four columns of this matrix-
valued equation are trivially obeyed whereas the last column reproduces exactly the
Picard-Fuchs equation (5.82). The condition of z = 0 being a point of maximal unipotent
monodromy requires the polynomials fk(z) for k < 5 to vanish at z = 0, whereas f5(0)
remains finite. Hence, it is convenient to define ε := B(0). For the case at hand, it follows
that

ε =




0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0




. (5.90)

We can now use this information, together with the compatibility conditions (5.26) and
(5.27) of the Frobenius map Frp applied to the concrete point z = 0 in the complex
structure moduli space to obtain constraints on the matrix Vp(0). First, we note that the
differential equation (5.65) evaluated at z = 0 reads

Θ(Fp(0)) = pFp(0)B(0)−B(0)Fp(0) . (5.91)

Since Θ(Fp(0)) = 0, we find that the matrices Fp(0) and ε = B(0) commute up to a
rescaling by p. Consequently, Up(0) = E(0)−1Vp(0)E(0) obeys

Up(0)ε = pεUp(0) . (5.92)

In order to identify constraints on Vp(0), one should notice that the period matrix E(z)
becomes singular in the limit z → 0 as the periods contain logarithms of z. However, it is
argued that Up(z) is well-defined and remains finite in this limit [6]. Therefore, all terms
in the matrix product (5.70) that contain logarithms need to cancel identically. Thus, it is
convenient to rewrite the deformation expression for Up(z) in terms of the logarithm-free
period matrix

Ẽ(z) = E(z)
∣∣∣
log(z)=0

(5.93)

in the form
Up(z) = E(zp)−1Vp(0)E(z) = Ẽ(zp)−1Vp(0)Ẽ(z) . (5.94)

The strategy to compute the inverse of E(z) from section 5.3.4 can be adopted in analogy
to compute Ẽ(z). We note that the matrix Ẽ(0) becomes the unit matrix for Calabi-Yau
fourfolds that are of primary horizontal Hodge type (1, 1, 1, 1, 1). Hence, for this special
case, we find that

Up(0) = Ẽ(0)−1Vp(0)Ẽ(0) = Vp(0) (5.95)

implying that Vp(0) agrees with Up(0). Moreover, we can insert this identification in
equation (5.92) to obtain constraints on Vp(0) restricting its general form to

Vp(0) = u




1 0 0 0 0
αp p 0 0 0
βp2 αp2 p2 0 0
γp3 βp3 αp3 p3 0
δp4 γp4 βp4 αp4 p4




. (5.96)
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These five parameters α, β, γ, δ, u ∈ Qp can be further constrained by realizing the com-
patibility condition (5.27) of the Frobenius map Frp and the wedge procduct on H4(X0)
in terms of the representation matrix Fp(0). For v, w ∈ H4

H(X0) we find

∫

X0

(Frpv) ∧ (Frpw) = (Fp(0)v)
Tσ(Fp(w)) . (5.97)

Hence, we obtain from equation (5.27) the identity

(Fp(0)v)
Tσ(Fp(0)w) = p−4

(
vTσw

)
for all v, w ∈ H4

H(X0) (5.98)

since the action of Frp on the cohomology group H8(X0,C), which is spanned by the
volume form, is given by a rescaling with the factor p4 [7]. For the inverse of Fp(0), we
hence deduce the compatibility condition

Up(0)σUp(0)
T = p4σ (5.99)

which is solved only if

u = ±1 , β =
α2

2
, δ = α

(
γ − 1

8
α3

)
. (5.100)

Since we are interested in persistent factorizations of the characteristic polynomial

RH(Xz, T ) = det(1− TUp(z)) (5.101)

the overall sign u can always be absorbed in the formal variable T without changing the
factorization behavior of RH(Xz, T ) over Q. Thus, we can set without loss of generality
u = +1. By this, we are left with only two unknown coefficients α and γ whose concrete
values are so far undeterminable for a generic family of Calabi-Yau fourfolds that is of
Hodge type (1, 1, 1, 1, 1). However, for a given example and a fixed prime p, it is possible
to determine both, α and γ up to any necessary accuracy in the p-adic expansion by the
following strategy.

Recall that the entries of Up(z) are given by rational functions on z. Following [7], the
rational structure of Up(z) can be determined for the analogous Calabi-Yau threefold
analysis up to a given p-adic accuracy81 by

Up(z) =
Un
p (z)

Pn(zp)
+O(pn) . (5.102)

Here, Un
p (z) denotes a matrix with polynomial entries and Pn(z) consists of certain powers

of the discriminant ∆(z) of the Picard-Fuchs ideal and the denominator of the matrix

81Since the coefficients α, γ are p-adic numbers, contributions of the order O(pn) are small with respect
to the p-adic norm.
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W−1(z) which we denote by W(z). In [1], we conjecture that this structure is true as well
for Calabi-Yau fourfolds. Concretely, we assume that the denominator takes the form

Pn(z) = (∆(z))n−4W(z) . (5.103)

Using this assumption, we compute Un
p (z) := Pn(z

p)Up(z) up to a given accuracy O(pn)
and enforce that every entry of this matrix is a polynomial in z. In practice, we force
every contribution akz

k in the power series expansion of Un
p (z) with k sufficiently large to

vanish. This procedure imposes a highly overconstrained system of equations on the coef-
ficients α and γ which however has always a unique solution if k is chosen large enough.
Increasing the order of n, this gives an iterative method to compute α and γ up to a
maximal expansion order in n that can be set as large as it is needed.

The structure of the appearing system of equations is strongly dependent on the explicit
solution E(z) to the Picard-Fuchs ideal and hence cannot be analyzed for a generic family
of Calabi-Yau fourfolds. Instead, a case by case computation needs to be performed for
computing the remaining two coefficients of Up(0). One should note that the permanent
existence of solutions to this overconstrained system of equations gives an a posteriori,
highly non-trivial consistency check on the assumption that the denominator of Up(z) is
indeed given by equation (5.103).

Since we cannot give a closed formula for α and γ as p-adic numbers depending on the
topology of Xz and the prime p but rather provide a p-adic expansion of both, it is nec-
essary to discuss whether there exists a sufficient order of the expansion such that the
result for the polynomial RH(Xz, T ) is still exact. As it turns out, the Weil conjectures, in
particular the functional equation and the Riemann hypothesis, provide an upper bound
on the absolute value of the coefficients appearing in the polynomial RH(Xz, T ). From
these, we can deduce that the result for RH(Xz, T ) is still exact, even if we know the
matrix Up(z) or equivalently the constants α and γ only up to a finite p-adic accuracy.
In the remainder of this section we will derive these bounds for Calabi-Yau fourfolds of
primary horizontal Hodge type (1, 1, 1, 1, 1) explicitly.

First, let us recall that RH(Xz, T ) is a polynomial of degree deg(RH(Xz, T )) = 5 if Xz is
of primary horizontal Hodge type (1, 1, 1, 1, 1). The Riemann hypothesis implies that the
polynomial factorizes over C into linear factors of the type (1 − λiT ), i = 1, . . . , 5 where
the coefficients λi ∈ C have absolute value |λi| = p2. Since RH(Xz, T ) is a polynomial in
Z[T ], the coefficients λi need to be either real, hence λi = ±p2, or appear in conjugate
pairs (λi, λ̄i). Since deg(RH(Xz, T )) is odd, there must be at least one such coefficients
that is real. Therefore, the most general form of RH(Xz, T ) is given by

RH(Xz, T ) = (1− εp2T )(1− p2eiθ1T )(1− p2e−iθ1T )(1− p2eiθ2T )(1− p2e−iθ2T ) (5.104)

with ε = ±1 and θ1, θ2 ∈ [0, 2π) being the phases of the coefficients. Factorized over the
real numbers, we obtain

RH(Xz, T ) = (1− εp2T )(1− 2p2 cos θ1T + p4T 2)(1− 2p2 cos θ2T + p4T 2) . (5.105)
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This polynomial seems to factorize always into two polynomials of degree two and a lin-
ear factor. However, one needs to keep in mind that the modularity conjecture states a
relation between the existence of a modular form and a factorization of RH(Xz, T ) over
Q. The expression in equation (5.105) factorizes generically only into the linear factor
(1 − εp2T ) and a remaining degree-four polynomial over Q as cos(θi) is generically not
rational.

Expanding equation (5.105) as a formal polynomial over Z, it turns out that the appearing
coefficients obey a symmetry relation such that

RH(Xz, T ) = 1 + apT + bppT
2 + εbpp

3T 3 + εapp
6T 4 + εp10T 5 (5.106)

with
ap = −p2(2 cos(θ1) + 2 cos(θ2)− ε)

bp =
1

2

(
a2p − p4(2 cos(2θ1) + 2 cos(2θ2) + 1)

)
.

(5.107)

This symmetry of the coefficients is not a coincidence but is equivalent to the functional
equation of the Weil conjectures which is given by

RH(Xz, T ) = εp10T 5RH(Xz, T
−1) (5.108)

for this concrete type of degree-five polynomials with linear factor (1− εp2T ).

Using the triangle inequality for the absolute value and the upper estimate | cos(θ)| ≤ 1,
the expressions (5.106) and (5.107) give upper bounds for the coefficients ap and bp as

|ap| ≤ 5p2 ,

∣∣∣∣∣bp −
a2p
2p

∣∣∣∣∣ ≤
5

2
p3 < 3p3 . (5.109)

Since RH(Xz, T ) = det(1 − TUp(z)), these coefficients are immediately related to Up(z).
In particular, we find

ap = −Tr(Up(z))

pbp =
1

2

(
[Tr(Up(z))]

2 − Tr(U2
p (z)

) (5.110)

and moreover, the sign ε is related to Up(z) by expressing the third non-trivial coefficient
εbpp

3 in terms of Up(z) as

εbpp
3 = −1

6

(
[Tr(Up(z))]

3 − 3Tr(U2
p (z))Tr(Up(z)) + 2Tr(U3

p (z))
)

. (5.111)

Note, that the expressions for ap and bp together with their upper bounds imply

∣∣∣∣∣εbpp
3 +

a3p
3p3

− apbp
p2

∣∣∣∣∣ ≤
5

2
p3 < 3p3 . (5.112)
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From this analysis we obtain two main results. First, we find that the coeffiecients of
RH(Xz, T ) can be computed from traces of powers of the matrix Up(z) whose numerical
implementation is more efficient than the naive computation of the full characteristic
polynomial. Second, the bounds on ap, bp and εbpp

3 show that for primes p > 5 it suffices
to compute the matrix Up(z) up to p-adic accuracy O(p4) in order to obtain exact results
for RH(Xz, T ).

5.4.2 Fourfolds of Hodge type (1, 1, 2, 1, 1)

Let us now repeat the construction of RH(Xz, T ) for a family of Calabi-Yau fourfolds Xz

that are of primary horizontal Hodge type (1, 1, 2, 1, 1). Since the conceptional arguments
are similar as in the previous case, we abbreviate the discussion by mainly stating the
results for the contributing expressions. Since there are some subtleties that are related
to the additional (2, 2)-form appearing in the primary horizontal subspace, we focus on
these throughout this section.

Everything that is presented here should extend naturally to the more general case of
families that are of Hodge type (1, 1, k, 1, 1) for k ≥ 2. However, since there is no concep-
tional difference to the case of k = 2 but instead, the dimensions of the relevant matrices
increase, we restrict the discussion to this specific case.

As previously, the period vector of Xz is characterized by a Picard-Fuchs operator

L =
b∑

k=0

fk(z)Θ
k (5.113)

which is in this case of rank b = dim(H4
H(X,C)) = 6. Again, the generating derivatives

of H4
H(X,C) are given by Di = Θi for i = 0, . . . , 5. This Picard-Fuchs operator results

in six independent periods ϖi(z). From the Hodge structure, one naively expects two
independent periods whose leading term behaves as log2(z). However, since we are in the
situation that h2,2H > 1

2h
3,1(h3,1+1), it is possible to eliminate all logarithmic terms in one

of these double-logarithmic periods. Hence, a full set of Frobenius solutions to L is given
by

ϖi(z) =
i∑

k=0

logk(z)Ai−k(z) for i = 0, . . . , 4 (5.114)

and one additional holomorphic period ϖ5(z). Consequently, the period matrix E(z) is
given by

E(z) =




ϖ0(z) Θϖ0(z) Θ2ϖ0(z) Θ3ϖ0(z) Θ4ϖ0(z) Θ5ϖ0(z)
ϖ1(z) Θϖ1(z) Θ2ϖ1(z) Θ3ϖ1(z) Θ4ϖ1(z) Θ5ϖ1(z)
ϖ2(z) Θϖ2(z) Θ2ϖ2(z) Θ3ϖ2(z) Θ4ϖ2(z) Θ5ϖ2(z)
ϖ3(z) Θϖ3(z) Θ2ϖ3(z) Θ3ϖ3(z) Θ4ϖ3(z) Θ5ϖ3(z)
ϖ4(z) Θϖ4(z) Θ2ϖ4(z) Θ3ϖ4(z) Θ4ϖ4(z) Θ5ϖ4(z)
ϖ5(z) Θϖ5(z) Θ2ϖ5(z) Θ3ϖ5(z) Θ4ϖ5(z) Θ5ϖ5(z)




. (5.115)
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Recalling that the wedge product onH4
H(X,C) is highly dependent on the Hodge structure

of the contributing four-form, the evaluation of σ naturally extends to this case up to the
fact, that the two independent four-forms on H2,2

H (X,C) give rise to a non-trivial (2× 2)-
block. Without loss of generality, one can always find a basis of (2, 2)-forms such that this
block diagonalizes such that σ reads

σ =
κ

(2πi)4




0 0 0 0 1 0
0 0 0 −1 0 0
0 0 1 0 0 0
0 −1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 σ55




(5.116)

where again κ =
∫
X∨ h∧h∧h∧h. The coefficient σ55 is a topological quantity that needs

to be computed explicitly for evey family of Calabi-Yau fourfold which arises since the two
independent integral (2, 2)-forms in the chosen basis are of different norm.

The most important difference to fourfolds of Hodge type (1, 1, 1, 1, 1) is the fact that
Ẽ(z) = E(z)|log(z)=0 becomes singular in the limit z → 0, since ϖ5(z) vanishes in this
limit. At first view, this subtlety seems to be a minor point, however it points out that
we cannot perform the analysis of Up(0) as presented in equation (5.95) as Ẽ−1(0) is not
well-defined. In particular, this implies that Up(0) ̸= Vp(0) for this type of Calabi-Yau
fourfolds. However, we can still obtain some information on the matrix Vp(0) by making
use of the fact that Up(z) is known to be a rational function. Hence, for any z ∈ Q, the
logarithmic contributions in

Up(z) = E(zp)−1Vp(0)E(z) (5.117)

need to vanish identically. In the previous discussion we have used this observation in
order to simply replace E(z) by Ẽ(z). Here, we do not perform this replacement but
rather use the rationality of Up(z) in its original expression as a constraint on the entries
of Vp(z). Enforcing all logarithmic contributions in equation (5.117) to vanish restricts
Vp(0) to take the form

Vp(0) = u




1 0 0 0 0 v05
αp p 0 0 0 v15
βp2 αp2 p2 0 0 v25
γp3 βp3 αp3 p3 0 v35
δp4 γp4 βp4 αp4 p4 v45
η 0 0 0 0 v55




. (5.118)

Finally, the compatibility condition (5.27) gives, in analogy to the previous case that

Up(z)σUp(z)
T = p4σ . (5.119)

Inserting the deformation expression for Up(z), this relation can be rewritten as

Vp(0)E(z)σE(z)TVp(0)
T = p4E(zp)σE(zp)T (5.120)
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which is a relation that is independent of E−1(z). Hence, the limit z → 0 is well-defined
for this equation and results in

Vp(0)σ̃Vp(0)
T = p4σ̃ (5.121)

for
σ̃ = E(0)σE(0)T . (5.122)

This condition can now be used to restrict the coefficients of Vp(0) further. The solution
to this compatibility equation is given by

u = ±1 , β =
α2

2
, δ = α

(
γ − 1

8
α3

)
− σ55

2
ε2 (5.123)

and in addition

v05 = v15 = v25 = v35 = 0 , v45 = p2ε , η = −vσ55ε , v55 = vp2 (5.124)

for v = ±1. Thus, Vp(0) depends in total on three topological constants α, γ, ε ∈ Qp

and two phases u, v ∈ {±1}. The strategy to compute these remaining constants is now
in analogy to the previous case given by assuming that Up(z) takes the rational form as
conjectured in equation (5.102) for any given p-adic accuracy O(pn) and computing α, γ, ε
and the signs u, v by forcing the entries of Up(z)Pn(z) to be polyonomials of finite degree.
This method gives again results for all unkown coefficients of Vp(0) up to any given p-adic
accuracy.

To infer a bound on a sufficient p-adic expansion order that leads to exact results for
the characteristic polynomial RH(Xz, T ), we perform a similar analysis as in section 5.4.1
by rewriting RH(Xz, T ) in terms of its (complex) roots and using the Weil conjectures
to get suitable bounds. In contrast to the former case, the polynomial is now of degree
deg(RH(Xz, T )) = 6, hence we distinguish the following two cases. If there are three
conjugated pairs of inverse roots (λi, λ̄i) that have each by the Riemann hypothesis an
absolute value of p2, we can characterzie the polynomial RH(Xz, T ) by three independent
phases θi ∈ [0, 2π) such that λi = p2eiθi . Consequently, we obtain

RH(Xz, T ) = (1− 2p2 cos θ1T + p4T 2)(1− 2p2 cos θ2T + p4T 2)(1− 2p2 cos θ3T + p4T 2)
(5.125)

after pairing the conjugated linear factors in order to obtain a representation of RH(Xz, T )
with real coefficients. For a generic Calabi-Yau fourfold Xz of Hodge type (1, 1, 2, 1, 1) we
do not expect this polynomial to factorize over Q at all since the three phases θi are
generically unrelated.

To be distinguished from this case, let us consider the situation that two (inverse) roots
of RH(Xz, T ) are real-valued. In this case, RH(Xz, T ) factorizes over Q into two linear
factors and a remainder of degree four according to

RH(Xz, T ) = (1−p2T )(1+p2T )(1−2p2 cos θ1T +p4T 2)(1−2p2 cos θ2T +p4T 2) . (5.126)
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Again, the integral coefficients of the polynomial RH(Xz, T ) obey a symmetry relation
which can either be deduced from the functional equation of the Weil conjectures or can
be identified from the structure in equations (5.125) and (5.126) explicitly. We find that

RH(Xz, T ) = 1 + apT + bppT
2 + cpp

3T 3 + εbpp
5T 4 + εapp

8T 5 + εp12T 6 (5.127)

for ε = ±1. Moreover, the functional equation, which reads

RH(Xz, T ) = εp12T 6RH(Xz, T
−1) (5.128)

for fourfolds of this Hodge type, implies that cp = 0 if ε = −1. Note that the structure of
equation (5.126) is compatible with this form only for ε = −1 and therefore cp = 0.

For the former case, the coefficients are given by

ap = −2p2 (cos(θ1) + cos(θ2) + cos(θ3)) ,

pbp =
1

2
a2p − p4 (cos(2θ1) + cos(2θ2) + cos(2θ3)) ,

p3cp = −1

3
a3p + papbp −

2

3
p6 (cos(3θ1) + cos(3θ2) + cos(3θ3)) , (5.129)

p5dp =
1

4
a4p − pa2pbp +

1

2
p2b2p + p2apcp −

1

8
p8 (cos(4θ1) + cos(4θ2) + cos(4θ3))

where we define dp = εbp which is necessary to be computed in order to deduce the sign
ε. This implies the following bounds on the magnitude of these coefficients

|ap| ≤ 6p2 ,

∣∣∣∣∣bp −
a2p
2p

∣∣∣∣∣ ≤ 3p3 ,

∣∣∣∣∣cp −
a2p
3p3

− apbp
p2

∣∣∣∣∣ ≤ 2p3

∣∣∣∣∣dp −
a4p
4p5

+
a2pbp

p4
−

b2p
2p3

− apcp
p3

∣∣∣∣∣ ≤
3

2
p3 < 2p3 .

(5.130)

For the second case, these relations82 slightly simplify to

ap = −2p2 (cos(θ1) + cos(θ2)) ,

pbp =
1

2
a2p − p4 (cos(2θ1) + cos(2θ2) + 1) ,

p3cp = −1

3
a3p + papbp −

2

3
p6 (cos(3θ1) + cos(3θ2)) ,

p5dp =
1

4
a4p − pa2pbp +

1

2
p2b2p + p2apcp −

1

8
p8 (cos(4θ1) + cos(4θ2) + 1)

(5.131)

82Recall that ε = −1 and cp = 0 are fixed in this case by the Weil conjectures. However, since we cannot
distinguish a priori between these two cases in the computation of RH(Xz, T ), it is necessary to compute
cp and ε in any case.
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implying the (slightly) stronger bounds

|ap| ≤ 4p2 ,

∣∣∣∣∣bp −
a2p
2p

∣∣∣∣∣ ≤ 3p3 ,

∣∣∣∣∣cp −
a2p
3p3

− apbp
p2

∣∣∣∣∣ ≤
4

3
p3 < 2p3

∣∣∣∣∣dp −
a4p
4p5

+
a2pbp

p4
−

b2p
2p3

− apcp
p3

∣∣∣∣∣ ≤
3

2
p3 < 2p3

(5.132)

on the magnitudes of the coefficients.

Hence, computing the coefficients α,γ and ε up to p-adic order O(p4) for primes p ≥ 7 is
sufficient in both cases to obtain an exact result for the polynomial RH(Xz, T ). Recalling
that it is our aim to compute the characteristic polynomial of Up(z) = F−1

p (z), we can
deduce similar relations between ap, bp, cp and dp and the matrix Up(z) as in equations
(5.110) and (5.111). For the given Hodge type (1, 1, 2, 1, 1), these relations read

ap = −Tr(U(z))

pbp =
1

2

(
[Tr(Up(z))]

2 − Tr(U2
p (z)

)

p3cp = −1

6

(
[Tr(Up(z))]

3 − 3Tr(U2
p (z))Tr(Up(z)) + Tr(U3

p (z))
)

p5dp =
1

24

(
[Tr(Up(z))]

4 − 6 [Tr(Up(z))]
2Tr(U2

p (z)) + 3
[
Tr(U2

p (z))
]2

+ 8Tr(U3
p (z))Tr(Up(z))− 6Tr(U4

p (z))

)

(5.133)

and allow for an efficient computation of RH(Xz, T ) in terms of Up(z).

5.5 Modularity of Hulek-Verrill Fourfolds

Let us demonstrate the arithmetic techniques that have been developed in the previous
sections by analyzing the modular properties of a concrete family of Calabi-Yau fourfolds.
As our first example, we consider a specific one-dimensional subspace of the full moduli
space of so-called Hulek-Verrill Calabi-Yau fourfolds HV4 which we construct in analogy
to their three-dimensional cousins that are introduced in [8]. This family of threefolds
has raised certain attention as its moduli space admits a modular point that has been
identified to be a rank-two attractor point [7, 8, 96].

We begin by constructing the full family of Hulek-Verrill fourfolds HV4
z and discussing

its topological properties. In particular, it turns out that this family is described by a
six-dimensional complex structure moduli space that posseses a Z6-symmetry. As for the
threefold case, we might expect that the quotient HV4

z/Z6 or more precise83, the Z6-
invariant subspace of the moduli space gives rise to a proper one-dimensional subfamily

83As we discuss in the following section, the quotient manifold turns out to be singular as the Z6 action
acts non-freely.
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of Hulek-Verrill fourfolds. This family is of primary horizontal Hodge type (1, 1, 1, 1, 1),
hence we can apply the discussion from section 5.4.1 in order to search for points of per-
sistent factorization of the polynomial RH(HV4

z, T ).

This family of fourfolds is of special interest, as its arithmetic analysis will lead to a point of
persistent factorization on MC.S.. In section 5.5.4, we verify this result by constructing the
corresponding two-dimensional integral sublattice on the primary horizontal cohomology
and performing several independent consistency checks.

5.5.1 Families of Hulek-Verrill Manifolds

Families of Calabi-Yau manifolds that are of Hulek-Verrill type appear in any dimension.
First discussed in [8], the family of three-dimensional Hulek-Verrill manifolds has been
intensively studied as it gives rise to a non-trivial rank-two attractor point which has been
discovered in [7] using the analog arithmetic techniques that we developed in the previous
sections for families of Calabi-Yau fourfolds. The full family of Hulek-Verrill n-folds turn
out to be characterized by n+ 2 complex structure moduli. However, the varieties admit
a discrete Zn+2-symmetry that allows to treat the invariant sublocus of this symmetry84

effectively as a one-dimensional submoduli space. Moreover, if the symmetry acts freely
on the ambient space of the n-folds, as it is the case for Hulek-Verrill threefolds, the
quotient of these manifolds by this discrete symmetry group leads to an honest family of
Calabi-Yau n-folds with only one complex structure modulus.

Hulek-Verrill manifolds appear as well very prominently in the framework of high pre-
cision computations for Feynman integrals which we discuss in chapter 6. It has been
shown [180] that the n-loop banana integral85 corresponds to the geometry of the family
of Hulek-Verrill n+ 1-folds.

For the construction of Hulek-Verrill n-folds, which are described by a complete intersec-
tion in a toric variety, we follow in analogy to [8] the construction of Batyrev and Borisov
[181–183]. As this construction is formulated in the framework of toric geometry we rel-
egate a brief introduction to toric geometry and the tools required to define complete
intersections in terms of lattice polytopes to appendix B. A comprehensive review on toric
geometry can be found in [184–186].

Following [8], we define the family of Hulek-Verrill n-folds by constructing the lattice
polyhedron

∆ = Conv ({0} ∪ {e1,−e1, . . . , en+2,−en+2} ∪ {ei − ej}i ̸=j) ⊂ N ⊗ R (5.134)

where {e1, . . . , en+2} denotes a basis of the (n+ 2)-dimensional lattice N and considering

84Recall, that the invariant sublocus of a discrete symmetry action is one of the mechanisms that give
rise to a proper projective special Kähler submanifold as we discussed in section 4.2.3.

85We introduce the banana integral and its connection to Calabi-Yau geometries in section 6.5.
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the nef-partition86 of ∆ = Mink(∆,∆′) with

∆ = Conv ({0, e1, . . . , en+2}) , ∆′ = Conv ({0,−e1, . . . ,−en+2}) (5.135)

being suitable lattice polyhedra. Introducting local coordinates x = (x1, . . . , xn+2), any
such n-fold can be realized by the subspace

H̃V
n

z :=

{(
z1

x1
+ · · ·+ zn+2

xn+2

)
(x1 + · · ·+ xn+2) = 1

}
⊂ Tn+2 . (5.136)

Here, we have already excluded the points xk = 0 from the ambient space by introducing
the projective (n+ 2)-dimensional torus

Tn+2 = Pn+1\
n+2⋃

k=1

{xk = 0} . (5.137)

The n+ 2 complex structure moduli are collected in the vector

z := (z1, . . . , zn+2) . (5.138)

It is important to mention that this construction leads to Calabi-Yau n-folds that admit
so-called nodal singularities. These singularities can be resolved by using different tech-
niques from toric geometry87. Obviously, such resolutions change the geometry of the
manifolds, however the result will still be birational88 to the singular manifold. Since the
arithmetic analysis which we presented above is sensitive only to the rational cohomology
of the manifolds which is invariant under such birational transformations, the birational
but smooth resolutions contain the equivalent information about possible modular points
in the moduli space.

Observe that we can equivalently write the defining equation (5.136) by introducing an
additional projective coordinate y ∈ P1 as

n+2∑

k=1

zk

xk
+

1

y
= 0 ,

n+2∑

k=1

xk + y = 0 . (5.139)

Thus, away from the singular points, H̃V
n

z is birational to the manifold

HVn
z :=

{
n+2∑

k=1

zk

xk
+

1

y
= 0 ,

n+2∑

k=1

xk + y = 0

}
⊂ Tn+2 × P1 (5.140)

86For details on the construction of Calabi-Yau varieties via nef-partitions of reflexive polyhedrons we
refer to the work of Batyrev and Borisov [183].

87Originally in [8] this has been achieved by a small resolution of the singularities. Following [142] we
use a different strategy that nevertheless leads to a birational description of the singular geometry.

88A birational map between algebraic varieties X,Y is an invertible, locally rational map X → Y .
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which we call in the following the resolved Hulek-Verrill n-fold.

Recall that an algebraic variety V which is defined by rational functions fi(x) is singular
at x ∈ V , if the Jacobian

(
∂xjfi

)
becomes singular at x. Applying this condition to the

defining equation (5.140) leads to the singularity condition

z1

x21
= · · · = zn+2

x2n+2

. (5.141)

For a generic choice of complex structure moduli z, these conditions intersect trivially with
HVn

z . However, there exist non-generic points on the moduli space for which the explicit
geometry is still singular. In particular, each family contains a disciminant locus on its
complex structure moduli space which gives rise to conifold singularities. These additional
conifold singularities appear for those points z on the complex structure moduli space,
which obey [8, 142]

∏

εk=±1

(
1 +

n+2∑

k=1

εk
√
zk

)
= 0 . (5.142)

From the representation given by equation (5.140), we can read off that the family of Hulek-
Verrill n-folds HVn

z is characterized by n+ 2 complex structure moduli zk. Moreover, the
Batyrev-Borisov construction allows to compute the non-trivial Hodge numbers hp,q of
these n-folds. Table 5.1 summarizes the relevant topological data for Hulek-Verrill n-folds
with n ≤ 4.

n Notation χ Non-trivial Hodge numbers hp,q

1 Ez 0
2 K3z 42
3 HV3

z 80 h2,1 = 5 and h1,1 = 45
4 HV4

z 720 h3,1 = 6, h1,1 = 106, h2,1 = 0 and h2,2 = 492

Table 5.1: Hulek-Verrill n-folds for n = 1, . . . , 4 together with their Euler characteristic χ
and their non-trivial Hodge numbers. Since the one- and two-dimensional manifolds are
elliptic curves and K3 surfaces respectively, we introduce a special notation. The Hodge
numbers for these two examples are completely fixed by the Calabi-Yau requirement, hence
there are no non-trivial Hodge numbers for n ≤ 2.

For Hulek-Verrill n-folds with n ≥ 3, there exists yet another birational description which
provides a geometric interpretation in terms of an elliptically fibred product. For HV3

z it
has been observed in [8] that the defining equations (5.140) can be rewritten as

1

λ0
:= y + x1 + x2 = −(x3 + x4 + x5)

λ1 :=
1

y
+

z1

x1
+

z2

x2
= −

(
z3

x3
+

z4

x4
+

z5

x5

)
.

(5.143)
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for two complex constants λ0, λ1 ∈ C that parametrize an additional projective line
[λ0;λ1] ∈ P1. For the following argument it is convenient to define the corresponding

projective coordinate λ :=
λ1

λ0
. If we now perform a change of coordinates according to

x̃0 = −1

y
(y + x1 + x2) , x̃1 =

x1
y

, x̃2 =
x2
y

x̃3 = − 1

x3
(x3 + x4 + x5) , x̃4 =

x4
x3

, x̃5 =
x5
x3

(5.144)

we find

1 + x̃0 + x̃1 + x̃2 = 0 , 1 +
z1

x̃1
+

z2

x̃2
+

λ

x̃0
= 0

1 + x̃3 + x̃4 + x̃5 = 0 , 1 +
z4/z3

x̃4
+

z5/z3

x̃5
+

λ/z3

x̃3
= 0 .

(5.145)

Note that the two equations on the left hand are a trivial fact from the change of coor-
dinates whereas the remaining two follow from equation (5.143). Comparing these with
equation (5.140), it follows that the coordinates (x̃0, x̃1, x̃2) ∈ T3 and (x̃3, x̃4, x̃5) ∈ T3

parametrize each an Hulek-Verrill elliptic curve whose complex structure moduli are given
in terms of z and the additional projective parameter λ. Following the arguments in [8],
this change of coordinates extends to a birational map

HV3
(z1,z2,z3,z4,z5)

rat.−→ E(λ,z1,z2) ×P1 E( λ
z3

,
z4

z3
,
z5

z3

) (5.146)

relating the given Hulek-Verrill threefold to a double-fibred Calabi-Yau threefold whose
base is a projective line P1 parametrized by λ and its fibres are given by two Hulek-Verrill
elliptic curves.

An analog construction holds true for the family of Hulek-Verrill fourfolds. If we include
the additional sixth coordinate in either of the elliptic curves, we obtain

1 + x̃0 + x̃1 + x̃2 = 0 , 1 +
z1

x̃1
+

z2

x̃2
+

λ

x̃0
= 0

1 + x̃3 + x̃4 + x̃5 + x̃6 = 0 , 1 +
z4/z3

x̃4
+

z5/z3

x̃5
+

z6/z3

x̃6
+

λ/z3

x̃3
= 0 .

(5.147)

With the new coordinates

x̃0 = −1

y
(y + x1 + x2) , x̃1 =

x1
y

, x̃2 =
x2
y

x̃3 = − 1

x3
(x3 + x4 + x5 + x6) , x̃4 =

x4
x3

, x̃5 =
x5
x3

, x̃6 =
x6
x3

(5.148)

we obtain again a birational map to a double-fibred product over a projective line

HV4
(z1,z2,z3,z4,z5,z6)

rat.−→ E(λ,z1,z2) ×P1 K3( λ
z3

,
z4

z3
,
z5

z3
,
z6

z3

) . (5.149)
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In contrast to the previous case, the second factor now becomes a Hulek-Verrill K3 surface
instead of an elliptic curve.

In order to obtain the correct linear combinations of integral periods for the middle coho-
mology later on, it is necessary to construct the mirror geometries HΛn of the Hulek-Verrill
n-folds. For families of complete intersections, this can be achieved by a similar Batyrev-
Borisov construction as before by changing the lattice polyhedron to its dual

∇ = Conv
(
{0} ∪ {ε1e⋆1 + · · ·+ εn+2e

⋆
n+2 | εi = ±1}

)
⊂ M⋆ ⊗ R . (5.150)

As it turns out, the result is given by a complete intersection on the direct product of
n+ 2 projective lines

HΛn ∼=
P1

...
P1




1, 1
...

1, 1


 . (5.151)

This convenient notation is meant to describe the family of zero loci of two polynomials
on the direct product

(
P1
)n+2

that are both homogenous of degree one in each projective
coordinate. A combinatorial counting of all possible parameters describing this type of
polynomials gives a consistency check as it reproduces exactly the Hodge numbers hn−1,1

of the Hulek-Verrill n-folds discussed above. Moreover, the number of Kähler parame-
ters is trivially given by n + 2 as the Kähler deformations of the ambient space induce
those of the Calabi-Yau variety. Since any P1 contributes with one Kähler deformation as
dim(H1,1(P1,C)) = 1, we end up with in total n+ 2 Kähler moduli t := (t1, . . . , tn+2) on
HΛn. We denote the corresponding generators of the spaces H1,1(P1,C) by hi. Here, the
index i is relevant to distinguish between the n+ 2 copies of P1 of the complete intersec-
tion. As previously, we use the notation HΛn

t for that mirror Hulek-Verrill n-fold which is
characterized by the Kähler moduli t.

The aim for the remainder of this section is to compute the asymptotic structure of the
integral periods Πa(t) for both, the Hulek-Verrill threefolds and fourfolds. Recalling the
discussions from sections 3.2.5 and 3.2.6 we need for the appropriate Γ-class analysis to
compute the Chern classes of HΛ3

t and HΛ4
t respectively. Since these manifolds are given

in terms of complete intersections on a direct product of projective lines, we can express
the Chern classes in terms of the hyperplane classes hi of the individual P1-factors as89

c(HΛn
t ) =

∏n+2
k=1(1 + hi)

2

(
1 +

∑n+2
k=1 hi

)2 . (5.152)

89In general, if X is defined as a complete intersection on the direct product of projective spaces Pnk

by polynomials Pi that have homogenous degree mik on the k-th projective factor, the Chern class can be
computed using the adjunction formula to be [187]

c(X) =

∏
k(1 + hk)

nk+1∏
i(1 +

∑
kmikhk)

where hk denotes the corresponding hyperplane class.
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For a threefold HΛ3
t , an expansion of this identity yields

c(HΛ3
t) = 1 + 2

∑

i<j

hi ∧ hj − 4
∑

i<j<k

hi ∧ hj ∧ hk (5.153)

from which we compute the topological invariants Yijk according to equation (3.54) to be

Yijk =

{
2 if i, j, k are pairwise distinct
0 otherwise

Y0ij = 0 , Y00i = −2 , Y000 = 240
ζ(3)

(2πi)3
.

(5.154)

These characterize the asymptotic structure of the prepotential F and hence the leading
order contributions of the integral periods. We find

Π0(t) = 1

Πi(t) = ti

Πi(t) = −s42(t̂i) + 1 + · · ·

Π0(t) = s53(t) + s51(t)− 80
ζ(3)

(2πi)3
+ · · ·

(5.155)

where sml (t) denotes the lth symmetric polynomial in m variables (t1, . . . , tm). Moreover

we denote by t̂i the set of Kähler moduli (t1, . . . , t̂i, . . . , t5) with ti being removed.

For HΛ4
t , this construction is slightly more complicated as we need in addition to compute

the Chern characters ch(Ohi∩hj
) that belong to 4-branes. Using the expansion

c(HΛ4
t) = 1 + 2

∑

i<j

hi ∧ hj − 4
∑

i<j<k

hi ∧ hj ∧ hk + 24
∑

i<j<k<ℓ

hi ∧ hj ∧ hk ∧ hℓ (5.156)

for the Chern class and ch(Ohi∩hj
) = hi ∧ hj , the asymptotic structure of the integral

periods follows to be

Π0(t) = 1

Πi(t) = ti

Πij(t) = 2s42(t̂ij) + 1 + · · ·

Πi(t) = −2s53(t̂i)− s51(t̂i) + 80
ζ(3)

(2πi)3
+ · · ·

Π0(t) = 2s64(t) + s62(t)− 80
ζ(3)

(2πi)3
s1(t) +

3

8
+ · · · .

(5.157)

Again, we denote by smℓ (t) the ℓth symmetric polynomial in m variables and define the

short notations t̂i := (t1, . . . , t̂i, . . . , t6) and t̂ij := (t1, . . . , t̂i, . . . , t̂j , . . . , t6) to be the sets
of Kähler moduli with ti and ti, tj being removed respectively.
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5.5.2 One-parameter Families of Hulek-Verrill n-folds

The geometry of Hulek-Verrill n-folds admits a natural Zn+2 group action that is given by
cyclically permuting its coordinates xi. HV

n
z is symmetric under this group action if and

only if the complex structure moduli are given by the diagonal subspace z1 = . . . = zn+2 on
the complex structure moduli space. If we define z to parametrize this diagonal subspace,
we can define a one-parameter subfamily within the full family of Hulek-Verrill n-folds by

HVn
z := HVn

(z,...,z) . (5.158)

One should note that we have simply restricted the (n+2)-dimensional complex structure
moduli space to a one-dimensional subspace by this procedure. This has no effect on the
geometry of any explicit member HVn

z of the family. In particular, its Hodge number
hn−1,1 is still n + 2 and hence disagrees with the number of varying complex structure
moduli. This is owed to the fact that the diagonal z1 = . . . = zn+2 = z does not cover all
possible complex structure deformations of these manifolds but fixes n− 1 of them.

A natural construction to obtain an honest one-parameter family of Calabi-Yau n-folds
with hn−1,1 = 1 is given by quotienting the manifold HVn

z by the Zn+2 group action.
While this construction can be done for any algebraic variety and any discrete symmetry
group, it turns out that the quotient manifold HVn

z /Zn+2 obtains orbifold singularities
whenever the group does not act freely90 on HVn

z [188]. For HV3
z the fixed-point locus of

the Z5-action on the ambient space T5 is given by

(
T5
)Z5 = {[x1; . . . ;x5] ∈ T5 | x1 = . . . = x5} . (5.159)

Equation (5.141) implies that this fixed-point locus intersects with HV3
z only if (z, . . . , z)

is a singular point on the complex structure moduli space. By inserting this diagonal locus
into the equation (5.142) for the discriminant locus, we obtain that there are five conifold
singularities on the diagonal sublocus of the complex structure moduli space which are
given by the roots of the discriminant

∆ = (1− z)(1− 9z)(1− 25z) (5.160)

together with the large complex structure point z = 0 and z = ∞. From equation (5.136)

it follows that an intersection of
(
T5
)Z5 with HV3

z is possible only at the conifold sin-
gularity z = 1

25 . Thus, the symmetry group Z5 indeed acts freely on HV3
z outside the

singular points and hence the corresponding family of quotient manifolds gives rise to a
family of Calabi-Yau threefolds with one complex structure modulus which is smooth for
z ̸∈ {0, 1

25 ,
1
9 , 1,∞}.

The mirror family of HV3
z/Z5 is obtained from HΛ3

t by the similar construction. Again,
the manifolds that are described by the diagonal sublocus t := t1 = . . . = t5 are invariant

90Recall that a group G acts freely on a set X, if for all x ∈ X and g ∈ G the condition g.x = x implies
that g = e is the identity element of G. In other words, G acts freely on X if and only if no non-trivial
group element has a fixed point in X.
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under a Z5-action. Hence, the corresponding quotient gives rise to a family of Calabi-Yau
threefolds with one Kähler modulus. On the level of periods, this procedure leads to an
“averaging“ which in practice is obtained by inserting the diagonal locus ti = t into the
expressions (5.155) for the periods and rescaling the result by the inverse size of the group
orbits which is in this case 1

5 .

Let us now turn to the analog one-parameter subfamily of Hulek-Verrill fourfolds. On first
view, one might guess that it is possible to perform a similar construction by quotiening
with resprect to the Z6-symmetry group of HV4

z. In contrast to the threefold case, this
symmetry group is not simple but decomposes into the two subgroups Z2 and Z3 whose
generators can be chosen91 to be the permutations

Z2
∼= ⟨(x1, x4)(x2, x5)(x3, x6)⟩

Z3
∼= ⟨(x1, x3, x5)(x2, x4, x6)⟩ .

(5.161)

Obviously, the Z2-action has an extended three-dimensional fixed-point locus on the am-
bient space T6 that is given by

(
T6
)Z2 := {[x1; . . . ;x6] ∈ T6 | x1 = x4 , x2 = x5 , x3 = x6} (5.162)

whereas the Z3-action gives rise to a two-dimensional fixed-point locus

(
T6
)Z3 := {[x1; . . . ;x6] ∈ T6 | x1 = x3 = x5 , x2 = x4 = x6} . (5.163)

These intersect non-trivially on

(
T6
)Z6 :=

(
T6
)Z2 ∩

(
T6
)Z3 = {[x1; . . . ;x6] ∈ T6 | x1 = . . . = x6} (5.164)

which is the fixed-point locus of the full Z6-action. As in the threefold case, equation
(5.141) implies that this fixed-point locus intersects with the Hulek-Verrill fourfold HV4

z

only, if (z, . . . , z) is a singular point. In particular, an insertion into the defining equation
(5.136) of the fourfolds shows that there is such an intersection only for z = 1

36 which is
exactly one of the roots of the discriminant ∆ that becomes

∆ = (1− 4z)(1− 16z)(1− 36z) (5.165)

along the diagonal zi = z. The main difference to the previously discussed threefold case
is that the fixed-point loci of the subgroups cause additional orbifold singularities if we

consider the quotient HV4
z/Z6. Unlike the fixed-point locus of the full Z6-action,

(
T6
)Z2

and
(
T6
)Z3 intersect HV4

z for generic z and hence the quotient HV4
n/Z6 obtains orbifold

singularities for any z ∈ C.

It follows that
(
T6
)Z2 intersects HV4

z only at discrete points. Hence, the corresponding

orbifold singularities on the quotient have a crepant resolution [188]. However,
(
T6
)Z3

91Any other decomposition of the Z6 action is equivalent to the chosen one.
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intersects the Hulek-Verrill fourfold along an extended line which prohibits a crepant re-
soultion of the caused orbifold singularities. From this discussion we can conclude that
the quotient HV4

z/Z6 contains for any z ∈ C orbifold singularities that cannot be resolved,
hence in contrast to the threefold case this quotient turns out to be a singular manifold.

We can nevertheless discuss the arithmetic properties of this one-parameter subfamily of
Hulek-Verrill fourfolds by applying the methods that have been presented in section 5.3
to a subfamily

HV4
z = HV4

(z,...,z) (5.166)

of the full family of Hulek-Verrill fourfolds. If we would have been able to construct a corre-
sponding honest one-parameter family of smooth fourfolds by quotienting with the symme-
try group, it would follow directly that the primary horizontal subspace H4

H(HV4
z/Z6,C)

would be generated by Ω(z) := Ω(z, . . . , z) and an appropriate number of derivatives
ΘkΩ(z). Since these quotient manifolds turn out to be singular, we need to find an analog
description within the full horizontal cohomology. We note that, due to the Z6-symmetry
along the diagonal locus, the holomorphic four-form Ω(z) is invariant on this diagonal un-
der a cyclic permutation of the complex structure moduli. Hence, the derivatives ΘiΩ(z)
should coincide on the diagonal. By this observation one might expect that H4

H(HV4
z,Q)

admits a natural sub Hodge structure along the diagonal zi = z which effectively corre-
sponds to a one-parameter subfamily of Calabi-Yau fourfolds92.

To finish the discussion of the one-parameter models, we now turn to the derivation of the
Picard-Fuchs operators which characterize the periods of HV3

z/Z5 and of the sub Hodge
structure on HV4

z respectively. Since we follow in both cases an analog procedure which
has been performed for the threefold case in [142], the computations will be kept general
in order to cover both cases simultaneously.

We recall that the Picard-Fuchs ideal for any Calabi-Yau n-fold is obtained by iterative
differentiation of the holomorphic n-form with respect to the complex structure moduli
and reducing the result modulo exact forms until one obtains a closed expression in terms
of a differential equation for Ω(z). This iteration, which is known as Griffiths-Dwork
reduction93 [89, 90], is guaranteed to succeed as the primary horizontal subspaceHn

H(X,C)
is known to be finite dimensional. For a Calabi-Yau n-fold X that is given by a complete
intersection in a projective ambient space Pn+2, Ω enjoys an explicit expression in terms
of a residue integral [62]

Ω =

∫

γ

∆
∏N

k=1 Pk(x)
. (5.167)

92This observation has been expectable from the discussions of the threefold case, since the periods of
the Z5-quotient HV3

z/Z5 just coincide (up to an overall normalization) with those of HV3
z on the diagonal

subspace.
93For a comprehensive review on the Griffiths-Dwork reduction procedure we refer to [185].
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Here, the Pi(x) denote the defining polynomials of X and

∆ =

n+2∑

k=1

(−1)kxkdx
1 ∧ · · · ∧ ˆdxk ∧ · · · ∧ dxn+2 . (5.168)

Moreover, γ defines a torus, surrounding the Calabi-Yau n-fold in its ambient space. Note
that for a smooth family of Calabi-Yau manifolds, the polynomials Pi become smoothly
dependent on the complex structure moduli.

Let us now apply this residue formula to the Zn+2-invariant subfamily94 of Hulek-Verrill
n-folds HVn

z . The defining equation (5.136) implies that we can write Ω(z) as

Ω(z) =

∫

γ

∆(∑n+2
k=1

z

xk

)(∑n+2
k=1 xk

)
− 1

. (5.169)

For this special family, it is even possible to perform this integration explicitly such that we
obtain a closed expression for the fundamental period without knowing the Picard-Fuchs
ideal yet. Following [142], we find that the fundamental period corresponding to Ω(z) is
obtained by choosing the integration along a torus. In the vicinity of the large complex
structure point z = 0, the denominator is expandable in terms of a geometric series and
hence we obtain95

ϖ0(z) = − 1

(2πi)n+2

∫ n+2∏

i=1

dxi

xi
1(∑n+2

k=1

z

xk

)(∑n+2
k=1 xk

)
− 1

=
1

(2πi)n+2

∫ n+2∏

i=1

dxi

xi

∞∑

ℓ=0

(
n+2∑

k=1

z

xk

)ℓ(n+2∑

k=1

xk

)ℓ

=
1

(2πi)n+2

∞∑

ℓ=0

∑

|j|=ℓ

∑

|k|=ℓ

(
ℓ
j

)(
ℓ
k

) n+2∏

i=1

zki
∫

S1

dxi

xi
xji−ki
i .

(5.170)

Here, j = (j1, . . . , jn+2) and k = (k1, . . . , kn+2) denote (n+ 2)-dimensional multi-indices,
(

ℓ
k

)
:=

ℓ!

k1! · · · kn+2!
(5.171)

are the multinomial coefficients that count the multiplicity of the appearing factors and
|j| = ∑n+2

i=1 ji is the absolute value of the multi-index j. The remaining integrals can be
computed easily by Cauchy’s integral formula to be

∫

S1

dxi

xi
xji−ki
i = 2πiδji,ki . (5.172)

94At this point we could have started with the full n+2-dimensional moduli space as well and perform the
analog computation. However, since we are interested in the Picard-Fuchs operator for this one-dimensional
subfamily, we restrict the following discussion to this special case.

95The prefactor of −(2πi)−n+2 is chosen such that ϖ0(z) is properly normalized to ϖ0(0) = 1.
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Hence, the fundamental period for the one-parameter subfamily HVn
z reads

ϖ0(z) =
∞∑

k=0

∑

|j|=k

(
k
j

)2

zk (5.173)

in a vicinity of the large complex structure point.

Since we know that the primary horizontal subspace Hn
H(HVn

z ,Q) has a substructure that
is spanned by Ω(z) and a finite number of its derivatives and hence can be treated as a
one-parameter family of Calabi-Yau n-folds, it is assured that the Picard-Fuchs ideal is
generated only by a single differential operator L. This Picard-Fuchs operator L can be
constructed by requiring it to be of minimal degree such that

Lϖ0(z) = 0 . (5.174)

In practice, L can be deduced by finding a recursion relation for the coefficients

ak =
∑

|j|=k

(
k
j

)2

(5.175)

and translating this into a differential equation for ϖ0(z).

For the Hulek-Verrill threefolds we find that the coefficients ak obey the recursion relation

an =
1

n4

(
(35n4 − 70n3 + 63n2 − 28n+ 5)an−1

− (n− 1)2(259n2 − 518n+ 285)an−2 + 225(n− 1)2(n− 2)2an−3

) (5.176)

implying that ϖ0(z) is annihilated by the degree-four differential operator96

L =

4∑

k=0

fk(z)Θ
k (5.177)

with

f4(z) = (1− z)(1− 9z)(1− 25z) ,

f3(z) = −2z(675z2 − 518z + 35) , f2(z) = −z(2925z2 − 1580z + 63) ,

f1(z) = −4z(675z2 − 272z + 7) , f0(z) = −5z(180z2 − 57z + 1) .

(5.178)

96Note that this operator has been identified as operator AESZ34 in the list [189] to be the Calabi-Yau
operator of a one-parameter family of Calabi-Yau threefolds.
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In analogy, the coefficients ak for the one-parameter subfamily HV4
z are characterized by

the recursion relation

an =
1

n5

(
2(2n− 1)(14n4 − 28n3 + 28n2 − 14n+ 3)an−1 (5.179)

− 4(n− 1)3(196n2 − 392n+ 255)an−2 + 1152(n− 2)2(n− 1)2(2n− 3)an−3

)

that gives rise to a degree-five differential operator

L =
5∑

k=0

fk(z)Θ
k . (5.180)

with

f5(z) = (1− 4z)(1− 16z)(1− 36z) , f4(z) = −20z(864z2 − 196z + 7) ,

f3(z) = −12z(4224z2 − 673z + 14) , f2(z) = −4z(18144z2 − 2137z + 28) ,

f1(z) = −4z(12672z2 − 1157z + 10) , f0(z) = −6z(2304z2 − 170z + 1) .

(5.181)

From this result, we first note that the Hodge substructure of H4
H(HV4

z,Q) on the Z6-
invariant subfamily is of Hodge type (1, 1, 1, 1, 1) as it is decribed by one effective complex
structure modulus z and moreover, the Picard-Fuchs operator of degree five ensures that
there is only one (2, 2)-forms contributing to the primary horizontal subspace.

With the Picard-Fuchs operator at hand it is now straight forward to compute the ad-
ditional periods ϖi(z) in the Frobenius basis given by equation (3.73) for the threefold
case and equation (3.77) for the fourfold case. In practice, this is achieved by expand-
ing all holomorphic functions in a series expansion and deriving recursion relations for
their coefficients from the condition Lϖi(z) = 0. In appendix C we collect a summary of
these recursion relations for general one-parameter families of Calabi-Yau threefolds and
in addition for families of Calabi-Yau fourfolds that are of primary horizontal Hodge type
(1, 1, ℓ, 1, 1) for some ℓ ≥ 1.

Having computed the Frobenius periods by this method (up to a given precision), we can
use the mirror map and the period structure we have discussed for the mirror manifolds
in the previous section to obtain the correct linear combinations of the Frobenius periods
that lead to a set of integral periods on Hn

H(HVn
z ,C). In analogy to the previous three-

fold discussion, we can associate as a mirror of the one-dimensional subfamily HV4
z the

subfamily

HΛ4
t := HΛ4

(t,t,t,t,t,t) (5.182)

that is defined on the diagonal of the complexified Kähler moduli space of HΛ4
t . The

integral periods on this subfamily are hence given by inserting the diagonal ti = t in the
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expressions from equation (5.157) and averaging over all periods that correspond to the
same type of branes. We obtain asymptotically that

Π0(t) = 1

Π1(t) =
1

6

6∑

i=1

Πi(t, . . . , t) = t

Π2(t) =
1

6

3∑

i=1

Πi,i+3(t, . . . , t) = t2 +
1

2
+ · · ·

Πi(t) =
1

6

6∑

i=1

Πi(t, . . . , t) = −20t3 − 5t+ 80
ζ(3)

(2πi)3
+ · · ·

Π0(t) =
1

6
Π0(t, . . . , t) = 5t4 +

5

2
t2 − 80

ζ(3)

(2πi)3
t+

1

16
+ · · · .

(5.183)

5.5.3 Arithmetic Search for Modular Hulek-Verrill Fourfolds

Now we have collected all ingredients to analyze the modular structure of the primary
horizontal middle cohomology of the Hulek-Verrill fourfolds HV4

z. We follow the strategy
as discussed in section 5.4.1.

To begin with, we compute the matrix W (z) which is needed to perform the efficient
inversion of the period matrix E(z). Due to the representation

W ij(z) =

∫

X
ΘiΩ(z) ∧ΘjΩ(z) (5.184)

in terms of the generating derivatives Di = Θi of the primary horizontal subspace, W (z)
can be computed by using the Picard-Fuchs equation to derive a set of differential equations
for the functions W ij(z) which turn out to be solved in terms of rational functions. In
appendix D.1 we derive the concrete differential equations for W ij(z) for any family of
Calabi-Yau fourfolds of Hodge type (1, 1, 1, 1, 1) in terms of the functions fk(z) appearing
in the Picard-Fuch operator L. For the one-parameter subfamily HV4

z of Hulek-Verrill
fourfolds, the Picard-Fuchs operator (5.180) implies by solving equation (D.16) that

W 04(z) = − c

∆
, ∆ = −(1− 4z)(1− 16z)(1− 36z) (5.185)

which fixes the additional entries of W (z). The overall integration constant c depends
only on the chosen normalization for Ω(z) and can be fixed by compairing the first terms
of the series expansion of W (z) around z = 0 with the matrix E(z)TσE(z) leading for our
conventions to c = κ

(2πi)4
. Since the entries of W (z) have a closed expression in terms of

rational functions, this matrix can be easily inverted. One finds that W−1(z) becomes

−4z

c


3(z(768z − 85) + 1) (3456z − 451) + 7 3(1632z − 281) + 7) 3(4z(216z − 49) + 7) ∆

4z
(3456z − 451) + 7 −(z(2304z − 451) + 14) −(4z(216z − 49) + 7) − ∆

4z
0

3(1632z − 281) + 7) −(4z(216z − 49) + 7) ∆
4z

0 0

3(4z(216z − 49) + 7) − ∆
4z

0 0 0
∆
4z

0 0 0 0

 .
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In particular, the denominator of W−1(z) is constant and therefore trivially given by
W(z) = 1. Hence, we expect that the entries of Up(z) have the common denominator

Pn(z) = ∆(zp)n−4 = (4zp − 1)n−4(16zp − 1)n−4(36zp − 1)n−4 (5.186)

in their p-adic expansion up to order O(pn). By computing the periods ϖi(z) to sufficient
high order in their series expansions97 and enforcing that

Up(z) = E−1(zp)Vp(0)E(z) (5.187)

is a rational function whose denominator is given by equation (5.186) up to p-adic precision
O(pn), we obtain for any prime p a set of linear equations that can be solved for the
coefficients α and γ that determine the matrix Vp(0). We perform this computation up to
the p-adic precision98 O(p9) and primes 7 ≤ p ≤ 733. For all examined primes we find

α = 0 +O(p8) . (5.188)

Note that the precision order is reduced by one as Up(z) depends on the combination αp
which has been computed to p-adic accuracy O(p9). The observations that α vanishes
seems to be a general feature which we encounter for all examined examples (c.f. section
5.6). For Calabi-Yau threefolds a similar structure has been observed and explained [143]
to be always achievable by choosing a certain set of coordinates on the complex structure
moduli space. We expect a similar reason to apply for equation (5.188) to hold for general
fourfolds as well. The coefficient γ is non-vanishing for all examined primes. Table 5.2
displays the results for γ up to p ≤ 103.

p γ +O
(
p6
)

p γ +O
(
p6
)

p γ +O
(
p6
)

p γ +O
(
p6
)

7 2909 29 17091144 53 2282970 79 2722587862

11 4767 31 8281113 59 448576980 83 2262384100

13 158297 37 30272565 61 807455087 89 3172624216

17 1359627 41 62998329 67 58131285 97 5859814943

19 1609854 43 62219334 71 518484801 101 8620742110

23 1824119 47 53913209 73 1091760013 103 6279625446

Table 5.2: The coefficient γ for the one-parameter subfamily HV4
z of Hulek-Verrill fourfolds

for the primes 7 ≤ p ≤ 103. Since Up(z) depends on p3γ, a computation of Up(z) up to
order O(p9) leads to a precision of O(p6) for γ.

Since this analysis fixes all coefficients of Vp(0), we can now proceed to compute the full
matrix Up(z) for any given prime p ≥ 7 as a formal series expansion in z. Using equations

97For the following investigation, we computed the power series Ai(z) characterizing in the Frobenius
periods up to order Nmax = 6000 using the algorithm which is derived in appendix C.

98Recall from section 5.4.1 that is suffices to compute Up(z) up to order O(p4) for primes p ≥ 7 in order
to obtain exact results for the polynomial RH(HV4

z, T ).
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(5.110) and (5.111) we can use this result to obtain the coefficients ap, bp and ε for the
characteristic polynomial RH(HV4

z, T ) of the Frobenius map for any value z ∈ Fp. Recall
that z needs to be replaced by its Teichmüller lift Teichp(z) in the series expression for
Up(z) due to the convergence property of this power series.

Performing a systematic computation of RH(HV4
z, T ) for all primes 7 ≤ p ≤ 733 and all

values z ∈ Fp, we can search for points z ∈ C of persistent factorization. A summary of
all characteristic polynomials RH(HV4

z, T ) for the primes 7 ≤ p ≤ 37 and all z ∈ Fp for
which HV4

z/Fp is non-singular99 is collected in appendix E.1.

As expected from the general discussion in section 5.4.1, we can confirm that the polyno-
mials RH(HV4

z, T ) factorize into a linear factor and a remaining degree four polynomial.
Moreover, already the small selection of primes given in appendix E.1 shows that for each
prime, there is at least one z ∈ Fp such that RH(HV4

z, T ) factorizes further into two
quadratic factors and the omnipresent linear factor. Figure 5.2 presents a histogram100

counting the number of points z ∈ Fp for each prime 7 ≤ p ≤ 733 that lead to a quadratic
factorization.

50 100 150 200 250 300 350 400 450 500 550 600 650 700

2

4

6

8

10

Figure 5.2: Histogram of the number of points z ∈ Fp that lead to a quadratic factorization
of the characteristic polynomial RH(HV4

z, T ) for all primes 7 ≤ p ≤ 733. This figure is
taken from [1].

This observation gives a strong indication that HV4
z might admit a point z ∈ MC.S. of

persistent factorization. In addition, we summarize in table 5.3 all values z ∈ Fp for which
RH(HV4

z, T ) has such a quadratic factorization for the first primes 7 ≤ p ≤ 29.

99Note that HV4
z/Fp is singular if ∆(z) ≡ 0 mod p.

100Introduced in [7], these histograms are a convenient method to decide whether a family of Calabi-Yau
n-folds Xz admits a point z ∈ MC.S. that leads to a persistent factorization of the characteristic polynomial
RH(Xz, T ).
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p z RH(HV4
z, T )

11 1 (1 + p2T )2(1− p2T )3

11 6 (1 + p2T )(1− p2T )2(1− 122T + p4T 2)

11 8 (1− p2T )(1 + p2T )2(1− 62T + p4T 2)

11 10 (1 + p2T )(1− p2T )2(1 + 178T + p4T 2)

13 1 (1 + p2T )(1− p2T )2(1 + 310T + p4T 2)

17 1 (1 + p2T )(1 + 70T + p4T 2)(1 + 14pT + p4T 2)

17 15 (1 + p2T )(1− p2T )2(1 + 110T + p4T 2)

19 1 (1 + p2T )(1− 338T + p4T 2)(1 + 22pT + p4T 2)

19 2 (1 + p2T )(1− p2T )2(1 + 22T + p4T 2)

19 7 (1− p2T )(1 + p2T )2(1− 122T + p4T 2)

19 17 (1 + p2T )(1− p2T )2(1 + 262T + p4T 2)

23 1 (1− p2T )(1 + 1010T + p4T 2)(1− 34pT + p4T 2)

23 4 (1− p2T )(1 + p2T )2(1− 410T + p4T 2)

23 5 (1 + p2T )(1− p2T )2(1 + 830T + p4T 2)

23 12 (1 + p2T )(1− 962T + p4T 2)(1− 10pT + p4T 2)

29 1 (1− p2T )(1 + p2T )2(1− 1178T + p4T 2)

29 6 (1− p2T )(1 + p2T )2(1− 482T + p4T 2)

29 11 (1− p2T )(1 + 482T + p4T 2)(1 + 38pT + p4T 2)

29 24 (1 + p2T )(1− p2T )2(1− 698T + p4T 2)

Table 5.3: All points z ∈ Fp for 7 ≤ p ≤ 29 for which RH(HV4
z, T ) factorizes into two

quadratic and one linear factor.

To confirm that the family HV4
z has indeed a point of persistent factorization, we need

to analyze whether for each prime p one of the factorization points originates from a
reduction of the same complex number z ∈ C modulo p. If so, this point z describes a
point of persistent factorization. Our strategy to identify such a point in the complex
structure moduli space follows in analogy to [7]. This procedure is given by an iterative
scan over algebraic numbers z ∈ Q̄ ⊂ C in increasing order of its defining polynomial. For
the kth iteration step, we search for a set of integers (a0, . . . , ak) ∈ Zk+1 such that for each
prime p, there exists a point zp ∈ Fp obeying

akz
k
p + · · ·+ a1zp + a0 ≡ 0 mod p (5.189)

for which RH(HV4
z, T ) has a quadratic factorization or HV4

z is singular. If we find such
a set of integers for a given iteration step, the algebraic roots z ∈ Q̄ of the resulting
polynomial p(z) = akz

k + · · · + a1z + a0 describe a point z of persistent factorization in
the complex structure moduli space of HV4

z. In addition to equation (5.189), we need to
include the condition that z ∈ Q̄ has a well-defined representative in Fp. Hence, for a
given set of integers (ai), we ignore the prime p in equation (5.189), if the roots of p(z)
have no representative in Fp.
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The first iteration step k = 1 includes all rational numbers z = −a0
a1

∈ Q. A rational
number has a representative in Fp if and only if

a1 ̸≡ 0 mod p . (5.190)

For the practical evaluation, we scan in each iteration step over all polynomials with
|ai| ≤ 1000. For the one-parameter subfamily HV4

z of Hulek-Verrill fourfolds the first
iteration step k = 1 leads to four solutions that are given by

z =
1

36
, z =

1

16
, z =

1

4
, z = 1 . (5.191)

Note that the former three points correspond exactly to the three actual conifold points
that are described by the discriminant locus given by equation (5.165) whereas z = 1 is a
point on the complex structure moduli space for which the geometry of HV4

z is smooth.
From the data of table 5.3 we can verify that RH(HV4

1, T ) factorizes for each prime. Hence,
we can conclude that z = 1 is indeed a point of persistent factorization.

After identifying this first point z = 1 of persistent factorization, it is of interest to ana-
lyze whether the family HV4

z admits additional modular points. By extending the search
for modular points beyond rational points using the next iteration step of the algebraic
search, we can rule out additional modular points in any quadratic field extension of Q.
Moreover, we observe that after excluding those factorization points from the histogram
that correspond to representatives of z = 1, the remaining points of factorization appear
only for sporadic primes.

This argument does not completely rule out the possibility that there are further modular
points. Assume that z̃ ∈ C is another modular point on the complex structure moduli
space of HV4

z. Since modularity implies a factorization of RH(HV4
z̃, T ) for each prime p for

which z̃ has a representative in Fp and HV4
z̃ is non-singular, the existence of an additional

modular point z̃ would imply that the sporadic primes of factorization correspond to such
primes that admit a representative of z̃ in Fp whereas for all other primes p′, the point z̃
does not have a representative in Fp′ .

Following the arguments of [142], we argue in the following that the possibility of an
additional modular point is very unlikely. Let us first consider the case of an additional
rational modular point z̃ ∈ Q. As we have discussed above, z̃ = −a0

a1
does not have a

representative in Fp if and only if a1 ≡ 0 mod p. Hence, a1 has to be divisible by all
primes p for which z̃ does not have a representative. Using the data from table 5.3, this
argument leads to a lower bound on the size of a1. Increasing the data set to that of figure
5.2, we can even increase this bound to

|a1| > 1029 . (5.192)

Assuming that z̃ is a “reasonable“ rational number, this bound on its denominator rules
out that such an additional rational modular point exists. Adapting the same argument for
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additional modular points in a quadratic field extension of Q leads to a similar consistency
bound that is expressible by ∆(z̃) ≡ 0 mod p for all primes p without representative for
z̃. Again, applying the data of figure 5.2, we obtain a lower bound on ∆ given by

|∆(z̃)| > 1050 . (5.193)

Following [142], this argument is extendible to all iteration steps of the algebraic search
for points of persistent factorization. Hence, we can conclude that there are no further
algebraic modular points z̃ ∈ Q̄ on the complex structure moduli space of HV4

z.

5.5.4 Verification of the Modularity of HV4
1

Let us now turn to the verification of the modularity conjecture for the manifold HV4
1 which

we have identified as a manifold that admits a persistent factorization of the polynomial
RH(HV4

1, T ). From table 5.3 and the additional data for larger primes, we can read off
the coefficients of the quadratic factors of RH(HV4

1, T ). Note that the coefficients are of
fixed order in the corresponding prime p such that we can write the polynomial as

RH(HV4
1, T ) = (1± p2T )(1− apT + p4T 2)(1− bppT + p4T 2) (5.194)

where the coefficients ap and bp are collected in table 5.4.

p 11 13 17 19 23 29 31 37 41 43 47 53

ap 0 -310 -70 338 -1010 1178 1322 2570 -338 1010 4130 -1730

bp 0 0 -14 -22 34 0 2 0 0 0 -14 -86

Table 5.4: The coefficients ap and bp of the quadratic factors of RH(HV4
1, T ) for all primes

11 ≤ p ≤ 53. One should note that the prime p = 7 is not included to this table as it
admits a singular structure of HV4

1/Fp.

The modularity conjecture states that the coefficients ap should correspond to the Fourier
coefficients of a weight-three modular form in M3(Γ0). The “L-Functions and modular
Forms Database“ (LMFDB) [190] provides a large database of more than a million modular
forms, including those which are Hecke eigenforms101 in Mk(Γ0(N)). Assuming that the
coefficients ap from table 5.4 correspond to a modular form of weight three, the Fourier
expansion

f(τ) =
∑

p

apq
p , q = e2πiτ (5.195)

can be identified with a unique modular form that is listed in [190] with the label 15.3.d.b.
This identification holds for all primes 11 ≤ p ≤ 733 that have been tested. The existence
of this unique modular form whose Fourier coefficients coincide with the coefficients of
the degree-two factor of RH(HV4

1, T ) is in full accordance with the modularity conjecture.

101To be more specific, we are interested in so-called Hecke Newforms.
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Thus, it gives a strong consistency check that HV4
1 is indeed a modular Calabi-Yau four-

fold and hence admits a split of its primary horizontal cohomology.

In order to verify this behavior, we compute the integral periods Π(z) at the modular
point z = 1 and check explicitly, whether the integral primary cohomology has a two-
dimensional sublattice. To compute the periods at z = 1, we need to analytically continue
the integral periods that have been computed in the vicinity of the large complex structure
point z = 0. Since there are conifold singularities at the real values for which ∆(z) = 0,
the analytic continuation is performed in the complex plane. Apart from the singular
points, the periods are holomorphic, hence by choosing expansion points with overlapping
areas of convergence, the solutions at z = 0 can be continued to the point z = 1. One
should note that this continuation is unique only up to a monodromy transformation de-
pending on whether the path of continuation passes a conifold singularity on different sides.

By choosing the path to be in the upper half plane, Im(z) ≥ 0, we compute the integral
period vector Π(1) at z = 1 within a numerical precision of 100 digits. By computing
the ratios of several entries of the period vector, it can be verified that its real part has a
rational structure of the form

Re(Π(1)) = C




1
1
8

−10
2




(5.196)

with the irrational coefficient

C = −0.156167172440226442754946776771084997380089550669633... . (5.197)

However, this observation seems to fail for its imaginary part Im(Π(1)). Within the given
numerical precision of 100 digits we can exclude that the ratio of the imaginary parts of
any two entries of Π(1) is a rational number with a height larger than 1050. The height of
a rational number q = r

s is given by ht(q) = (|r|+ |s|) and gives a good measure whether a
numerical result is likely to represent a rational number. Since the ratios of the imaginary
parts of the numerically computed periods are that large, we conclude that Im(Π(1)) does
not have a rational structure like its corresponding real part.

If HV4
1 would be an attractive fourfold, a two-dimensional integral sublattice Λ that is

of Hodge type (4, 0) + (0, 4) would split off the primary horizontal integral cohomology
H4(HV4

1,Z). Hence, Ω(1) and Ω(1) need to be given in terms of integral vectors. The
previous observation that Im(Π(1)) cannot be written in terms of a rational vector shows
that H4(HV4

1,Z) does not admit a two-dimensional sublattice of the required Hodge type.

Let us now consider the second possible case. If HV4
1 is of attractive K3 type, the primary

horizontal intgeral cohomology is required to have a two-dimensional sublattice that is of
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Hodge type (3, 1) + (1, 3). To verify the existence of such a sublattice, we compute the
Kähler covariant derivative

∇zΠ(z) = (∂z − ∂zKC.S.(z))Π(z) (5.198)

of the integral period vector evaluated at z = 1. Up to the same numerical precision of
100 digits we find

∇zΠ(1) = A




12
5

20
−50
10




+ iB




0
5

24
−80
20




(5.199)

for two real constants A,B whose values are given by

A = −0.011783350037859430679992523295962605881917251716994...

B = −0.003042447897277474018298818684307367137030444536707... .
(5.200)

Note that ∇z was defined such that ∇zΩ(z) ∈ H3,1(HV4
z,C). Hence, we find within the

given numerical precision that

ΛAK3 := ⟨∇zΩ(1),∇zω(1)⟩ =
(
H3,1(HV4

1,C)⊕H1,3(HV4
1,C)

)
∩H4(HV4

1,Z) (5.201)

defines a two-dimensional sublattice of the integral middle cohomology H4(HV4
1,Z) that

is of definite Hodge type (3, 1) + (1, 3). From this analysis, we can verify that HV4
1 is

a modular Calabi-Yau fourfold which is of attractive K3 type. Moreover, the expression
(5.199) gives the explicit generators of the two-dimensional sublattice in terms of the in-
tegral periods.

We should note that although the modularity conjecture detected an integral sublat-
tice of Hodge type (3, 1) + (1, 3), this Calabi-Yau fourfold admits a non-trivial flux com-
pactification of M-theory. Since H4

H(HV4
1,C) is given by the five-dimensional subspace

which is spanned by Ω(1) and its first four derivatives, we have that the remaining three-
dimensional lattice Σ of the decomposition

H4
H(HV4

1,Z) = ΛAK3 ⊕ Σ (5.202)

is by definition of Hodge type (4, 0) + (2, 2) + (0, 4). Hence, it provides three independent
four-forms that are in accordance with the supersymmetric flux vacuum constraint (4.70)
of M-theory compactifications. In particular, equation (5.196) realizes one of these con-
sistent integral flux vectors as the real part of the period vector Π(1).

We can perform yet another strong consistency check for the modularity of HV4
1 that

is completely independent of the arithmetic analysis we presented above. Following
[6, 165, 191, 192], the integral periods corresponding to the two-dimensional sublattice
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ΛAK3 which splits off the primary horizontal cohomology can be written as a rational lin-
ear combination of two critical values of the L-function that corresponds to the modular
form f(τ) of equation (5.195). This observation goes back to Deligne’s conjecture [193]. In
the following, we state Deligne’s conjecture for the purpose of our analysis for the middle
cohomology of Calabi-Yau fourfolds. Without going into any details, the following dis-
cussion gives a brief introduction to Deligne’s conjecture and states its implication on the
periods of the modular fourfold HV4

1. The reader interested in details of this derivation,
including a proper definition of critical motives, is referred to [1].

Deligne’s conjecture is formulated in the language of motives. For our case it is essentially
based on the observation that we can define two different rational structures on the middle
cohomology, for instance by choosing H4

sing(X,Q) and H4
dR(X,Q) whose complexifications

can be identified isomorphically. In practical computations, this comparison isomorphism

I∞ : H4
sing(X,Q)⊗Q C → H4

dR(X,Q)⊗Q C (5.203)

is obtained by the change of basis matrix between the Frobenius basis and the integral
basis of the period vector

I∞ = (2πi)4M E(z)T (5.204)

where M denotes the change of basis matrix which is defined in analogy to the three-
dimensional matrix given by equation (3.81). The idea of Deligne is now to associate two
periods102 c± to this map which are given by restricting I∞ to the eigenspaces M±

sing of

the complex conjugation map on H4
sing(X,Q)⊗Q C with eigenvalues ±1 and setting

c± := det(I∞ : M±
sing → M±

dR) . (5.205)

Here, M±
dR denotes the image of M±

sing under I∞. It is a non-trivial but true statement that
these restricted maps are again isomorphisms and hence, the determinant is well-defined.

Now, Deligne’s conjecture states that if H4(X,Q) defines a so-called critical motive, then
the quotient

L(M±
sing,0)

c+M±
sing

(5.206)

is a rational number. Here, L denotes the motivic L-function of the middle cohomology
that can be computed from the polynomials R4(X,T ) appearing in the local zeta function
of X.
For the given two-dimensional subspace of H4

H(HV4
1,Q) which is spanned by ∇zΠ(1) and

its complex conjugate, Deligne’s conjecture implies103 that the coefficients A and B are

102The name period is introduced by Kontsevich and Zagier [194]. In particular, it is independent of the
periods Π that characterize the holomorphic four-form Ω.
103It should be noted that the motive which is given by this two-dimensional subspace is not critical,

hence Deligne’s conjecture does not seem to be applicable. However, by performing a suitable Tate twist
ΛAK3(Q) 7→ ΛAK3(Q) ⊗Q Q(m), the motive can be arranged to be critical [1]. In practice, this operation
shifts the evaluation point for the motivic L-functions from 0 to m− 1.
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given by

A =
r

s

L3(1)

(2πi)2
, iB =

r′

s′
L3(2)

(2πi)3
(5.207)

for two rational numbers r
s and r′

s′ . The corresponding motivic L-function values can be
read off from the LMFDB database [190] to be

L3(1) = 0.54271934916842485520176378379613163082128362217397375229323...

L3(2) = 0.88045982535822981044968910894132568513898932226249847773441... .
(5.208)

Inserting the numerical values for A and B from equation (5.200), we can deduce the
rational prefactors such that

A = −4
L3(1)

(2πi)2
, iB = 60

L3(2)

(2πi)3
. (5.209)

Hence, we can conclude that

∇zΠ(1) = −4
L3(1)

(2πi)2




12
5

20
−50
10




+ 60
L3(2)

(2πi)3




0
5

24
−80
20




(5.210)

which is in full agreement with Deligne’s conjecture for modular Calabi-Yau manifolds.
Since Deligne’s conjecture gives a correspondence between the weight-three modular form
f(τ) and the two-dimensional integral sublattice ΛAK3 that is completely independent of
the arithmetic analysis, it provides an excellent and very strong a posteriori consistency
check for the arithmetic method, which we discussed in sections 5.1 to 5.4.

One should note that the modularity for Hulek-Verrill n-folds has been discussed already
in [195, 196]. Here, the authors present a different approach to check whether a given
geometry is modular and to compute the corresponding Hecke eigenform f(τ). This in-
dependent analysis, which uses the notion of periods and quasiperiods of modular forms,
leads to the same result of HV4

1 being modular with the corresponding modular form
15.3.d.b. which gives yet another consistency check.

As a final remark, we note that, in accordance with Hodge-like conjectures104, it is possible
to assign rational four-cycles to HV4

1 that are responsible for the splitting of the primary
horizontal cohomology. To that end, we recall that each Hulek-Verrill fourfold HV4

z has a
birational model in terms of the elliptically fibred product

HV4
(z1,z2,z3,z4,z5,z6)

rat.−→ E(λ,z1,z2) ×P1 K3( λ
z3

,
z4

z3
,
z5

z3
,
z6

z3

) . (5.211)

104Roughly speaking, these generalizations of the Hodge conjecture [173] imply that any rational Hodge
substructure V ⊂ Hk(X,Q) has a geometrical origin in terms of a corresponding set of dual rational
k-cycles. For additional details on these generalized Hodge-like conjectures we refer to [7, 141, 196]
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For the one-parameter subfamily HV4
z, the corresponding birational model is given by

HV4
z

rat.−→ E(λ,z,z) ×P1 K3(λ
z ,1,1,1

) . (5.212)

The elliptic curve of this decomposition enjoys the long Weierstraß form

E(λ,z,z) = {(x, y) ∈ C | y2 = Pλ,z(x)} (5.213)

with the cubic polynomial

Pλ,z(x) = x

(
x+

2(λ2 + 1 + 2z2)− (λ+ 1 + 2z)2

8

)2

−

∏
δi=±1

(λ− (1 + δ1
√
z + δ2

√
z))

64
x .

(5.214)
Transforming this expression into the isomorphic short Weierstraß form105

y2 = x3 + aλ,zx+ bλ,z , (5.215)

the discriminant of the elliptic curve E(λ,z,z) can be computed to be

∆(λ, z) := −4a3λ,z − 27b2λ,z = (λ− 1)2λ2z4(λ2 − 2λ(4z + 1) + (1− 4z)2) . (5.216)

Thus, we conlcude that E(λ,z,z) is singular if and only if

λ ∈ {0, 1, λ+(z), λ−(z),∞} for λ±(z) := 1 + 4z ± 4
√
z . (5.217)

According to the work of Hulek and Verrill [8], the modularity of certain Hulek-Verrill
threefolds can be explained by the existence of a singular elliptic fibre in the birational
model (5.146) for each modular point on the complex structure moduli space. If this
singular fibre is of Kodeira type106 In with n > 1, it decomposes into more than one
irreducible P1 components. In this case, the two rational three-cycles of Hodge type (2, 1)
and (1, 2) which give rise to the splitting of the middle cohomology can be identified to
be the real one-cycle of the smooth elliptic fibre and one of the irreducible components of
the singular fibre [96].

Applying a similar analysis to the present example of the Hulek-Verrill fourfolds HV4
z, we

note from the structure of ∆(λ, z) that for generic z the singular fibres for λ = 0 and
λ = 1 are of Kodeira type I2 whereas λ = λ± provide a singular fibre of type I1. However,

105Note that for any elliptic curve E which is defined by the solution space of the equation y2 = P (x)
with P (x) = x3 + a2x

2 + a4x+ a6, the isomorphism x 7→ x+ 1
3
a2 transforms P (x) into the desired short

Weierstraß form with a = a4 − 1
3
a22 and b = a6 − 1

3
a2a4 +

2
27
a32.

106The Kodeira classification [197] of elliptic fibres provides a distinction of different types of singularities
with respect to the number of irreducible P1 components and intersection points thereof. I0 defines a
smooth elliptic fibre whereas in general In describes a fibre that consists of n irreducible components
which intersect in n distinct points.
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there exist special non-generic values for z such that the fibres λ = λ± coincide with either
λ = 0 or λ = 1 which enhances the singular structure to I3. Solving λ± ∈ {0, 1} yields

z = 0 ⇔ λ+ = 1

z =
1

4
⇔ λ− = 0

z = 1 ⇔ λ− = 1 .

(5.218)

We recall that HV4
z is singular for z = 0 and z = 1

4 whereas HV4
z is a smooth geome-

try for z = 1 which is exactly that Calabi-Yau fourfold which has been identified to be
modular. Thus, the enhancement of the singular structure of the elliptic fibre Eλ,1,1 for
λ = 1 coincides exactly with the observation of HV4

1 being modular. In order to identify
the associated rational cycles of Hodge type (3, 1) and (1, 3), we need to investigate the
second fibre of (5.211) which is the K3 surface K31,1,1,1. If this fibre were to be modular
and in particular attractive, meaning that the (2, 0)+ (0, 2) part of its primary horizontal
middle cohomology splits of, the two-cycles that correspond to this Hodge substructure
would serve as possible rational cycles to geometrically explain the sublattice ΛAK3 of the
fourfold HV4

1 similarly to the threefold discussions in [8].

The one-parameter family of K3 surfaces K3z,z,z,z =: K3z which realizes the K3 surface of
interest for z = 1 has been studied extensively in [198]. In this work it is shown that each
member of this family has Picard number ρ = 19 which implies that the primary horizontal
middle cohomology H2

H(K3z,Q) is three-dimensional and generated by Ω(z) and its first
two derivatives. Following the analysis of section 5.5.2, the fundamental period of Ω(z)
reads

ϖ0(z) =
∞∑

k=0

∑

|j|=k

(
k
j

)2

zk (5.219)

for j ∈ N4. The corresponding degree-three Picard-Fuchs operator is deduced to be

L = Θ3 + 64z2(Θ + 1)3 − 2z(2Θ + 1)(5Θ(Θ + 1) + 2) . (5.220)

In order to check whether K31 is modular, it is necessary to compute the characteristic
polynomial RH(K31, T ) which realizes the horizontal factor of the polynomial R2(K31, T )
that appears in the local zeta function for the K3 surface. For each member of this family,
the polynomial RH(K3z, T ) is of degree three and moreover, in analogy to the fourfold
discussion in section 5.4.1 the Weil conjectures imply that

RH(K3z, T ) = (1± pT )(1− bpT + p2T 2) . (5.221)

Thus, a persistent quadratic factorization of RH(K3z, T ) is generic and not special to a
point z for which the middle cohomology furnishes a two-dimensional split. However, if
the coefficients bp can be identified with the Fourier coefficients of a weight-three modular
form f(q), we would obtain a modular K3 surface. Performing an analogous analysis as
for fourfolds of primary horizontal Hodge type (1, 1, 1, 1, 1) which was presented in section
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5.4.1, it is possible to compute this factor of the zeta function for the family of K3 surfaces
for any given complex structure modulus z. For z = 1, this computation yields that the
coefficients bp of this polynomial just coincide with the coefficients bp of the polynomials
RH(HV4

1, T ) which are collected in table 5.4. Thus, we can identify the same modular
form with the label 15.3.d.b in the list [190].

Finally, to verify that this modular point corresponds to an attractive K3 surface, we
construct the explicit two-dimensional sublattice

Γatt ⊂
(
H2,0(K31,C)⊕H0,2(K31,C)

)
∩H2(K31,Z) (5.222)

by computing the integral period vector Π(z) at z = 1. In analogy to the structure of the
fourfold periods at the AK3 point, we expect the period vector to be given in terms of
critical L-function values corresponding to the modular form f(q). Performing an analytic
continuation of the integral periods around z = 0 to the point z = 1, we find up to 100
digits of numerical accuracy that

Π(1) =
1

4

(
L3(2)

(2πi)2
A− L3(1)

2πi
B

)
(5.223)

for the integral vectors

A =




24
24
7


 , B =




24
8
1


 (5.224)

which hence span the lattice Γatt. This observation gives a strong argument that K31,1,1,1
is indeed an attractive K3 surface and hence admits a two-dimensional integral sublattice
of H2(K31,1,1,1,Z) of Hodge type (2, 0)+(0, 2). Following the threefold discussion in [8], it
is hence possible to construct two rational four-cycles that are responsible for the splitting
of the middle cohomology of HV4

1 by tate twisting the two-cycles of K31,1,1,1 that are
responsible for Γatt using one of the P1 components of the singular elliptic fibre of Kodeira
type I3.

5.6 Non-modular Families of Calabi-Yau Fourfolds

In section 5.5 we have extensively studied the arithmetic properties of the one-parameter
family of Hulek-Verrill fourfolds HV4

z and identified that HV4
1 is a modular fourfold. Since

the procedure as presented in section 5.4 is rather algorithmic, it can be easily applied to
further examples with one complex structure modulus. In the following, we investigate
three additional families of Calabi-Yau fourfolds and search for points of persistent fac-
torizations of RH(Xz, T ) on the corresponding complex structure moduli space. Since the
computational steps are essentially repetitive, we will abbreviate this discussion slightly by
mainly stating the important quantities and the results from the arithmetic computation.
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5.6.1 The Mirror Family of the Complete Intersection P7[2, 2, 4]

The complete intersection P7[2, 2, 4] of two quadratics and a quartic in the projective space
P7 defines a family of Calabi-Yau fourfolds with Hodge numbers

h3,1 = 263 , h2,2 = 1100 , h2,1 = 0 , h1,1 = 1 (5.225)

implying that its mirror family which we denote by P7[2, 2, 4]∨ serves as a suitable one-
parameter family that is smooth outside its conifold locus. Choosing z to be a local
coordinate on the complex structure moduli space of P7[2, 2, 4]∨ with z = 0 being the
large complex structure point, the holomorphic period ϖ0(z) can be read of directly to be

ϖ0(z) =

∞∑

k=0

anz
n , an =

((2n)!)2(4n)!

(n!)8
. (5.226)

The coefficients an obey the recursion relation

an =
32

n5
(2n− 1)3(4n− 1)(4n− 3)an−1 (5.227)

leading to the Picard-Fuchs operator107

L = Θ5 − 32z(2Θ + 1)3(4Θ + 1)(4Θ + 3) (5.228)

with discriminant

∆(z) = 1− 212z . (5.229)

Since this operator is of degree five, we can deduce that P7[2, 2, 4]∨ is of primary horizontal
Hodge type (1, 1, 1, 1, 1) hence we can continue in analogy to the one-parameter subfamily
of Hulek-Verrill fourfolds.

The matrixW (z) is computed again using the algorithm described in appendix D.1 leading
to

W−1(z) =




−192z −896z −3840z −6144z ∆(z)
−896z 1792z 2048z −∆(z) 0
−3840z 2048z ∆(z) 0 0
−6144z −∆(z) 0 0 0
∆(z) 0 0 0 0




which allows to compute E−1(z). Moreover, we find again that the denominator ofW−1(z)
is trivially given by W(z) = 1 and therefore, the expected denominator of Up(z) up to
p-adic precision O(pn) reads

Pn(z) = ∆(zp)n−4 = (1− 212zp)n−4 . (5.230)

107This Picard-Fuchs operator could also be obtained by an explicit Griffiths-Dwork reduction.
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With this result at hand, we can now continue to compute the coefficients α and γ that
characterize the matrix Vp(0). Computing Up(z) up to p-adic accuracry O(p7), we find as
for the one-parameter subfamily of Hulek-Verrill fourfolds for all primes 7 ≤ p ≤ 103 that

α = 0 +O(p6) . (5.231)

Moreover, the coefficients γ are again non-vanishing and prime dependent. Table 5.5
summarizes the values for γ for all primes 7 ≤ p ≤ 103 up to p-adic order O(p4).

p γ +O
(
p4
)

p γ +O
(
p4
)

p γ +O
(
p4
)

p γ +O
(
p4
)

7 1481 29 653995 53 3282110 79 14759236

11 10561 31 746306 59 8446428 83 7348764

13 15053 37 924799 61 5962873 89 23593156

17 3266 41 1679522 67 17160797 97 76590606

19 92220 43 581369 71 13278982 101 38600178

23 185490 47 3642167 73 194924 103 64347008

Table 5.5: The coefficient γ for the one-parameter family P7[2, 2, 4]∨ computed up to order
O(p4) for the primes 7 ≤ p ≤ 103.

From this data we can compute the characteristic polynomials RH((P7[2, 2, 4]∨)z, T ) for
this range of primes whenever the reduced manifold over Fp is non-singular. Instead of
presenting a long list of these polynomials at this point, we summarize the results by
visualizing the number of points that lead to a quadratic factorization per prime in the
histogram given by figure 5.3. For completeness, the a list of polynomials for the first
primes 7 ≤ p ≤ 37 is collected in appendix E.2.

20 40 60 80 100

1

2

3

Figure 5.3: Histogram of the number of points z ∈ Fp that lead to a quadratic factorization
of the characteristic polynomial RH((P7[2, 2, 4]∨), T ) for all primes 7 ≤ p ≤ 107.

124



As discussed in section 5.5.3, a point of persistent factorization leads to at least one
quadratic factorization for almost each prime. However, figure 5.3 shows that there ex-
ist primes for which no factorization occurs at all. This observation indicates that the
complex structure moduli space of P7[2, 2, 4]∨z has no point of persistent factorization and
hence this family of fourfolds does not have a modular member.

We support this fact by increasing the range for p up to p ≤ 317 as presented in figure
5.4 which verifies that there appear frequently additional primes for which not quadratic
factorization of RH((P7[2, 2, 4]∨)z, T ) is observed.

50 100 150 200 250 300

2

4

Figure 5.4: Histogram of the number of points z ∈ Fp that lead to a quadratic factorization
of the characteristic polynomial RH((P7[2, 2, 4]∨)z, T ) for all primes 7 ≤ p ≤ 317. This
figure is taken from [1].

Performing a similar analysis as in section 5.5.3 we derive a lower bound on the height
of possible rational or algebraic points z on the complex structure moduli space. Using
the given data, and taking into account only those primes p′ for which no factorization is
observed, we find that the denominator of z is at least of order

|a0| >
∏

p′
p′ ∼ 1029 . (5.232)

For any point in a quadratic field extension Q(a) with a2 ∈ Q the equivalent bound on the
discriminant ∆(z) is given by ∆(z) > 1050. Again, we can conclude from this discussion
that there cannot be a point of persistent factorization within Q and any quadratic field
extension. Further iterating this analysis might rule out also field extensions of higher
order.
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5.6.2 The Mirror of the Complete Intersection X1,4 ⊂ Gr(2, 5)

Beside complete intersections of projective varieties, a second standard construction of
Calabi-Yau fourfolds is given by (the mirrors of) complete intersections of hypersurfaces
in Grassmannian varieties. The following example realizes a one-parameter family that is
of primary horizontal Hodge type (1, 1, 2, 1, 1). Hence, this family gives an opportunity to
demonstrate the extended algorithm given by section 5.4.2.

The family of interest is given by the intersection of a degree-one and a degree-four hyper-
surface X1,4 within the Grassmannian Gr(2, 5). Following [73], the corresponding mani-
folds are Calabi-Yau fourfolds with non-trivial Hodge numbers

h3,1 = 299 , h2,2 = 1244 , h2,1 = 0 , h1,1 = 1 . (5.233)

Again, this structure shows that the mirror family X∨
1,4 realizes a family of fourfolds that

have one complex structure modulus. The Picard-Fuchs operator for this family

L = Θ6 −Θ5 − 8z(2Θ + 1)(4Θ + 1)(4Θ + 3)(11Θ2 + 11Θ + 3)Θ

− 64z2(2Θ + 1)(2Θ + 3)(4Θ + 1)(4Θ + 5)(4Θ + 7)
(5.234)

is of degree six and hence shows that X∨
1,4 is indeed a one-parameter family of primary

horizontal Hodge type (1, 1, 2, 1, 1). Moreover, the discriminant locus of this operator is
given by

∆(z) = 1− 2816z − 65536z2 . (5.235)

The main difference to the previous examples is that the period vector contains a second
additional holomorphic period. The coefficients of the two holomorphic periods obey the
recursion relation

a1/2n =
8

n5(n− 1)
(2(4n− 1)(4n− 2)(4n− 3)(4n− 5)(4n− 6)(4n− 7)an−2

+(4n− 1)(4n− 2)(4n− 3)(4n− 4)(11n2 − 11n+ 3)an−1

)
.

(5.236)

As initial values for the two holomorphic solutions we choose a10 = 1 for the fundamental
period whereas a20 = 0 and a21 = 1 are chosen for the second holomorphic solution.

The strategy to compute the characteristic polynomials RH((X∨
1,4)z, T ) is essentially anal-

ogous to that of the previous examples. For the matrix W (z) we find a similar set of
differential equations as in the former case. The explicit relations are summarized in
appendix D.2 and lead for W−1(z) to the result

W−1(z) = M(z) (5.237)
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where the entries of the symmetric matrix M(z) are given by

M00(z) = 9 + 5040z(1 + 144z) , M01(z) = 99 + 72z(679 + 83072z)
M02(z) = 419 + 16z(11149 + 1074688z) , M03(z) = 866 + 64z(4999 + 333312z)

M04(z) = 881 + 256z(1139 + 45824z) , M05(z) = (1+288z)(−1+256z(11+256z)
8z

M11(z) = 9(121 + 16z(3221 + 341568z)) , M12(z) = 4609 + 32z(51399 + 4412416z)
M13(z) = 9525 + 64z(44501 + 2729472z) , M14(z) = 80(11 + 512z)(11 + 2336z)

M15(z) = (11+2336z)(−1+256z(11+256z))
8z , M22(z) = 2

9 (87785 + 128z(197669 + 14255872z))
M23(z) = 2

9 (433 + 37376z)(419 + 60416z) , M24(z) = 80
9 (11 + 512z)(419 + 60416z)

M25(z) = (419+60416z)(−1+256z(11+256z))
72z , M33(z) = 4

9 (433 + 37376z)2

M34(z) = 160
9 (11 + 512z)(433 + 37376z) , M35(z) = (433+37376z)(−1+256z(11+256z))

36z

M44(z) = 6400
9 (11 + 512z)2 , M45(z) = 10(11+512z)(−1+256z(11+256z))

9z

M45(z) = (1−256z(11+256z))2

576z2 .

Note that for this example the (maximal) denominator of W−1(z) is non-trivial but reads
W(z) = z2. Hence, the denominator of the matrix Up(z) is expected to be

Pn(z) = Wp(z)∆(zp)n−4 = z2p(1− 2816zp − 65536z2p)n−4 (5.238)

within the p-adic precision O(pn).

The intersection matrix σ contains an additional free parameter σ55 that depends on the
internal structure of the (2, 2)-part of the period vector. Since we have computed the
matrix W (z) by other means, we can use the expression

W (z) = ET (z)σE(z) (5.239)

to determine this unknown coefficient. For the case given, we find that the intersection
matrix σ takes the form

σ =
20

(2πi)4




0 0 0 0 1 0
0 0 0 −1 0 0
0 0 1 0 0 0
0 −1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 576




. (5.240)

Again, we compute the coefficients α, γ and ε by requiring that Up(z) takes the desired
rational form with denominator Pn(z) given by equation (5.238). For all primes in the
range 7 ≤ p ≤ 103 we find

α = 0 +O(p6) , ε = 0 +O(p7) (5.241)

whereas γ is again non-vanishing. The values for γ computed up to p-adic precision O(p4)
are listed in table 5.6.
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p γ +O
(
p4
)

p γ +O
(
p4
)

p γ +O
(
p4
)

p γ +O
(
p4
)

7 2358 29 304795 53 4323681 79 26512660

11 10901 31 838034 59 7742559 83 6736367

13 25699 37 66832 61 6619787 89 42541140

17 16914 41 2010522 67 3975910 97 25943415

19 84535 43 1957422 71 7937120 101 87413697

23 30112 47 2932013 73 19110841 103 21467797

Table 5.6: The coefficient γ for the one-parameter family X∨
1,4 computed up to order O(p4)

for the primes 7 ≤ p ≤ 103.

Computing the characteristic polynomials RH((X1,4)z, T ) as discussed in section 5.4.2, we
find that RH((X1,4)z, T ) factorizes frequently into a quadratic term and a four-dimensional
remainder according to

RH((X1,4)z, T ) = (1− p2T )(1 + p2T )R̃(T ) . (5.242)

This special quadratic factor is not a consequence of a split in the Hodge structure but
rather an obstruction of the Weil conjectures. The explicit polynomials for 7 ≤ p ≤ 37
are listed in appendix E.3. In order to spot a point of persistent factorization, we search
for points z ∈ Fp that admit an additional quadratic factorization. Figure 5.5 presents a
histogram of the number of such additional factorizations for all primes 7 ≤ p ≤ 103.
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Figure 5.5: Histogram of the number of points z ∈ Fp that lead to a quadratic factorization
of the characteristic polynomial RH((X∨

1,4), T ) for all primes 7 ≤ p ≤ 103.

This result shows that the existence of a point of persistent factorization is highly unlikely
since about half of all considered primes do not show any further quadratic factorization.
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5.6.3 The Mirror of the Family of Sextic Fourfolds P5[6]

As the last example within this discussion, we investigate the mirror family of the family
of sextic fourfolds P5[6]. Since this family is the direct extension of the family of quintic
threefolds P4[5] to the four-dimensional setting, it is one of the most studied families of
Calabi-Yau fourfolds . The Hodge numbers of P5[6] are given by [95]

h3,1 = 426 , h2,2 = 1752 , h2,1 = 0 , h1,1 = 1 , (5.243)

hence the mirror P5[6]∨ is again a family that depends on one complex structure modulus.
In analogy to the mirror quintic, the fundamental period of P5[6]∨ reads

ϖ0(z) =
∞∑

n=0

anz
n , an =

(6n)!

(n!)6
(5.244)

which implies a recursion relation

an =
1

n5
6(6n− 1)(6n− 2)(6n− 3)(6n− 4)(6n− 5) (5.245)

and hence gives the Picard-Fuchs operator

L = Θ5 − 6z(6Θ + 1)(6Θ + 2)(6Θ + 3)(6Θ + 4)(6Θ + 5) . (5.246)

The discriminant locus of this operator is given by

∆(z) = (1− 66z) . (5.247)

From the Picard-Fuchs operator we can read off that P5[6]∨ is again of primary horizontal
Hodge type (1, 1, 1, 1, 1). Using the algorithm of appendix D.1 we compute the matrix
W (z) whose inverse reads

W−1(z) =




−1440z −8424z −40176z −69984z ∆(z)
−8424z 16848z 23328z −∆(z) 0
−40176z 23328z ∆(z) 0 0
−69984z −∆(z) 0 0 0
∆(z) 0 0 0 0




(5.248)

and has again a trivial denominator W(z) = 1. Thus the denominator of the rational form
of Up(z) is given by

Pn(z) = ∆(zp)n−4 = (1− 66zp)n−4 . (5.249)

As previously, we compute the coefficients α and γ for all primes 7 ≤ p ≤ 103. Again, α
vanishes for all considered primes

α = 0 +O(p6) (5.250)

whereas the values for γ are listed in table 5.7.
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p γ +O
(
p4
)

p γ +O
(
p4
)

p γ +O
(
p4
)

p γ +O
(
p4
)

7 518 29 198223 53 2997420 79 17081051

11 2741 31 483604 59 400693 83 21433895

13 880 37 42269 61 4699692 89 26985211

17 23446 41 2543805 67 18146383 97 2066065

19 8333 43 3120160 71 9083403 101 60553652

23 121251 47 456985 73 19500689 103 37610932

Table 5.7: The coefficient γ for the one-parameter family P5[6]∨ computed up to order
O(p4) for the primes 7 ≤ p ≤ 103.

Before we move on to discuss the factorization bahavior of the characteristic polynomial
RH((P5[6]∨)z, T ), it should be noted that P5[6] has a well-known modular point [199]
which is identified to be the Fermat point of the moduli space. In the chosen coordinates,
this point would correspond to z = ∞ and hence cannot be reached by our arithmetic
analysis. Nevertheless it is of interest, whether the family of mirror sextics has additional
members that are modular Calabi-Yau fourfolds. Hence, we continue as for the previous
examples by computing the polynomials RH((P5[6]∨)z, T ) for all z ∈ Fp and for all primes
7 ≤ p ≤ 103 and provide the histogram of the number of factorizations per prime in figure
5.6. The corresponding results for the characteristic polynomials for 7 ≤ p ≤ 37 are listed
in appendix E.4.

20 40 60 80 100

1

2

3

4

5

Figure 5.6: Histogram of the number of points z ∈ Fp that lead to a quadratic factorization
of the characteristic polynomial RH((P5[6]∨), T ) for all primes 7 ≤ p ≤ 103.

We observe that each prime p in the considered range has at least one point z ∈ Fp for
which RH((P5[6]∨), T ) factorizes into two quadratic and one linear factor which may in-
dicate the possibility of the existence of a point z ∈ Q̄ that is of persistent factorization.
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However, if we try to reconstruct this point by the iterative procedure described in section
5.5.3, neither a consistent rational point nor a consistent point in a quadratic field exten-
sion of Q has been identified if we search for a corresponding defining polynomial (5.189)
with coefficients ai with |ai| ≤ 1000.

To conclude this discussion, we can neither confirm nor rule out whether P5[6]∨ has ad-
ditional modular members beside the Fermat sextic which is obtained for z = ∞. The
factorization histogram 5.6 suggests that such a point of persistent factorization on the
complex structure moduli space could exist. It might either be that this point is an element
of a field extension of Q that is of higher degree than two or that the chosen interval for
the search of the defining polynomial needs to be extended. In practice, the algorithm we
provide to search for points of persistent factorization cannot proof the non-existence of
a modular point in this case, as the finite computation power always enforces to truncate
the search for algebraic numbers at a finite degree.
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Chapter 6

A Calabi-Yau-to-Curve
Correspondence

Now we turn to a second application of Calabi-Yau geometries in the context of mathemat-
ical physics which arose in the last decades. Beside their importance for supersymmetric
string compactifications, Calabi-Yau geometries or to be more precise, the residue integrals
defining the periods ϖ(z) of Calabi-Yau n-folds can be identified with certain multi-loop
Feynman integrals [200–204]. For some of these integrals, there exists an equivalent repre-
sentation in terms of linear combinations of the periods corresponding to the g holomorphic
one-forms of a genus-g curve [205, 206, 206, 207]. In the following chapter, we show that
this observation is not coincidental but can be formulated via an explicit correspondence.
Following [3], we focus on a special class of Feynman integrals which have a representation
in terms of the periods of a family of Calabi-Yau threefolds X with h2,1 complex structure
moduli.

This “Calabi-Yau-to-curve correspondence“, which we derive in section 6.4, is given as a
bijective map between certain subsets of the complex structure moduli space of families
of Calabi-Yau threefolds and the moduli space of stable genus-(h2,1+1) curves. This map
is based on the identification of suitable second intermediate Jacobians of the Calabi-Yau
threefolds with the first intermediate Jacobian of the genus-g curves. After providing a
brief overview on the relation between Calabi-Yau geometries and Feynman integrals in
section 6.1, we start the discussion of this correspondence by introducing the moduli space
of stable genus-g curves and the definition of their first intermediate Jacobians. Then we
turn to the Calabi-Yau side by introducing the corresponding geometric objects which
are the second intermediate Jacobians. An identification of the Jacobians on both sides
leads to a bijection which maps a Calabi-Yau threefold uniquely to a stable genus-g curve.
Finally, in section 6.5, we demonstrate the correspondence for the explicit example of the
four-loop equal mass banana integral whose maximal cut is described by the periods of
the one-parameter family of Z5-quotients of Hulek-Verrill threefolds HV3/Z5 which have
been introduced already in section 5.5.
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6.1 Calabi-Yau Geometries from Feynman Integrals

In order to achieve a high precision for the computation of scattering amplitudes in pertur-
bative quantum field theory, it is necessary to develop efficient tools for solving multi-loop
Feynman intergrals. Intense investigations of the analytical structure of these integrals
have led to the success that many multi-loop Feynman integrals can be solved analyti-
cally in terms of polylogarithms and generalizations thereof. However, starting already at
two-loop order, first intergrals appear, for which no description in terms of these “special
functions“ is possible. Instead, tools from algebraic geometry have been used to identify
such intergrals with periods of elliptic curves and for higher loops even as certain linear
combinations of the periods of hyperelliptic curves and Calabi-Yau geometries. The fol-
lowing discussion is meant to give a brief overview on this relation between geometry and
Feynman integrals. For a comprehensive introduction to the high precision computation
of Feynman integrals using techniques from algebraic geometry, the reader is referred to
review articles like [208–210].

In the following, we discuss the general scenario that we are interested in the solution of
an arbitrary Feynman integral I of any well-defined perturbative quantum field theory in
d spacetime dimensions. First, we note that for any field content of the spectrum, such a
Feynman integral can be reduced to a sum of scalar Feynman integrals that are multiplied
with a suitable tensor structure [211]. Such a tensor decomposition can always be achieved
by introducing suitable projection operators. Assuming that the Feynman integral depends
on n external fields with momenta pi and has in addition ℓ loops with loop momenta ki,
the general structure of the remaining scalar Feynman integrals is schematically given in
momentum space by

I =

∫ ℓ∏

i=1

ddki
(2π)d

P(pi, ki)

Dν1
1 · · ·Dνρ

ρ
(6.1)

where the Di denote the internal (scalar) propagators, νi ∈ N0 and P is a polynomial that
can depend on all possible (Lorentz-invariant) scalar products of the internal and external
momenta. Treating the propagators as generating terms of this expression, one may note
that ρ scalar products of momenta can be expressed in terms of the internal propagators.
Generically, the number of Lorentz-invariant scalars is larger than the number of different
propagators, hence one is left with κ additional irreducible scalar products Sj . Thus, the
polynomial P can be expressed as a polynomial P̃ in terms of the propagators Di and the
irreducible scalar products Sj . By expanding this polynomial P̃, the Feynman integral I
decomposes into a finite sum of terms that are given up to combinatorical factors by

Iν1,...,νρ,bi,...,bκ :=

∫ ℓ∏

i=1

ddki
(2π)d

Sb1
1 · · ·Sbκ

κ

Dν1
1 · · ·Dνρ

ρ
(6.2)

where νi ∈ Z defines the power to which the propagator Di contributes and the bj ∈ N0

give the corresponding power of the irreducible scalar product Sj . By such a decompo-
sition, any Feynman integral is decomposable into a finite number of integrals that are
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of the type given by equation (6.2). The goal is thus, to compute all types of integrals
Iν1,...,νρ,bi,...,bκ that appear in the decomposition of a given Feynman integral I.

Two great advantages of this method should be emphasized at this point. On the one
hand, these integrals serve as bulding blocks for many different Feynman integrals. It
suffices to compute them once and then build up several multi-loop Feynman integrals out
of them. On the other hand, the seemingly infinite number of building blocks for given
numbers ρ and κ of propagators and irreducible scalar products are not independent but
span a finite dimensional vector space as we will discuss in section 6.1.1. Any basis of this
vector space consists of so-called Master integrals which turn out to be the solutions of a
coupled system of differential equations [212]. Hence, very schematically, the computation
of any Feynman integral reduces to the (still non-trivial) quest of solving finite systems of
differential equations.

6.1.1 Integration-by-parts Identities and Master Integrals

Integration-by-parts Identities (IBPs) [213, 214] provide a powerful tool to reduce for a
fixed number of external momenta and loops the infinite number of Feynman Integrals
Iν1,...,νρ,bi,...,bκ with νi ∈ Z and bj ∈ N0 to a finite basis of Master Integrals. In order to
derive the IBPs, let us consider a loop-integral

I =

∫ ℓ∏

i=1

ddki
(2π)d

f(k,p) (6.3)

of a generic function f(k,p) that depends on the external momenta p and the internal
loop momenta k. Now, by performing a shift of one internal momentum ki according to

kµi 7→ kmi u+ αvµ (6.4)

by either any internal momentum v = kj or any of the external momenta v = pj , we
obtain

f(k,p) 7→ f(k,p) + αvµ∂kµi f(k,p) +O(α2) . (6.5)

Here, α ∈ R serves as an arbitrary expansion parameter. By imposing that I is invariant
under any such shift for arbitrary α ∈ R, we find that the correction terms in each power
of α need to vanish separately. In particular, the first order term yields

∫ ℓ∏

i=1

ddki
(2π)d

vµ∂kµi f(k,p) = 0 (6.6)

for all chosen values of the vector field vu. If we now insert the integrand of equation
(6.2) for the function f , this result gives the Integration-by-parts identities for Feynman
Integrals

0 =

∫ ℓ∏

i=1

ddki
(2π)d

vµ∂kµi
Sb1
1 · · ·Sbκ

κ

Dν1
1 · · ·Dνρ

ρ
(6.7)
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which translate into linear combinations

∑

νi,bj

Cνi,bjIν1,...,νρ,bi,...,bκ = 0 (6.8)

for finitely non-vanishing real coefficients Cνi,bj . Since these IBPs exist for any member of
the family of integrals, they can be used to systematically reduce each integral to a finite
number of independent integrals which are called the Master integrals of this family.

To solve these remaining master integrals of a given family Iν1,...,νρ,bi,...,bκ of Feynman
integrals, it is convenient instead of performing the integration explicitly to derive a set
of differential equations for them. If one considers the derivative of any master integral
with respect to an external momentum pµi , the result will be given in terms of a linear
combination of Feynman integrals that belong to the same family with coefficients that are
polynomial in pµi . This is true, since a derivative of the integrand leads to a sum of similar
expressions but with shifted powers of the contributing propagators and scalar products.
If one reduces these Feynman integrals again using the IBPs, the result gives a set of first
order differential equations for the master integrals mj(p)

∂pµi mj(p) = (Ãi,µ)jk(x)mk(p) . (6.9)

Since the Feynman integrals do not depend on all vector-valued external momenta inde-
pendently but only on the independent scalar kinematic variables, which we denote in the
following by x, this set of differential equations reduces to

∂ximj(x) = (Ai)jk(x)mk(x) (6.10)

for certain matrices Ai(x).

The key observation to construct the solution to this differential equation is given by the
conjecture that it is always possible to find a set of master integrals such that in dimen-
sional regularization the matrices Ai depend only by an overall scale on the dimensional
regularization parameter ε

Ai(x) = εNBi(x) (6.11)

with N ∈ N and Bi(x) being independent of ε The master integrals in this ε-factorized
form [215] enjoy a solution in terms of a path-ordered exponential

m = P
(
eε

N
∫
γ B(x)dℓ

)
m0 (6.12)

for γ being a path on the phase space of the kinematic variables. By this expression,
the master integrals can be solved systematically order by order in ε which gives a series
expansion in ε for the master integrals in terms of iterated integrals.
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6.1.2 Example: The One-loop Self Energy Integral

In the following, let us demonstrate the rather abstract discussion from the previous section
with the example of the one-loop contribution to the self-energy of a scalar field with mass
m whose Feynman diagram is presented in figure 6.1. The consideration of this example
is based on ref. [210, 216].

p p

p− k

k

Figure 6.1: The Feynman diagram corresponding to the one-loop contribution of the self-
energy of a scalar field with loop momentum k and external momentum p.

Up to a normalization constant, the corresponding Feynman Integral reads

I =

∫
ddk

(2π)d
1

(k2 −m2 + iδ)((k + p)2 −m2 + iδ)
. (6.13)

Using the notation introduced in equation (6.2), we find that this integral belongs to the
family Iν1,ν2 with the two internal propagators given by

D1(k,p) = k2 −m2 + iδ , D2(k,p) = (k + p)2 −m2 + iδ . (6.14)

In particular, we find that the self-energy integral is given by the member I1,1 of this family.

In order to deduce a set of master integrals for this family of Feynman integrals, we observe
that these integrals obey the symmetry

Iν1,ν2 = Iν2,ν1 (6.15)

which is realized by changing the internal momentum from k to k− p. Moreover, we can
compute the IBPs for this family of integrals. Since there is only one internal momentum
and one external momentum, we find two independent IBPs that arise from choosing the
shift vector vµ to be either pµ or kµ. The corresponding relations read [216]

0 = p2(ν2p
2Iν1,ν2+1 − ν1Iν1+1,ν2) + ν1Iν1+1,ν2−1 − ν2Iν1−1,ν2+1 + (ν2 − ν1)Iν1,ν2

0 = 2ν1m
2Iν1+1ν2 + ν2(p

2 + 2m2)Iν1,ν2+1 − ν2Iν1−1,ν2+1 + (D − 2ν1 − ν2)Iν1,ν2
(6.16)

and hence provide a set of recursion relations that determine together with the symmetry
property any member of the family Iν1,ν2 in terms of the two initial values I1,0 and I1,1.
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For example, we find

I2,0 = −D − 2

2m2
I1,0

I2,1 = − 1

p2 + 4m2

(
D − 2

2m2
I1,0 + (D − 3)I1,1

) (6.17)

and similar recursive expressions for any additional Feynman integral Iν1,ν2 with ν1+ν2 ≥
4.

The remaining task is hence to compute the two master integrals I1,0 and I1,1 of this
family. Lorentz invariance implies that any two-point Feynman integral can depend only
on the kinematic variable s = p2. In this simple situation, we have

∂s =
1

2s
pµ∂pµ (6.18)

which allows to derive a set of differential equations for the master integrals as functions
of s. From the explicit integral representations we compute

∂sI1,0 = 0

∂sI1,1 =
1

2s
(I2,0 − I1,1)−

1

2
I2,1 =

1

2

(
D − 3

s+ 4m2
− 1

s

)
I1,1 −

D − 2

s(s+ 4m2)
I1,0 .

(6.19)

For the last identity we have used the IBPs (6.17) to reduce the integrals I2,0 and I2,1
to linear combinations of the master integrals. In vector notation, this system of coupled
differential equations can be combined as

∂sm = A(s)m , m =

(
I1,0
I1,1

)
(6.20)

with the connection matrix

A(s) =

(
0 0

− D−2
s(s+4m2)

D−3
s+4m2 − 1

2s

)
. (6.21)

In this example, we see that A(s) is explicitly dependent on the spacetime dimension D.
Thus, to obtain a solution to this differential equation in terms of an expansion in the
dimensional regularization parameter which is conveniently given by ε = (2 − D)/2 for
this family of Feynman integrals, it is necessary to perform a change of basis such that
A(s) is given in ε-factorized form. This can be achieved by rescaling the master integrals
according to [216]

m =
2−D

2

(
1 0

0
√
s(s+ 4m2)

)
M . (6.22)

In this new basis, the differential equation simplifies to

∂sM = εB(s)M , B(s) =

(
0 0
2√

s(s+4m2)

1
s+4m2

)
(6.23)
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which gives indeed an ε-factorized form that can be systematically integrated by using a
path ordered exponential of

∫
γ B(s)ds.

We may note that the Feynman integral I1,0 corresponds yet to another family of Feynman
integrals. Defining

Iν :=

∫
ddk

(2π)d
1

(k2 −m2 + iδ)ν
(6.24)

we observe that I1,0 = I1. Performing a similar analysis of the IBPs for this family, one
finds that I1 is its only master integral and moreover, a direct integration shows that this
integral yields the value

I1 =
4Γ
(
6−D
2

)
mD−2

(D − 2)(D − 4)
(6.25)

which is finite for D < 3. Thus, we can treat the differential equation (6.19) as an in-
homogenous differential equation for the remaining master integral I1,1 with a constant
inhomogeneity.

This observation is very generic and can be applied whenever a family Iν1,...,νρ,bi,...,bκ has a
master integral for which one of the exponents νi or bi vanishes. These so-called sub sectors
of the family can hence be computed first, either by direct integration or by iteratively
applying the method of deriving differential equations from the IBPs before using them
as inhomogenities for the differential equations of the remaining master integrals of the
full family. The subset of master integrals which cannot be reduced to any sub sector is
called the top sector of the family of Feynman integrals.

6.1.3 Relating Master Integrals to Geometry

In the previous example of the one-loop contribution to the self-energy, we have argued
that the non-trivial master integral I1,1 is the solution of an inhomogenous first order
differential equation. In ε-factorized form, this differential equation is given in a so-called
dlog-form meaning that the coefficients of the matrix B(s) are derivatives of logarithms
of algebraic functions. For differential equations of this type, the iterated integrals that
appear in the ε-expansion of I1,1 enjoy a solution in terms of multiple polylogarithms [217].

However, starting at two-loops, there exist Feynman integrals for which the ε-factorized
form cannot be brought in such a dlog-form. In particular, the decoupling of the vector-
valued differential equations for these master integrals leads to higher order differential
equations for each of the master integrals in the top sector which cannot be solved in
terms of multiple polylogarithms any longer. Following [218, 219], it has been argued that
the general homogenous solution to these differential equations can be reconstructed from
the maximal cut of the Feynman integral that emerges by replacing the propagators by
suitable δ-functions [219]. Thus, the integration of maximal cuts of multi-loop Feynman
integrals provides a first milestone in determining their full solution.
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Following [219], any ℓ-loop Feynman integral that depends on n different propagators can
be parametrized in terms of projective coordinates such that it becomes

Iν1,...,νρ =

∫

γ

Uω−D
2

Fω
∆ (6.26)

with the so-called first and second Symanzik polynomials U and F that can be computed
in terms of the propagators and ∆ being defined as in equation (5.168). Moreover, the
exponent ω is given by

ω =

ρ∑

i=1

νi − ℓ
D

2
(6.27)

and the domain of integration γ is given by

γ = {[x1; . . . ;xn] ∈ Pn−1 | xi ≥ 0} . (6.28)

The corresponding maximal cut integral is characterized by the same integrand but a
deformed integration contour such that

Imax cut =

∫

Tn

Uω−D
2

Fω
∆ (6.29)

with Tn ⊂ Pn−1 being an n-torus. The Symanzik polynomial F can be shown to be ho-
mogenous of degree ℓ − 1 with ℓ being the number of loops and hence is a special type
of toric polynomials. The key insight for the relation of Feynman integrals to geometry
is given by the observation that integrals of this type emerge as periods of holomorphic
forms of certain projective varieties.

Historically, the first geometric identifications of this type have been made between the
maximal cuts of two-loop Feynman integrals and certain periods of elliptic curves for which
F is always of homogenous degree one [219]. Extending this observation to Feynman inte-
grals with yet more loops, there exist two canonical generalizations of the corresponding
geometry. Increasing the complex dimension of the corresponding variety, we obtain the
higher dimensional analogs of elliptic curves which are in turn Calabi-Yau varieties. A
second possibility to generalize the notion of elliptic curves is given by increasing the
(arithmetic) genus of the curve. In this way, one obtains complex one-dimensional curves
with a non-trivial topological structure leading as well to a higher dimensional middle
cohomology. Recently [205, 206], Feynman integrals have been discovered whose toric
representation translates into the description of periods of such higher genus hyperellitpic
curves.

Among others, a very interesting example is given by the ℓ-loop banana integral which
we discuss in detail in section 6.5. For any ℓ ≥ 2, the toric parametrization of this
integral has been identified [180] with the period integral corresponding to the family of
Hulek-Verrill Calabi-Yau (ℓ− 1)-folds whereas moreover, the four-loop equal mass banana
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integral can be identified in addition with the periods of a certain family of genus-two
hyperelliptic curves. It is this identification of period integrals that originate from very
different geometric objects, which we are interested in for the following discussion of a
“Calabi-Yau-to-curve correspondence“.

6.2 Stable Genus-g Curves

The geometry of Calabi-Yau threefolds and their moduli spaces has been explored exten-
sively already in chapter 3. Thus, we focus in the following section on a brief introduction
to genus-g curves which may be seen as a different type of generalization of elliptic curves.
Formally, a genus-g curve is a Riemann surface, i.e. a connected, complex one-dimensional
manifold, that has an arithmetic genus of g ∈ N which is smooth for all but finitely many
double points [150, 220]. Hence, a genus-g curve C is given by the connected sum of g
distinct two-tori equipped with a complex structure which is smooth on C except for its
double points. Hence, genus-g curves can be understood as the natural generalization of
elliptic curves which correspond in this notation to the case of g = 1. Note that moreover
any hyperelliptic curve is a genus-g curve whereas the opposite statement holds true only
for genus g ≤ 2 [150].

In the following, we are interested in genus-g curves that behave well in terms of the ge-
ometric invariant theory. Such curves are called stable and obey the additional property
that the group of automorphisms G : Cg → Cg is finite. Since every genus-g curve with
g ≥ 2 is by definition stable [150], we will not be concerned about this technical condition
too much. For the special cases of g = 0 and g = 1, any curve can be stabilized by
including a suitable number of marked points on the curve which reduces the number of
automorphisms to finitely many.

6.2.1 Periods of Genus-g Curves

To each genus-g curve Cg we can associate its corresponding de Rham cohomology groups
Hk(Cg,C). Since Cg is complex one-dimensional, these groups decompose into Dolbeault
cohomology groups Hp,q(Cg,C) whose complex dimensions hp,q can be collected in a Hodge
diamond. For a genus-g curve, the entries of the Hodge diamond are completely fixed by
its genus according to figure 6.2.

h0,0

h1,0 h0,1

h1,1
=

1
g g

1

Figure 6.2: The Hodge diamond of a genus-g curve.

We find in particular that the middle cohomology H1(Cg,C) is even-dimensional and ad-
mits a symplectic structure. In analogy to the middle cohomology of Calabi-Yau threefolds,
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we define an integral basis (αi, β
i) of H1(Cg,Z) by choosing a canonical symplectic basis

(ai, bi) of 1-cycles H1(Cg,Z) obeying

ai ∩ bj = δij , ai ∩ aj = bi ∩ bj = 0 . (6.30)

Moreover, H1,0(Cg,C) is characterized by g independent holomorphic one-forms

H1,0(Cg,C) = ⟨ω1, . . . , ωg⟩ . (6.31)

The coefficients of the basis expansion of ωk according to the cohomology basis (αi, β
i)

are given by period integrals of the type

X i
k =

∫

ai
ωk , Tik =

∫

bi

ωk (6.32)

such that ωk is given by

ωk =

g∑

i=1

X i
kαi − Tikβi . (6.33)

Combining the holomorphic periods to a period vector ω = (ω1, . . . , ωg)T , it holds that

ω =

(
(αi, β

i)Σ

(
X
T

))
, Σ =

(
0 1d

−1d 0

)
. (6.34)

The matrix Σ is called the symplectic intersection pairing. Depending on the choice of
cycles, we call these the A-periods and the B-periods of ωk respectively.

As for Calabi-Yau manifolds, stable genus-g curves appear in families that are character-
ized by smooth deformations. Thus, by collecting these deformations in a moduli space,
we find an analog fibre bundle structure for the family of genus-g curves over its moduli
space as for families of Calabi-Yau manifolds. In contrast to the large landscape of distinct
families of Calabi-Yau manifolds, it holds that all curves Cg with a fixed genus g belong to
the same family. Hence, for each genus g, there exists a unique moduli space characterizing
all genus-g curves. In the following we restrict the discussion on the complex structure
deformations of Cg. We denote the complex structure moduli space of all stable genus-g
curves by M̄g. If we exclude the cases of genus g = 0 and g = 1, it holds [150] that M̄g

is of dimension

dim(M̄g) = 3g − 3 . (6.35)

H1,0(Cg,C) extends to a holomorphic vector bundle over the complex structure moduli
space M̄g. Thus, the periods turn into meromorphic functions of the complex structure
moduli. As for the periods of Calabi-Yau manifolds, it is possible to derive a Picard-Fuchs
differential ideal whose solutions are precisely given by the 2g2 periods. The existence of
such a finitely generated ideal is again ensured by the finiteness of the middle cohomology.
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6.2.2 First Intermediate Jacobian of Stable Genus-g Curves

The middle cohomology of a genus-g curve Cg is characterizable by a g-dimensional complex
torus J1(Cg) which is called the first intermediate Jacobian of Cg. For a given complex
algebraic variety X, an nth intermediate Jacobian is given by the complex torus [150, 221,
222]

Jn(X) =
H2n−1(X,R)
H2n−1(X,Z)

∼= H2n−1(X,C)/V
H2n−1(X,Z)

(6.36)

where V is a real subspace of H2n−1(X,C) of half dimension such that

V + V = H2n+1(X,C) . (6.37)

The choice of V is equivalent to choosing a complex structure that turns

H2n−1(X,R)
H2n−1(X,Z)

(6.38)

into a complex torus. Depending on the choice of complex structure, these Jacobian vari-
eties behave rather different.

From the Hodge diamond of Cg it is obvious that the only non-trivial intermediate Jacobian
of a genus-g curve is given by J1(Cg). Moreover, this Jacobian characterizes the middle
cohomology of Cg and hence contains in particular the information which is encoded in
the A- and B-periods. The 2g-dimensional space H1(Cg,C) admits two canonical choices
for the vector space V to be either H1,0(Cg,C) or H0,1(Cg,C). Since both choices lead to
isomorphic tori, we consider in the following without loss of generality the case

V = H1,0(Cg,C) . (6.39)

It is convenient to express the complex torus J1(Cg) in terms of an integral lattice Λ ⊂ Cg

such that

J1(Cg) =
Cg

Λ
. (6.40)

This lattice can be constructed in terms of the A- and B-periods by explicitly computing
the action of the quotient H1(Cg,C)/V on the basis elements (αi, β

i) of the cohomology
group. We note that this quotient can be equivalently described in terms of g equivalence
relations which read

0 ∼ ωk =

g∑

i=1

αiX i
k − βiTik , k = 1, . . . , g . (6.41)

Rewriting these expressions, we find that the basis elements αi can be eliminated in favor
of the βi by

αi ∼ βjτij , τij = Tik(X−1)kj . (6.42)
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From this exercise we can conclude that

H1(Cg,C)/V ∼= Cg (6.43)

via the identification βi 7→ ei with {ei} being the standard basis of Cg. Finally, the
intermediate Jacobian is obtained by moreover modding out the 2g-dimensional lattice that
is given by all integral multiples of the basis elements αi and βi. Under the isomorphism
(6.43), the latter translate to all integral multiples of the basis vectors ei whereas the
former need to be transformed into expressions of the βi by using the equivalence relation
(6.42). Thus, under the isomorphism (6.43) we find that

H1(Cg,Z) ∼= Zg + Zgτij (6.44)

implying that the first intermediate Jacobian J1(Cg) of any stable genus-g curve Cg is given
by

J1(Cg) ∼=
Cg

Zg + Zgτij
(6.45)

with the (g × g)-matrix τij being defined in equation (6.42).

In the following, we will discuss the most important properties of J1(Cg). First, we note
that τij depends purely on the periods which are meromorphic functions of the complex
structure moduli. Hence, J1(Cg) furnish a family of complex tori that varies holomorphi-
cally over the complex structure moduli space. This could be seen from the very beginning,
since the vector spaces V = H1,0(Cg,C) extend to a holomorphic vector bundle over M̄g.
Thus, the complex structure on the family of complex tori J1(Cg) coincides with that of
the underlying moduli space.

Moreover, it holds true that J1(Cg) is an abelian variety for all smooth stable genus-g
curves. We recall [150] that a complex torus T = Cg/Λ is an abelian variety if it is
embeddable into a projective space PN for some N ∈ N. Following [150], T has such an
embedding if and only if it admits an ample line bundle. If the lattice Λ is given in terms
of a matrix M as

Λ = Zg + ZgM (6.46)

with Im(M) being non-degenerate, T has an ample line bundle and hence is an abelian
variety if and only if Im(M) is positive definite108 [150]. Thus, in order to prove that
J1(Cg) is an abelian variety, it suffices to show that the matrix Im(τ)ij is positive definite.
To that end, we define the intersection pairing of one-forms η, ρ ∈ H1(Cg,C) by

Q(η, ρ) = i

∫
η ∧ ρ̄ . (6.47)

We observe that Q has signature (g, g) if the curve Cg is stable and smooth. The maximal
subspace for which Q is positive definite is given by H1,0(Cg,C). Moreover, if we expand

108Equivalently, M can be chosen to be negative definite. The additional sign can be absorbed in a
redefinition of the lattice because Zg = −Zg.
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any holomorphic one-form in terms of the periods ωk, the matrix representation of this
sesquilinear form Q becomes

Q(vkωk, w
ℓωℓ) = vki

∫
ωk ∧ ω̄ℓw̄

ℓ = vkQkℓw̄
ℓ (6.48)

with

Qkℓ = −
∫

ωk ∧ ω̄ℓ = 2Im(τkℓ) . (6.49)

Thus, we conclude that Im(τij) is a positive definite matrix whenever Cg is a stable and
smooth curve and hence, J1(Cg) is an abelian variety. If Cg is a singular curve, no statement
on the signature of Q can be made. In order to exclude these singular cases from the
discussion, we refine the definition of the moduli space M̄g by introducing

M̄A
g := {Cg ∈ M̄g | J1(Cg) is an abelian variety} . (6.50)

We conclude that for any genus-g curve Cg ∈ M̄A
g the corresponding first intermediate

Jacobian is by definition an abelian variety and varies holomorphically if we deform the
complex structure moduli. Since we have excluded only singular points by the restriction
to the submoduli space M̄A

g ⊂ M̄g, we have excluded only isolated points of M̄g from the
discussion.

Recall from section 5.2 that we have introduced the Siegel upper half-plane H to be the
set of complex numbers with positive imaginary part. It is conventient to extend this
notation by introducing the gth Siegel upper half-space

Hg = {τ ∈ Sym(g,C) | Im(τ) is positive definite} . (6.51)

Hence, for each genus-g curve Cg ∈ M̄A
g we can conclude that J1(Cg) ∈ Hg. Note that

for g = 1, the first Siegel upper half-space reduces to the ordinary Siegel upper half plane
and moreover, the first intermediate Jacobian of an elliptic curve (i.e. a stable genus-one
curve) is given by a torus whose lattice is determined by precisely one complex structure
modulus τ ∈ H that defines the ratio of the two basis vectors of the lattice [163].

Finally, let us take a look at the transformation behavior of the matrix τij if we perform a
change of the symplectic basis (αi, β

i). In order to respect the symplectic pairing Σ, any
such transformation Γ ∈ GL2g(Z) needs to obey

ΓTΣΓ = Σ (6.52)

which restricts Γ to be a symplectic matrix Γ ∈ Spg(Z) meaning that

Γ =

(
A B
C D

)
(6.53)

with (g × g)-block matrices A,B,C and D obeys that ACT and BDT are symmetric and
moreover

DTA−BTC = 1g . (6.54)
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Such a symplectic change of basis transforms the matrix τab according to a modular-like
transformation

Γ : τ 7→ (Aτ +B)(Cτ +D)−1 . (6.55)

We note, that this transformation behavior generalizes again the observations for elliptic
curves for which it is shown that any two complex structure moduli τ and τ ′ that describe
the same elliptic curve are connected by a modular transformation (5.29).

6.3 Second Intermediate Jacobians of Calabi-Yau Three-
folds

Now we turn to the other side of the claimed correspondence and investigate the inter-
mediate Jacobians of Calabi-Yau threefolds. For our purpose, the second intermediate
Jacobians J2(X) turn out to be the main player on the threefold-side as these encode the
information of the middle cohomology and hence of the holomorphic three-form Ω.

Since each Calabi-Yau threefold is a member of a family XM of threefolds that varies holo-
morphically over the h2,1-dimensional complex structure moduli space, one might expect
that the corresponding second intermediate Jacobians arrange to a holomorphic family
over MC.S. as it happens for the first intermediate Jacobians of genus-g curves. Since
each of these complex tori comes with an inherent complex structure, this expectation can
only be true, if the complex structure on the intermediate Jacobian coincides with that of
the complex structure moduli space. Such intermediate Jacobians are given by Griffiths
intermediate Jacobians J2

G(X) [221, 222].

Griffiths intermediate Jacobians have a downside as they generically do not define an
abelian variety meaning that the complex torus J2

G(X) cannot be embedded in a pro-
jective space. This observation leads to a problem if we want to identify the second
intermediate Jacobian of a Calabi-Yau threefold with a first intermediate Jacobian of a
stable genus-g curve as we have seen that J1(Cg) is an abelian variety. This issue can be
resolved by deforming the complex structure of the underlying torus such that the second
intermediate Jacobian of the threefold becomes an abelian variety. This new intermediate
Jacobian J2

W (X), named after André Weil [223], however does not vary holomorphically
on MC.S. anymore.

To sort out this situation, we define a third type of intermediate Jacobians which is both,
an abelian variety and holomorphically dependent on the complex structure moduli. The
prize to pay for this construction is given by the fact, that these polarized holomorphic
Jacobians cannot be defined globally on the full moduli space but only on an open subset
of MC.S.. Moreover, it turns out that it characterizes the periods of the threefolds only
on a Lagrangian submanifold of MC.S.. In the context of Feynman Integral computations,
this restriction is rather harmless as the physical momenta z define always a Lagrangian
submanifold.
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6.3.1 Griffiths Intermediate Jacobian

First, let us define the second Griffiths intermediate Jacobian of a Calabi-Yau threefold Xz

which depends holomorphically on h2,1 complex structure moduli z = (z1, . . . , zh
2,1
). In

order to construct a family of second intermediate Jacobians that varies holomorphically
with the complex structure moduli, we enforce that the vector spaces Vz are given as fibres
of a holomorphic vector bundle V over MC.S.. Hence, the quotients

J2(Xz) ∼=
H3(Xz,C)/Vz

H3(Xz,Z)
(6.56)

define a holomorphic family of second intermediate Jacobians. Recall that the Hodge
filtrations

Fk :=

k⊕

q=0

H3−q,q(Xz,C) (6.57)

which we introduced in section 3.3 vary holomorphically over MC.S. and hence provide the
required vector bundle structure. On dimensional grounds, we find that F2 is a suitable
choice for Vz as it is the only filtration step that is half-dimensional109. Thus, we define
the second Griffiths intermediate Jacobian of the Calabi-Yau threefold Xz to be [221, 222]

J2
G(Xz) ∼=

H3(Xz,C)/F2

H3(Xz,Z)
. (6.58)

This notation is still rather abstract. To make contact with well-known geometrical quan-
tities, as for example the period vector, we observe that J2

G(Xz) is a complex torus of
dimension d = h2,1 + 1. Thus, the Griffiths intermediate Jacobian can be identified with
the quotient

J2
G(Xz) ∼=

Cd

Λ(z)
(6.59)

where Λ(z) is an integral lattice of dimension 2d. From the structure of J2
G(Xz) in terms

of the Hodge filtration it is possible to deduce an explicit expression for the lattice Λ(z) in
terms of two (d×d)-matrices X (z) and F(z) which vary holomorphically with the complex
structure moduli.

To determine these matrices, we proceed as in the genus-g analysis. Recall that F2 is gen-
erated by the holomorphic three-form Ω(z) and its derivatives ∂iΩ(z). Thus, if we choose
a locally constant integral symplectic basis (αa, β

a) of H3(Xz,Z) such that Ω(z) is given
according to equation (3.60) with period vector (Xa(z), Fa(z)), the quotient H

3(Xz,C)/F2

is characterized by d equivalence relations

109Equivalently, one could use F̄2 which leads to an isomorphic complex torus.
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0 ∼ Ω(z) =

h2,1∑

a=1

αaX
a(z)− βaFa(z)

0 ∼ ∂iΩ(z) =
h2,1∑

a=1

αa(∂iX
a(z))− βa(∂iFa(z)) .

(6.60)

Summarizing these in terms of a matrix-relation, we obtain

0 ∼ (αa, β
a)Σ

(
F(z)i,b
X (z)bi

)
(6.61)

with

Σ =

(
0 1d

−1d 0

)
(6.62)

representing the symplectic pairing on H3(Xz,C) for the chosen basis. Moreover, the
matrices X (z) and F(z) are defined purely in terms of the periods and are given by

X (z)ai :=

{
Xa(z) if i = 0

∂iX
a(z) if i = 1, . . . , h2,1

,

F(z)i,a :=

{
Fa(z) if i = 0

∂iFa(z) if i = 1, . . . , h2,1
.

(6.63)

Equivalently, we can use these equivalence relations to eliminate the αa basis vectors in
favor of the βa basis vectors. The quotient H3(Xz,C)/F2 is therefore given by

H3(Xz,C)/F2
∼= Cd (6.64)

via the identification βa 7→ ea with {ea} being the standard basis of Cd. In addition, the
latticeH3(Xz,Z) consists of all integral multiples of the basis vectors αa and βa. In analogy
to the previous discussion for the genus-g curves we find that under the isomorphism
(6.64), the latter basis elements translate trivially into integral multiples of the basis
vectors ea whereas the former need to be transformed into expressions of the βa by using
the equivalence relation (6.61) leading to all integral multiples of the vectors (eaFX−1).
In total, we obtain that under the isomorphism (6.64)

H3(Xz,Z) ∼= Zd + Zd(F(z)X−1(z)) =: Λ ⊂ Cd . (6.65)

Thus, J2
G(Xz) has the explicit form

J2
G(Xz) ∼=

Cd

ZdX (z) + ZdF(z)
. (6.66)

Here, we have chosen a slightly different but equivalent representation of the lattice Λ
in favor of a symmetric description. This expression for J2

G(Xz) provides an additional
argument to show that the Griffiths intermediate Jacobian varies holomorphically in the
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complex structure moduli, since X (z) and F(z) are purely holomorphic functions in terms
of the periods and their derivatives.

More conveniently, the Griffiths intermediate Jacobian is expressed by parametrizing the
complex structure moduli space MC.S. in terms of projective coordinates [224]. This
analysis can be performed by recalling from section 3.2.6 that for Calabi-Yau threefolds
the complex structure moduli space MC.S. is a projective special Kähler manifold whose
projective coordinates are given by the periods (Xa) themselves. Changing the local
coordinates on MC.S. according to z 7→ X(z) = (X0(z), . . . , Xh2,1

(z)), the holomorphic
three-form Ω enjoys the expansion

Ω(X) = αaX
a − βaFa(X) (6.67)

with Fa = ∂aF (X) being the gradient of the prepotential F (X) that characterizes the
projective special Kähler geometry. Moreover, Ω(X) obeys the relation

h2,1∑

b=0

Xb∂bΩ(X) =

h2,1∑

b=0

Xb∂b(αaX
a − βaFa(X)) = Xbαb − βa

h2,1∑

b=0

XbFab(X) = Ω(X) (6.68)

which is true because Fa(X) is homogenous of degree one in X and therefore we have the
identity

h2,1∑

b=0

XbFab(X) = Fa(X) . (6.69)

Here and in the following we denote by Fab(X) = ∂a∂bF (X) the second derivative of the
prepotential. Thus, Ω(X) is generated by its gradient and hence the Hodge filtration space
F2 is generated by

F2 = ⟨∂aΩ(X)⟩a=0,...,h2,1 . (6.70)

Again, translating this expression into an equivalence relation, we find

0 ∼ (αa, β
a)Σ

(
Fab(X)
1d

)
. (6.71)

Using this special coordinate frame, the second Griffiths intermediate Jecobian reads

J2
G(Xz) ∼=

Cd

Zd + Zd(Fab)(X)
. (6.72)

Let us now discuss, whether J2
G(Xz) describes an abelian variety. We recall that J2

G(Xz)
is an abelian variety, if and only if Im(Fab(X)) is positive definite.

Similar to the previous section, the determination of the signature of Im(Fab(X)) can be
achieved by identifying this matrix with the matrix representation of a sesquilinear form
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Q : F2 × F2 → R whose signature can be deduced by other arguments. We observe that
the intersection pairing on H3(Xz,C) given by

Q : (η, ρ) 7→ i

∫
η ∧ ρ̄ , η, ρ ∈ H3(Xz,C) (6.73)

restricts to a pairing on the Hodge filtration space F2 which can be expressed in the basis
(6.70) according to

Q(Aa∂aΩ, B
a∂bΩ) = i

∫
Aa∂aΩ ∧ B̄b∂bΩ = AaQabB̄

b (6.74)

with matrix representation

Qab = i

∫
∂aΩ ∧ ∂bΩ = 2Im(Fab) . (6.75)

The last identity follows by inserting the expression (6.67) and using the canonical prop-
erties of the symplectic basis vectors (αi, β

i) which follow from equation (3.58). Hence,
we have shown that Im(Fab) is the matrix representation of Q restricted to the vector
space F2. The pairing Q is either positive or negative definite on each of the Dolbeault
cohomology groups Hp,3−p(X(z),C). Obviously, the sign of the signature alternates in p
because ∧ is antisymmetric for three-forms and hence on the level of differentials we find

∫
(dxi∧dxj ∧dxk)∧ (dx̄m∧dx̄n∧dx̄p) = −

∫
(dxi∧dxj ∧dx̄m)∧ (dx̄n∧dx̄p∧dxk) (6.76)

and similar expressions for other combinations of holomorphic and anti-holomorphic dif-
ferentials. Moreover, we note that

ω = i((dx1 ∧ dx2 ∧ dx3) ∧ (dx̄1 ∧ dx̄2 ∧ dx̄3)) (6.77)

defines the volume form of Xz and hence, Q(ω, ω) = Vol(Xz) > 0 which proves that Q is a
positive definite pairing on H3,0(Xz,C). To combine these observations, we can conclude
that Q : Hp,3−p(Xz,C)×Hp,3−p(Xz,C) → R

� is positive definite if p = 1, 3 is odd and

� is negative definitie if p = 0, 2 is even .

From this result, we can read of that the sesquilinear form Q restricted to the Hodge
filtration space F2 = H3,0(Xz,C) ⊕H1,3(Xz,C) is indefinite and hence Im(Fab(X)) is an
indefinite matrix with signature (h2,1, 1). This completes the proof that J2

G(Xz) is not an
abelian variety.
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6.3.2 Weil Intermediate Jacobian

Starting from the Griffiths intermediate Jacobian, one can deform its complex structure in
such a way that the result turns out to become an abelian variety which is called the Weil
intermediate Jacobian. From the discussion in the previous section 6.3.1 we have learned
that this goal can be achieved only if the vector space Vz in the quotient of J2(Xz) is half-
dimensional and moreover, the intersection pairing Q is positive (or equivalently negative)
definite if we restrict it on Vz.

For the definition of the Griffiths intermediate Jacobian, we have chosen a combination of
Dolbeault cohomology groups Hp,3−p(Xz,C) that does not obey this property. However,
this can be cured if we consider the combination

Vz = H3,0(Xz,C)⊕H1,2(Xz,C) . (6.78)

Following the same logic as above, it follows directly that the intersection pairing Q acts
positive definite on Vz and hence, the Weil intermediate Jacobian [223]

J2
W (Xz) ∼=

H3(Xz,C)/Vz

H3(Xz,Z)
(6.79)

is an abelian variety. Again, this intermediate Jacobian can be described in terms of a
d = (h2,1 + 1)- dimensional complex torus

J2
W (Xz) ∼=

Cd

Λ̃(z)
(6.80)

whose lattice Λ̃(z) is characterized by a (d× d)-matric N(z) such that

Λ̃(z) = Zd + Zd(Nab(z)) . (6.81)

In the following, we derive the explicit form of this matrix in analogy to the previous
computation for the Griffiths intermediate Jacobian.

As the first step, it is necessary to define a suitable basis for the space Vz. To that end,
we recall that the Dolbeault cohomology groups obey the property

Hp,q(Xz,C) = Hq,p(Xz,C) . (6.82)

Thus, it is convenient to define a basis of H2,1(Xz,C) and consider its complex conjugate.
From equation (6.70) we have learned that the ordinary derivatives of Ω with respect
to the projective coordinates X form a basis of F2. Hence, by projecting out the (3, 0)-
contributions to these derivatives, we obtain a basis of H2,1(Xz,C). Recalling that the
Kähler covariant derivative

∇a := ∂a + (∂aKC.S.(X)) (6.83)
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which we have introduced in chapter 4 was defined such that ∇aΩ(X) ∈ H2,1(Xz,C), we
find after complex conjugation that

H1,2(Xz,C) = ⟨∇aΩ(X)⟩a=0,...,h2,1 . (6.84)

On dimensional grounds, this set of generators cannot be a basis of the h2,1-dimensional
space H1,2(Xz,C). In particular, we can again use the homogeneity of the periods Fa(X)
to compute that

h2,1∑

a=0

X̄
a∇aΩ(X) = 0 . (6.85)

Hence, equation (6.84) becomes a basis of H1,2(Xz,C) if we consider the set of generators
modulo this additional contraint.

To extend this basis to a basis of Vz, we could simply include Ω(X) as this form gener-
ates the one-dimensional space H3,0(Xz,C) of holomorphic three-forms. However, it is
convenient, to use the trivial observation

∇aΩ(X) = ∂āΩ(X) + (∂āKC.S.(X))Ω(X) = (∂āKC.S.(X))Ω(X) (6.86)

implying that ∇aΩ(X) ∈ H3(Xz,C) serves as a generator for the space of holomorphic
three-forms as well. We conclude that a suitable basis for V (z) is given by

Vz = ⟨∇a (Ω(X) + Ω(X))⟩a=0,...,h2,1 . (6.87)

This result allows to describe the quotient H3(Xz,C)/V (z) by the set

0 ∼ ∇a (Ω(X) + Ω(X)) =
h2,1∑

b=0

(∇a(X
b +X

b
))αb − (∇a(Fb(X) + F b(X))βb (6.88)

of d equivalence relations. In analogy to the derivation of J2
G(Xz), we can use these

relations to express the basis elements αa according to

αa = −Nab(X)βb , N(X) = −N (X)Z−1(X) (6.89)

with

Nab(X) = ∇b(Fa(X) + F a(X)) = F ab(X) + (Fa(X) + F a(X)∂bKC.S.(X),

Za
b (X) = ∇b(X

a +X
a
) = δab + (Xa +X

a
)∂bKC.S.(X) .

(6.90)

Note that Z(X) is an invertible matrix whose inverse is given by

(Z−1)ab (X) = δab − (Xa +X
a
)∂bKC.S.(X)

Xc∂cKC.S.(X)
(6.91)
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Hence, the Weil intermediate Jacobian reads110

J2
W (Xz) ∼=

Cd

Zd + Zd(Nab)(X(z))
. (6.92)

As discussed at the beginning of this section, this complex torus defines an abelian variety.
Hence, we have a chance to identify it pointwise with the first intermediate Jacobian of a
genus-(h2,1 + 1) curve. However, from the expression for the matrix Nab we can conclude
that J2

W (Xz) does not vary holomorphically along the complex structure moduli space but
contains anti-holomorphic contributions z̄i that originate from the complex conjugation
of the periods.

Before we continue in section 6.3.3 to solve this issue by introducing yet another kind
of intermediate Jacobians, let us note that the matrix Nab is well-known in the context
of four-dimensional supergravity theories that arise from string compactifications on a
Calabi-Yau threefold. Recall that the action of the low energy supergravity theory of type
II string compactifications given by equations (2.21) and (2.22) respectively contains a
term

S4
IIA/IIB ⊃

∫

M4

NABF
A ∧ FB + ImNABF

A ∧ ⋆FB (6.93)

that describes the kinetic coupling of the vector fields. In section 2.2.3 we have not
specified the gauge kinetic coupling matrix N except for stating that it is a function of
the vector multiplet scalars and hence of the periods Xa. As it turns out [108, 112, 113,
225], this matrix is (up to a conventional overall sign) precisely the matrix Nab which we
have introduced to describe the Weil intermediate Jacobian. In this context, the definite
signature of the matrix Im(Nab) is a crucial property for S4

IIA/IIB being a well-defined

action. In the supergravity literature, this matrix is conveniently written in the form111

Nab(X) = −F ab − 2i
Im(Fac)X

cIm(Fbd)X
d

XeXf Im(Fef )
(6.94)

which can be shown to be equivalent to the expression (6.89). To make this argument, we
recall that the Kähler potential (3.62) of the complex structure moduli space was given
by

KC.S.(X) = − log(i
h2,1∑

a=0

(
FaX

a − F aX
a
)
) . (6.95)

Thus, using the convenient summation conventions, we arrive at

∂aKC.S.(X) =
F a −X

b
Fab

FcX
c − F cXc

(6.96)

110Here, we have absorbed the minus sign from equation (6.89) into the lattice via the isomorphism
Zd ∼= −Zd. This redefinition is convenient in order to ensure that Im(Nab) is positive definite.
111Note that our conventions agree with the supergravity literature up to an overall sign for Nab.

152



implying that the matrix Z−1(X) takes the values

Z−1
ab (X) = δab −

(Xa +X
a
)Im(Fbc)X

c

XeXf Im(Fef )
. (6.97)

With this result at hand, the matrix product NZ−1 can be evaluated explicitly to agree
with equation (6.94).

6.3.3 Polarized Holomorphic Intermediate Jacobians

In the previous sections, we have discussed two special choices for a complex structure on
the second intermediate Jacobian J2(X) of a Calabi-Yau threefold X that either vary holo-
morphically along the complex structure moduli space using the construction of Griffiths
or realize abelian varieties in the case of Weil. The conceptional difference of their defini-
tions was given by the different choice of the half-dimensional vector space V ⊂ H3(X,C)
which defines the complex structure on J2(X). In the following, we generalize these con-
structions and hence obtain a general class of second intermediate Jacobians containing
J2
G(X) and J2

W (X) as two limiting cases.

Recall that the vector space V was required to be of real dimension dimR(V ) = d if
d = h2,1 + 1 is the complex dimension of the intermediate Jacobian and moreover, V
together with its complex conjugate need to generate the full middle cohomology according
to

H3(X,C) = V ⊕ V . (6.98)

Most generally, such a vector space is generated by d generic three-forms which expanded
in the symplectic basis (αi, β

i) take the form

ηk := αif
i
k − βigik k = 1, . . . , d . (6.99)

So far, f i
k and gik are complex coefficients that need to be chosen such that the matrices

f = (f i
k) , g = (gik) (6.100)

have full rank and hence the ηk define in total d independent three-forms. Following
the analog steps as before, the quotient H3(X,C)/V can be expressed in terms of the
equivalence relations

αa = −Mabβ
b , M = −g f−1 . (6.101)

Here, we introduced the additional minus sign in the definition of M in analogy to the
definition of the matrix Nab for the Weil intermediate Jacobian to ensure that Im(M) has
a suitable signature. Again, this sign is absorbed in a redefinition of the lattice Zd when
we characterize the second intermediate Jacobian J2(X,V ) that corresponds to the chosen
vector space V by

J2(X,V ) :=
H3(X,C)/V
H3(X,Z)

∼= Cd

Zd + ZdM . (6.102)
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We note that all relevant properties of J2(X,V ) are encoded in the matrix M which is
defined in terms of the coefficients f i

k and gik of the chosen basis vectors of V .

As for the genus-g curves, the matrix M is defined only up to a change of the symplectic
basis. By similar arguments we find that a basis transformation Γ ∈ Sp2d(Z) with (d×d)-
block matrices

Γ =

(
A B
C D

)
(6.103)

transforms M according to

M 7→ −(AM−B)(CM−D)−1 (6.104)

which can be more conveniently rewritten in terms of the matrix (−M) as a modular-like
transformation

(−M) 7→ (A(−M) +B)(C(−M) +D)−1 . (6.105)

As before, the definition of J2(X,V ) extends to a family of intermediate Jacobians that
varies over the complex structure moduli space. In practice, this is achieved by choosing
the coefficients f i

k and gik to be smooth functions depending on the complex structure
moduli z and therefore imposing that

Vz V

MC.S.

π (6.106)

becomes a complex vector bundle112. By this means, for each member Xz of a given family
of Calabi-Yau threefolds XMC.S.

, the corresponding vector space Vz defines an intermediate
Jacobian J2(Xz, Vz) which is a member of the family J2(XMC.S.

,V) such that

J2(Xz, Vz) J2(XMC.S.
,V)

MC.S.

π (6.107)

is a smooth family of intermediate Jacobians. Note that the members of such fami-
lies generically do not depend holomorphically on the complex structure moduli but are
rather real analytically dependent of the moduli z. J2(XMC.S.

,V) extends to a holomorphic
family of complex tori only if V admits the structure of a holomorphic vector bundle over
MC.S.. In this case, we call J2(XMC.S.

,V) a family of holomorphic intermediate Jacobians.

112A vector bundle is complex if the fibres V are complex vector spaces and the transition functions
are real analytic (i.e. C∞-functions). In particular, we do not require the underlying structure to be
holomorphic. If this is the case, the vector bundle would be called a holomorphic vector bundle.
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By choosing

fa
b =

{
Xa if b = 0

∂zbX
a if b ̸= 0

, gab =

{
Fa if b = 0

∂zbFa if b ̸= 0
(6.108)

we obtain that Vz = F2 and hence J2(Xz, Vz) = J2
G(Xz) realizes the second Griffiths in-

termediate Jacobian. As discussed in section 6.3.1, this special choice of the vector bundle
V indeed furnishes a family of holomorphic intermediate Jacobians.

Moreover, for the choice
fa
b = ∇bX

a , gab = ∇bFa (6.109)

the vector space Vz realizes the second Weil intermediate Jacobian J2(Xz, Vz) = J2
W (Xz)

which, as discussed in section 6.3.2, does not extend to a holomorphic family. However,
this special case for J2(XMC.S.

,V) leads to a real analytic family of intermediate Jacobians
whose members J2(Xz, Vz) are abelian varieties that are in particular polarizable [63].

The following definition finally combines the properties of both, the Griffiths and the
Weil intermediate Jacobian. For a family XMC.S.

of Calabi-Yau threefolds that admits a
complex vector bundle V whose fibres Vz are defined according to equation (6.98), we call
J2(XMC.S.

,V) a family of polarized holomorphic second Jacobians of XMC.S.
if

� V is a holomorphic vector bundle over MC.S. and

� each member J2(Xz, Vz) of this family is a (polarizable) abelian variety.

If we were to have given such a family of polarized holomorphic Jacobians, it hence realizes
a h2,1-dimensional complex subspace of the moduli space of abelian varieties Ad that are
of dimension d = h2,1 +1. Moreover, we recall from section 6.2 that the first intermediate
Jacobians J1(Cg) of stable genus-g curves Cg ∈ M̄A

g give rise to a 3g− 3-dimensional com-
plex subspace of Ag. Thus, by choosing g = d we have a chance that these two subspaces
indeed intersect and hence we obtain a correspondence between the periods of Calabi-Yau
threefolds with h2,1 = d− 1 and those of genus-d curves.

Unfortunately, it is too much to hope for a globally defined family of polarized holomorphic
Jacobians on the full complex structure moduli space. Thus, in order to make progress,
we restrict the full moduli space to an open neighborhood U of suitable submoduli spaces
∆R which are Lagrangian submanifolds of MC.S.. The following construction provides a
family of locally defined polarized holomorphic intermediate Jacobians on U .

For a symplectic manifold M of real dimension 2n, a Lagrangian submanifold ∆R ⊂ M is
defined to be an n-dimensional real submanifold of M such that the restricted symplectic
two-form h ∈ H2(X,R) vanishes on ∆R. For a Kähler manifold, its Kähler form serves
as a canonical symplectic two-form for which we can apply the definition of Lagrangian
submanifolds. Since the Kähler two-form defines the imaginary part of the Kähler metric
with respect to the chosen complex structure of M , any Lagrangian submanifold ∆R ⊂ M
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obtains a well-defined structure of a Riemannian real manifold of dimension n whose Rie-
mannian metric is obtained by pulling back the hermitian metric of the complex manifold.

Let us now apply this procedure to the complex structure moduli space MC.S. of a family
of Calabi-Yau threefolds XMC.S.

to construct a suitable family of polarized holomorphic
Jacobians. Let us assume that MC.S. or, to be more specific, an open disc D ⊂ MC.S. of
it113, admits a Lagrangian submanifold ∆R. For each point w ∈ ∆R we can now consider
the corresponding Weil intermediate Jacobian J2

W (Xw) together with its corresponding
vector space

Vw = H3,0(Xw,C)⊕H1,2(Xw,C) . (6.110)

These vector spaces can be combined to a complex vector bundle V∆R over the Lagrangian
submanifold ∆R because V∆R ⊂ V is a sub vector bundle of the complex vector bundle V
characterizing the family of Weil intermediate Jacobians on the full moduli space D. In
particular, we find that the fibres Vw vary analytically with respect to the real coordinates
w on ∆R.

The key insight is that it is possible to holomorphically continue a real analytic structure
that is defined on a Lagrangian submanifold to an open neighborhood Ũ ⊃ ∆R of the
submanifold. In a local analysis, this observation follows directly as Vw is defined in
terms of the real analytic functions f i

k(w) and gik(w) on ∆R that can be continued to
holomorphic functions f i

k(z) and gik(z) on Ũ by naively replacing the real coordinates w
in their power series expansions by the corresponding holomorphic coordinates z ∈ Ũ . One
needs to choose Ũ small enough such that these complex valued power series still converge.
In this way, we have constructed a holomorphic vector bundle VŨ on the open set Ũ ⊂ D
whose restriction on ∆R coincides with V∆R . By definition, the corresponding family of
intermediate Jacobians J2(XŨ ,VŨ ) is holomorphically dependent on the local coordinates

of Ũ and moreover, its members on ∆R are abelian varieties and hence polarizable. In
local coordinates z of Ũ , these intermediate Jacobians are given by

J2
∆R(Xz) := J2(Xz, Vz) =

Cd

Zd + ZdHab(z)
(6.111)

with Hab(z) being the holomorphic continuation of the real analytic matrix

Nab(w) =

(
−F̄ab − 2i

Im(Fac)X
cIm(Fbd)X

d

XeXf Im(Fef )

)∣∣∣∣
∆R

(6.112)

defining the Weil intermediate Jacobian J2
W (Xw) on the Lagrangian submanifold. It is

important to note that the matrix Hab(z) does not coincide with Nab(z) outside the La-
grangian submanifold ∆R which can be seen directly since Hab(z) was defined to be holo-
morphic whereas Nab(z) contains contributions that depend on z̄.

113By restricting the discussion to a local description on the disc D, we do not have to worry about the
global structure of MC.S. and in particular its singularities.
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With this construction, we have obtained a family of holomorphic intermediate Jacobians
J2
∆R

(XŨ ) whose members are known to be abelian varieties on the submnifold ∆R. Recall-
ing that an intermediate Jacobian is an abelian variety if and only if the imaginary part of
its defining matrix is positive definite, it holds that this is an open property114 and hence
can be extended to an open neighborhood UA of ∆R. Thus, on the intersection

U = Ũ ∩ UA ⊃ ∆R (6.113)

of the two open neighborhoods Ũ and UA, J2
∆R

(Xz) is a holomorphic family of intermediate

Jacobians that are abelian varieties. Hence, J2
∆R

(XU ) is a family of polarized holomorphic
intermediate Jacobians that is not defined on the full complex structure moduli space but
rather on some open neighborhood U of the Lagrangian submanifold ∆R.

To close this section, let us briefly discuss some important properties of J2
∆R

(XU ). First,
it is important to note that this construction is very sensitive to the choice of the La-
grangian submanifold ∆R. If we were to have two such Lagrangian submanifolds ∆R and
∆′

R their corresponding intermediate Jacobians will in general not coincide on the intersec-
tion U ∩U ′ of the open neighborhoods U and U ′ of ∆R and ∆′

R respectively. In particular,
since J2

∆R
(Xz) arises as the holomorphic continuation of J2

W (Xw) on ∆R, it is entirely
determined by the geometry of those threefolds Xw that are characterized by w ∈ ∆R.

Moreover, we should note that the matrix Hab(z) is well-defined which means that any
symplectic transformation Γ ∈ Sp2d(Z) of the cohomology basis (αi, β

i) commutes with
the holomorphic continuation of Nab(w). This can be seen by recalling that both, the
matrices N(w) and H(z) transform according to equation (6.104). If we now perform the
holomorphic continuation of Γ(N) to an open neighborhood U of ∆R, this is by definition
a holomorphic function h(Γ(N)) that agrees on ∆R with Γ(N). Moreover, if we first
holomorphically continue N to H and then apply Γ, we find that H agrees with N on ∆R
and hence Γ(H) = Γ(N) on ∆R. Thus, we have two holomorphic functions h(Γ(N)) and
Γ(H) that both agree with Γ(N) on the Lagrangian submanifold ∆R. Since holomorphic
continuations are unique, we conclude that h(Γ(N)) = Γ(H) which proves that Γ and the
holomorphic continuation commute.

6.4 The Calabi-Yau-to-Curve Correspondence

After this excurse into the algebraic geometry of intermediate Jacobians we have collected
all the ingredients that are necessary to state and derive the Calabi-Yau-to-curve corre-
spondence which identifies a given Calabi-Yau threefold with a stable genus-g curve. Since
this correspondence is meant to give pairs of geometries that are related by identifying
their periods suitably, it can be stated in terms of intermediate Jacobians.

114If Im(Hab)(z) is positive definite for all z ∈ ∆R, it is positive definite on an open neighborhood of ∆R
as its eigenvalues vary holomorphically with z.
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We recall that the first intermediate Jacobian of a smooth and stable genus-g curve Cg
was given by an abelian variety J1(Cg) ∈ Ag of complex dimension g that is described as
the complex g-torus

J1(Cg) =
Cg

Zg + Zgτ
(6.114)

with τ being a (g × g) matrix that characterizes the complex structure of Cg. On the
other side, for a family of Calabi-Yau threefolds Xz with h2,1 complex structure moduli
z, the corresponding second Weil intermediate Jacobians describe a real analytic family
of abelian varieties J2

W (Xz) ∈ A(h2,1+1). Thus, we can obtain a correspondence between
both sides by requiring that

J2
W (Xz) = J1(Cg) . (6.115)

As a first constraint, we find that both Jacobians live in the same space Ag only if the
genus of the curve is fixed by the dimension of H2,1(Xz,C) to be

g = h2,1 + 1 . (6.116)

Moreover, this correspondence has chance to work only if the (3g− 3) dimensional moduli
space M̄A

g of stable genus-g curves and the h2,1-dimensional moduli space of the family of
Calabi-Yau threefolds give rise to a non-trivial intersection of the corresponding family of
intermediate Jacobians on Ag. The question whether a given abelian variety is realized as
the first intermediate Jacobian of a genus-g curve is formalized in the unsolved Riemann-
Schottky problem.

6.4.1 The Riemann-Schottky Problem

Independent of the identification among intermediate Jacobians of different geometries,
the question whether a given abelian variety A ∈ Ag can be realized as the first interme-
diate Jacobian of a genus-g curve Cg has been prominently discussed in the mathematical
literature starting in the 19th century with the work of Riemann [226] and Schottky [227].
For a modern review on the Riemann-Schottky problem we refer to [228, 229]. This prob-
lem can be formalized as follows.

Define the holomorphic map

J1 : M̄A
g → Ag (6.117)

by mapping the curve Cg to its first intermediate Jacobian J1(Cg). The period matrix τ
characterizes the complex structure of Cg completely115 and hence, J1(Cg) determines Cg.
Due to this fact, the map J1 is injective.

We now define the Schottky-locus Sg ⊂ Ag to be the image of J1

Sg := J1
(
M̄A

g

)
. (6.118)

115This observation goes back to Torelli’s theorem which can be reviewed in ref. [150].
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For general g, the determination of this subspace of Ag turns out to be very challenging
and is known as the Riemann-Schottky problem.

To get a first catch at this problem, let us perform a dimensional analysis. Since an abelian
variety A ∈ Ag is given by a complex g-torus that is embeddable in a projective space,
its complex structure is completely encoded by the choice of a lattice Λ ⊂ Cg which is
uniquely characterized up to a symplectic change of basis by a (g×g)-matrix in the Siegel
upper half-space Hg. Hence, the moduli space of abelian varieties is given by

Ag
∼= Hg

Sp2g(Z)
(6.119)

which is of complex dimension

dim(Ag) =
g(g + 1)

2
. (6.120)

Comparing this expression (for g ≥ 2) with the dimension of the moduli space of stable
genus-g curves, we find that

dim(M̄A
g ) ≤ dim(Ag) (6.121)

for all g ≥ 2. Equality holds exactly for g = 2 and g = 3.

We conclude that for g = 2 and g = 3, the Riemann-Schottky problem becomes trivial as
the Schottky-locus is already given by the full moduli space of abelian varieties

S2 = A2 , S3 = A3 (6.122)

whereas for g > 3, the Schottky-locus turns out to be a proper subspace of Ag. It should
be noted that for g > 3 no Schottky locus has been constructed explicitly.

6.4.2 The Real Analytic Correspondence

In analogy to the map J1 which maps a genus-g curve to its first intermediate Jacobian,
we can define the real analytic map

J2
W : MC.S. → Ag g = h2,1 + 1 (6.123)

which maps a Calabi-Yau threefold Xz to its second Weil intermediate Jacobian. Due
to Torelli’s theorem [150], the matrix Nab(z) determines uniquely the complex structure
moduli z and hence this map is again injective. The correspondence which is proposed
by equation (6.115) can now be formalized by defining a map ΦR that is given by first
applying J2

W on a point z ∈ MC.S. to obtain an abelian variety and then using (J1)−1 to
find the corresponding point in the moduli space of stable genus-g curves that leads to the
same Jacobian variety. To ensure that this map is well-defined, we have to ensure that
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the image of z under J2
W lies on the Schottky-locus Sg for which the inverse of J1 exists.

Hence, we have to restrict the domain of this map to the subspace

S̃g := (J2
W )−1 (Sg) ⊆ MC.S. . (6.124)

The real analytic Calabi-Yau-to-curve correspondence is hence defined by the real analytic
map

ΦR : S̃g → M̄A
g (6.125)

from the Calabi-Yau complex structure moduli space to the moduli space of stable genus-g
curves that is given by

ΦR(z) := ((J1)−1 ◦ J2
W )(z) = (J1)−1

(
J2
W (Xz)

)
. (6.126)

It should be noted that Φ is an injective map because both J2
W and (J1)−1 are injective and

hence gives rise to a real analytic bijection onto its image ΦR(S̃g) ⊂ M̄A
g . The following

diagram summarizes the action of the map ΦR

MC.S. Ag M̄A
g

S̃g Sg

J2
W

J
1

J2
W

⊆

ΦR

⊆ . (6.127)

For families of Calabi-Yau threefolds with h2,1 ≤ 2, the Schottky-locus is trivially given by
Sg = Ag. Thus, we find that S̃g is given by the full complex structure moduli space MC.S.

of the family of Calabi-Yau threefolds and hence, the real analytic Calabi-Yau to-curve
correspondence extends to a global identification

ΦRMC.S. → M̄A
g (6.128)

that furnishes an h2,1-dimensional image in the moduli space of stable genus-g curves.

For h2,1 > 2 this correspondence cannot be applied generically to any member of the fam-
ily XMC.S.

anymore but only to the subfamily S̃g. Thus, to compute the correspondence
map ΦR in practice, it would be necessary in this case to construct the Schottky-locus Sg

in order to find the domain S̃g of ΦR. In particular, it should be noted that for certain
families of Calabi-Yau threefolds S̃g might be the empty set and hence ΦR becomes the
trivial map. In this case, no member Xz of this family corresponds to a genus-g curve.

The following counting argument gives an interesting bound on h2,1 above which the
existence of a non-trivial Calabi-Yau-to-curve correspondence becomes unlikely. Consider
a family of Calabi-Yau threefolds with h2,1 complex structure moduli. The corresponding
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family of Weil intermediate Jacobians realizes a real subfamily of Ah2,1+1 that is of real
dimension 2h2,1. On the other side, the Schottky-locus on Ah2,1+1 is

dimC(Sh2,1+1) = 3(h2,1 + 1)− 3 = 3h2,1 (6.129)

dimensional. In the worst case, these two subspaces of Ah2,1+1 intersect transversely which
gives the lower bound

dimC(Sh2,1+1 ∩ J2
W (Xz)) ≥

1

2
h2,1(5− h2,1)− 1 (6.130)

on the dimension of this intersection. Equality is obtained if and only if the subspaces
intersect transversely. It follows that for h2,1 ≤ 4 the preimage of this intersection
S̃h2,1+1 ⊂ MC.S. is at least one-dimensional and hence, the Calabi-Yau-to-curve corre-
spondence is non-trivially applicable on a subspace of the full complex structure moduli
space of the family of threefolds. However, for h2,1 ≥ 5, this result states that S̃h2,1+1

may become empty and hence ΦR turns out to be the trivial map. For such families,
the Calabi-Yau-to-curve correspondence as defined above does not give any relations. It
would be an interesting project to study in detail, whether the transversality assumption
is generic which we have used to derive the bound (6.130) on the dimension of S̃h2,1+1. In
particular, it would be of interest, whether there exist families of Calabi-Yau threefolds
with more than four complex structure moduli that can be identified with a corresponding
genus-g curve. The existence of such those would contradict the transversality assumption.

6.4.3 The Local Holomorphic Correspondence

So far, we have constructed a correspondence between Calabi-Yau threefolds and genus-
g curves that defines a real analytic bijection ΦR between certain subspaces of MC.S.

and M̄A
g . In the following, we use the construction of a family of polarized holomorphic

Jacobians from section 6.3.3 to find a similar Calabi-Yau-to-curve correspondence which
is moreover a holomorphic map. For this purpose, we recall that for a chosen Lagrangian
submanifold ∆R of the complex structure moduli space and a suitable open neighborhood
U ⊃ ∆R, the construction of the polarized holomorphic intermediate Jacobian J2

∆R
(Xz)

defines a holomorphic map

J2
∆R : MC.S. ⊃ U → Ag , g = h2,1 + 1 . (6.131)

By similar arguments as before, this map is injective and hence

ΦU
∆R : S̄g −→ M̄A

g

z 7→ (J1)−1
(
J2
∆R(Xz)

) (6.132)

defines a holomorphic map that is bijective onto its image. We call this holomorphic
bijection the local holomorphic Calabi-Yau-to-curve correspondence. As before, the space
S̄g ⊂ U denotes the preimage of the Schottky-locus under J2

∆R
, meaning

S̄g :=
(
J2
∆R

)−1
(Sg) ⊆ U . (6.133)
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In analogy to the real analytic version of the correspondence, the map ΦU
∆R

can become

trivial if the preimage of the Schottky-locus S̄g is empty which can happen for h2,1 ≥ 5 by
the same arguments as above. Moreover, for h2,1 ∈ {1, 2} it again holds that S̄g = U as the
Riemann-Schottky problem becomes trivial for these cases and hence, the local holomor-
phic correspondence extends to the full open neighborhood U for which J2

∆R
can be defined.

Finally, we note that for z ∈ ∆R

ΦU
∆R(z) = ΦR(z) (6.134)

which follows directly from the observation that by construction the corresponding second
intermediate Jacobians J2

∆R
(Xz) and J2

W (Xz) coincide on thie Lagrangian submanifold ∆R.
However, this equality fails if z leaves the Lagrangian submanifold. Thus, although their
construction looks very similar, the two maps ΦU

∆R
and ΦR lead to different correspondences

of Calabi-Yau threefolds and genus-g curves. However, if one is interested only in the
values of the period integrals on a Lagrangian sublocus of MC.S. as it is the case for the
physical values of the complex structure moduli in Feynman integral computations, both
descriptions coincide.

6.5 Example: The Four-Loop Equal Mass Banana Integral

Let us close the discussion of the Calabi-Yau-to-curve correspondence by presenting its
application to an explicit example. Among many Feynman integrals that have been related
to a Calabi-Yau geometry, one of the most studied examples is the family of n-loop banana
integrals116 [180, 203, 230] which describe a higher-loop contribution to the propagator
self-energy. Without specifying the explicit fields, the schematic Feynman diagram for an
n-loop banana intergal is shown in figure 6.3 and generalizes the one-loop contribution
which we have discussed in section 6.1.2 as an explicit example.

p p...

kn

k1

Figure 6.3: The schematic Feynman diagram that corresponds to the n-loop banana In-
tegral with external momentum p and internal momenta ki obeying the momentum con-
servation condition k1 + . . .+ kn = p.

116These Integrals are also known as sunrise Integrals in the physics literature.
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It is well-known [180, 203] that an n-loop banana Integral has a geometric description in
terms of periods of a Calabi-Yau n−1 fold. Thus, to apply the Calabi-Yau-to-curve corre-
spondence which has been introduced in section 6.4, we focus in the following on the case
of n = 4. Following [230], the general family of four-loop banana intergals with external
momentum p and internal masses m1 to m4 is defined in dimensional regularization by

Iν1,...,ν5 := e4εγE (p2)ν−2D

∫ 5∏

i=1

(
dDki

(iπ)D/2

)
(iπ)D/2δD


p−

5∑

j=1

kj


 1

Dν1
1 · · ·Dν5

5

(6.135)

in D = 2 − 2ε spacetime dimensions. The propagator Di corresponding to the internal
momentum ki is given by

Di := −k2
i +m2

i (6.136)

and ν = ν1 + · · ·+ ν5 counts the total number of propagators.
To be more concrete, we consider from now on the case that all four internal masses
become equal

m1 = . . . = m5 =: m . (6.137)

For this subclass, the Feynman Integrals Iν1,...,ν5 simplify to be dependent only on the
remaining dimensionless mass parameter z = m2/p2. Expressing the integrals in terms of
a Feynman parameter representation, we find [203]

Iν1,...,ν5 =
e4εγEΓ(ν − 2D)∏5

i=1 Γ(νi)

∫

ai≥0
d5a δ


1−

5∑

j=1

aj




5∏

k=1

aνk−1
k

U(a)ν−5D/2

F(a)ν−2D
(6.138)

with the graph polynomials U(a) and F(a)

U(a) =
5∏

i=1

ai




5∑

j=1

1

aj


 , F(a) =

5∏

i=1

ai


z




5∑

j=1

aj



(

5∑

k=1

1

ak

)
− 1


 . (6.139)

Using integration-by-parts identities (IBP), this one-parameter family of Feynman inte-
grals is shown to be generated by five master intergrals. One suitable choice for such
generators is given by

I11110 , I11111 , I11112 , I11113 , I11114 (6.140)

which form a system of coupled differential equations that can be deduced by additional
IBPs. Since I1,1,1,1,0 realizes a subsector of this family of Feynman integrals, the non-
trivial four-loop master integral with the smallest degree of the denominator is given by
I1,1,1,1,1 which obeys an inhomogeneous fourth-order differential equation [231]

LεI1,1,1,1,1 = ε4I1,1,1,1,0 (6.141)

for some differential operator Lε in the kinematic variable z that depends polynomially
on the dimensional regularization parameter ε. In the following, we are interested in the
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solution to the maximal cut of this master integral. Following [203], the maximal cut is
given by the homogenous solution to the leading order ε0-contribution of the differential
operator Lε. For the four-loop equal mass banana intergal, this implies that the maximal
cut of I1,1,1,1,1 obeys the differential equation

L(0)Imax cut
1,1,1,1,1 = 0 (6.142)

with the degree-four differential operator

L(0) =
1

z4(1− z)(1− 9z)(1− 25z)

4∑

k=0

fk(z)Θ
k , Θ = z∂z (6.143)

with coefficient functions

f4(z) = (1− z)(1− 9z)(1− 25z) ,

f3(z) = −2z(675z2 − 518z + 35) , f2(z) = −z(2925z2 − 1580z + 63) ,

f1(z) = −4z(675z2 − 272z + 7) , f0(z) = −5z(180z2 − 57z + 1) .

(6.144)

It is important to note that this operator coincides up to a normalization with the Picard-
Fuchs operator (5.177) of the Z5-quotient of Hulek-Verrill threefolds which is given by
equation (5.177). Thus, we can conclude that, up to a normalization constant, the maxi-
mal cut of the four-loop equal mass banana integral I1,1,1,1,1 is given in terms of the periods
ϖa(z) of the one-parameter family HV3

z of Hulek-Verrill Calabi-Yau threefolds117.

In the following discussion we apply the Calabi-Yau-to-curve correspondence to this family
of Calabi-Yau threefolds in order to construct the corresponding one-parameter subfamily
of genus-two curves.

6.5.1 The Prepotential F (z) of the Family HV3
z

Since it will simplify the computations of its Griffiths and Weil intermediate Jacobians,
we start by constructing the prepotential F of this family of Calabi-Yau threefolds from
its mirror construction. We recall from section 5.5 that HΛ3

t emerges as the Z5-quotient of
the full five-dimensional family of mirror Hulek-Verrill threefolds HΛ3

t for which we have
computed the asymptotic structure of the integral periods to be

Π0(t) = 1

Πi(t) = ti

Πi(t) = −s42(t̂i) + 1 + · · ·

Π0(t) = s53(t) + s51(t)− 80
ζ(3)

(2πi)3
+ · · ·

(6.145)

117One may note that the ε → 0 limit of I1,1,1,1,1 realizes precisely the torus integral (5.170) of the
periods ϖa(z) characterizing the holomorphic three-form Ω(z) of this one-paramter family of Hulek-Verrill
threefolds.
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with the mirror map

ti =
1

2πi

Xi(z)

X0(z)
=

1

2πi
log(zi) + · · · . (6.146)

In analogy to the fourfold discussion in section 5.4, we find that the integral periods of
the Z5-quotient HΛ

3
z are obtained from these by

Π0(t) = 1

Π1(t) =
1

5

5∑

i=1

Πi(t, . . . , t) = t

Π2(t) =
1

5

5∑

i=1

Πi(t, . . . , t) = −12t2 + 1 + · · ·

Π3(t) =
1

5
Π0(t, . . . , t) = 4t3 + t− 16

ζ(3)

(2πi)3
+ · · · .

(6.147)

This asymptotic structure of the integral periods allows to determine the leading order
contributions to the prepotential F (t) which characterizes the projective special Kähler ge-
ometry of the moduli space. From equation (6.147), we deduce the topological coefficients
Yijk of this one-parameter family of Calabi-Yau threefolds to be

Y111 = 24 , Y110 = 0 , Y001 = 1 , Y000 = 16
ζ(3)

(2πi)3
(6.148)

which result in the prepotential

F (t) = −4t3 + t− 8
ζ(3)

(2πi)3
− 1

(2πi)3

∞∑

k=1

nkLi3(q
k) , q = e2πit . (6.149)

The instanton contributions which are encoded in the integer coefficients nk can be com-
puted up to any given finite order by requiring that the corresponding period vector Π(t)
is a solution to the Picard-Fuchs equation (6.142). The instanton numbers nk for k ≤ 20
are listed in table 6.1.

k nk k nk k nk k nk

1 24 6 62816 11 4035075768 16 553885878032448

2 48 7 516336 12 41309494400 17 6187279738200480

3 224 8 4539696 13 432744979608 18 69914895876133904

4 1248 9 42022520 14 4623051088128 19 798164568524432088

5 8400 10 405055200 15 50231067390600 20 9196286679263451840

Table 6.1: The genus-zero instanton numbers nk for the one-parameter family of Z5-
quotients for Hulek-Verrill threefolds HΛ3

t for k ≤ 20.

We note that equation (6.149) provides an expression for the prepotential in terms of the
affine coordinate

t =
X1(z)

X0(z)
. (6.150)
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However, the expressions (6.72) and (6.92), which we derived for the second Griffiths and
Weil intermediate Jacobians respectively, were given in terms of the projective coordinates
Xi = Xi(z). We recall that in projective coordinates, the prepotential was defined to be
homogenous of degree two. This property allows to relate the prepotentials in these two
chosen coordinate systems by the simple relation

F (X0, X1) = (X0)2F

(
1,

X1

X0

)
= (X0)2F (t) , F (t) := F (1, t) . (6.151)

Inserting the explicit expression for F (t), the prepotential in projective coordinates be-
comes

F (X0, X1) = −4
(X1)3

X0
+X0X1 − 8

ζ(3)

(2πi)3
(X0)2 − (X0)2

(2πi)3

∞∑

k=1

nkLi3(q
k) . (6.152)

6.5.2 Griffiths and Weil Intermediate Jacobian of HV3
z

In order to apply the Calabi-Yau-to-curve correspondence, we need the explicit value for
the matrix N(X) that characterizes the Weil intermediate Jacobian J2

W (HV3
z). Before

stating the result for N(X) which is obtained by equation (6.94), we first compute the
corresponding Griffiths intermediate Jacobian. The motivation for this excurse is twofold.
First, the entries of the matrix Fab(X) defining the Griffiths intermediate Jacobian appear
as contributions to N(X) anyways and second, we can use this computation to demon-
strate that J2

G(HV
3
z) has indeed the proposed properties of not being an algebraic variety

but describing a holomorphic family of complex tori over MC.S..

We recall from section 6.3.1 that the second Griffiths intermediate Jacobian of a Calabi-
Yau threefold Xz was given by

J2
G(X) ∼= Cd

Zd + Zd(Fab)(X)
, d = h2,1 + 1 (6.153)

where the symmetric (d× d)-matrix Fab(X) is given in terms of second derivatives of the
projective prepotential F (X) according to

Fab(X) = ∂Xa∂XbF (X) . (6.154)

Reexpressing this matrix in terms of the affine coordinates ti = Xi/X0 and the corre-
sponding affine prepotential F (t) we find

Fab(t) =

(
F00(t) F0i(t)
F0j(t) Fij(t)

)
(6.155)

for i, j = 1, . . . , d− 1 with

F00(t) := 2F (t)− 2ti∂iF (t) + titj∂i∂jF (t)

F0i(t) := ∂iF (t) + tj∂i∂jF (t)

Fij(t) := ∂i∂jF (t) .

(6.156)
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Concrete for the one-parameter family HV3
z of Hulek-Verrill threefolds, these expressions

for the (2× 2)-matrix Fab are evaluated to be

(Fab)(t) =

(
F00(t) F01(t)
F10(t) F11(t)

)
=

(
−8t3 − 16 ζ(3)

(2πi)3
12t2 + 1

12t2 + 1 −24t

)
(6.157)

+

(
−t2 t
t −1

)
1

2πi

∞∑

k=1

k2nkLi1(q
k) +

(
2t −1
−1 0

)
1

(2πi)2

∞∑

k=1

knkLi2(q
k) .

From this result, we can read off directly that (Fab)(z) is a matrix-valued holomorphic
function of the complex structure modulus z which is encoded in t(z) via the holomorphic
mirror map. This shows that J2

G(HV
3
z) yields indeed a holomorphic family of complex tori

over the complex structure moduli space MC.S. of HV
3
z.

In order to show that J2
G(HV

3
z) is not polarized, we have seen that it suffices to discuss

whether Im(Fab) is positive definite. To that end, we recall that the expansion of the
periods in terms of the Frobenius basis and hence, the expression (6.157) are valid only
in the vicinity of the large complex structure limit z → 0. From the asymptotic structure
of X1(z) and X0(z) we can infer that the large complex structure limit translates into
Im(t) → ∞. Thus, the expression for Fab(t) is valid in the regime for which the affine
coordinate t has a large, positive imaginary part which supresses the quantum corrections
that are encoded in the instanton sums over the polylogarithms Lin(q

k). In this limit, the
leading order term

(Fab)(t) =

(
−8t3 − 16 ζ(3)

(2πi)3
12t2 + 1

12t2 + 1 −24t

)
+O(q) (6.158)

dominates the behavior of the Griffiths intermediate Jacobian. Its imaginary part can be
computed simply in terms of the real and imaginary part t yielding

Im(Fab)(t) = 8Im(t)

(
Im(t)2 − 3Re(t)2 3Re(t)

3Re(t) −3

)
−
(

2 ζ(3)
π3 0
0 0

)
+O(q) (6.159)

which is an indefinite matrix in the regime of large Im(t). By this argument, we can
conclude that at least in the vicinity of the large complex structure point, J2

G(HV
3
z) does

not describe an abelian variety and hence cannot be identified with the first intermediate
Jacobian of a genus-two curve.

This result was of course to be expected from the abstract discussion of section 6.3.1 but
nevertheless it provides a non-trivial demonstration of these general statements for the
example of the one-parameter family of Hulek-Verrill threefolds. We continue by deriving
the concrete form of the matrix N(t) that characterizes the corresponding second Weil
intermediate Jacobian

J2
W (X) ∼= Cd

Zd + ZdN(X)
, d = h2,1 + 1 . (6.160)
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From equation (6.94) we recall that the entries of N can be computed from the Griffiths
intermediate Jacobian according to

Nab(X) = −F̄ab − 2i
Im(Fac)X

cIm(Fbd)X
d

XeXf Im(Fef )
(6.161)

which is again expressed in terms of the projective coordinates Xi. As for the Griffiths
intermediate Jacobian, we rewrite this result in terms of the affine coordinate t by inserting
the expression for Fab(t) from equation (6.157). Restricting the result again to the leading
order contribution in the large complex structure regime, an explicit evaluation shows that
N(t) is indeed a positive definite matrix and hence, J2

W (HV3
z) defines a family of algebraic

varieties. On an open neighborhood of the line segement

∆ = {t ∈ C | Re(t) = 0 , Im(t) > τ0} (6.162)

this argument can be made even analytically without evaluating the concrete terms. Here,
τ0 denotes a lower bound for Im(t) such that t is close enough to the large complex structure
point for the power series of Π(t) to converge. We note that for t ∈ ∆, the expression for
Fab(t) simplifies to

Fab(t)|∆ =

(
0 −12τ2 + 1

−12τ2 + 1 0

)
+ i

(
8τ3 − 2ζ(3)

π3 0
0 −24τ

)
+O(q) (6.163)

with τ = Im(t) parametrizing the line segment ∆. Thus, in the large complex structure-
limit, the matrix N(t) simplifies to

N(t)|∆ =

(
4iτ2 − i ζ(3)

4π3 −1
−1 12iτ

)
+

9ζ(3)
4π3

τ3 − ζ(3)
16π3

(
−i ζ(3)

16π3 τ2

τ2 iτ

)
+O(q) (6.164)

implying that Im(N(t)) is positive definite for all t ∈ ∆ if we choose τ0 sufficiently large.
Since the entries of N(t) vary smoothly with t, this condition extends at least to an open
neighborhood of the line segment ∆. By extensive numerical checks for points close to
this special line segments, we verify that Im(N(t)) is positive definite for all t that are
sufficiently close to the large complex structure point.

Again, from the general discussions in section 6.3.2, this observation is not very surprising
since we have argued by general arguements that J2

W (t) defines always an algebraic variety
for any family of Calabi-Yau threefolds.

6.5.3 The Calabi-Yau-to-Curve Correspondence for HV3
z

For the purpose of computing the maximal cut of the four-loop equal mass banana integral
I1,1,1,1,1(z), we are mainly interested in values for the complex structure modulus z, that
describe physical momenta. Recalling that

z =
m2

p2
(6.165)
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for m being the mass of the internal propagators and p being the external momentum, we
can conclude that I1,1,1,1,1(z) corresponds to a physical process only if

z ∈ (0, 1/5) =: ∆R (6.166)

which desribes the energy conservation condition p2 > 5m2 for this process. One may note
that the boundary point z = 1/5 realizes precisely a conifold singularity of the complex
structure moduli space MC.S. of HV

3
z.

Via the mirror map

t =
1

2πi

(
X1(z)

X0(z)

)
=

1

2πi

(
log(z) +

B(z)

A(z)

)
(6.167)

with A,B being holomorphic functions in z whose series expansion around z = 0 is given
by real-valued coefficients, we find that the affine coordinate t is purely imaginary on the
physical line segment. To be precise, we find that

t ∈ i(t0,∞) , t0 =
1

2π
lim

z→(1/5)

(
log(z) +

B(z)

A(z)

)
. (6.168)

The notation in equation (6.166) is not chosen coincidentially but indeed the line segment
∆R defines a Lagrangian submanifold of the complex structure moduli space of HV3

z. This
property can be seen by recalling that the Kähler two-form on MC.S. was defined by the
imaginary part of the Kähler metric

hij̄ := Im(∂i∂j̄K(z, z̄)) (6.169)

with the Kähler potential

K(z) = − log


2Im




h2,1∑

a=0

XaFa




 . (6.170)

For a one-dimensional complex structure moduli space, the only one non-trivial component
of hij̄ is given by

h1,1̄ = −Im(∂z∂z̄ log
(
2Im(X0F0 +X1F1)

)
(6.171)

which vanishes for z ∈ ∆R to any order in the z-expansion of the period functions. This
observation implies that ∆R is a Lagrangian submanifold of MC.S..

Moreover, we note that the matrix Fab(t(w)) decomposes on this physical line segment
very nicely into its real and imaginary part since

F00(t(w)) ∈ iR , F01(t(w)) ∈ R , F11(t(w)) ∈ iR (6.172)

for t(w) being restricted to w ∈ ∆R which holds since F (X0, X1) is a homogenous function
of degree two that is purely imaginary on the physical sublocus. To leading order in t,
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this general result has been found already in equation (6.163).

Using this decomposition of Fab(t(w)) into real and imaginary parts, the expression for
the matrix N(t(w)) on ∆R can be further simplified by making use of the trivial algebraic
identity Fab(t) = Fab(t)− 2Im(Fab)(t). Since Im(F01)(t) = 0 on ∆R, we find that

N(w) =




−F00(t)
F00(t)− t2F11(t)

F00(t) + t2F11(t)
−F01(t)−

2tF00(t)F11(t)

F00(t) + t2F11(t)

−F01(t)−
2tF00(t)F11(t)

F00(t) + t2F11(t)
F11(t)

F00(t)− t2F11(t)

F00(t) + t2F11(t)




∣∣∣∣∣∣∣∣
t=t(w)

(6.173)

for any w ∈ ∆R. This computational trick allows to holomorphically continue the re-
stricted, real-analytic function N(t(w))|∆R

to a holomorphic function H(t(z)) on an open
neighborhood U ⊃ ∆R by replacing the coordinate w ∈ ∆R with z ∈ U . By this construc-
tion, we realize a local family of polarized holomorphic intermediate Jacobians

J2
∆R(HV

3
z)

∼= C2

C2 + C2H(t(z))
(6.174)

which is characterized by the matrix

H(t(z))=




−F00(t)
F00(t)− t2F11(t)

F00(t) + t2F11(t)
−F01(t)−

2tF00(t)F11(t)

F00(t) + t2F11(t)

−F01(t)−
2tF00(t)F11(t)

F00(t) + t2F11(t)
F11(t)

F00(t)− t2F11(t)

F00(t) + t2F11(t)




∣∣∣∣∣∣∣∣
t=t(z)

(6.175)

and coincides with the Weil intermediate Jacobian J2
W (HV3

z) on the physical line segment
z ∈ ∆R ⊂ U .

Since Im(N(t(w))) is positive definite on ∆R, it follows that Im(H(t(z))) is positive definite
if we choose U to be a suitable open subset for which the holomorphic continuationH(t(z))
is well-defined and the minimal eigenvalue of Im(H(t(z))) is still positive. To identify a
corresponding subfamily of genus-two curves according to the holomorphic Calabi-Yau-to-
curve correspondence

ΦU
∆R : S̄2 −→ M̄A

2 (6.176)

we note that for g = 2 the Schottky-locus S2 ⊆ M̄A
2 coincides with the full moduli space

of stable genus-two curves. Hence, the domain

S̄2 :=
(
J2
∆R

)−1
(S2) (6.177)

coincides with U . Thus, it is guaranteed that for any z ∈ U we find a corresponding
genus-two curve

C2(z) := ΦU
∆R(z) (6.178)
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whose first intermediate Jacobian J1(C2(z)) agrees with the second polarized holomorphic
Jacobian J2

∆R
(HV3

z). In the following, we aim for the explicit construction of this subfamily
of genus-two curves C2(z) by inversion of the map

J1 : M̄A
2 → A2 . (6.179)

For this special case of g = 2, we are in the nice situation that any stable genus-two curve
C2 is a hyperelliptic curve [150, 232] implying that any stable genus-two curve C2 can be
described as the zero-locus of a polynomial

y2 = (x− ξ1)(x− ξ2)(x− ξ3)(x− ξ4)(x− ξ5)(x− ξ6) (6.180)

in C2 ∪ {∞} that is characterized by the branch points ξi ∈ C. As for elliptic curves, it is
possible to use the automorphisms of M̄2 to fix three of the branch points which justifies
the previous observation that M̄2 is complex three-dimensional with local coordinates
being the remaining branch points. A convenient choice [232] is given by

ξ1 = 0 , ξ5 = 1 , ξ6 = ∞ (6.181)

implying that any stable genus-two curve C2 is defined by

C2(ξ2, ξ3, ξ4) = {(x, y) ∈ C2 ∪ {∞} | y2 = x(x− 1)(x− ξ2)(x− ξ3)(x− ξ4)} (6.182)

and hence characterized by the three complex moduli ξ2, ξ3, ξ4. For h2,1 = 1 and con-
sequently g = 2, the holomorphic Calabi-Yau-to-curve correspondence ΦU

∆R
is effectively

given by a set of three holomorphic functions ξi(z) for i = 2, 3, 4 such that

ΦU
∆R(z) = C2(ξ2(z), ξ3(z), ξ4(z)) . (6.183)

Since the Riemann-Schottky problem has remained as a non-trivial open problem in alge-
braic geometry for a long time, we can use results from this research which are reviewed
in [232] to deduce these holomorphic functions. To that end, we introduce the notation of
the Riemann theta function

ϑ(z, T ) =
∑

n∈Zg

eiπ(n
TTn+2nT z) (6.184)

for z ∈ Cg and T ∈ Hg. One may note that the restriction of T to the Siegel upper
half-space is necessary in order to assure that this defining series converges. The Riemann
theta function can be generalized to theta functions with characteristic. For a,b ∈ Qg we
define

ϑ

[
a
b

]
(z, T ) := eiπ(a

TTa+2aT (z+b))ϑ(z+ Ta+ b, T ) . (6.185)

For any hyperelliptic genus-two curve C2 with corresponding first intermediate Jacobian

J1(C2) ∼=
C2

C2 + C2τ
, (6.186)
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the lemma of Picard [232] states that the parametrization of C2 can be chosen such that
the branch points ξ2, ξ3 and ξ4 of the curve are given in terms of the matrix τ ∈ H2 by

ξ2(τ) =
ϑ5(τ)

2ϑ2
6(τ)

ϑ2
1(τ)ϑ

2
4(τ)

, ξ3(τ) =
ϑ6(τ)

2ϑ2
7(τ)

ϑ2
4(τ)ϑ

2
8(τ)

, ξ4(τ) =
ϑ5(τ)

2ϑ2
7(τ)

ϑ2
1(τ)ϑ

2
8(τ)

(6.187)

where we use the convenient notation ϑi(T ) for the special theta functions [232]

ϑ1(T ) := ϑ

[
0 0
0 0

]
(0, T ) , ϑ2(T ) := ϑ

[
0 0

1/2 1/2

]
(0, T ) ,

ϑ3(T ) := ϑ

[
0 0

1/2 0

]
(0, T ) , ϑ4(T ) := ϑ

[
0 0
0 1/2

]
(0, T ) ,

ϑ5(T ) := ϑ

[
1/2 0
0 0

]
(0, T ) , ϑ6(T ) := ϑ

[
1/2 0
0 1/2

]
(0, T ) ,

ϑ7(T ) := ϑ

[
0 1/2
0 0

]
(0, T ) , ϑ8(T ) := ϑ

[
1/2 1/2
0 0

]
(0, T ) ,

ϑ9(T ) := ϑ

[
0 1/2

1/2 0

]
(0, T ) , ϑ10(T ) := ϑ

[
1/2 1/2
1/2 1/2

]
(0, T ) .

(6.188)

Thus, if we indentify a Hulek-Verrill threefold parametrized by the complex structure
modulus z ∈ U and a stable genus-two curve C2 by imposing the condition

J2
∆R(HV

3
z) = J1(C2) (6.189)

this identification translates into

H(t(z)) = τ(ξ2, ξ3, ξ4) , (6.190)

for a certain choice of symplectic integral basis on H1(C2,Z). From this identity, we can
apply the lemma of Picard to infer the branch points ξi as holomorphic functions of z via

ξi(z) = ξi(H(t(z))) , i = 2, 3, 4 . (6.191)

By construction, these holomorphic maps provide an explicit description of the action of
the local holomorphic Calabi-Yau-to-curve correspondence ΦU

∆R
on the open neighborhood

U of ∆R.

To obtain the actual identification of intermediate Jacobians, it is necessary to take care
of the subtlety that equation (6.190) holds true only for one specific choice of the sym-
plectic integral basis on H1(C2,Z). Thus, for a generic choice of symplectic basis, this
identification needs to be corrected by a suitable symplectic transformation Γ ∈ Sp2(Z)
such that

H(t(z)) = Γτ(ξ2(z), ξ3(z), ξ4(z)) (6.192)

where Γτ is defined to be the transformation of equation (6.55). Thus, the full data of the
Calabi-Yau-to-curve correspondence is given by computing the branch points ξ(H(t(w)))
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according to their ϑ-function representation and moreover computing the modular trans-
formation Γ such that the matrices H(t(z)) and τ(ξ2(z), ξ3(z), ξ4(z)) agree after fixing any
symplectic basis for H1(C2,Z).

To finish this discussion, let us demonstrate, how the periods (Xa, Fa) of the Hulek-Verrill
threefolds are related to the periods (X i

k, Tik) of the corresponding genus-two curve. To
that end, we observe that the two holomorphic one-forms of a hyperelliptic genus-two
curve can be chosen to be

ω0 =
dx√
P (x)

, ω1 =
xdx√
P (x)

(6.193)

with the polynomial P (x) being defined as

P (x) = x(x− 1)(x− ξ2)(x− ξ3)(x− ξ4) . (6.194)

From these one-forms, the period matrices X and T can be computed according to equation
(6.32) if we specify a symplectic basis (ai, b

i) of a- and b-cycles generating H1(C2,Z). It
can be shown [233] that the periods X k

i enjoy an expression in terms of theta functions of
the corresponding first intermediate Jacobian according to

X = 2
ϑ1ϑ4ϑ8

ϑ2ϑ3ϑ9ϑ10

(
ϑ1ϑ4ϑ8
ϑ5ϑ6ϑ7

∂0ϑ16 ∂0ϑ11

ϑ1ϑ4ϑ8
ϑ5ϑ6ϑ7

∂1ϑ16 ∂1ϑ11

)
(6.195)

with

∂iϑ11(T ) := ∂ziϑ

[
0 1/2
0 1/2

]
(z, T )

∣∣∣∣
z=0

, ∂iϑ16(T ) := ∂ziϑ

[
1/2 1/2
0 1/2

]
(z, T )

∣∣∣∣
z=0

(6.196)

for i = 0, 1. It should be noted that these theta functions are invariant under any sym-
plectic transformation of the matrix τ defining the intermediate Jacobian, hence X can
be computed directly from the values of H(t(z)). In order to compute the b-cycle periods
Tik, we make use of the identification of the intermediate Jacobians

H(t(z)) = Γτ = Γ(T X−1) (6.197)

which holds up to the symplectic change of basis Γ for the a- and b-cycles of the curve that
can be computed by enforcing equation (6.192). Thus, the b-cycle periods are obtained by

T =
(
Γ−1H(t(z))

)
X . (6.198)

Let us finally restrict this identification to physical values for the complex structure mod-
ulus z. That means, we assume z ∈ ∆R and hence, the matrix H(t(z)) coincides with the
matrix N(t(z)) defining the Weil intermediate Jacobian. Recalling that

H(t(z))=




−F00(t)
F00(t)− t2F11(t)

F00(t) + t2F11(t)
−F01(t)−

2tF00(t)F11(t)

F00(t) + t2F11(t)

−F01(t)−
2tF00(t)F11(t)

F00(t) + t2F11(t)
F11(t)

F00(t)− t2F11(t)

F00(t) + t2F11(t)




∣∣∣∣∣∣∣∣
t=t(z)

(6.199)
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we can conclude by direct computation118 that the integral period vector Π of the Calabi-
Yau threefold is expressible as

Π =




X0

X1

F0(X)
F1(X)


 =




1 0
0 1

−H00 −H01

−H01 −H11



(

X0

X1

)
. (6.200)

Inserting the corresponding matrix τ = T X−1, we obtain a direct identification of the
Calabi-Yau periods Π and the genus-two periods X and T which is explicitly given by

Π(X0, X1) =

(
12

Γτ

)(
X0

X1

)
. (6.201)

This result concludes the discussion of the explicit Calabi-Yau-to-curve correspondence
for the four-loop equal mass banana intergral. To summarize, this constructions provides
a local identification of the Z5-quotient of Hulek-Verrill threefolds HV3

z/Z5 with a one-
dimensional family of genus-two curves that are characterized by the branch points (6.191)
in the vicinity of the Lagrangian submanifold ∆R which describes the physical values for
z. In particular, equation (6.201) provides the connection of the integral periods Π of
the Calabi-Yau threefold with the corresponding periods of the genus-two curve which are
encoded in the matrix τ .

118Recall that the prepotential F (X0, X1) was homogeneous of degree two. This condition implies in
particular that Fa = XbFab.
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Chapter 7

Conclusions

In this thesis, we have studied various tools from algebraic geometry and number theory
in order to analyze Calabi-Yau gometries in the context of physical applications. After
providing a brief introduction to the concept of string and M-theory compactifications
on a Calabi-Yau manifold in chapter 2 and discussing the most important properties of
Calabi-Yau manifolds and their moduli spaces in chapter 3, this thesis focuses on two
concrete applications of these geometries.

First, we investigate the existence of supersymmetric flux vacua on type IIB string the-
ory and M-theory compactifications. Since these arise as vacuum configurations of flux
compactifications which provide a promising approach for realistic string models, it is of
great interest to characterize whether a Calabi-Yau manifold admits a non-trivial flux
vector. The vacuum constraints on quantized fluxes are originally stated in terms of a
superpotential in N = 1 supergravity. However, type IIB string theory compactified on
a Calabi-Yau threefold gives rise to an N = 2 supergravity theory whose supersymme-
try algebra prohibits the existence of any superpotential. In chapter 4, we present an
alternative description of the convenient flux vacuum constraints which is formulated in
the framework of gauged N = 2 supergravity by gauging suitable isometries of its target
space. In particular, any N = 2 supergravity theory originating as the low energy limit
of type IIB string theory compactified on a Calabi-Yau threefold contains a universal hy-
permultiplet whose isometries can be gauged in such a way that the resulting interactions
between vector multiplets and hypermultiplets lead to an N = 2 Minkowski vacuum locus
that is equivalent to the flux vacuum locus in N = 1 supergravity.

Since any Calabi-Yau compactification of type IIB string theory leads to a universal hy-
permultiplet, the given construction is valid independently of the choice of Calabi-Yau
manifold. It should be noted, however, that the process of gauging yields a Higgs mecha-
nism that transforms some contributing fields into massive modes which need to rearrange
into massive multiplets. While this rearrangement is obvious from the abstract repre-
sentation theoretic analysis, it would be very interesting to see this happen by explicitly
constructing the corresponding massive multiplets. It may be suggestive that it is not
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sufficienct to consider a pure gauging of the universal hypermultiplet alone, but that one
needs to include additional hypermultiplets in the discussion. This suggestion is supported
by the observation [121] that, for instance, extremal transitions between topologically dis-
tinct Calabi-Yau threefolds can be described as vacua of the corresponding gauged N = 2
supergravity theory. These transitions are well understood in the local limit of supersym-
metric quantum field theories [120], but a realization in terms of global N = 2 supergravity
requires a careful treatment of the full target space including all hypermultiplets.

Similar to type IIB flux compactifications, it is possible to construct three-dimensional
theories by compactifying M-theory on a Calabi-Yau fourfold X admitting an analogous
flux superpotential. The corresponding flux vacuum constraints restrict the quantized
four-form flux G ∈ H4(X,Z) to be of specific Hodge type (4, 0) + (2, 2) + (0, 4). Thus, a
Calabi-Yau fourfold gives rise to a flux compactification of M-theory with a well-defined
vacuum only if its integral middle cohomology contains a sublattice

Λ ⊂ H4(X,Z) ∩
(
H4,0(X,C)⊕H2,2(X,C)⊕H0,4(X,C)

)
.

In chapter 5 we argue that the existence of such a sublattice is related to the modularity
of the Calabi-Yau fourfold. In particular, we claim that Serre’s conjecture implies un-
der certain assumptions that X is modular if its integral middle cohomology admits a
two-dimensional sublattice that is of definite Hodge type. Thus, by identifying modular
Calabi-Yau fourfolds, one obtains candidates of fourfolds whose integral middle cohomol-
ogy has a sublattice containing a suitable four-form flux. Modularity provides a fascinating
correspondence between modular forms and the number of points on a variety that is de-
fined over the finite field Fpr . While elliptic curves and rigid Calabi-Yau threefolds are
proven to be modular, it is argued that generic Calabi-Yau n-folds are not modular.

We present a method to compute the factor RH(X,T ) of the local zeta function ζp(X,T )
corresponding to the primary horizontal subspace of the middle cohomology for families
of Calabi-Yau fourfolds that depends on a single complex structure modulus. We argue
that a persistent rational factorization of this factor into a quadratic polynomial and a
remainder for all primes p of good reduction indicates a modular Calabi-Yau fourfold. Fo-
cusing on Calabi-Yau fourfolds that are of primary horizontal Hodge type (1, 1, 1, 1, 1) and
(1, 1, 2, 1, 1) respectively, we concretize these abstract discussions in terms of an explicit
algorithm and demonstrate its applicability with several examples.

As the main example, we dicuss the one-dimensional subfamily of Hulek-Verrill fourfolds
HV4

z. Using the deformation method in order to compute the polynomial RH(HV4
z, T )

for many primes, we argue that z = 1 describes a point of persistent factorization. We
verify this result by determining the concrete modular form that characterizes this modu-
lar Calabi-Yau fourfold. Moreover, using insights that are based on Deligne’s conjecture,
we compute the integral four-forms that span the sublattice of definite Hodge type of the
primary horizontal middle cohomology. By this identification, we show that the point
z = 1 is what we call an attractive K3-point, meaning that this sublattice is of Hodge
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type (3, 1)+(1, 3). For this special class of fourfolds with one complex structure modulus,
the existence of such a sublattice implies that its complement is a sublattice of Hodge
type (4, 0) + (2, 2) + (0, 4) implying that HV4

1 realizes an M-theory compactification with
non-trivial four-form fluxes that lead to a consistent vacuum. By numerical computations,
we verify that G ∼ Re(Π(1)) defines a suitable integral flux vector on HV4

1.

The applicability of the proposed deformation method for Calabi-Yau fourfolds is based on
the assumption that the Frobenius map Frp is block-diagonal with respect to the decompo-
sition of the middle cohomology into the primary horizontal subspace and its complement.
This assumption implies in particular that the characteristic polynomial R4(X,T ) factor-
izes into a horizontal part RH(X,T ) and a remaining polynomial. While we do not have a
formal argument that this assumption holds, the considered examples give rise to results
which are in full accordance with the Weil conjectures. This observation, together with the
independent consistency checks for the modular Hulek-Verrill fourfold suggests that this
assumption holds for all examples that have been examined. It would be very interesting
to investigate further, whether this assumption is generically obeyed for a broader class
of Calabi-Yau fourfolds, or even whether it can be proven formally. As a first step, a sys-
tematic application of the deformation method to many families of Calabi-Yau fourfolds
could guide towards an answer of this open question. Moreover, it would be very helpful
to discover independent methods to compute the full zeta function ζp(X,T ) for certain
Calabi-Yau fourfolds, in order to compare whether they contain the polynomial RH(X,T )
as a factor.

Another path to follow in future work is provided by the natural generalization of this
deformation method to multi-parameter families of Calabi-Yau fourfolds. This extension
is of particular interest for physical applications in the context of M- and F-theory flux
compactifications as these often involve internal Calabi-Yau fourfolds with many complex
structure moduli. The recent generalization to the multi-parameter case in the context of
modular Calabi-Yau threefolds [96] promises a good chance that a similar extension can
be achieved for fourfolds as well.

As discussed, modularity is related to the existence of two-dimensional sublattices of the
integral middle cohomology of a Calabi-Yau manifold. State of the art methods, like the
presented deformation method, usually search for single modular points z ∈ MC.S. on
the complex structure moduli space. It would be a very interesting task to develop an
efficient method searching not for single modular points but for hyperplanes, in the sim-
plest case one-dimensional curves, on MC.S. which consistently admit modular Calabi-Yau
manifolds. For example, considering an extremal transition between Calabi-Yau threefold
moduli spaces that differ by exactly one complex structure modulus, we expect that the
middle cohomology of the threefolds X on the transition locus splits into a direct sum

H3(X,Q) = H3(Y,Q)⊕ V (7.1)

with Y being the corresponding Calabi-Yau threefold with less complex structure mod-
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uli and V being a two-dimensional remaining subspace that has to be of Hodge type
(2, 1) + (1, 2). Thus, any such extremal transition should realize a persistent split of the
middle cohomology and hence modularity on the transition locus. Observing the exis-
tence of such extended loci of persistent modularity on a Calabi-Yau moduli space would
hence indicates a non-trivial topological behavior of the corresponding manifolds such as
a topology changing transition.

For the discussions in chapter 6, we leave the landscape of string compactifications and
modular Calabi-Yau manifolds by investigating the appearance of geometry in the context
of Feynman integrals. It is well-known that certain multi-loop Feynman integrals enjoy a
realization in terms of period integrals of geometric objects such as Calabi-Yau varieties
or hyperelliptic curves. The four-loop equal mass banana integral is a particular example
which can be realized by both, the periods of a family of Calabi-Yau threefolds and the
periods of a family of genus-two hyperelliptic curves. We show that this simultaneous re-
alization is not coincidential but can be formalized in terms of a correspondence between
Calabi-Yau threefolds with g−1 complex structure moduli and genus-g curves. Observing
that the relevant information on the periods is encoded in the intermediate Jacobians of
both geometries, this correspondence can be made explicit by identifying a suitable second
intermediate Jacobian of the Calabi-Yau threefold with the first intermediate Jacobian of a
genus-g curve. As a concrete example, we construct the one-parameter family of genus-two
curves whose periods realize the maximal cut of the four-loop equal mass banana integral
by applying this correspondence to the Z5-quotient of Hulek-Verrill threefolds.

This construction has two subtleties. First, we observe that choosing the second Weil
intermediate Jacobian on the Calabi-Yau side leads to a non-holomorphic correspondence
between the moduli spaces. In order to restore holomorphicity, we propose a new type of
intermediate Jacobians which we call polarized holomorphic Jacobians turning the corre-
spondence into a holomorphic map between the moduli spaces. This new class of Jacobians
cannot be defined globally on the full complex structure moduli space of the threefolds but
provides a well-defined abelian variety only in the vicinity of a Lagrangian submanifold
∆R of the complex structure moduli space. Moreover, it should be noted that the periods
of the Calabi-Yau threefolds and the corresponding genus-g curves coincide only on this
Lagrangian submanifold. The second subtlety is given by the fact that for g > 3 not every
abelian variety is realized as the intermediate Jacobian of a genus-g curve. The subspace
of all intermediate Jacobians of genus-g curves is called the Schottky-locus. Thus, for
Calabi-Yau threefolds with more than two complex structure moduli the Calabi-Yau-to-
curve correspondence is restricted to those threefolds whose intermediate Jacobian lies
on the Schottky-locus. One should note that, except for the trivial cases g = 2, 3, the
determination of the Schottky-locus is an open problem of algebraic geometry.

From a conceptional point of view, it would be interesting to construct examples of this
correspondence on submoduli spaces of Calabi-Yau threefolds with more than two complex
structure moduli for which the non-trivial Riemann-Schottky problem becomes relevant.
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In particular, if we increase the number of complex structure moduli beyond five, the di-
mensional discussion suggests that the domain of the Calabi-Yau-to-curve correspondence
may even be empty. Investigating whether this case is generic would give interesting in-
sights on possible intersections of the intermediate Jacobians of these threefolds and the
Schottky-locus.

For the definition of the intermediate Jacobians of Calabi-Yau threefolds, it is essential
that the middle cohomology has a symplectic structure. This property is obeyed for all
Calabi-Yau n-folds where n is odd implying that it is possible to define similar intermediate
Jacobians for such higher-dimensional Calabi-Yau n-folds as well. Thus, it is suggestive to
extend the Calabi-Yau-to-curve correspondence which is presented in this work to these
higher dimensional manifolds, which would open a way to identify geometries of Calabi-
Yau n-folds and genus-g curves that realize an even broader class of Feynman integrals.
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Appendix A

The Field of p-adic Numbers Qp

The discussion of the local zeta function ζp(X,T ) and its relation to the Frobenius map
Frp : H

n(X,Qp) → Hn(X,Qp) is based on the framework of p-adic analysis and uses sev-
eral properties that are special for the non-archimedian space of p-adic numbers and power
series thereof. This review chapter is neither meant to be a comprehensive nor a pedagog-
ical review article on the mathematical field of p-adic analysis but rather introduces the
main concepts which are necessary for the discussions in chapter 5. Additional details can
be found in the introductory textbooks [144, 234] on p-adic numbers. Moreover, we re-
fer to the review article [235] which provides a well-written introduction on p-adic numbers.

A natural starting point for this discussion is the very basic fact that for a given natural
number k > 1, we can represent any non-negative integer n ∈ Z by a finite number of
digits na ∈ {0, . . . , k − 1} such that

n =
N∑

a=0

nak
a . (A.1)

For k = 2 this representation provides the famous binary numeral system, for k = 10 we
obtain the common decimal numeral system and for k = p being any prime, we call this
representation the p-adic representation of the non-negative integer n. In the following
we wish to extend this representation to rational numbers and even a suitable completion
thereof which can be achieved by defining a new norm on the field of rational numbers
for which the extension of the p-adic representation to an infinite series in powers of p
converges.

From now on, p is fixed to be a certain prime. To define the p-adic norm | · |p on Q, it is
necessary to introduce the valuation

νp : Q → Z ∪ {∞} (A.2)
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by the following construction. Any integer n ∈ Z has a unique p-adic expansion given by

n = ±
N∑

a=0

nap
a . (A.3)

For n ̸= 0 we set
νp(n) := min (0 ≤ a ≤ N | na ̸= 0) (A.4)

to be the minimal degree of p that contributes to the p-adic expansion119 of n. For n = 0
we set νp(0) = ∞. This definition extends to any rational number r

s ∈ Q by

νp

(r
s

)
:= νp(r)− νp(s) (A.5)

which is independent of the choice of representation of the rational number and hence is
well-defined.

Given the valuation, we define the p-adic norm | · |p : Q → R≥0 by

|x|p := p−νp(x) for any x ∈ Q\{0}
|0|p := 0 .

(A.6)

It is easy to proof that | · |p indeed defines a norm on Q which has two counterintuitive
but very important properties. First, we note that | · |p is non-Archimedian which means
that the triangular inequality is extremized in the sense that

|x+ y|p ≤ max(|x|p, |y|p) (A.7)

and second, it holds that the sequence (pn)n∈N converges to zero with respect to this norm

lim
n→∞

pn = 0 . (A.8)

These two simple observations deviate drastically from the naive intuition that we have
for the field of rational numbers equipped with the standard absolute value | · |.

Given a normed field, it is natural to construct its completion by including all limits of
Cauchy sequences to the field. For the given case of Q equipped with the p-adic norm
| · |p, we denote the corresponding completion by Qp. This number field is called the field
of p-adic numbers. One may note that the p-adic numbers realize a different completion
of Q than the real numbers. In particular, there exist real numbers, such as π, for which
no p-adic analog exists and vice versa. It is important to note that any p-adic number
x ∈ Qp can be represented in terms of a p-adic expansion

x =

∞∑

n=n0

xnp
n (A.9)

119In other words, νp(n) is the minimal integer such that p ̸ | np−νp(n).
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with n0 ∈ Z and integer coefficients 0 ≤ xn ≤ p− 1 with xn0 ̸= 0 [235]. We note that the
valuation of any p-adic number x agrees with the minimal exponent n0 appearing in the
p-adic expansion of x.

An important subset of Qp is given by the p-adic integers Zp which are defined such that
Qp appears as the field of fractions of Zp. It follows that a p-adic number is a p-adic
integer if and only if its valuation is non-negative. This observation implies that the ring
of p-adic integers is given by

Zp =

{ ∞∑

n=0

xnp
n | 0 ≤ xn ≤ p− 1

}
= {x ∈ Qp | |x|p ≤ 1} . (A.10)

In particular, this classification shows that any integer n ∈ Z is a p-adic integer. The
opposite statement is not true as for instance any rational number whose denominator is
coprime to p is also a p-adic integer.

For the practical computation with p-adic integers it is important to note that x ∈ Zp

obeys the relation

x ≡
N−1∑

n=0

xnp
n mod pN . (A.11)

Performing an iteration over N , this relation allows to systematically compute the coeffi-
cients xn of the p-adic expansion of any p-adic integer x up to any p-adic precision that
is required. Noting that pN → 0 for N → ∞, contributions of the order O(pN ) become
“small“ with respect to the p-adic norm if N increases.
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Appendix B

Toric Geometry

Toric geometry provides a very powerful framework for the construction and analysis of
certain types of algebraic varieties. In particular, the Calabi-Yau manifolds which are
discussed in this thesis enjoy a realization as toric varieties. The following introduction is
intended to give a brief overview of the basic concepts of toric geometry, as in particular
the construction of toric varieties via fans and lattice polytopes. The content of this
appendix is mainly based on the review articles [51, 236, 237] and the discussions within
[142, 160]. Comprehensive textbook discussions of toric geometry from a mathematical
point of view are given by refs. [184, 186].

B.1 Toric Varieties, Cones and Fans

Following [236], a d-dimensional toric variety X is defined as an algebraic variety contain-
ing the complex d-dimensional torus Td = (C⋆)d as a dense subset such that the natural
action

Td × Td → Td , (B.1)

which is given by componentwise multiplication, extends to a group action on X. Toric
varieties enjoy a realization in terms of a quotient space

X ∼= Cn\Z∆

G
(B.2)

for some n > d and Z∆ ⊂ Cd being a set of points. Moreover, G = Cn−d × Γ realizes a
group action on Cn with Γ being an abelian discrete group. Recalling that the projective
space Pn was defined as

Pn :=
Cn+1\{0}

C⋆
(B.3)

we conclude that the definition of toric varieties generalizes the notion of projective spaces.

In order to characterize a toric variety, it hence suffices to specify the point set Z∆ and the
corresponding discrete group Γ. For the analysis of toric varieties it is convenient to define
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the notion of cones and fans which can be shown to contain the equivalent information
as Z∆ and Γ and hence provide an alternative description for toric varieties. Let N ∼= Zm

be a lattice of rank m and denote the associated real vector space by NR = N ⊗ R. A
cone120 of NR is a subset σ ⊂ NR that is defined by121

σ =

{
k∑

i=1

aivi | ai ≥ 0

}
(B.4)

for vi being a finite set of lattice vectors such that σ ∩ (−σ) = {0}.

Given a lattice N , we can define its dual lattice M := Hom(N,R) together with the
canonical pairing ⟨·, ·⟩ : M ×N → R given by

⟨m,n⟩ := m(n) . (B.5)

Given a cone σ ⊂ NR, we define the corresponding dual cone σ⋆ ⊂ M to be the cone in
MR which is given by

σ⋆ = {m ∈ M | ⟨m,n⟩ ≥ 0 for all n ∈ σ} ⊂ MR . (B.6)

For any lattice point m ∈ M , we define the associated hyperplane

Hm := {n ∈ NR | ⟨m,n⟩ = 0} ⊂ NR (B.7)

and say that Hu supports a cone σ ⊂ NR if

σ ⊂ H+
m := {n ∈ NR | ⟨m,n⟩ ≥ 0} (B.8)

In that sense, any supporting hyperplane Hm of a cone σ characterizes a face τ ⊂ σ of a
cone by defining it to be the intersection of σ with Hm. We note that each (polyhedral)
cone has only a finite number of distinct faces and furthermore, each face τ ⊂ σ is again
a cone in NR. Finally, we define a fan ∆ in NR to be a collection of cones such that

� for σ ∈ ∆ and τ ⊂ σ a face of σ, we have that τ ∈ ∆ and

� if σ, σ′ ∈ ∆, then their intersection σ ∩ σ′ =: τ ∈ ∆ defines a face of both cones.

Given such a fan ∆, the following construction allows to associate an affine variety to
it which in particular turns out to be a toric variety. Conversely, for each toric variety
X it is possible to derive an associated fan ∆ [51]. Thus, each toric variety is uniquely
characterized by specifying the corresponding fan ∆.

120To be precise, we mean by this a strongly convex rational polyhedral cone. Since we are not interested
in other kinds of cones within this discussion, we drop the adjectives “strongly convex“, “rational“ and
“polyhedral“ and refer to σ simply as a cone.
121One my note that this definition is equivalent to σ obeying the properties of being polyhedral, meaning

that σ is bounded by a finite number of hyperplanes and strongly convex which means that σ∩(−σ) = {0}.
Moreover, σ is rational in the sense that its edges are spanned by a finite number of lattice points.
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For each cone σi ∈ ∆, let us consider its dual cone σ⋆
i . Since σ⋆

i is generated by finitely
many lattice vectors on M , we can find a finite set of lattice points mij ∈ M such that

σ⋆
i ∩M =





ki∑

j=1

ajmij | ak ∈ N0



 (B.9)

is a finitely generated commutative semi-group. Hence, for each cone σi we can define an
associated affine algebraic variety

Uσi := Spec(C[σ⋆
i ∩M ]) . (B.10)

Using the generatorsmij , it is possible to express Uσi in local coordinates x = (x1, . . . , xki).
Let us assume that the generators mij obey non-trivial relations in M that are generated
by a finite number of relations

ki∑

j=1

αr
ijmij = 0 r = 1, . . . , R . (B.11)

Then, we can define the coordinate ring C[σ⋆
i ∩M ] of Uσi to be

C[σ⋆
i ∩M ] ∼= C[x1, . . . , xki ]〈(∏ki

j=1 x
αr
ij

j − 1
)〉

r=1,...,R

. (B.12)

Suppose that we have associated such an affine variety to each cone σ ∈ ∆. Then, we
would like to define the toric variety corresponding to ∆ by suitably gluing together the
local patches Uσi . We note that for any face τ ⊂ σ, it turns out that Uτ ↪→ Uσ is a
subspace. Thus, if σi and σj intersect in a common face τ = σi ∩ σj , we need to define
transition functions

uij : Uσi ∩ Uτ → Uσj ∩ Uτ (B.13)

that follow from relations

ki∑

ℓ=1

αr
iℓmiℓ =

kj∑

p=1

αr
jpmjp r = 1, . . . , R̃ (B.14)

among the generators of the semi-groups. These give rise to relations

ki∏

ℓ=1

x
αr
iℓ

ℓ −
kj∏

p=1

y
αr
jp

p = 0 (B.15)

for the local coordinates x on Uσi and y on Uσj respectively. Having computed all non-
trivial transition functions between the Uσi in this way, the collection of the local patches
Uσi for all σi ∈ ∆, together with the transition functions on common faces, provides the
definition of a toric variety which we denote by P∆.
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B.2 Polytopes, Normal Fans and Minkowski Sums

Conveniently, a fan can be constructed via polytopes ∆ which can be formulated in terms
of the convex hull of a finite set of lattice points. Given a finite set S ⊂ N of lattice points
in N , then the convex hull of S is defined to be [186]

Conv(S) :=




∑

p∈S
λpp

∣∣∣∣∣∣
λp ≥ 0 ,

∑

p∈S
λp = 1



 ⊆ NR . (B.16)

∆ ⊆ NR is a lattice polytope in NR if there exists a finite set of lattice points S ⊂ N such
that ∆ = Conv(S). We call ∆ integral, if it contains all of its vertices. In analogy to the
discussion of cones, we define an affine hyperplane corresponding to m ∈ MR to be

Hm,b := {n ∈ NR | ⟨m,n⟩ = b} (B.17)

for some b ∈ R and moreover, we say that Hm,b is supporting the polytope ∆ if ∆ ⊂ H+
m,b

for
H+

m,b := {n ∈ NR | ⟨m,n⟩ ≥ b} . (B.18)

If Hm,b is a supporting affine hyperplane of ∆, we call

Q = Hm,b ∩∆ (B.19)

a face of ∆.

Given a lattice polytope ∆, it is possible to define a canocial fan Σ(∆), called the normal
fan of ∆. The cones of Σ(∆) are characterized by the faces Q of ∆ and are given by

σQ := {λn | n ∈ Q , λ > 0} . (B.20)

A proof that this collection of cones realizes a well-defined fan is not entirely trivial and
can be found for instance in [186]. Thus, any lattice polytope realizes a toric variety by
means of constructing its normal fan Σ(∆) and considering the variety PΣ(∆).

Finally, we introduce the Minkowski sum of two polytopes. For two given polytopes ∆
and ∆′, it is possible to define a new polytope by “adding“ ∆ and ∆′. This procedure is
done by computing the comvex hull of the Minkowski sum of the underlying point sets S
and S′. More precisely, if ∆ = Conv(S) and ∆′ = Conv(S′) then

Mink(∆,∆′) := Conv(S + S′) (B.21)

where
S + S′ := {s+ s′ | s ∈ S , s′ ∈ S′} (B.22)

is again a finite point set and hence Mink(∆,∆′) defines a polytope in NR.
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Appendix C

Computing Frobenius Periods
from Picard-Fuchs Ideals

The following derivation provides an efficient method to compute the vector of Frobenius
periods ϖa(z) in an open neighborhood of the Large complex structure (LCS) point that
correspond to a family of one-parameter Calabi-Yau n-folds for n = 3, 4. In sections 3.3.2
and 3.3.3 we have stated the general structure of the periods around the LCS point z = 0
in terms of holomorphic functions Ai(z). In the following, the strategy is to expand these
holomorphic functions in power series and deduce recursion relations for these that arise
from the Picard-Fuchs equation. Given these recursion relations and suitable initial val-
ues, the periods can be computed numerically very efficiently and to a high precision that
is limited only by the memory storage of the computational device.

This method can well be extended beyond the case of one-parameter families. Here, the
recursion relations become more involved because the Picard-Fuchs ideal is generically not
generated by a single operator of minimal degree.

C.1 One-parameter Families of Calabi-Yau Threefolds

To begin with, let us consider a given one-parameter family of Calabi-Yau threefolds Xz

which is characterized by a Picard-Fuchs operator of the type

L =

4∑

k=0

fk(z)Θ
k fk ∈ Z[z] (C.1)

for Θ = z∂z being the logarithmic derivative. Note that this form of the Picard-Fuchs
operator is very generic [189]. We choose the local coordinates on MC.S. such that the
Large complex structure point is located at z = 0. Since this singular point does not have
a conifold structure, we find that f4(0) ̸= 0 which is the only additional requirement we
assert to the operator L.
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From equation (3.73) we recall that the general structure of the Frobenius periods for a
one-parameter family of threefolds is given by

ϖ0(z) = A(z)

ϖ1(z) = log(z)A(z) +B(z)

ϖ2(z) = Y111(log
2(z)A(z) + 2 log(z)B(z) + C(z))

ϖ3(z) =
Y111
3!

(
log3(z)A(z) + 3 log2(z)B(z) + 3 log(z)C(z) +D(z)

)
.

(C.2)

with A(z), B(z), C(z) and D(z) being holomorphic functions that obey the normalization
condition

A(0) = 1 , B(0) = C(0) = D(0) = 0 . (C.3)

In a neighborhood of z = 0, these functions can be expressed in terms of power series

A(z) =

∞∑

k=0

akz
k , B(z) =

∞∑

k=0

bkz
k , C(z) =

∞∑

k=0

ckz
k , D(z) =

∞∑

k=0

dkz
k . (C.4)

First, let us analyze how L acts on monomials and logarithms. These building blocks
will help in the following discussions to keep track of all contributions to the recursion
relations. For any m ∈ N we observe that the action of L on the monomial zm is given by

Lzm = Pm(z)zm , Pm(z) :=
4∑

k=0

fk(z)m
k . (C.5)

The polynomials Pm(z) have a constant maximal degree of

kmax := deg(Pm) = max (deg(fk)) (C.6)

that is independent of m. Moreover, if we denote the coefficients of these polynomials by
pmk , we find that

Lzm =

kmax∑

k=0

pmk zm+k =

kmax+m∑

k=m

pmk−mzk . (C.7)

The logarithmic derivative Θ is defined such that

Θk log(z) =





log(z) if k = 0
1 if k = 1
0 if k > 1

. (C.8)

In the following, we apply these two rules for the action of L on the Frobenius periods
ϖa(z) and deduce recursion relations from the Picard-Fuchs equation Lϖa(z) = 0.
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The fundamental period
The action of L on the fundamental period ϖ0(z) provides a power series

Lϖ0(z) =

∞∑

m=0

amLzm =

∞∑

m=0

am

kmax∑

k=0

pmk zm+k =

kmax∑

k=0

∞∑

n=k

an−kp
n−k
k zn

⋆
=

kmax∑

k=0

∞∑

n=0

an−kp
n−k
k zn =

∞∑

n=0

(
kmax∑

k=0

an−k p
n−k
k

)
zn

(C.9)

whose coefficients are given by finite linear combinations of the coefficients ak of the
holomorphic function A(z). Note that ⋆ holds since A(z) was defined to be a holomorphic
function and hence ak = 0 for k < 0. The Picard-Fuchs equation Lϖ0(z) thus implies
order by order that

kmax∑

k=0

an−k p
n−k
k = 0 (C.10)

which can be solved in terms of a recursion relation for the coefficients an that reads

an = − 1

pn0

kmax∑

k=1

an−kp
n−k
k , a0 = 1 . (C.11)

We note that the necessary and sufficient condition for this recursion relation to be appli-
cable is that pn0 ̸= 0 for all n ≥ 1. This property is guaranteed if only f4(z) has a constant
contribution which is the case for all Picard-Fuchs operators of the AESZ list [189]. In
this case we find that

pn0 = f4(0)n
4 (C.12)

which is non-zero for n ≥ 1.

The single-log period
It is convenient to rewrite the single-log period ϖ1(z) in terms of the fundemental period
ϖ0(z) and the remainder B(z) and to use the knowledge that L annihilates both, ϖ1(z)
and ϖ0(z).

Lϖ1(z) = L
(
log(z)ϖ0(z)

)
+ LB(z) =

4∑

k=0

fk(z)Θ
k
(
log(z)ϖ0(z)

)
+ LB(z) . (C.13)

By iterative application of the Leibniz-rule for the first term, we note that only those two
terms contribute for which Θℓ log(z) is non-vanishing. Moreover, the second term can be
rewritten in analogy to the previous derivation in terms of a power series whose coefficients
are determined by the pmk . In total we arrive at the following expression

Lϖ1(z)=log(z)

4∑

k=0

fk(z)Θ
kϖ0(z) +

4∑

k=1

fk(z)kΘ
k−1ϖ0(z) +

∞∑

n=0

(
kmax∑

k=0

bn−k p
n−k
k

)
zn

= log(z)Lϖ0(z)︸ ︷︷ ︸
=0

+
4∑

k=1

kfk(z)Θ
k−1ϖ0(z) +

∞∑

n=0

(
kmax∑

k=0

bn−k p
n−k
k

)
zn . (C.14)
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Thus, the Picard-Fuchs equation Lϖ1(z) = 0 for the single-log period ϖ1(z) provides
again a recursion relation for the coefficients bn that is given by

bn = − 1

pn0

kmax∑

k=1

bn−kp
n−k
k + Γn , b0 = 0 . (C.15)

The homogenous part of this recursion relation, which originates from the term LB(z)
equals to the recursion relation for the fundamental period whereas this relation gets
modified by an inhomogeneity Γn that is defined by

∞∑

n=0

Γnz
n :=

4∑

k=1

kfk(z)Θ
k−1ϖ0(z) (C.16)

in terms of the coefficients an of the fundamental period.

The double-log period
In analogy to the computation for the single-log period, we obtain an inhomogenous re-
cursion relation for the coefficients cn of the holomorphic function C(z) by analyzing
the Picard-Fuchs equation for ϖ2(z). Performing a similar reduction of ϖ2(z) using the
expressions for ϖ1(z) and ϖ0(z), this derivation leads to

cn = − 1

pn0

kmax∑

k=1

cn−kp
n−k
k + Λn , c0 = 0 (C.17)

with the inhomogeneity coefficients Λn defined by

∞∑

n=0

Λnz
n := 2

4∑

k=1

kfk(z)Θ
k−1B(z) +

4∑

k=2

k(k − 1)fk(z)Θ
k−2A(z) (C.18)

which depends of the coefficients an and bn of the holomorphic functions A(z) and B(z)
respectively. One may note that Λ0 vanishes and hence the recursion relation gives non-
trivial coefficients cn only for n ≥ 2.

The top period
As expected, the Picard-Fuchs equation for the top period ϖ3(z) provides a similar recur-
sion relation for the coefficients dn of the holomorphic function D(z). Again leaving out
the details of this lengthy computation, the result reads

dn = − 1

pn0

kmax∑

k=1

dn−kp
n−k
k +Σn , d0 = 0 (C.19)

with inhomogenities

Σn =

4∑

k=3

k(k − 1)(k − 2)fk(z)Θ
k−3A(z) + 3

4∑

k=2

k(k − 1)fk(z)Θ
k−2B(z)

+ 3

4∑

k=1

kfk(z)Θ
k−1C(z) .

(C.20)
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This recursion relation gives trivial results for the first coefficients as Σ0 = Σ1 = 0. Thus,
dn is generically non-zero only for n ≥ 3.

The four recursion relations (C.11), (C.15), (C.17) and (C.19) provide an efficient algo-
rithm to compute the Frobenius periods ϖa(z) for any smooth one-parameter family of
Calabi-Yau threefolds up to any given expansion order n ≤ Nmax. Usually, the degree
of the polynomials fk(z) that defines the Picard-Fuchs operator L is rather small122 such
that the recursion relations boil down to a sum of a handable number of terms.

C.2 One-parameter Families of Calabi-Yau Fourfolds

Next, we perform a similar analysis for the higher dimensional case of one-parameter fam-
ilies of Calabi-Yau fourfolds that are of primary horizontal Hodge type (1, 1, ℓ, 1, 1) for
some ℓ ≥ 1. The conceptional ideas are similar to the threefold case and even the explicit
computations follow straight in analogy. Thus, we restrict the following discussion on
providing the resulting expressions for the recursion relations. In addition, we highlight
at the end of this section the main difference to the threefold discussion which appears for
ℓ > 1 by the existence of the additional ℓ− 1 holomorphic solutions.

We use the analog notation as for the previous derivation. Here, the Picard-Fuchs operator

L =
b∑

k=0

fk(z)Θ
k fk(z) ∈ Z[z] (C.21)

is a degree-b differential operator with b = dim(H4
H(Xz,C)) = 4+ℓ denoting the dimension

of the primary horizontal subspace. From equation (3.77) we recall that the correspond-
ing vector of Frobenius periods around the large complex structure point z = 0 can be
expanded according to

ϖ0(z) = A(z)

ϖ1(z) = log(z)A(z) +B(z)

ϖ2(z) = log2(z)A(z) + 2 log(z)B(z) + C(z)

ϖ3(z) = log3(z)A(z) + 3 log2(z)B(z) + 3 log(z)C(z) +D(z)

ϖ4(z) = log4(z)A(z) + 4 log3(z)B(z) + 6 log2(z)C(z) + 4 log(z)D(z) + E(z)

ϖa(z) = Ha(z)

(C.22)

for a = 5, . . . , b− 1.

122Typically degrees for the polynomials fk(z) that define the Picard-Fuchs operator of a given one-
parameter family of Calabi-Yau threefolds is given by kmax ≤ 3.
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Again, A(z), B(z), C(z), D(z), E(z) and the Ha(z) denote holomorphic functions that
have a series expansion

A(z) =

∞∑

k=0

akz
k , B(z) =

∞∑

k=0

bkz
k , C(z) =

∞∑

k=0

ckz
k , D(z) =

∞∑

k=0

dkz
k

E(z) =
∞∑

k=0

ekz
k , Ha(z) =

∞∑

k=0

hakz
k

(C.23)

in an open neighborhood around z = 0. The initial values for these functions can be
chosen such that

A(0) = 1 , B(0) = C(0) = D(0) = E(0) = 0

∂k
zH

a(0) = 0 for all k < a− 5 .
(C.24)

These inital conditions for the additional holomorphic solutions Ha(z) are chosen such
that the holomorphic periods become linearly independent.

As for the threefolds, we observe that L acts on a monomial zm by multiplication with a
polynomial Pm(z) that is determined by the fk(z) according to

Lzm = Pm(z)zm , Pm(z) :=
b∑

k=0

fk(z)m
k . (C.25)

For the recursion relations it is again convenient to define the coefficients pmk of the poly-
nomials Pm(z) as well as their degree

kmax := deg(Pm) = max (deg(fk)) (C.26)

which is again independent of m.

Now, we have set the stage to compute and state the recursion relations for the coefficients
of the holomorphic functions that appear in the period expansions. In analogy to the
threefold discussion, we obtain the homogenous relation

an = − 1

pn0

kmax∑

k=1

an−kp
n
k , a0 = 1 (C.27)

for the coefficients of the fundamental period which is meaningful if pn0 ̸= 0 for all n ≥ 1.
For all examined examples, this condition is trivially obeyed as only the polynomial fb(z)
which corresponds to the highest order derivative in L has a non-vanishing constant term
and hence

pn0 = nbfb(0) ̸= 0 (C.28)
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for n ≥ 1. By the same computations as in the previous section, we find for the coefficients
bn, cn, dn and en similar inhomogenous recursion relations which are summarized to be

bn = − 1

pn0

kmax∑

k=1

bn−kp
n−k
k + Γn , b0 = 0

cn = − 1

pn0

kmax∑

k=1

cn−kp
n−k
k + Λn , c0 = 0

dn = − 1

pn0

kmax∑

k=1

dn−kp
n−k
k +Σn , d0 = 0

en = − 1

pn0

kmax∑

k=1

en−kp
n−k
k + Ξn , e0 = 0 .

(C.29)

The inhomogenities Γn, Λn, Σn and Ξn are determined in terms of the coefficients of the
other holomorphic solutions and can hence be computed iteratively. Explicitly, we find
that

∞∑

n=0

Γnz
n :=

b∑

k=1

kfk(z)Θ
k−1A(z)

∞∑

n=0

Λnz
n := 2

b∑

k=1

kfk(z)Θ
k−1B(z) +

b∑

k=2

k(k − 1)fk(z)Θ
k−2A(z)

∞∑

n=0

Σnz
n := 3

b∑

k=1

kfk(z)Θ
k−1C(z) + 3

b∑

k=2

k(k − 1)fk(z)Θ
k−2B(z)

+
b∑

k=3

k(k − 1)(k − 2)fk(z)Θ
k−3A(z)

∞∑

n=0

Ξnz
n := 4

b∑

k=1

kfk(z)Θ
k−1D(z) + 6

b∑

k=2

k(k − 1)fk(z)Θ
k−2C(z)

+ 4

b∑

k=3

k(k − 1)(k − 2)fk(z)Θ
k−3B(z)

+

b∑

k=4

k(k − 1)(k − 2)(k − 3)fk(z)Θ
k−4A(z) .

(C.30)

For families of Calabi-Yau fourfolds that are of primary horizontal Hodge type (1, 1, 1, 1, 1),
these recursion relations determine the vector of Frobenius periods entirely. However, for
the more general setup of families that are of Hodge type (1, 1, ℓ, 1, 1) we have ℓ− 1 addi-
tional holomorphic solutions Ha(z) subject to LHa(z) = 0. Thus, the coefficients of these
additional holomorphic periods obey the same differential equation as the fundamental
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period ϖ0(z) = A(z) and hence, the coefficients han are subject to the same recursion
relation

han = − 1

pn0

kmax∑

k=1

han−k pnk (C.31)

for all a = 5, . . . , b − 1. Since the Ha(z) and A(z) are by definition linearly independent
holomorphic functions, the initial conditions for the Ha(z) can be chosen such that their
leading order contribution is given by

Ha(z) = za−4 +O(za−3) (C.32)

which justifies the initial conditions that have been stated already in equation (C.24).
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Appendix D

Differential Equations for the
Wronskian Matrix W (z)

For a family Calabi-Yau n-folds Xz whose primary horizontal subspace Hn
H(Xz,C) is

generated by the finite set of derivatives DaΩ(z) of the holomorphic n-form, we have
defined the Wronskian matrix W (z) in section 5.3.4 by

W ab(z) =

∫

Xz

DaΩ(z) ∧ DbΩ(z) . (D.1)

This matrix plays a central role for the efficient inversion of the period matrix E(z). In
the following, we derive a set of differential equations for the components of this matrix
in the special case of Calabi-Yau fourfolds with one complex structure modulus that are
of primary horizontal Hodge type (1, 1, 1, 1, 1) and (1, 1, 2, 1, 1). The differential equations
can be formulated explictly in terms of the Picard-Fuchs operator L and hence give rise
to an algorithmic possibility to compute W (z) analytically for all families of these types.
It should be noted that the results will depend on one and three normalization constants
respectively. These constants are determined by the chosen normalization of the holomor-
phic n-form and hence of the period vector. By inserting the Frobenius solutions for the
periods into the identity

W (z) = ET (z)σE(z) , (D.2)

these integration constants can be identified uniquely.

D.1 W (z) for Calabi-Yau Fourfolds of Hodge type (1, 1, 1, 1, 1)

First, let us consider the Wronskian W (z) of a family of Calabi-Yau fourfolds that are of
primary horizontal Hodge type (1, 1, 1, 1, 1). We recall that a suitable set of generators for
H4

H(Xz,C) was given by
H4

H(Xz,C) = ⟨ΘaΩ(z)⟩a=0,...,4 (D.3)

with Θ = z∂z being the logarithmic derivative with respect to the complex structure
modulus z. Thus, in this basis of H4

H(Xz,C), the components of the (5 × 5)-Wronskian
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matrix read

W ab(z) =

∫

Xz

ΘaΩ(z) ∧ΘbΩ(z) , a, b = 0, . . . , 4 . (D.4)

For the following derivation, we use only two general facts about the holomorphic n-form
Ω(z). First, we note that the logarithmic derivative Θ acts as a map Θ : F i → F i+1

among the Hodge filtration of the middle cohomology. Thus, we find in ascending order
of the derivatives that

Ω(z) ∈ H4,0(Xz,C)
ΘΩ(z) ∈ H4,0(Xz,C)⊕H3,1(Xz,C)
Θ2Ω(z) ∈ H4,0(Xz,C)⊕H3,1(Xz,C)⊕H2,2(Xz,C) (D.5)

Θ3Ω(z) ∈ H4,0(Xz,C)⊕H3,1(Xz,C)⊕H2,2(Xz,C)⊕H1,3(Xz,C)
Θ4Ω(z) ∈ H4,0(Xz,C)⊕H3,1(Xz,C)⊕H2,2(Xz,C)⊕H1,3(Xz,C)⊕H0,4(Xz,C) .

The integral over Xz in the definition of W (z) gives a contribution only if the integrand
is proportial to the volume form ω ∈ H4,4(Xz,C). Thus, we can conclude

W ab(z) = 0 if a+ b < 4 (D.6)

since in these cases, there are at most three anti-holomorphic directions in each appearing
wedge product.

Moreover, we find that W ab(z) is a symmetric matrix since

η ∧ ρ = ρ ∧ η (D.7)

for any four-forms ρ, η ∈ H4(Xz,C). These observations reduce the Wronskian matrix to
take the form

W (z) =




0 0 0 0 W 04(z)
0 0 0 W 13(z) W 14(z)
0 0 W 22(z) W 23(z) W 24(z)
0 W 13(z) W 23(z) W 33(z) W 34(z)

W 04(z) W 14(z) W 24(z) W 34(z) W 44(z)




(D.8)

which depends on 10 rational functions that are so far independent and undetermined.

The second fact about Ω(z) we use is that it is by definition annihilated by the degree five
Picard-Fuchs operator

L =

5∑

k=0

fk(z)Θ
k (D.9)

that is characterized by six rational functions fk(z). Away from the conifold locus that
is given by f5(z) = 0, we can use this operator to derive the explicit basis expansion of

196



Θ5Ω(z) in terms of the generators of H4
H(Xz,C) which reads

Θ5Ω(z) = −
4∑

k=0

fk(z)

f5(z)
ΘkΩ(z) (D.10)

Now, the strategy is to systematically apply derivatives to the known entries of W (z) in
order to derive relations among these. The derivatives of W ab(z) for a + b ≤ 2 do not
provide any additional information as these produce relations among those entries with
a+ b ≤ 3 that have been determined already to vanish. However, starting with a+ b = 3,
we obtain the following two non-trivial relations:

ΘW 03(z) = Θ

∫

X
Ω(z) ∧Θ3Ω =

∫

X
ΘΩ(z) ∧Θ3Ω(z) +

∫

X
Ω(z) ∧Θ4Ω(z)

= W 13(z) +W 04(z)

ΘW 12(z) = Θ

∫

X
ΘΩ(z) ∧Θ2Ω =

∫

X
Θ2Ω(z) ∧Θ2Ω(z) +

∫

X
ΘΩ(z) ∧Θ3Ω(z)

= W 22(z) +W 13(z) .

(D.11)

Since both, W 03(z) and W 12(z) are given by the constant zero-function, their derivatives
vanish as well and hence we find the identities

W 22(z) = −W 13(z) = W 04(z) (D.12)

for the entries on the anti-diagonal. Next, we examine the derivatives of all intependent
entries W ab(z) with a + b = 4. In analogy to the previous computations we find three
non-trivial relations

ΘW 04(z) = W 14(z) +

∫

X
Ω(z) ∧Θ5Ω(z)

ΘW 13(z) = W 23(z) +W 14(z)

ΘW 22(z) = W 23(z) +W 32(z) = 2W 23(z) .

(D.13)

For the first equation we can use the Picard-Fuchs operator L to rewrite

∫

X
Ω(z) ∧Θ5Ω(z) = −

4∑

k=0

fk(z)

f5(z)
W 0k(z) = −f4(z)

f5(z)
W 04(z) . (D.14)

Moreover, we note that equation (D.12) allows to express the left handside of these equa-
tions purely in terms of ΘW 04(z). The second and third relation lead to

W 23(z) =
1

2
ΘW 04(z) , W 14(z) = −3

2
ΘW 04(z) (D.15)

whereas the first relation gives an additional constraint on W 04(z) that reads

ΘW 04(z) = −2

5

f4(z)

f5(z)
W 04(z) . (D.16)
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Before continuing, let us pause to analyze the current results. So far, we managed to ex-
press all non-trivial entries W ab(z) with a+ b ≤ 5 in terms of the single function W 04(z).
Moreover, equation (D.16) provides an ordinary first order differential equation for W 04(z)
that determines W 04(z) up to an integration constant. This differential equation follows
directly from the Picard-Fuchs operator L and has a solution for each family of Calabi-Yau
fourfolds away from the conifold locus. As we will see now, the remaining entries of W (z)
are also given in terms of derivatives of W 04(z). Thus, it remains to solve the differential
equation (D.16) in order to compute the full analytic expression for the Wronskian matrix
W (z) up to an overall integration constant.

We continue the systematic analysis of derivatives of known entries of W (z) and consider
in the next step all entries with a+ b = 5. Here, we obtain two non-trivial relations that
read

ΘW 14(z) = W 24(z)− f4(z)

f5(z)
W 14(z)− f3(z)

f5(z)
W 13(z)

ΘW 23(z) = W 33(z) +W 24(z) .

(D.17)

Again, we have applied the reduction formula (D.10) that was derived from the Picard-
Fuchs operator for the first relation. Inserting the expressions forW 14(z) andW 23(z) these
relations provide an expression for W 24(z) and W 33(z) purely in terms of derivatives of
W 04(z) that is given by

W 24(z) = −3

2
Θ2W 04(z)− 3

2

f4(z)

f5(z)
ΘW 04(z)− f3(z)

f5(z)
W 04(z)

W 33(z) = 2Θ2W 04(z) +
3

2

f4(z)

f5(z)
ΘW 04(z) +

f3(z)

f5(z)
W 04(z) .

(D.18)

The remaining two entries of W (z) follow similarly by

ΘW 33(z) = 2W 34(z)

ΘW 34(z) = W 44(z)−
4∑

k=1

fk(z)

f5(z)
W 3k(z) ,

(D.19)

which provide the expressions

W 34(z) = Θ3W 04(z) +
3

4
Θ

(
f4(z)

f5(z)
ΘW 04(z)

)
+

1

2
Θ

(
f3(z)

f5(z)
W 04(z)

)

W 44(z) = ΘW 34(z) +
f4(z)

f5(z)
W 34(z) + 2

f3(z)

f5(z)
Θ2W 04(z) (D.20)

+
1

2

(
3
f3(z)f4(z)

f2
5 (z)

+
f2(z)

f5(z)

)
ΘW 04(z) +

(
f2(z)f3(z)

f2
5 (z)

− f1(z)

f5(z)

)
W 04(z) .

The latter is understood to be dependent only on W 04(z) and its derivatives by inserting
the result for W 34(z) for the first two terms. Thus, we reduced all non-trivial entries of the
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Wronskian matrix W (z) for families of Calabi-Yau fourfolds that are of primary horizontal
Hodge type (1, 1, 1, 1, 1) to expressions that depend only on the rational function W 04(z)
and its derivatives. Moreover, we have observed that this function is the solution of a
first order differential equation that is formulated in terms of the data of the Picard-Fuchs
operator. Thus, if the Picard-Fuchs operator of a given family of such fourfolds is known,
we can determine W (z) up to an overall normalization constant that remains from solving
the differential equation (D.16). This constant can be fixed by comparing this analytic
expression to the series expansion of the matrix product

W (z) = ET (z)σE(z) (D.21)

containing the period matrix E(z).

D.2 W (z) for Calabi-Yau Fourfolds of Hodge type (1, 1, 2, 1, 1)

Slightly more involved in its derivation but conceptionally analogous, we now provide the
solution to W (z) for families of Calabi-Yau fourfolds that are of primary horizontal Hodge
type (1, 1, 2, 1, 1). Again, we will find that W (z) is determined in terms of the data that
is encoded in the Picard-Fuchs operator. In contrast to the former case, the modified
Hodge structure will lead to a third order differential equation for W 04(z) and hence we
are left with three unknown intergration constants. Since the derivation follows in analogy
to the previous section, we abbreviate this discussion by simply stating the results of each
computation.

For families of this Hodge type, the primary horizontal middle cohomology is generated
by

H4
H(Xz,C) = ⟨ΘaΩ(z)⟩a=0,...,5 (D.22)

leading to a similar expression for W ab(z) as in equation (D.4) but for these families, W (z)
extends to a (6 × 6)-matrix. Using the same argument as in the former case, the Hodge
filtration gives

W ab(z) = 0 if a+ b < 4 . (D.23)

In contrast to the previous discussion, this observation does not restrict W (z) to be an
anti-triangular matrix but leads one additional off-diagonal undetermined. Using the
symmetry of the wedge product, the undetermined entries of W (z) read

W (z) =




0 0 0 0 W 04(z) W 05(z)
0 0 0 W 13(z) W 14(z) W 15(z)
0 0 W 22(z) W 23(z) W 24(z) W 25(z)
0 W 13(z) W 23(z) W 33(z) W 34(z) W 35(z)

W 04(z) W 14(z) W 24(z) W 34(z) W 44(z) W 45(z)
W 05(z) W 15(z) W 25(z) W 35(z) W 45(z) W 55(z)




. (D.24)

Again, the systematic consideration of the derivatives of known entries of W (z) provide
useful reduction formulas for the additional contributions ofW (z). Away from the conifold
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locus, the degree-six Picard-Fuchs operator L which characterizes the periods gives the
relation

Θ6Ω(z) = −
5∑

k=0

fk(z)

f6(z)
ΘkΩ(z) (D.25)

that allows to reduce higher order derivatives of Ω(z) suitably. Increasing the total number
of derivatives on Ω we find

ΘW 12(z) = W 22(z) +W 13(z)

ΘW 03(z) = W 13(z) +W 04(z)

ΘW 04(z) = W 05(z) +W 15(z)

ΘW 13(z) = W 23(z) +W 14(z)

ΘW 22(z) = 2W 23(z)

(D.26)

for the first two non-trivial anti-diagonals of W (z). Since W 12(z) = W 03(z) = 0 are
constant, the former two relations further simplify. Again, these relations allow to rewrite
every appearing entry in terms of one unknown function which we choose to be W 04(z).
It follows that

W 22(z) = −W 13(z) = W 04(z)

W 23(z) = −1

3
W 14(z) =

1

5
W 05(z) =

1

2
ΘW 04(z) .

(D.27)

Starting from now, the reduction formula that arises from the Picard-Fuchs ideal becomes
relevant. For the off-diagonal that is characterized by a+ b = 6 we find the relations

ΘW 05(z) = −f4(z)

f6(z)
W 04(z)− f5(z)

f6(z)
W 05(z) +W 15(z)

ΘW 14(z) = W 24(z) +W 15(z)

ΘW 23(z) = W 33(z) +W 24(z) .

(D.28)

Naively one might expect to find a differential equation of degree-two for W 04(z) already
at this stage of the reduction relations as the dimension of the matrix increased by one in
comparison to the former case. However, since there are three non-trivial entries on this
first off-diagonal, all relations are needed to express the new entries according to

W 15(z) = Θ2W 04(z) +
f5(z)

f6(z)
ΘW 04(z) +

2

5

f4(z)

f6(z)
W 04(z)

W 24(z) = −5

2
Θ2W 04(z)− f5(z)

f6(z)
ΘW 04(z)− 2

5

f4(z)

f6(z)
W 04(z)

W 33(z) = 3Θ2W 04(z) +
f5(z)

f6(z)
ΘW 04(z) +

2

5

f4(z)

f6(z)
W 04(z)

(D.29)

and hence there is no relation left to determine W 04(z) in terms of a differential equation.
This observation is supported from a different point of view. For families of Hodge type
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(1, 1, 1, 1, 1) we found that the relations for the second non-trivial anti-diagonal, W ab(z)
with a+ b = 5, give rise to a first order differential equation for the entry W 04(z). For the
present case, the number of independent entries of W ab(z) for each anti-diagonal a+ b ≥ 5
is increased by one. By counting the number of entries and relations, we hence expect a
differential equation when analyzing the second off-diagonal which is given by a + b = 7
in this case. Indeed, the reduction relations for this diagonal

ΘW 15(z) = −f3(z)

f6(z)
W 13(z)− f4(z)

f6(z)
W 14(z)− f5(z)

f6(z)
W 15(z) +W 25(z)

ΘW 24(z) = W 34(z) +W 25(z)

ΘW 33(z) = 2W 34(z)

(D.30)

do not only characterize the corresponding entries in terms of W 04(z) according to

W 25(z) = ΘW 15(z) +
f5(z)

f6(z)
W 15(z)− 3

2

f4(z)

f6(z)
ΘW 04 − f3(z)

f6(z)
W 04

W 34(z) = −3

2
Θ3W 04(z)− 2ΘW 15(z)− f5(z)

f6(z)
W 15(z) +

3

2

f4(z)

f6(z)
ΘW 04 +

f3(z)

f6(z)
W 04

(D.31)
but moreover provide an additional relation that can be used to deduce the differential
equation

Θ3W 04(z) + ΘW 15(z) +
2

5

f2(z)

f6(z)
W 15(z)− 3

5

f4(z)

f6(z)
ΘW 04(z)− 2

5

f3(z)

f6(z)
W 04(z) = 0 (D.32)

for W 04(z). This equation can be solved uniquely up to three integration constants. These
relations are understood to be given purely in terms of W 04(z) by inserting the explicit
expression for W 15(z).

The remaining entries of the matrix W (z) can now be computed recursively from further
derivatives. In the following, we summarize these iterative relations that provide the full
solution for the Wronskian matrix W (z) in terms of the rational function W 04(z)

W 35(z) = ΘW 25(z) +

5∑

k=2

fk(z)

f6(z)
W 2k(z)

W 44(z) = ΘW 34(z)−W 35(z)

W 45(z) =
1

2
ΘW 44(z)

W 55(z) = ΘW 45(z) +
5∑

k=0

fk(z)

f6(z)
W k4(z) .

(D.33)

The reduction of these formulas with respect to W 04(z) leads to quite lengthy expressions.
Since we do not need their explicit structure for the practical computation of W (z) but
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rather use these recursion relations, we do not provide the full exclicit expressions in terms
of W 04(z) here. Instead, it should be mentioned that there are additional relations among
these functions. For instance, W 45(z) could be expressed in additon by

W 45(z) = ΘW 35(z) +
5∑

k=1

fk(z)

f6(z)
W 3k . (D.34)

Expressing these additional relations in terms of W 04(z) we find, as expected, that these
do not provide any new information as they reduce to the differential equation (D.32).
Thus, this method provides an explicit and analytic result for the Wronskian matrix W (z)
that is determined up to three integration constants which can be fixed by comparing this
analytic expression with the series expansion of

W (z) = ET (z)σE(z) (D.35)

in terms of the period matrix E(z).
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Appendix E

Tables of Frobenius Polynomials

In the following, we collect tables of the characteristic polynomials RH(Xz, T ) for the four
one-parameter families of Calabi-Yau fourfolds which have been investigated in chapter 5.
For each considered prime p ≥ 7 we list RH(Xz, T ) for all z ∈ Fp\{0} for which ∆(z) ̸≡ 0
mod p and hence Xz is a smooth variety over Fp. Since z = 0 corresponds for all primes
to the large complex structure point and hence to a singular geometry, it is excluded from
these tables.

These tables are meant to give an overview on the general structure of the characteristic
polynomials rather than providing a complete list of the full data that has been aquired
for the histograms presented in chapter 5. To that end, we restricted the range of these
tables to the primes 7 ≤ p ≤ 37 for the considered families of Calabi-Yau fourfolds. The
extension of this data to larger primes p > 37 follows straight forward by the methods
which are provided in section 5.4.

E.1 The One-parameter Family HV4
z of Hulek-Verrill Four-

folds

p = 7

z smooth/singular RH(HV4
z, T )

1 singular

2 singular

3 smooth (1− p2T )(1− 70T + p4T 2)(1 + 58T + p4T 2)

4 singular

5 smooth (1− p2T )(1 + 48T + 586pT 2 + 48p4T 3 + p8T 4)

6 smooth (1− p2T )(1 + 8T + 426pT 2 + 8p4T 3 + p8T 4)
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p = 11

z smooth/singular RH(HV4
z, T )

1 smooth (1 + p2T )2(1− p2T )3

2 smooth (1− p2T )(1 + 96T + 626pT 2 + 96p4T 3 + p8T 4)

3 singular

4 singular

5 smooth (1 + p2T )(1− 144T + 1946pT 2 − 144p4T 3 + p8T 4)

6 smooth (1 + p2T )(1− p2T )2(1− 122T + p4T 2)

7 smooth (1 + p2T )(1 + 36T + 146pT 2 + 36p4T 3 + p8T 4)

8 smooth (1− p2T )(1 + p2T )2(1− 62T + p4T 2)

9 singular

10 smooth (1 + p2T )(1− p2T )2(1 + 178T + p4T 2)

p = 13

z smooth/singular RH(HV4
z, T )

1 smooth (1 + p2T )(1− p2T )2(1 + 310T + p4T 2)

2 smooth (1 + p2T )(1− 292T + 3774pT 2 − 292p4T 3 + p8T 4)

3 smooth (1− p2T )(1 + 368T + 5334pT 2 + 368p4T 3 + p8T 4)

4 singular

5 smooth (1 + p2T )(1− 352T + 4974pT 2 − 352p4T 3 + p8T 4)

6 smooth (1 + p2T )(1− 88T − 1746pT 2 − 88p4T 3 + p8T 4)

7 smooth (1 + p2T )(1− 88T + 54pT 2 − 88p4T 3 + p8T 4)

8 smooth (1 + p2T )(1− 112T − 1266pT 2 − 112p4T 3 + p8T 4)

9 singular

10 singular

11 smooth (1− p2T )(1 + 168T + 2374pT 2 + 168p4T 3 + p8T 4)

12 smooth (1− p2T )(1 + 288T + 4054pT 2 + 288p4T 3 + p8T 4)

p = 17

z smooth/singular RH(HV4
z, T )

1 smooth (1 + p2T )(1 + 70T + p4T 2)(1 + 14pT + p4T 2)

2 smooth (1 + p2T )(1− 312T + 5966pT 2 − 312p4T 3 + p8T 4)

3 smooth (1− p2T )(1 + 528T + 9086pT 2 + 528p4T 3 + p8T 4)

4 smooth (1− p2T )(1 + 528T + 10526pT 2 + 528p4T 3 + p8T 4)

5 smooth (1 + p2T )(1− 88T − 4674pT 2 − 88p4T 3 + p8T 4)

6 smooth (1 + p2T )(1− 36pT + 13286pT 2 − 36p5T 3 + p8T 4)

7 smooth (1 + p2T )(1− 592T + 12246pT 2 − 592p4T 3 + p8T 4)

8 smooth (1 + p2T )(1 + 4pT + 1686pT 2 + 4p5T 3 + p8T 4)

9 singular

10 smooth (1− p2T )(1 + 288T + 5726pT 2 + 288p4T 3 + p8T 4)
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11 smooth (1 + p2T )(1− 568T + 11646pT 2 − 568p4T 3 + p8T 4)

12 smooth (1 + p2T )(1− 888T + 20726pT 2 − 888p4T 3 + p8T 4)

13 singular

14 smooth (1 + p2T )(1− 24pT + 4406pT 2 − 24p5T 3 + p8T 4)

15 smooth (1 + p2T )(1− p2T )2(1 + 110T + p4T 2)

16 singular

p = 19

z smooth/singular RH(HV4
z, T )

1 smooth (1 + p2T )(1− 338T + p4T 2)(1 + 22pT + p4T 2)

2 smooth (1 + p2T )(1− p2T )2(1 + 22T + p4T 2)

3 smooth (1− p2T )(1 + 344T + 354pT 2 + 344p4T 3 + p8T 4)

4 smooth (1 + p2T )(1− 460T + 12402pT 2 − 460p4T 3 + p8T 4)

5 singular

6 singular

7 smooth (1− p2T )(1 + p2T )2(1− 122T + p4T 2)

8 smooth (1− p2T )(1 + 560T + 13962pT 2 + 560p4T 3 + p8T 4)

9 singular

10 smooth (1 + p2T )(1− 700T + 16482pT 2 − 700p4T 3 + p8T 4)

11 smooth (1− p2T )(1 + 344T − 6pT 2 + 344p4T 3 + p8T 4)

12 smooth (1− p2T )(1− 376T + 10434pT 2 − 376p4T 3 + p8T 4)

13 smooth (1− p2T )(1 + 480T + 5122pT 2 + 480p4T 3 + p8T 4)

14 smooth (1− p2T )(1 + 564T + 11554pT 2 + 564p4T 3 + p8T 4)

15 smooth (1− p2T )(1 + 480T + 5122pT 2 + 480p4T 3 + p8T 4)

16 smooth (1− p2T )(1 + 204T − 2126pT 2 + 204p4T 3 + p8T 4)

17 smooth (1 + p2T )(1− p2T )2(1 + 262T + p4T 2)

18 smooth (1 + p2T )(1− 340T + 4962pT 2 − 340p4T 3 + p8T 4)

p = 23

z smooth/singular RH(HV4
z, T )

1 smooth (1− p2T )(1 + 1010T + p4T 2)(1− 34pT + p4T 2)

2 smooth (1− p2T )(1 + 528T + 9554pT 2 + 528p4T 3 + p8T 4)

3 smooth (1 + p2T )(1 + 692T + 21594pT 2 + 692p4T 3 + p8T 4)

4 smooth (1− p2T )(1 + p2T )2(1− 410T + p4T 2)

5 smooth (1 + p2T )(1− p2T )2(1 + 830T + p4T 2)

6 singular

7 smooth (1 + p2T )(1− 892T + 20154pT 2 − 892p4T 3 + p8T 4)

8 smooth (1− p2T )(1− 432T + 7634pT 2 − 432p4T 3 + p8T 4)

9 smooth (1− p2T )(1 + 108T + 15194pT 2 + 108p4T 3 + p8T 4)

10 smooth (1 + p2T )(1− 652T + 9114pT 2 − 652p4T 3 + p8T 4)

11 smooth (1 + p2T )(1− 468T + 2954pT 2 − 468p4T 3 + p8T 4)
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12 smooth (1 + p2T )(1− 962T + p4T 2)(1− 10pT + p4T 2)

13 singular

14 smooth (1− p2T )(1 + 648T + 5834pT 2 + 648p4T 3 + p8T 4)

15 smooth (1− p2T )(1 + 648T + 5834pT 2 + 648p4T 3 + p8T 4)

16 singular

17 smooth (1− p2T )(1 + 1008T + 27434pT 2 + 1008p4T 3 + p8T 4)

18 smooth (1− p2T )(1 + 1010T + p4T 2)(1− 34pT + p4T 2)

19 smooth (1 + p2T )(1− 492T − 406pT 2 − 492p4T 3 + p8T 4)

20 smooth (1 + p2T )(1− 468T + 2954pT 2 − 468p4T 3 + p8T 4)

21 smooth (1 + p2T )(1 + 272T − 2286pT 2 + 272p4T 3 + p8T 4)

22 smooth (1 + p2T )(1− 252T + 11594pT 2 − 252p4T 3 + p8T 4)

p = 29

z smooth/singular RH(HV4
z, T )

1 smooth (1− p2T )(1 + p2T )2(1− 1178T + p4T 2)

2 smooth (1 + p2T )(1 + 200T + 45462pT 2 + 200p4T 3 + p8T 4)

3 smooth (1− p2T )(1 + 864T + 7094pT 2 + 864p4T 3 + p8T 4)

4 smooth (1− p2T )(1 + 384T − 17866pT 2 + 384p4T 3 + p8T 4)

5 smooth (1− p2T )(1− 216T − 9466pT 2 − 216p4T 3 + p8T 4)

6 smooth (1− p2T )(1 + p2T )2(1− 482T + p4T 2)

7 smooth (1− p2T )(1− 336T − 6826pT 2 − 336p4T 3 + p8T 4)

8 smooth (1 + p2T )(1− 900T + 17822pT 2 − 900p4T 3 + p8T 4)

9 smooth (1 + p2T )(1− 1322T + p4T 2)(1 + 38pT + p4T 2)

10 smooth (1 + p2T )(1− 900T + 17822pT 2 − 900p4T 3 + p8T 4)

11 smooth (1− p2T )(1 + 482T + p4T 2)(1 + 38pT + p4T 2)

12 smooth (1− p2T )(1 + 864T + 7094pT 2 + 864p4T 3 + p8T 4)

13 smooth (1 + p2T )(1− 300T − 25618pT 2 − 300p4T 3 + p8T 4)

14 smooth (1− p2T )(1 + 864T + 48374pT 2 + 864p4T 3 + p8T 4)

15 smooth (1 + p2T )(1− 600T + 15182pT 2 − 600p4T 3 + p8T 4)

16 smooth (1− p2T )(1 + 1260T + 27902pT 2 + 1260p4T 3 + p8T 4)

17 smooth (1− p2T )(1 + 2040T + 71942pT 2 + 2040p4T 3 + p8T 4)

18 smooth (1 + p2T )(1− 1720T + 53142pT 2 − 1720p4T 3 + p8T 4)

19 smooth (1 + p2T )(1− 160T − 34098pT 2 − 160p4T 3 + p8T 4)

20 singular

21 smooth (1− p2T )(1 + 1260T + 27902pT 2 + 1260p4T 3 + p8T 4)

22 singular

23 smooth (1− p2T )(1 + 1320T + 30182pT 2 + 1320p4T 3 + p8T 4)

24 smooth (1 + p2T )(1− p2T )2(1− 698T + p4T 2)

25 singular

26 smooth (1− p2T )(1 + 1260T + 27902pT 2 + 1260p4T 3 + p8T 4)

27 smooth (1 + p2T )(1− 600T − 4978pT 2 − 600p4T 3 + p8T 4)
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28 smooth (1− p2T )(1− 480T + 40982pT 2 − 480p4T 3 + p8T 4)

p = 31

z smooth/singular RH(HV4
z, T )

1 smooth (1 + p2T )(1− 1322T + p4T 2)(1− 2pT + p4T 2)

2 singular

3 smooth (1− p2T )(1 + 336T − 12614pT 2 + 336p4T 3 + p8T 4)

4 smooth (1− p2T )(1− 144T − 3614pT 2 − 144p4T 3 + p8T 4)

5 smooth (1 + p2T )(1− 784T + 10626pT 2 − 784p4T 3 + p8T 4)

6 smooth (1 + p2T )(1− p2T )(1− 2pT + p4T 2)

7 smooth (1 + p2T )(1− 1084T + 16266pT 2 − 1084p4T 3 + p8T 4)

8 singular

9 smooth (1− p2T )(1 + 2840T + 117138pT 2 + 2840p4T 3 + p8T 4)

10 smooth (1 + p2T )(1− p2T )2(1 + 418T + p4T 2)

11 smooth (1 + p2T )(1− 304T − 6174pT 2 − 304p4T 3 + p8T 4)

12 smooth (1 + p2T )(1− 364T − 33414pT 2 − 364p4T 3 + p8T 4)

13 smooth (1− p2T )(1 + 660T + 5338pT 2 + 660p4T 3 + p8T 4)

14 smooth (1 + p2T )(1− 1024T + 5346pT 2 − 1024p4T 3 + p8T 4)

15 smooth (1 + p2T )(1− p2T )2(1 + 598T + p4T 2)

16 smooth (1− p2T )(1 + 80pT + 94818pT 2 + 80p5T 3 + p8T 4)

17 smooth (1 + p2T )(1− 1202T + p4T 2)(1 + 58pT + p4T 2)

18 smooth (1− p2T )(1 + 1760T + 50178pT 2 + 1760p4T 3 + p8T 4)

19 smooth (1 + p2T )(1− 1744T + 71586pT 2 − 1744p4T 3 + p8T 4)

20 smooth (1 + p2T )(1 + 596T − 18774pT 2 + 596p4T 3 + p8T 4)

21 smooth (1 + p2T )(1− p2T )2(1 + 418T + p4T 2)

22 smooth (1 + p2T )(1− 3004T + 130266pT 2 − 3004p4T 3 + p8T 4)

23 smooth (1− p2T )(1 + 1918T + p4T 2)(1− 2pT + p4T 2)

24 smooth (1 + p2T )(1− p2T )2(1 + 118T + p4T 2)

25 singular

26 smooth (1− p2T )(1 + 922T + p4T 2)(1 + 38pT + p4T 2)

27 smooth (1 + p2T )(1− 1804T + 55866pT 2 − 1804p4T 3 + p8T 4)

28 smooth (1 + p2T )(1− p2T )2(1 + 1738T + p4T 2)

29 smooth (1 + p2T )(1− 724T − 8934pT 2 − 724p4T 3 + p8T 4)

30 smooth (1− p2T )(1 + 576T − 16934pT 2 + 576p4T 3 + p8T 4)

p = 37

z smooth/singular RH(HV4
z, T )

1 smooth (1− p2T )(1 + p2T )2(1− 2570T + p4T 2)

2 smooth (1 + p2T )(1− 2008T + 101286pT 2 − 2008p4T 3 + p8T 4)

3 smooth (1− p2T )(1 + 3308T + 163086pT 2 + 3308p4T 3 + p8T 4)

4 smooth (1− p2T )(1 + 768T − 35834pT 2 + 768p4T 3 + p8T 4)
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5 smooth (1 + p2T )(1− 1972T + 81486pT 2 − 1972p4T 3 + p8T 4)

6 smooth (1 + p2T )(1− 3472T + 157566pT 2 − 3472p4T 3 + p8T 4)

7 singular

8 smooth (1 + p2T )(1− 1552T + 50046pT 2 − 1552p4T 3 + p8T 4)

9 smooth (1− p2T )(1 + 1088T + 10566pT 2 + 1088p4T 3 + p8T 4)

10 smooth (1 + p2T )(1− 2452T + 93966pT 2 − 2452p4T 3 + p8T 4)

11 smooth (1 + p2T )(1− 1852T + 49566pT 2 − 1852p4T 3 + p8T 4)

12 smooth (1− p2T )(1− 2162T + p4T 2)(1 + 50pT + p4T 2)

13 smooth (1 + p2T )(1− 1732T + 32046pT 2 − 1732p4T 3 + p8T 4)

14 smooth (1− p2T )(1 + 2448T + 80806pT 2 + 2448p4T 3 + p8T 4)

15 smooth (1− p2T )(1 + 2768T + 119526pT 2 + 2768p4T 3 + p8T 4)

16 smooth (1 + p2T )(1− 4pT − 67314pT 2 − 4p5T 3 + p8T 4)

17 smooth (1 + p2T )(1 + 392T + 28446pT 2 + 392p4T 3 + p8T 4)

18 smooth (1 + p2T )(1 + 632T − 18114pT 2 + 632p4T 3 + p8T 4)

19 smooth (1 + p2T )(1− 2008T + 90846pT 2 − 2008p4T 3 + p8T 4)

20 smooth (1− p2T )(1 + 2048T + 66246pT 2 + 2048p4T 3 + p8T 4)

21 smooth (1− p2T )(1 + 2208T + 64486pT 2 + 2208p4T 3 + p8T 4)

22 smooth (1 + p2T )(1− 1492T + 11406pT 2 − 1492p4T 3 + p8T 4)

23 smooth (1− p2T )(1 + 1008T − 2714pT 2 + 1008p4T 3 + p8T 4)

24 smooth (1 + p2T )(1− 1528T + 31206pT 2 − 1528p4T 3 + p8T 4)

25 smooth (1 + p2T )(1− 2908T + 148446pT 2 − 2908p4T 3 + p8T 4)

26 smooth (1− p2T )(1− 1192T + 6486pT 2 − 1192p4T 3 + p8T 4)

27 smooth (1 + p2T )(1− 1228T + 24126pT 2 − 1228p4T 3 + p8T 4)

28 singular

29 smooth (1 + p2T )(1− 3928T + 191526pT 2 − 3928p4T 3 + p8T 4)

30 smooth (1 + p2T )(1 + 128T − 13434pT 2 + 128p4T 3 + p8T 4)

31 smooth (1− p2T )(1 + 1368T + 2326pT 2 + 1368p4T 3 + p8T 4)

32 smooth (1− p2T )(1 + 3308T + 163086pT 2 + 3308p4T 3 + p8T 4)

33 smooth (1 + p2T )(1− 172T − 57474pT 2 − 172p4T 3 + p8T 4)

34 smooth (1− p2T )(1 + 1968T + 48166pT 2 + 1968p4T 3 + p8T 4)

35 smooth (1− p2T )(1 + 1868T + 56526pT 2 + 1868p4T 3 + p8T 4)

36 singular
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E.2 The Mirror of the Complete Intersection P7[2, 2, 4]

p = 7

z smooth/singular RH(P7[2, 2, 4]∨, T )

1 singular

2 smooth (1 + p2T )(1− 32T + 274pT 2 − 32p4T 3 + p8T 4)

3 smooth (1 + p2T )(1− 58T + 254pT 2 − 58p4T 3 + p8T 4)

4 smooth (1− p2T )(1− 4pT − 54pT 2 − 4p5T 3 + p8T 4)

5 smooth (1 + p2T )(1− 26T − 194pT 2 − 26p4T 3 + p8T 4)

6 smooth (1− p2T )(1 + 32T + 338pT 2 + 32p4T 3 + p8T 4)

p = 11

z smooth/singular RH(P7[2, 2, 4]∨, T )

1 smooth (1 + p2T )(1− 144T + 1018pT 2 − 144p4T 3 + p8T 4)

2 smooth (1− p2T )(1 + 48T − 582pT 2 + 48p4T 3 + p8T 4)

3 singular

4 smooth (1 + p2T )(1− 48T + 442pT 2 − 48p4T 3 + p8T 4)

5 smooth (1− p2T )(1 + 16T + 826pT 2 + 16p4T 3 + p8T 4)

6 smooth (1 + p2T )(1− 234T + 3286pT 2 − 234p4T 3 + p8T 4)

7 smooth (1 + p2T )(1− 138T + 662pT 2 − 138p4T 3 + p8T 4)

8 smooth (1 + p2T )(1− 202T + 2070pT 2 − 202p4T 3 + p8T 4)

9 smooth (1− p2T )(1 + 212T + 3026pT 2 + 212p4T 3 + p8T 4)

10 smooth (1− p2T )(1 + 400T + 6202pT 2 + 400p4T 3 + p8T 4)

p = 13

z smooth/singular RH(P7[2, 2, 4]∨, T )

1 singular

2 smooth (1− p2T )(1 + 140T + 3870pT 2 + 140p4T 3 + p8T 4)

3 smooth (1 + p2T )(1 + 12T − 2658pT 2 + 12p4T 3 + p8T 4)

4 smooth (1− p2T )(1 + 204T + 278p2T 2 + 204p4T 3 + p8T 4)

5 smooth (1− p2T )(1 + 12T − 482pT 2 + 12p4T 3 + p8T 4)

6 smooth (1 + p2T )(1 + 162T + p4T 2)(1− 16pT + p4T 2)

7 smooth (1 + p2T )(1− 206T + 970pT 2 − 206p4T 3 + p8T 4)

8 smooth (1 + p2T )(1− 366T + 5514pT 2 − 366p4T 3 + p8T 4)

9 smooth (1− p2T )2(1 + p2T )(1− 34T + p4T 2)

10 smooth (1− p2T )(1 + 112T − 1226pT 2 + 112p4T 3 + p8T 4)

11 smooth (1− p2T )(1 + 460T + 7710pT 2 + 460p4T 3 + p8T 4)

12 smooth (1 + p2T )(1− 84T − 1058pT 2 − 84p4T 3 + p8T 4)
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p = 17

z smooth/singular RH(P7[2, 2, 4]∨, T )

1 smooth (1− p2T )(1 + 192T − 994pT 2 + 192p4T 3 + p8T 4)

2 smooth (1 + p2T )(1− 36pT + 14182pT 2 − 36p5T 3 + p8T 4)

3 smooth (1− p2T )(1 + 572T + 10022pT 2 + 572p4T 3 + p8T 4)

4 smooth (1 + p2T )(1− 132T − 3290pT 2 − 132p4T 3 + p8T 4)

5 smooth (1 + p2T )(1− 830T + 18786pT 2 − 830p4T 3 + p8T 4)

6 smooth (1 + p2T )(1− 318T + 1634pT 2 − 318p4T 3 + p8T 4)

7 smooth (1− p2T )(1 + 252T + 38pT 2 + 252p4T 3 + p8T 4)

8 smooth (1− p2T )(1 + 636T + 12582pT 2 + 636p4T 3 + p8T 4)

9 smooth (1 + p2T )(1− 100T + 3942pT 2 − 100p4T 3 + p8T 4)

10 smooth (1 + p2T )(1− 350T + 2082pT 2 − 350p4T 3 + p8T 4)

11 smooth (1 + p2T )(1− 286T + 7586pT 2 − 286p4T 3 + p8T 4)

12 smooth (1− p2T )(1 + 828T + 18470pT 2 + 828p4T 3 + p8T 4)

13 smooth (1 + p2T )(1− 260T + 7206pT 2 − 260p4T 3 + p8T 4)

14 smooth (1− p2T )(1 + 124T + 2854pT 2 + 124p4T 3 + p8T 4)

15 smooth (1− p2T )(1− 5730pT 2 + p8T 4)

16 singular

p = 19

z smooth/singular RH(P7[2, 2, 4]∨, T )

1 smooth (1− p2T )(1 + 20T + 3426pT 2 + 20p4T 3 + p8T 4)

2 smooth (1− p2T )(1 + 784T + 19210pT 2 + 784p4T 3 + p8T 4)

3 smooth (1− p2T )(1 + 432T + 11914pT 2 + 432p4T 3 + p8T 4)

4 smooth (1− p2T )2(1 + p2T )(1 + 290T + p4T 2)

5 smooth (1 + p2T )(1− 432T + 10890pT 2 − 432p4T 3 + p8T 4)

6 smooth (1− p2T )(1 + 528T + 11530pT 2 + 528p4T 3 + p8T 4)

7 singular

8 smooth (1 + p2T )(1− 42T − 11834pT 2 − 42p4T 3 + p8T 4)

9 smooth (1− p2T )(1 + 276T − 2206pT 2 + 276p4T 3 + p8T 4)

10 smooth (1− p2T )(1 + 272T − 1782pT 2 + 272p4T 3 + p8T 4)

11 smooth (1 + p2T )(1 + 368T + 5066pT 2 + 368p4T 3 + p8T 4)

12 smooth (1 + p2T )(1 + 86T + 9926pT 2 + 86p4T 3 + p8T 4)

13 smooth (1 + p2T )(1− 1002T + 24646pT 2 − 1002p4T 3 + p8T 4)

14 smooth (1 + p2T )(1− 234T − 4538pT 2 − 234p4T 3 + p8T 4)

15 smooth (1− p2T )(1 + 48T − 5494pT 2 + 48p4T 3 + p8T 4)

16 smooth (1 + p2T )(1 + 174T + p4T 2)(1− 10pT + p4T 2)

17 smooth (1− p2T )(1 + 144T − 3062pT 2 + 144p4T 3 + p8T 4)

18 smooth (1 + p2T )(1− 714T + 17286pT 2 − 714p4T 3 + p8T 4)
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p = 23

z smooth/singular RH(P7[2, 2, 4]∨, T )

1 smooth (1 + p2T )(1− 416T + 13234pT 2 − 416p4T 3 + p8T 4)

2 smooth (1 + p2T )(1− 192T + 17266pT 2 − 192p4T 3 + p8T 4)

3 smooth (1− p2T )(1 + 1216T + 38002pT 2 + 1216p4T 3 + p8T 4)

4 smooth (1− p2T )(1 + 60pT + 40170pT 2 + 60p5T 3 + p8T 4)

5 smooth (1 + p2T )(1− 762T + 13918pT 2 − 762p4T 3 + p8T 4)

6 smooth (1− p2T )(1 + 100T − 3350pT 2 + 100p4T 3 + p8T 4)

7 smooth (1 + p2T )(1− 54pT + 33950pT 2 − 54p5T 3 + p8T 4)

8 smooth (1− p2T )(1 + 868T + 19690pT 2 + 868p4T 3 + p8T 4)

9 smooth (1− p2T )(1 + 448T − 1422pT 2 + 448p4T 3 + p8T 4)

10 smooth (1− p2T )(1 + 800T + 15602pT 2 + 800p4T 3 + p8T 4)

11 smooth (1− p2T )(1 + 288T − 5902pT 2 + 288p4T 3 + p8T 4)

12 singular

13 smooth (1 + p2T )(1− 800T + 12978pT 2 − 800p4T 3 + p8T 4)

14 smooth (1 + p2T )(1− 154T − 1762pT 2 − 154p4T 3 + p8T 4)

15 smooth (1 + p2T )(1 + 262T + 9822pT 2 + 262p4T 3 + p8T 4)

16 smooth (1 + p2T )(1− 192T − 13454pT 2 − 192p4T 3 + p8T 4)

17 smooth (1− p2T )(1 + 448T + 5490pT 2 + 448p4T 3 + p8T 4)

18 smooth (1− p2T )2(1 + p2T )(1− 894T + p4T 2)

19 smooth (1− p2T )(1 + 32T + 5362pT 2 + 32p4T 3 + p8T 4)

20 smooth (1 + p2T )(1− 570T + 17374pT 2 − 570p4T 3 + p8T 4)

21 smooth (1 + p2T )(1− 474T + 12958pT 2 − 474p4T 3 + p8T 4)

22 smooth (1− p2T )(1 + 832T + 14194pT 2 + 832p4T 3 + p8T 4)

p = 29

z smooth/singular RH(P7[2, 2, 4]∨, T )

1 smooth (1− p2T )(1 + 2124T + 74814pT 2 + 2124p4T 3 + p8T 4)

2 smooth (1− p2T )(1 + 588T + 7230pT 2 + 588p4T 3 + p8T 4)

3 smooth (1− p2T )(1 + 1612T + 51774pT 2 + 1612p4T 3 + p8T 4)

4 smooth (1 + p2T )(1− 1364T + 36606pT 2 − 1364p4T 3 + p8T 4)

5 smooth (1− p2T )(1 + 972T + 14654pT 2 + 972p4T 3 + p8T 4)

6 smooth (1 + p2T )(1− 852T + 3838pT 2 − 852p4T 3 + p8T 4)

7 smooth (1− p2T )2(1 + p2T )(1− 354T + p4T 2)

8 smooth (1 + p2T )(1− 46T − 26902pT 2 − 46p4T 3 + p8T 4)

9 smooth (1− p2T )(1 + 240T − 3882pT 2 + 240p4T 3 + p8T 4)

10 smooth (1 + p2T )(1− 1742T + 57258pT 2 − 1742p4T 3 + p8T 4)

11 smooth (1 + p2T )(1− 238T − 15766pT 2 − 238p4T 3 + p8T 4)

12 smooth (1− p2T )(1 + 1420T + 57918pT 2 + 1420p4T 3 + p8T 4)

13 smooth (1 + p2T )(1 + 428T + 1174p2T 2 + 428p4T 3 + p8T 4)
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14 smooth (1 + p2T )(1− 526T + 5930pT 2 − 526p4T 3 + p8T 4)

15 smooth (1 + p2T )(1− 750T + 28522pT 2 − 750p4T 3 + p8T 4)

16 smooth (1− p2T )(1 + 60pT + 54078pT 2 + 60p5T 3 + p8T 4)

17 smooth (1 + p2T )(1− 1614T + 58282pT 2 − 1614p4T 3 + p8T 4)

18 smooth (1− p2T )(1 + 60pT + 57918pT 2 + 60p5T 3 + p8T 4)

19 smooth (1− p2T )(1 + 396T − 15810pT 2 + 396p4T 3 + p8T 4)

20 smooth (1− p2T )(1− 80T − 16554pT 2 − 80p4T 3 + p8T 4)

21 smooth (1− p2T )(1 + 1036T + 19774pT 2 + 1036p4T 3 + p8T 4)

22 smooth (1 + p2T )(1− 340T − 18690pT 2 − 340p4T 3 + p8T 4)

23 smooth (1 + p2T )(1− 2036T + 77502pT 2 − 2036p4T 3 + p8T 4)

24 smooth (1− p2T )(1 + 688T + 41302pT 2 + 688p4T 3 + p8T 4)

25 singular

26 smooth (1− p2T )(1 + 268T − 23234pT 2 + 268p4T 3 + p8T 4)

27 smooth (1 + p2T )(1− 2158T + 78698pT 2 − 2158p4T 3 + p8T 4)

28 smooth (1 + p2T )(1− 1620T + 66814pT 2 − 1620p4T 3 + p8T 4)

p = 31

z smooth/singular RH(P7[2, 2, 4]∨, T )

1 smooth (1− p2T )(1 + 2020T + 82042pT 2 + 2020p4T 3 + p8T 4)

2 smooth (1 + p2T )(1− 32pT + 34690pT 2 − 32p5T 3 + p8T 4)

3 smooth (1− p2T )(1 + 608T − 11070pT 2 + 608p4T 3 + p8T 4)

4 smooth (1− p2T )(1 + 128T + 50754pT 2 + 128p4T 3 + p8T 4)

5 smooth (1 + p2T )(1− 1536T + 37698pT 2 − 1536p4T 3 + p8T 4)

6 smooth (1− p2T )(1 + 608T − 21310pT 2 + 608p4T 3 + p8T 4)

7 smooth (1− p2T )(1 + 2020T + 69754pT 2 + 2020p4T 3 + p8T 4)

8 singular

9 smooth (1 + p2T )(1− 1632T + 42114pT 2 − 1632p4T 3 + p8T 4)

10 smooth (1 + p2T )(1− 352T − 37246pT 2 − 352p4T 3 + p8T 4)

11 smooth (1− p2T )(1− 160T + 27842pT 2 − 160p4T 3 + p8T 4)

12 smooth (1 + p2T )(1− 1562T + 39310pT 2 − 1562p4T 3 + p8T 4)

13 smooth (1 + p2T )(1− 730T + 4110pT 2 − 730p4T 3 + p8T 4)

14 smooth (1− p2T )(1 + 1764T + 75386pT 2 + 1764p4T 3 + p8T 4)

15 smooth (1 + p2T )(1− 698T − 14258pT 2 − 698p4T 3 + p8T 4)

16 smooth (1− p2T )2(1 + p2T )(1− 382T + p4T 2)

17 smooth (1 + p2T )(1 + 1286T + 26574pT 2 + 1286p4T 3 + p8T 4)

18 smooth (1 + p2T )(1− 2016T + 83842pT 2 − 2016p4T 3 + p8T 4)

19 smooth (1− p2T )(1 + 256T − 39614pT 2 + 256p4T 3 + p8T 4))

20 smooth (1− p2T )(1 + 2432T + 95298pT 2 + 2432p4T 3 + p8T 4)

21 smooth (1− p2T )(1 + 1422T + p4T 2)(1− 18pT + p4T 2))

22 smooth (1 + p2T )(1− 2042T + 69070pT 2 − 2042p4T 3 + p8T 4)

23 smooth (1− p2T )(1 + 2432T + 93506pT 2 + 2432p4T 3 + p8T 4)
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24 smooth (1 + p2T )(1− 2458T + 94862pT 2 − 2458p4T 3 + p8T 4)

25 smooth (1− p2T )(1 + 484T − 20358pT 2 + 484p4T 3 + p8T 4))

26 smooth (1 + p2T )(1− 1658T + 61646pT 2 − 1658p4T 3 + p8T 4)

27 smooth (1 + p2T )(1 + 102T − 14706pT 2 + 102p4T 3 + p8T 4)

28 smooth (1 + p2T )(1− 1280T + 70978pT 2 − 1280p4T 3 + p8T 4)

29 smooth (1− p2T )(1 + 1792T + 67906pT 2 + 1792p4T 3 + p8T 4)

30 smooth (1− p2T )(1 + 640T − 19646pT 2 + 640p4T 3 + p8T 4)

p = 37

z smooth/singular RH(P7[2, 2, 4]∨, T )

1 smooth (1− p2T )(1 + 780T − 35122pT 2 + 780p4T 3 + p8T 4)

2 smooth (1 + p2T )(1− 366T − 67494pT 2 − 366p4T 3 + p8T 4)

3 smooth (1− p2T )(1 + 524T − 35634pT 2 + 524p4T 3 + p8T 4)

4 smooth (1 + p2T )(1− 3604T + 180878pT 2 − 3604p4T 3 + p8T 4)

5 smooth (1 + p2T )(1 + 1234T + 46810pT 2 + 1234p4T 3 + p8T 4)

6 smooth (1− p2T )(1 + 1868T + 48590pT 2 + 1868p4T 3 + p8T 4)

7 smooth (1− p2T )(1 + 3632T + 168486pT 2 + 3632p4T 3 + p8T 4)

8 smooth (1 + p2T )(1− 3086T + 154906pT 2 − 3086p4T 3 + p8T 4)

9 smooth (1− p2T )(1− 464T + 37414pT 2 − 464p4T 3 + p8T 4)

10 singular

11 smooth (1− p2T )(1 + 1292T − 4402pT 2 + 1292p4T 3 + p8T 4)

12 smooth (1 + p2T )(1− 180T + 12366pT 2 − 180p4T 3 + p8T 4)

13 smooth (1− p2T )(1 + 1548T + 16846pT 2 + 1548p4T 3 + p8T 4)

14 smooth (1− p2T )(1 + 588T − 55858pT 2 + 588p4T 3 + p8T 4)

15 smooth (1 + p2T )(1− 2670T + 106074pT 2 − 2670p4T 3 + p8T 4)

16 smooth (1 + p2T )(1− 2612T + 124750pT 2 − 2612p4T 3 + p8T 4)

17 smooth (1− p2T )(1 + 844T − 25394pT 2 + 844p4T 3 + p8T 4)

18 smooth (1 + p2T )(1− 1806T + 32538pT 2 − 1806p4T 3 + p8T 4)

19 smooth (1− p2T )(1 + 1804T + 95694pT 2 + 1804p4T 3 + p8T 4)

20 smooth (1− p2T )(1 + 1164T + 23246pT 2 + 1164p4T 3 + p8T 4)

21 smooth (1− p2T )(1 + 368T − 90pT 2 + 368p4T 3 + p8T 4)

22 smooth (1− p2T )(1 + 2764T + 109006pT 2 + 2764p4T 3 + p8T 4)

23 smooth (1 + p2T )(1− 2734T + 130778pT 2 − 2734p4T 3 + p8T 4)

24 smooth (1 + p2T )(1− 22pT + 37338pT 2 − 22p5T 3 + p8T 4)

25 smooth (1 + p2T )(1− 2068T + 80526pT 2 − 2068p4T 3 + p8T 4)

26 smooth (1− p2T )(1 + 1420T + 13774pT 2 + 1420p4T 3 + p8T 4)

27 smooth (1 + p2T )(1 + 2028T + 81550pT 2 + 2028p4T 3 + p8T 4)

28 smooth (1 + p2T )(1− 1556T + 93838pT 2 − 1556p4T 3 + p8T 4)

29 smooth (1 + p2T )(1 + 946T + 6298pT 2 + 946p4T 3 + p8T 4)

30 smooth (1 + p2T )(1− 276T − 43890pT 2 − 276p4T 3 + p8T 4)

31 smooth (1− p2T )(1 + 332T − 17202pT 2 + 332p4T 3 + p8T 4)
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32 smooth (1 + p2T )(1− 1070T − 22054pT 2 − 1070p4T 3 + p8T 4)

33 smooth (1− p2T )2(1 + p2T )(1 + 638T + p4T 2)

34 smooth (1 + p2T )(1− 564T + 71502pT 2 − 564p4T 3 + p8T 4)

35 smooth (1− p2T )(1− 564T + 20174pT 2 − 564p4T 3 + p8T 4)

36 smooth (1− p2T )(1 + 1392T + 8102pT 2 + 1392p4T 3 + p8T 4)

E.3 The Mirror of the Complete Intersection X1,4 ⊂ Gr(2, 5)

p = 7
z smooth/singular RH(X∨

1,4, T )

1 smooth 1− 45T − 215pT 2 + 90p4T 3 − 215p5T 4 − 45p8T 5 + p12T 6

2 smooth (1− p2T )(1 + p2T )(1 + 30T + 110pT 2 + 30p4T 3 + p8T 4))
3 smooth (1− p2T )(1 + p2T )(1 + 5pT + 352pT 2 + 5p5T 3 + p8T 4))
4 smooth (1− p2T )(1 + p2T )(1 + 40T + 90pT 2 + 40p4T 3 + p8T 4))
5 smooth 1− 60T + 205pT 2 + 205p5T 4 − 60p8T 5 + p12T 6

6 smooth 1 + 50T + 269pT 2 + 380p3T 3 + 269p5T 4 + 50p8T 5 + p12T 6

p = 11
z smooth/singular RH(X∨

1,4, T )

1 smooth 1 + 73T − 831pT 2 − 2206p3T 3 − 831p5T 4 + 73p8T 5 + p12T 6

2 smooth (1 + p4T 2)(1 + 142T + p4T 2)(1− 10pT + p4T 2)
3 smooth (1− p2T )(1 + p2T )(1− 58T + 318pT 2 − 58p4T 3 + p8T 4)
4 singular
5 smooth (1− p2T )(1 + p2T )(1 + 12pT + 1258pT 2 + 12p5T 3 + p8T 4)
6 smooth (1− p2T )(1 + p2T )(1− 83T + 1068pT 2 − 83p4T 3 + p8T 4)
7 singular
8 smooth (1− p2T )(1 + p2T )(1 + 7pT + 228pT 2 + 7p5T 3 + p8T 4)
9 smooth 1− 43T − 927pT 2 + 14p4T 3 − 927p5T 4 − 43p8T 5 + p12T 6

10 smooth 1− 102T − 31pT 2 + 1244p3T 3 − 31p5T 4 − 102p8T 5 + p12T 6

p = 13
z smooth/singular RH(X∨

1,4, T )

1 smooth 1− 205T + 955pT 2 − 70p4T 3 + 955p5T 4 − 205p8T 5 + p12T 6

2 smooth 1− 40T − 1685pT 2 + 80p4T 3 − 1685p5T 4 − 40p8T 5 + p12T 6

3 smooth −((−1 + p2T )(1 + p2T )(1 + 150T + 3570pT 2 + 150p4T 3 + p8T 4)
4 smooth 1 + 255T − 497pT 2 − 3630p3T 3 − 497p5T 4 + 255p8T 5 + p12T 6

5 smooth 1− 30T − 1029pT 2 + 2540p3T 3 − 1029p5T 4 − 30p8T 5 + p12T 6

6 smooth 1 + 30T − 865pT 2 − 3300p3T 3 − 865p5T 4 + 30p8T 5 + p12T 6

7 smooth −((−1 + p2T )(1 + p2T )(1 + 5pT + 918pT 2 + 5p5T 3 + p8T 4)
8 smooth −((−1 + p2T )(1 + p2T )(1 + 225T + 1510pT 2 + 225p4T 3 + p8T 4)
9 smooth −((−1 + p2T )(1 + p2T )(1 + 10T + 3690pT 2 + 10p4T 3 + p8T 4)
10 smooth −((−1 + p2T )(1 + p2T )(1 + 90T + 2538pT 2 + 90p4T 3 + p8T 4)
11 smooth −((−1 + p2T )(1 + p2T )(1− 230T + 4018pT 2 − 230p4T 3 + p8T 4)
12 smooth −((−1 + p2T )(1 + p2T )(1− 150T + 1098pT 2 − 150p4T 3 + p8T 4)
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p = 17
z smooth/singular RH(X∨

1,4, T )

1 smooth (1− p2T )(1 + p2T )(1− 290T + 5282pT 2 − 290p4T 3 + p8T 4)
2 smooth 1 + 245T + 111p2T 2 + 3670p3T 3 + 111p6T 4 + 245p8T 5 + p12T 6

3 smooth (1− p2T )(1 + p2T )(1 + 15pT + 7002pT 2 + 15p5T 3 + p8T 4)
4 smooth 1 + 270T + 111p2T 2 + 2820p3T 3 + 111p6T 4 + 270p8T 5 + p12T 6

5 smooth (1− p2T )(1 + p2T )(1− 310T + 9130pT 2 − 310p4T 3 + p8T 4)
6 smooth 1 + 100T − 3741pT 2 − 1120p3T 3 − 3741p5T 4 + 100p8T 5 + p12T 6

7 smooth (1− p2T )(1 + p2T )(1 + 15pT + 5930pT 2 + 15p5T 3 + p8T 4)
8 smooth 1 + 245T − 3761pT 2 − 490p4T 3 − 3761p5T 4 + 245p8T 5 + p12T 6

9 smooth (1− p2T )2(1 + 203T − 1324pT 2 + 203p4T 3 + p8T 4)
10 smooth (1− p2T )(1 + p2T )(1− 290T + 7250pT 2 − 290p4T 3 + p8T 4)
11 smooth (1− p2T )(1 + p2T )(1 + 175T + 5370pT 2 + 175p4T 3 + p8T 4)
12 smooth (1− p2T )(1 + p2T )(1 + 75T + 3970pT 2 + 75p4T 3 + p8T 4)
13 smooth (1− p2T )(1 + p2T )(1 + 140T − 4090pT 2 + 140p4T 3 + p8T 4)
14 smooth 1 + 140T − 925pT 2 + 2640p3T 3 − 925p5T 4 + 140p8T 5 + p12T 6

15 smooth 1− 95T − 2145pT 2 − 2050p3T 3 − 2145p5T 4 − 95p8T 5 + p12T 6

16 smooth (1− p2T )(1 + p2T )(1− 250T + 50pT 2 − 250p4T 3 + p8T 4)

p = 19
z smooth/singular RH(X∨

1,4, T )

1 smooth 1− 435T − 6359pT 2 + 15930p3T 3 − 6359p5T 4 − 435p8T 5 + p12T 6

2 smooth 1− 280T − 6359pT 2 + 11240p3T 3 − 6359p5T 4 − 280p8T 5 + p12T 6

3 smooth 1− 4T − 5435pT 2 + 1400p3T 3 − 5435p5T 4 − 4p8T 5 + p12T 6

4 singular
5 smooth (1− p2T )(1 + p2T )(1 + 22T − 4154pT 2 + 22p4T 3 + p8T 4)
6 smooth 1 + 85T + 265pT 2 + 9418p3T 3 + 265p5T 4 + 85p8T 5 + p12T 6

7 smooth (1− p2T )(1 + p2T )(1 + 382T + 13278pT 2 + 382p4T 3 + p8T 4)
8 smooth (1− p2T )(1 + p2T )(1 + 364T + 14818pT 2 + 364p4T 3 + p8T 4)
9 smooth 1 + 298T − 2683pT 2 − 5276p3T 3 − 2683p5T 4 + 298p8T 5 + p12T 6

10 smooth (1− p2T )(1 + p2T )(1− 63T + 7788pT 2 − 63p4T 3 + p8T 4)
11 smooth 1 + 249T − 3959pT 2 − 5262p3T 3 − 3959p5T 4 + 249p8T 5 + p12T 6

12 smooth (1− p2T )(1 + p2T )(1− 3T + 3148pT 2 − 3p4T 3 + p8T 4)
13 smooth 1 + 356T − 5003pT 2 − 10840p3T 3 − 5003p5T 4 + 356p8T 5 + p12T 6

14 smooth (1− p2T )(1 + p2T )(1− 331T + 10268pT 2 − 331p4T 3 + p8T 4)
15 smooth (1− p2T )(1 + p2T )(1− 131T + 6604pT 2 − 131p4T 3 + p8T 4)
16 smooth 1− 21pT − 3255pT 2 + 7970p3T 3 − 3255p5T 4 − 21p9T 5 + p12T 6

17 smooth (1− p2T )(1 + p2T )(1 + 492T + p4T 2)(1− 10pT + p4T 2)
18 singular

p = 23
z smooth/singular RH(X∨

1,4, T )

1 smooth (1− p2T )(1 + p2T )(1− 30T + 20110pT 2 − 30p4T 3 + p8T 4)
2 smooth (1− p2T )(1 + p2T )(1 + 200T + 930pT 2 + 200p4T 3 + p8T 4)
3 smooth (1− p2T )(1 + p2T )(1− 490T + 12870pT 2 − 490p4T 3 + p8T 4)
4 smooth 1− 65T − 7479pT 2 + 12110p3T 3 − 7479p5T 4 − 65p8T 5 + p12T 6
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5 smooth 1 + 420T − 4419pT 2 − 3840p3T 3 − 4419p5T 4 + 420p8T 5 + p12T 6

6 smooth (1 + p2T )2(1− 1388T + 39914pT 2 − 1388p4T 3 + p8T 4)
7 smooth (1− p2T )(1 + p2T )(1− 885T + 25240pT 2 − 885p4T 3 + p8T 4)
8 smooth 1− 105T − 8455pT 2 − 290p3T 3 − 8455p5T 4 − 105p8T 5 + p12T 6

9 smooth (1− p2T )(1 + p2T )(1 + 880T + 24434pT 2 + 880p4T 3 + p8T 4)
10 smooth 1− 90T − 4167pT 2 + 13740p3T 3 − 4167p5T 4 − 90p8T 5 + p12T 6

11 smooth (1− p2T )(1 + p2T )(1 + 95T + 4440pT 2 + 95p4T 3 + p8T 4)
12 smooth (1− p2T )(1 + p2T )(1− 100T + 10034pT 2 − 100p4T 3 + p8T 4)
13 smooth 1− 325T − 775pT 2 − 5530p3T 3 − 775p5T 4 − 325p8T 5 + p12T 6

14 smooth 1 + 250T − 5667pT 2 − 18100p3T 3 − 5667p5T 4 + 250p8T 5 + p12T 6

15 smooth (1− p2T )(1 + p2T )(1 + 495T + 5408pT 2 + 495p4T 3 + p8T 4)
16 smooth (1− p2T )(1 + p2T )(1− 290T + 22838pT 2 − 290p4T 3 + p8T 4)
17 smooth 1− 100T − 2167pT 2 + 10200p3T 3 − 2167p5T 4 − 100p8T 5 + p12T 6

18 smooth (1− p2T )(1 + p2T )(1 + 40pT + 1206p2T 2 + 40p5T 3 + p8T 4)
19 smooth 1− 240T + 12425pT 2 − 1280p3T 3 + 12425p5T 4 − 240p8T 5 + p12T 6

20 smooth (1− p2T )(1 + p2T )(1 + 1100T + 1350p2T 2 + 1100p4T 3 + p8T 4)
21 smooth 1 + 610T + 10941pT 2 + 18140p3T 3 + 10941p5T 4 + 610p8T 5 + p12T 6

22 smooth 1− 1390T + 44541pT 2 − 2140p4T 3 + 44541p5T 4 − 1390p8T 5 + p12T 6

p = 29
z smooth/singular RH(X∨

1,4, T )

1 smooth (1− p2T )(1 + p2T )(1 + 744T + 28038pT 2 + 744p4T 3 + p8T 4)
2 smooth (1− p2T )(1 + p2T )(1− 2063T + 81798pT 2 − 2063p4T 3 + p8T 4)
3 smooth 1 + 354T + 11211pT 2 + 10668p3T 3 + 11211p5T 4 + 354p8T 5 + p12T 6

4 smooth 1− 349T + 235p2T 2 − 32950p3T 3 + 235p6T 4 − 349p8T 5 + p12T 6

5 smooth 1 + 931T + 44447pT 2 + 38730p3T 3 + 44447p5T 4 + 931p8T 5 + p12T 6

6 smooth (1− p2T )(1 + p2T )(1− 656T + 24278pT 2 − 656p4T 3 + p8T 4)
7 smooth (1− p2T )(1 + p2T )(1− 434T + 43490pT 2 − 434p4T 3 + p8T 4)
8 smooth 1 + 452T − 19189pT 2 − 22216p3T 3 − 19189p5T 4 + 452p8T 5 + p12T 6

9 smooth (1− p2T )(1 + p2T )(1 + 674T + 21538pT 2 + 674p4T 3 + p8T 4)
10 smooth 1− 480T + 11pT 2 + 19040p3T 3 + 11p5T 4 − 480p8T 5 + p12T 6

11 smooth (1− p2T )(1 + p2T )(1 + 61T − 2850pT 2 + 61p4T 3 + p8T 4)
12 smooth (1− p2T )(1 + p2T )(1− 263T + 4278pT 2 − 263p4T 3 + p8T 4)
13 singular
14 smooth (1− p2T )(1 + p2T )(1 + 1182T + 58458pT 2 + 1182p4T 3 + p8T 4)
15 smooth (1− p2T )(1 + p2T )(1− 246T + 26354pT 2 − 246p4T 3 + p8T 4)
16 smooth 1 + 731T − 20853pT 2 − 47870p3T 3 − 20853p5T 4 + 731p8T 5 + p12T 6

17 smooth 1 + 714T − 1489pT 2 + 2788p3T 3 − 1489p5T 4 + 714p8T 5 + p12T 6

18 smooth 1− 312T − 8833pT 2 − 8392p3T 3 − 8833p5T 4 − 312p8T 5 + p12T 6

19 smooth 1 + 328T − 16693pT 2 − 1008p4T 3 − 16693p5T 4 + 328p8T 5 + p12T 6

20 smooth 1 + 1195T + 22155pT 2 + 17378p3T 3 + 22155p5T 4 + 1195p8T 5 + p12T 6

21 smooth 1− 880T − 17589pT 2 + 39040p3T 3 − 17589p5T 4 − 880p8T 5 + p12T 6

22 smooth (1− p2T )(1 + p2T )(1 + 588T + 12918pT 2 + 588p4T 3 + p8T 4)
23 smooth (1− p2T )(1 + p2T )(1− 32pT + 10998pT 2 − 32p5T 3 + p8T 4)
24 singular
25 smooth (1− p2T )(1 + p2T )(1− 1082T + 24178pT 2 − 1082p4T 3 + p8T 4)

216



26 smooth (1− p2T )(1 + p2T )(1− 371T − 19842pT 2 − 371p4T 3 + p8T 4)
27 smooth 1 + 1336T + 49087pT 2 + 67160p3T 3 + 49087p5T 4 + 1336p8T 5 + p12T 6

28 smooth (1− p2T )(1 + p2T )(1− 222T − 11998pT 2 − 222p4T 3 + p8T 4)

p = 31
z smooth/singular RH(X∨

1,4, T )

1 smooth 1− 757T − 28175pT 2 + 43766p3T 3 − 28175p5T 4 − 757p8T 5 + p12T 6

2 smooth (1− p2T )(1 + p2T )(1 + 2150T + 92718pT 2 + 2150p4T 3 + p8T 4)
3 smooth (1− p2T )(1 + p2T )(1 + 156T + 55346pT 2 + 156p4T 3 + p8T 4)
4 smooth 1 + 23T − 2655pT 2 + 27246p3T 3 − 2655p5T 4 + 23p8T 5 + p12T 6

5 smooth (1− p2T )2(1 + 1200T + 16418pT 2 + 1200p4T 3 + p8T 4)
6 smooth (1− p2T )(1 + p2T )(1− 1133T + 48672pT 2 − 1133p4T 3 + p8T 4)
7 singular
8 smooth (1− p2T )(1 + p2T )(1− 114T + 16742pT 2 − 114p4T 3 + p8T 4)
9 smooth 1− 1133T − 12687pT 2 + 46854p3T 3 − 12687p5T 4 − 1133p8T 5 + p12T 6

10 smooth (1− p2T )(1 + p2T )(1− 616T + 37610pT 2 − 616p4T 3 + p8T 4)
11 singular
12 smooth (1− p2T )(1 + p2T )(1− 1737T + 74224pT 2 − 1737p4T 3 + p8T 4)
13 smooth 1 + 1772T + 28133pT 2 + 4688p3T 3 + 28133p5T 4 + 1772p8T 5 + p12T 6

14 smooth 1 + 298T + 8945pT 2 + 1396p3T 3 + 8945p5T 4 + 298p8T 5 + p12T 6

15 smooth (1− p2T )(1 + p2T )(1− 7pT + 35664pT 2 − 7p5T 3 + p8T 4)
16 smooth (1− p2T )(1 + p2T )(1 + 274T + 1730p2T 2 + 274p4T 3 + p8T 4)
17 smooth 1− 18pT − 22587pT 2 + 29404p3T 3 − 22587p5T 4 − 18p9T 5 + p12T 6

18 smooth 1− 877T − 16991pT 2 + 1754p4T 3 − 16991p5T 4 − 877p8T 5 + p12T 6

19 smooth 1 + 807T − 5007pT 2 − 21202p3T 3 − 5007p5T 4 + 807p8T 5 + p12T 6

20 smooth 1 + 367T + 4913pT 2 + 37438p3T 3 + 4913p5T 4 + 367p8T 5 + p12T 6

21 smooth (1− p2T )(1 + p2T )(1− 984T + 32626pT 2 − 984p4T 3 + p8T 4)
22 smooth (1− p2T )(1 + p2T )(1 + 1631T + 67512pT 2 + 1631p4T 3 + p8T 4)
23 smooth 1− 532T − 635pT 2 − 784p4T 3 − 635p5T 4 − 532p8T 5 + p12T 6

24 smooth (1− p2T )(1 + p2T )(1 + 1779T + 75240pT 2 + 1779p4T 3 + p8T 4)
25 smooth (1− p2T )(1 + p2T )(1 + 546T + 24062pT 2 + 546p4T 3 + p8T 4)
26 smooth 1− 662T − 11295pT 2 + 20436p3T 3 − 11295p5T 4 − 662p8T 5 + p12T 6

27 smooth (1− p2T )(1 + p2T )(1 + 891T + 40792pT 2 + 891p4T 3 + p8T 4)
28 smooth (1− p2T )(1 + p2T )(1 + 4T + 55410pT 2 + 4p4T 3 + p8T 4)
29 smooth 1− 1168T + 4833pT 2 + 928p4T 3 + 4833p5T 4 − 1168p8T 5 + p12T 6

30 smooth 1− 188T − 19547pT 2 + 16768p3T 3 − 19547p5T 4 − 188p8T 5 + p12T 6

p = 37
z smooth/singular RH(X∨

1,4, T )

1 smooth 1 + 950T − 40205pT 2 − 60220p3T 3 − 40205p5T 4 + 950p8T 5 + p12T 6

2 smooth (1− p2T )(1 + p2T )(1− 850T + 60650pT 2 − 850p4T 3 + p8T 4))
3 smooth (1− p2T )(1 + p2T )(1− 620T − 5250pT 2 − 620p4T 3 + p8T 4))
4 smooth 1− 350T − 15885pT 2 + 48780p3T 3 − 15885p5T 4 − 350p8T 5 + p12T 6

5 smooth (1− p2T )(1 + p2T )(1 + 2265T + 80102pT 2 + 2265p4T 3 + p8T 4)
6 smooth (1− p2T )(1 + p2T )(1 + 2370T + 97690pT 2 + 2370p4T 3 + p8T 4)
7 smooth (1− p2T )(1 + p2T )(1− 530T − 38894pT 2 − 530p4T 3 + p8T 4)
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8 smooth (1− p2T )(1 + p2T )(1− 1135T + 14822pT 2 − 1135p4T 3 + p8T 4)
9 smooth (1− p2T )(1 + p2T )(1− 930T + 40882pT 2 − 930p4T 3 + p8T 4)
10 smooth (1− p2T )(1 + p2T )(1− 980T − 18194pT 2 − 980p4T 3 + p8T 4)
11 smooth (1− p2T )(1 + p2T )(1− 1740T + 94582pT 2 − 1740p4T 3 + p8T 4)
12 smooth 1− 65T − 825p2T 2 − 24630p3T 3 − 825p6T 4 − 65p8T 5 + p12T 6

13 smooth (1− p2T )(1 + p2T )(1− 170T − 7838pT 2 − 170p4T 3 + p8T 4)
14 smooth (1− p2T )(1 + p2T )(1 + 745T − 42090pT 2 + 745p4T 3 + p8T 4)
15 smooth 1 + 170T − 34381pT 2 − 8260p3T 3 − 34381p5T 4 + 170p8T 5 + p12T 6

16 smooth 1 + 395T − 7821pT 2 − 17550p3T 3 − 7821p5T 4 + 395p8T 5 + p12T 6

17 smooth 1 + 160T − 34701pT 2 + 480p4T 3 − 34701p5T 4 + 160p8T 5 + p12T 6

18 smooth 1− 190T − 40141pT 2 + 29900p3T 3 − 40141p5T 4 − 190p8T 5 + p12T 6

19 smooth (1− p2T )(1 + p2T )(1− 1855T + 91830pT 2 − 1855p4T 3 + p8T 4)
20 smooth 1 + 190T + 14455pT 2 + 82300p3T 3 + 14455p5T 4 + 190p8T 5 + p12T 6

21 smooth (1− p2T )(1 + p2T )(1 + 590T + 33370pT 2 + 590p4T 3 + p8T 4)
22 smooth 1 + 1460T − 15245pT 2 − 37480p3T 3 − 15245p5T 4 + 1460p8T 5 + p12T 6

23 smooth (1− p2T )(1 + p2T )(1− 935T − 8458pT 2 − 935p4T 3 + p8T 4)
24 smooth 1 + 1680T + 58759pT 2 + 81960p3T 3 + 58759p5T 4 + 1680p8T 5 + p12T 6

25 smooth 1− 685T − 13881pT 2 + 14010p3T 3 − 13881p5T 4 − 685p8T 5 + p12T 6

26 smooth (1− p2T )(1 + p2T )(1 + 1300T + 72190pT 2 + 1300p4T 3 + p8T 4)
27 smooth (1− p2T )(1 + p2T )(1 + 2650T + 122682pT 2 + 2650p4T 3 + p8T 4)
28 smooth 1− 25pT − 29465pT 2 + 30170p3T 3 − 29465p5T 4 − 25p9T 5 + p12T 6

29 smooth 1− 590T − 12521pT 2 + 12340p3T 3 − 12521p5T 4 − 590p8T 5 + p12T 6

30 smooth (1− p2T )(1 + p2T )(1 + 1200T + 74406pT 2 + 1200p4T 3 + p8T 4)
31 smooth 1 + 840T − 30425pT 2 − 21960p3T 3 − 30425p5T 4 + 840p8T 5 + p12T 6

32 smooth (1− p2T )(1 + p2T )(1− 655T + 60390pT 2 − 655p4T 3 + p8T 4)
33 smooth 1− 25pT − 16461pT 2 + 53890p3T 3 − 16461p5T 4 − 25p9T 5 + p12T 6

34 smooth (1− p2T )(1 + p2T )(1 + 360T + 86870pT 2 + 360p4T 3 + p8T 4)
35 smooth 1− 1520T + 475p2T 2 + 2920p3T 3 + 475p6T 4 − 1520p8T 5 + p12T 6

36 smooth 1− 305T − 47481pT 2 + 28770p3T 3 − 47481p5T 4 − 305p8T 5 + p12T 6

E.4 The Mirror of the Family of Sextic Fourfolds P5[6]

p = 7

z smooth/singular RH(P5[6]∨, T )

1 singular

2 smooth (1 + p2T )(1− 48T + 286pT 2 − 48p4T 3 + p8T 4)

3 smooth (1 + p2T )(1− 54T + 118pT 2 − 54p4T 3 + p8T 4)

4 smooth (1− p2T )(1 + 73T + p4T 2)(1− 2pT + p4T 2)

5 smooth (1 + p2T )(1− 24T − 302pT 2 − 24p4T 3 + p8T 4)

6 smooth (1− p2T )(1 + 54T + 295pT 2 + 54p4T 3 + p8T 4)
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p = 11

z smooth/singular RH(P5[6]∨, T )

1 smooth (1− p2T )2(1 + p2T )(1 + 126T + p4T 2)

2 smooth (1 + p2T )(1 + 1226pT 2 + p8T 4)

3 smooth (1 + p2T )(1− 126T + 785pT 2 − 126p4T 3 + p8T 4)

4 smooth (1− p2T )(1− 43T − 8pT 2 − 43p4T 3 + p8T 4)

5 smooth (1− p2T )(1 + 216T + 2666pT 2 + 216p4T 3 + p8T 4)

6 smooth (1− p2T )(1− 64T + 2491pT 2 − 64p4T 3 + p8T 4)

7 smooth (1− p2T )2(1 + p2T )(1 + 30T + p4T 2)

8 smooth (1− p2T )(1 + 146T + 991pT 2 + 146p4T 3 + p8T 4)

9 singular

10 smooth (1 + p2T )(1 + 70T − 314pT 2 + 70p4T 3 + p8T 4)

p = 13

z smooth/singular RH(P5[6]∨, T )

1 smooth (1− p2T )2(1 + p2T )(1 + 175T + p4T 2)

2 smooth (1− p2T )(1 + 440T + 7062pT 2 + 440p4T 3 + p8T 4)

3 smooth (1− p2T )(1 + 209T + 1440pT 2 + 209p4T 3 + p8T 4)

4 smooth (1 + p2T )(1− 219T + 3652pT 2 − 219p4T 3 + p8T 4)

5 smooth (1 + p2T )(1− 64T − 1758pT 2 − 64p4T 3 + p8T 4)

6 smooth (1 + p2T )(1− 288T + 4969pT 2 − 288p4T 3 + p8T 4)

7 smooth (1 + p2T )(1− 150T − 419pT 2 − 150p4T 3 + p8T 4)

8 smooth (1− p2T )(1 + 90T − 758pT 2 + 90p4T 3 + p8T 4)

9 smooth (1− p2T )(1− 62T + p4T 2)(1 + 22pT + p4T 2)

10 smooth (1 + p2T )(1− 99T + 1252pT 2 − 99p4T 3 + p8T 4)

11 smooth (1− p2T )(1− 112T + 2694pT 2 − 112p4T 3 + p8T 4)

12 singular

p = 17

z smooth/singular RH(P5[6]∨, T )

1 smooth (1 + p2T )(1 + 64T + 3550pT 2 + 64p4T 3 + p8T 4)

2 smooth (1− p2T )(1 + 135T − 3472pT 2 + 135p4T 3 + p8T 4)

3 smooth (1 + p2T )(1− 128T + 601pT 2 − 128p4T 3 + p8T 4)

4 smooth (1− p2T )2(1 + p2T )(1− 147T + p4T 2)

5 smooth (1 + p2T )(1− 296T + 1210pT 2 − 296p4T 3 + p8T 4)

6 smooth (1− p2T )(1 + 54T + 6410pT 2 + 54p4T 3 + p8T 4)

7 smooth (1− p2T )(1− 100T + 4198pT 2 − 100p4T 3 + p8T 4)

8 smooth (1 + p2T )(1− 333T + 3224pT 2 − 333p4T 3 + p8T 4)

9 smooth (1 + p2T )(1 + 171T + 5528pT 2 + 171p4T 3 + p8T 4)

10 smooth (1 + p2T )(1− 594T + 11693pT 2 − 594p4T 3 + p8T 4)
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11 smooth (1− p2T )(1 + p2T )2(1 + 126T + p4T 2)

12 smooth (1 + p2T )(1 + 36T − 191p2T 2 + 36p4T 3 + p8T 4)

13 smooth (1− p2T )(1 + 224T − 1310pT 2 + 224p4T 3 + p8T 4)

14 smooth (1− p2T )(1 + 180T + 7958pT 2 + 180p4T 3 + p8T 4)

15 singular

16 smooth (1− p2T )(1 + 110T − 2837pT 2 + 110p4T 3 + p8T 4)

p = 19

z smooth/singular RH(P5[6]∨, T )

1 smooth (1− p2T )(1 + 297T + 1168pT 2 + 297p4T 3 + p8T 4)

2 smooth (1− p2T )(1 + 56T − 4866pT 2 + 56p4T 3 + p8T 4)

3 smooth (1− p2T )(1 + 686T + 13719pT 2 + 686p4T 3 + p8T 4)

4 smooth (1 + p2T )(1− 697T + p4T 2)(1− 26pT + p4T 2)

5 smooth (1 + p2T )(1− 726T + 17545pT 2 − 726p4T 3 + p8T 4)

6 smooth (1− p2T )(1− 62T + p4T 2)(1 + 37pT + p4T 2)

7 singular

8 smooth (1 + p2T )(1− 40T + 3354pT 2 − 40p4T 3 + p8T 4)

9 smooth (1− p2T )(1 + 941T + 23064pT 2 + 941p4T 3 + p8T 4)

10 smooth (1− p2T )(1 + 332T + 12123pT 2 + 332p4T 3 + p8T 4)

11 smooth (1 + p2T )(1− 704T + p4T 2)(1 + 16pT + p4T 2)

12 smooth (1 + p2T )(1− 396T + 12130pT 2 − 396p4T 3 + p8T 4)

13 smooth (1 + p2T )(1− 222T − 482pT 2 − 222p4T 3 + p8T 4)

14 smooth (1 + p2T )(1− 330T + 1174pT 2 − 330p4T 3 + p8T 4)

15 smooth (1− p2T )(1 + 386T + 999pT 2 + 386p4T 3 + p8T 4)

16 smooth (1 + p2T )(1− 312T − 1562pT 2 − 312p4T 3 + p8T 4)

17 smooth (1− p2T )(1 + 392T + 2778pT 2 + 392p4T 3 + p8T 4)

18 smooth (1− p2T )2(1 + p2T )(1 + 70T + p4T 2)

p = 23

z smooth/singular RH(P5[6]∨, T )

1 smooth (1− p2T )(1 + 599T + 17620pT 2 + 599p4T 3 + p8T 4)

2 singular

3 smooth (1 + p2T )(1− 434T − 2183pT 2 − 434p4T 3 + p8T 4)

4 smooth (1− p2T )2(1 + p2T )(1 + 165T + p4T 2)

5 smooth (1 + p2T )(1− 738T + 20414pT 2 − 738p4T 3 + p8T 4)

6 smooth (1 + p2T )(1− 854T + 17137pT 2 − 854p4T 3 + p8T 4)

7 smooth (1− p2T )(1 + 864T + 21035pT 2 + 864p4T 3 + p8T 4)

8 smooth (1 + p2T )(1− 1368T + 41294pT 2 − 1368p4T 3 + p8T 4)

9 smooth (1− p2T )(1 + 788T + 26314pT 2 + 788p4T 3 + p8T 4)

10 smooth (1 + p2T )(1− 108T − 8566pT 2 − 108p4T 3 + p8T 4)

11 smooth (1 + p2T )(1− 686T + 11110pT 2 − 686p4T 3 + p8T 4)
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12 smooth (1− p2T )(1 + p2T )2(1− 14T + p4T 2)

13 smooth (1− p2T )(1− 265T + 5092pT 2 − 265p4T 3 + p8T 4)

14 smooth (1 + p2T )(1 + 252T + 16346pT 2 + 252p4T 3 + p8T 4)

15 smooth (1 + p2T )(1− 38T − 7034pT 2 − 38p4T 3 + p8T 4)

16 smooth (1− p2T )(1 + p2T )2(1 + 165T + p4T 2)

17 smooth (1− p2T )(1− 576T + 22070pT 2 − 576p4T 3 + p8T 4)

18 smooth (1 + p2T )(1− 248T − 11954pT 2 − 248p4T 3 + p8T 4)

19 smooth (1− p2T )(1 + 218T − 3281pT 2 + 218p4T 3 + p8T 4)

20 smooth (1 + p2T )(1 + 144T − 3310pT 2 + 144p4T 3 + p8T 4)

21 smooth (1− p2T )(1− 90T + 7247pT 2 − 90p4T 3 + p8T 4)

22 smooth (1− p2T )(1 + 494T − 1385pT 2 + 494p4T 3 + p8T 4)

p = 29

z smooth/singular RH(P5[6]∨, T )

1 smooth (1− p2T )(1 + 702T + 2963pT 2 + 702p4T 3 + p8T 4)

2 smooth (1 + p2T )(1 + 1078T + 40573pT 2 + 1078p4T 3 + p8T 4)

3 smooth (1− p2T )(1 + 576T + 12854pT 2 + 576p4T 3 + p8T 4)

4 smooth (1− p2T )2(1 + p2T )(1 + 351T + p4T 2)

5 smooth (1 + p2T )(1− 1260T + 31214pT 2 − 1260p4T 3 + p8T 4)

6 smooth (1 + p2T )(1− 1575T + 49484pT 2 − 1575p4T 3 + p8T 4)

7 smooth (1− p2T )(1 + 981T + 10424pT 2 + 981p4T 3 + p8T 4)

8 smooth (1 + p2T )(1− 896T + 27490pT 2 − 896p4T 3 + p8T 4)

9 smooth (1 + p2T )(1− 1175T + 34924pT 2 − 1175p4T 3 + p8T 4)

10 smooth (1− p2T )(1 + 486T − 8926pT 2 + 486p4T 3 + p8T 4)

11 smooth (1 + p2T )(1− 1260T + 34049pT 2 − 1260p4T 3 + p8T 4)

12 smooth (1− p2T )2(1 + p2T )(1 + 386T + p4T 2)

13 smooth (1 + p2T )(1− 1035T + 11684pT 2 − 1035p4T 3 + p8T 4)

14 smooth (1− p2T )(1 + 164T + 36910pT 2 + 164p4T 3 + p8T 4)

15 smooth (1 + p2T )(1− 2660T + 107689pT 2 − 2660p4T 3 + p8T 4)

16 smooth (1− p2T )(1 + 752T + 17338pT 2 + 752p4T 3 + p8T 4)

17 smooth (1− p2T )(1 + 1746T + 64154pT 2 + 1746p4T 3 + p8T 4)

18 smooth (1− p2T )(1 + 392T + 2182pT 2 + 392p4T 3 + p8T 4)

19 smooth (1− p2T )(1 + 1772T + 68398pT 2 + 1772p4T 3 + p8T 4)

20 smooth (1− p2T )2(1 + p2T )(1− 405T + p4T 2)

21 smooth (1 + p2T )(1− 1386T + 32285pT 2 − 1386p4T 3 + p8T 4)

22 smooth (1− p2T )(1 + 1025T + 14272pT 2 + 1025p4T 3 + p8T 4)

23 singular

24 smooth (1− p2T )(1 + 596T − 11906pT 2 + 596p4T 3 + p8T 4)

25 smooth (1 + p2T )(1 + 673T + 9388pT 2 + 673p4T 3 + p8T 4)

26 smooth (1 + p2T )(1 + 21449pT 2 + p8T 4)

27 smooth (1− p2T )(1 + 864T + 1910pT 2 + 864p4T 3 + p8T 4)
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28 smooth (1− p2T )(1 + 2096T + 74554pT 2 + 2096p4T 3 + p8T 4)

p = 31

z smooth/singular RH(P5[6]∨, T )

1 singular

2 smooth (1 + p2T )(1− 1630T + 41721pT 2 − 1630p4T 3 + p8T 4)

3 smooth (1 + p2T )(1− 2370T + 96766pT 2 − 2370p4T 3 + p8T 4)

4 smooth (1− p2T )(1 + 1547T + 37932pT 2 + 1547p4T 3 + p8T 4)

5 smooth (1 + p2T )(1 + 264T − 25250pT 2 + 264p4T 3 + p8T 4)

6 smooth (1 + p2T )(1− 216T + 12610pT 2 − 216p4T 3 + p8T 4)

7 smooth (1− p2T )(1− 289T + 49236pT 2 − 289p4T 3 + p8T 4)

8 smooth (1 + p2T )(1− 1822T + p4T 2)(1 + 46pT + p4T 2)

9 smooth (1 + p2T )(1− 900T + 5626pT 2 − 900p4T 3 + p8T 4)

10 smooth (1 + p2T )(1− 816T + 49810pT 2 − 816p4T 3 + p8T 4)

11 smooth (1 + p2T )(1− 2400T + 94018pT 2 − 2400p4T 3 + p8T 4)

12 smooth (1− p2T )(1 + 1250T + 48543pT 2 + 1250p4T 3 + p8T 4)

13 smooth (1− p2T )(1 + 1052T + 36267pT 2 + 1052p4T 3 + p8T 4)

14 smooth (1− p2T )(1 + 1916T + 70026pT 2 + 1916p4T 3 + p8T 4)

15 smooth (1 + p2T )(1 + 764T − 9750pT 2 + 764p4T 3 + p8T 4)

16 smooth (1− p2T )(1 + 324T − 11270pT 2 + 324p4T 3 + p8T 4)

17 smooth (1 + p2T )(1 + 108T − 7478pT 2 + 108p4T 3 + p8T 4)

18 smooth (1− p2T )(1 + 131T − 32964pT 2 + 131p4T 3 + p8T 4)

19 smooth (1 + p2T )(1− 1446T + 33745pT 2 − 1446p4T 3 + p8T 4)

20 smooth (1 + p2T )(1− 1497T + 63232pT 2 − 1497p4T 3 + p8T 4)

21 smooth (1 + p2T )(1 + 318T − 20498pT 2 + 318p4T 3 + p8T 4)

22 smooth (1− p2T )(1− 184T − 38949pT 2 − 184p4T 3 + p8T 4)

23 smooth (1− p2T )(1− 54T − 27209pT 2 − 54p4T 3 + p8T 4)

24 smooth (1− p2T )(1 + 32pT + 28818pT 2 + 32p5T 3 + p8T 4)

25 smooth (1− p2T )(1 + 1316T + 22266pT 2 + 1316p4T 3 + p8T 4)

26 smooth (1 + p2T )(1 + 54T + 57070pT 2 + 54p4T 3 + p8T 4)

27 smooth (1− p2T )(1− 126T − 8345pT 2 − 126p4T 3 + p8T 4)

28 smooth (1− p2T )(1 + 41pT + 22356pT 2 + 41p5T 3 + p8T 4)

29 smooth (1 + p2T )(1− 100T + 8826pT 2 − 100p4T 3 + p8T 4)

30 smooth (1− p2T )(1 + 432T − 18398pT 2 + 432p4T 3 + p8T 4)

p = 37

z smooth/singular RH(P5[6]∨, T )

1 smooth (1− p2T )2(1 + p2T )(1− 1550T + p4T 2)

2 smooth (1− p2T )(1 + 1478T + 86466pT 2 + 1478p4T 3 + p8T 4)

3 smooth (1− p2T )(1 + 3260T + 140718pT 2 + 3260p4T 3 + p8T 4)

4 smooth (1 + p2T )(1− 1599T + 72508pT 2 − 1599p4T 3 + p8T 4)
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5 smooth (1 + p2T )(1− 864T − 34487pT 2 − 864p4T 3 + p8T 4)

6 smooth (1− p2T )(1 + p2T )2(1− 1190T + p4T 2)

7 smooth (1 + p2T )(1− 963T + 28756pT 2 − 963p4T 3 + p8T 4)

8 smooth (1− p2T )(1 + 194T − 38550pT 2 + 194p4T 3 + p8T 4)

9 smooth (1− p2T )(1 + 2129T + 75840pT 2 + 2129p4T 3 + p8T 4)

10 smooth (1− p2T )(1 + 1800T + 75994pT 2 + 1800p4T 3 + p8T 4)

11 smooth (1− p2T )(1 + 2349T + 86920pT 2 + 2349p4T 3 + p8T 4)

12 smooth (1 + p2T )(1− 1428T + 36814pT 2 − 1428p4T 3 + p8T 4)

13 smooth (1 + p2T )(1− 3384T + 175618pT 2 − 3384p4T 3 + p8T 4)

14 smooth (1 + p2T )(1− 288T + 52306pT 2 − 288p4T 3 + p8T 4)

15 smooth (1− p2T )(1 + 1310T + 474p2T 2 + 1310p4T 3 + p8T 4)

16 smooth (1 + p2T )(1− 1323T + 6004pT 2 − 1323p4T 3 + p8T 4)

17 smooth (1 + p2T )(1− 3900T + 190969pT 2 − 3900p4T 3 + p8T 4)

18 smooth (1 + p2T )(1− 1344T + 31858pT 2 − 1344p4T 3 + p8T 4)

19 smooth (1 + p2T )(1− 84T − 9407pT 2 − 84p4T 3 + p8T 4)

20 smooth (1− p2T )(1 + 4394T + 230250pT 2 + 4394p4T 3 + p8T 4)

21 smooth (1 + p2T )(1− 3171T + 133540pT 2 − 3171p4T 3 + p8T 4)

22 smooth (1 + p2T )(1− 1914T + 91813pT 2 − 1914p4T 3 + p8T 4)

23 smooth (1 + p2T )(1 + 32T − 48999pT 2 + 32p4T 3 + p8T 4)

24 smooth (1− p2T )(1 + 2090T + 53418pT 2 + 2090p4T 3 + p8T 4)

25 smooth (1− p2T )(1 + 2840T + 133818pT 2 + 2840p4T 3 + p8T 4)

26 smooth (1− p2T )(1 + 2574T + 91195pT 2 + 2574p4T 3 + p8T 4)

27 smooth (1− p2T )(1 + 3078T + 137491pT 2 + 3078p4T 3 + p8T 4)

28 smooth (1 + p2T )(1− 1575T + 16444pT 2 − 1575p4T 3 + p8T 4)

29 smooth (1− p2T )(1 + 180T − 59762pT 2 + 180p4T 3 + p8T 4)

30 smooth (1 + p2T )(1− 1884T + 47518pT 2 − 1884p4T 3 + p8T 4)

31 smooth (1 + p2T )(1− 1516T + 22785pT 2 − 1516p4T 3 + p8T 4)

32 smooth (1− p2T )(1 + 1124T − 17730pT 2 + 1124p4T 3 + p8T 4)

33 smooth (1− p2T )(1 + 1664T + 105930pT 2 + 1664p4T 3 + p8T 4)

34 smooth (1 + p2T )(1− 2209T + p4T 2)(1− 26pT + p4T 2)

35 smooth (1− p2T )(1− 1886T + p4T 2)(1 + 58pT + p4T 2)

36 singular
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[171] J.-P. Serre, Sur les représentations modulaires de degré 2 de Gal(Q/Q), Duke
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