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Flux backgrounds and
Exceptional Generalised
Geometry

Abstract

The main topic of this thesis are flux compactifications.
Firstly, we study dimensional reductions of type II and eleven-dimensional supergrav-
ities using exceptional generalised geometry.
We start by presenting the needed mathematical tools, focusing on G-structures and
their extension to generalised geometry.
Then, we move our focus on compactifications. In particular, we mainly focus on
type IIA, building the version of exceptional generalised geometry adapted to such
supergravity and finding the right deformations of generalised Lie derivative to ac-
comodate the Romans mass. We describe the generalised Scherk-Schwarz method to
find consistent truncation ansatze preserving the maximal amount of supersymmetry.
We apply such a method to several examples of truncations on spheres, we reproduce
the truncation ansatz on S6 and the embedding tensor leading to dyonically gauged
ISO(7) supergravity in four dimensions. For spheres of dimension d = 2, 3, 4, we find
an obstruction to have generalised parallelisations in massive theory, giving the evi-
dence that maximally supersymmetric reductions might not exist.
As further point, we study generalised calibrations on AdS backgrounds in type IIB
and M-theory. We find these are described by Exceptional Sasaki-Einstein structures
and we place the focus on the generalised Reeb vectors. The inequalities for the energy
bound are derived by decomposing a κ-symmetry condition and equivalently, bispinors
in calibration conditions from existing literature. We explain how the closure of the
calibration forms is related to the integrability conditions of the Exceptional Sasaki-
Einstein structure, in particular for AdS space-filling or point-like branes. Doing so,
we show that the form parts of the twisted vector structure in M-theory provides the
expected generalised calibrations. The IIB case yields similar results.
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Solutions avec flux et Géométrie
Généralisée Exceptionnelle

Résumé

Cette thèse traite de compactifications avec flux en théorie des cordes et supergravité.
D’abord, nous étudions les reductions dimensionnelles des théories de type II et de
supergravité en onze dimensions, en utilisant la géométrie généralisée exceptionnelle.
Nous commençons par l’introduction des techniques mathématiques necessaire à cette
thèse, nous nous concentrons sur les G-structures et leur extension à la géométrie
généralisée.
Après, nous passons à discuter les compactifications à proprement parler. Précisément,
nous nous concentrons sur type IIA, en construisant la version de la géométrie généra-
lisée exceptionnelle décrivant cette supergravité et en trouvant les deformations de la
dérivé de Lie généralisée correctes qui permettre de tenir compte et décrire correcte-
ment la mass de Romans. Nous présentons la méthode de Scherk-Schwarz généralisée
qui nous permettre de trouver des ansatze consistants qui préservent la quantité maxi-
male de supersymétrie. Aussi, nous appliquons cette méthode à des examples différents
des truncations sur les spheres, nous sommes capables de reproduire l’ansatz sur la
sphere six-dimensionnelle et le tensor d’imbrication, qui nous donne une supergravité
jaugée ISO(7) dyoniquement en quatre dimensions. Pour des spheres de dimension
d = 2, 3, 4, nous trouvons une obstruction à avoir des parallelisations généralisées
dans les cas massifs. Ceci donne une indication du fait que des reductions dimension-
nelles en presence de mass de Romans peut pas exister.
En outre, nous étudions les calibrations générales sur des backgrounds AdS en type
IIB et M-théorie. Nous établissons que elles sont décrites par les structures de Sasaki-
Einstein exceptionnelles, et nous focalisons notre attention sur les vectors de Reeb
généralisés. Les inégalités pour la limite sur l’énergie peuvent être dérivées par la de-
composition de la condition donnée par la symétrie κ ou dans la même façon, par
la decomposition des bilinéaires des champs spinoriels existants en literature. Nous
expliquons comme la fermeture des formes de calibration est liée à l’integrabilité de
la structure de Sasaki-Einstein exceptionnelle décrivant le background. En particulier,
nous faisons ça pour des branes remplissants l’espace ou ponctuelles. En faisant ça,
nous montrons que la partie de forme du vector twisté en M-théorie donne les cor-
rectes calibrations généralisées. Le cas au sujet des background en type IIB donne des
résultats analogues.
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Introduction

The major success of theoretical physics in the last half century is certainly the unifica-
tion of the electromagnetic, strong and weak forces in the framework of the Standard
Model. This is is based on Quantum Field Theory – a framework where local ex-
citations interact according to the laws of quantum mechanics and special relativity
– and is, as far as we know, the most complete, experimentally verifiable theory of
fundamental interactions.

What still remains an open question is how to include gravity in this picture, and this
is due to the lack of renormalizability of the theory. Usually a quantum field theory
has ultra-violet divergencies that are cured by adding to the action a finite number of
terms canceling the divergencies and such that the physical quantities do not depend
on them. This procedure does not hold for Einstein gravity and, at present, there is
no satisfactory way to quantize gravity.

Among the candidates for a quantum theory of gravity, string theory is perhaps the
most promising one since, at least in principle, it also leads to unification of gravity
and the other forces.

String theory is based on the simple but revolutionary idea of replacing, at the funda-
mental scale, point-like particles with one-dimensional extended objects – the strings.

The fundamental constituents of the universe are extremely tiny vibrating strings
moving in spacetime. Strings can have the topology of a segment – open strings – or
that of a circle – closed strings.

The quantised string has a discrete spectrum of vibration modes, which at large dis-
tances (much larger than the characteristic string length `s =

√
α′) can be effectively

interpreted as different point particles. The spectrum contains a finite number of
massless states and infinite tower of massive states with masses of order 1/

√
α′. The

theory was invented in another context (to describe strong interactions), but it came

1



2 Introduction

back to glory when it was realised that in the spectrum of the closed string there is
always a massless spin 2 mode. One can identify it with the graviton, and therefore
string theory automatically incorporates gravity. Since, among the massless states
there can also be gauge bosons, string theory provides a framework for the unification
of all fundamental forces, that reproduces, as low energy limit, Einstein theory and
gauge theories.

The short distance singularities are avoided due to the extended nature of the string. A
string sweeps a two-dimensional surface – the world-sheet – that is a smooth manifold
and the interaction vertices are given by diagrams as in figure 1. This provides an

Figure 1: Feynman diagram of a string interaction vertex. Imposing the finite dimension of
the fundamental objects, we lose the locality of the interactions, but we can cure
the short-distance divergences. Now, Feynman diagrams are smooth 2-dimensional
surfaces and the interaction vertices have been “smoothed out”.

ultraviolet regularisation of the graviton scattering amplitudes, whose divergence was
due to the point-wise nature of the interaction.

Generically the string spectrum contains tachyons, which can be interpreted as in-
stabilities of the space-time. These can be avoided by imposing that the spectrum is
supersymmetry and gives rise to superstring theory.
The evolution of the string is described by a two-dimensional conformal field theory
defined on its world-sheet. To keep conformal invariance at the quantum level con-
strains the space-time where the string leaves to be ten-dimensional.
Taking into account all the constraints and consistency conditions, it turns out that
there are only five possible superstring theories: type I, type IIA, type IIB and the
two heterotic theories SO(32) and E8 × E8, which have different field contents. In all
these cases, it is possible to derive an effective quantum field theory for the massless
states: these are called supergravity theories since they contain gravity and are su-
persymmetric. Supergravity theories have been discovered independently from string
theory in the mid seventies, and only later stage it was realised that they corresponded
to the low energy limit of string theory. Notice also that all supergravity theories are
non renormalizable, but they make sense as effective theories of the string.
As we will discuss in detail later, a common feature of all ten-dimensional supergravity
theories is the presence of higher-rank gauge fields – the NS and RR fields – which
played a major role in all recent developments of string theory.

In mid 1990s the discovery of string dualities allowed to show that superstring theories
are actually different formulations of the same theory, which are valid in different
corners of the parameter space and are related to more fundamental theory, which is
conjectured to live in eleven spacetime dimensions, and has been given the name of
M-theory.1.

1We know the 11-dimensional supergravity, so the corresponding high energy fundamental theory



Introduction 3

The net of dualities involve other fundamental dynamical objects, besides strings,
called branes. A Dp-brane is a solitonic entended2 object that is charged under one
of the NS and RR potentials, generalising the coupling of charged particle to the
electric field. Crucially for many applications, in string theory, a D-brane also has a
perturbative description as dynamical hyperplanes on which open strings can end.3

Figure 2: Branes are hypersurface where open strings (or other branes) can end.

Because of the different spectra, each theory has its own stable branes. In M-theory
there are M2 and M5 branes. Type IIA has Dp branes with p even, while Type IIB has
Dp branes with p odd. Further, both type II string theories share a brane that couples
electrically with the 2-form Kalb-Ramond potential B, a 5-brane usually called NS5
brane. Branes are dynamical objects whose dynamic is governed by the fields that
leaves on their world-volume. This is a very important property that lead to the
discovery of the AdS/CFT correspondence and all its developments.

The introduction one-dimensional elementary objects seems to solve the conflict be-
tween general relativity and quantum field theory and to provide a framework for
the unification of all fundamental forces. However, we pay a price. Space-time has
extra-dimensions. This is one of the most striking predictions of string theory, and a
model based on this framework with some hope to describe nature has to cope with
this issue.

One option to face this concern is called compacification. It consists in assuming the
original spacetime to have four large non-compact spacetime directions – the ones we
have experience of – while the remaining ones are instead wrapped on themselves to
form a very tiny compact space. The characteristic dimension of this space is very
small, such to explain why we do not have access to it (there are actually some bounds
on the maximal length these dimensions can have. These bounds are being updated
constantly due to on going measures at LHC, see for example [1, 2]). More formally,

is identified with M-theory. We do not have a complete formulation of M-theory yet, but we know
the degrees of freedom of the theory. This tells us that the fundamental dynamical ingredients of this
theory are not strings, but higher dimensional objects: branes. We are going back to branes in the
following.

2It has a (p+1)-dimensional world volume.
3More precisely a Dp-brane is an open string with p+ 1 Dirichelet boundary conditions.



4 Introduction

we are interested in string solutions with a topology like,

M10 = X4 ×M6 ,

where X is the non-compact external spacetime, andMd is the compact internal man-
ifold. Because of the small size of the extra-dimensions, the motion and excitation of
the strings will look to us essentially four-dimensional. However the external dimen-
sions are not invisible: the features of the effective four-dimensional theory – particle
content, symmetries, masses, etc. – depend on the geometry of the internal space.

Supersymmetry comes naturally in string theory, A major question is what amount of
supersymmetry has the low-energy effective theory. From a phenomenological point
of view, the most desirable case is preserving a minimal amount of supersymmetry –
N = 1 – since this allows for chiral fermions and it is compatible with the minimal
extensions of the Standard Model.4 A residual supersymmetry is welcome also for
technical purposes, since it guarantees the stability of given string solutions and also
allows for simpler ways of finding string vacua.

What is very important for this thesis is that the conditions for a given string back-
ground to be supersymmetric translate into topological and differential conditions on
the internal manifold and strongly constrains its geometry. The best known exam-
ple is the case purely geometric compactifications of string theory to four-dimensions,
where the internal manifold is constrained to be a Calabi-Yau three-fold, namely a
6-dimensional manifold with SU(3) holonomy [3]. The geometry of Calbi-Yau man-
ifolds is well known and this makes it possible to explicitly compute the low-energy
four-dimensional effective actions on these compactifications. However the theories
obtained this way are not good for phenomenology since they contain many massless
scalar fields – the moduli – that are not constrained by any potential.

A possible way to solve the moduli problem is to find a mechanism to generate a
potential for them in the lower-dimensional action. This would have the effect of
stabilise the moduli (giving them a mass and a fixed vev). A great number of results
in this direction have been reached in the last twenty years, realising that it is possible
to generate a non-trivial scalar potential considering more general string back-grounds
where some of the RR and NS field take non-trivial expectation values. fluxes [4–6].
One can find some nice reviews of the subject in [7–10]. However such fields back-
react on the geometry and new tools are required to analyse and study the internal
compactification manifolds, which are not Calabi-Yau. The methods described in this
thesis are promising tools in this direction.

Usually, a dimensionally reduced theory has an infinite number of states with higher
dimensional origin. We are interested in constructing effective actions with a finite
number of degrees of freedom, hence we have to give a prescription to truncate out
some of the modes. We call truncation ansatz this prescription. Among all the possible
truncation ansatze, a particular class is made by the ones having the property of being
consistent. A consistent truncation is a choice of a finite set of modes, where the
omitted ones are not sourced by the subset chosen. This is equivalent to say that the
set of truncated modes has a dynamics which is not affected by the others. We are
interested in such truncations since any solution of the lower dimensional theory can
be uplifted to a solution of the higher dimensional one.

4The scale of susy breaking can tested in present day accelators. It is highly possible that the scale
of susy breaking is much higher than what expected until now and this must be taken into account
in string compactification models.
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Reasons to study compactifications are not only phenomenological. There are im-
portant formal motivations. Many supergravity theories in various dimensions are
connected by compactifications. Historically, since the birth of supergravity, dimen-
sional reductions have been used to build lower dimensional models from the higher
dimensional ones. A first milestone example is the derivation of the four-dimensional
maximally supersymmetric supergravity theory from the eleven-dimensional super-
gravity, due to Cremmer and Julia [11].

Outline of the thesis

Extension of differential geometry turned out to be powerful tools to study generic
string compactifications. One of these is Generalised Geometry and the main goal of
this thesis is to study its applications to various contexts in supergravity, principally
consistent truncations and brane calibrations. The thesis is organised as follows.

In the first two chapters we introduce the mathematical tools which are needed in the
following. In particular, in chapter 1 are given the main definitions and examples of
G-structures. The concept of torsion of a structure is analysed and we show how the
torsionless conditions for some structure are equivalent to reformulate the supersym-
metry conditions on the manifold. Finally, we expose some facts about the special
holonomy of a manifold.

Chapter 2 is needed to give the physical environment we are moving in. We briefly
review the main features of the theories of supergravity we analyse in this thesis.
In addition we show how the G-structures can be fruitfully used to describe fluxless
compactifications, but how they fail to capture all the informations in the presence of
fluxes.

Chapter 3 is based on the exposition of the main aspect of Generalised Geometry, both
complex (useful as introduction) and exceptional. We will face the generalisation of the
G-structures in this context and we will build an example of how flux compactifications
are elegantly encoded in this formalism. In particular, an appealing feature of this
approach is that one can predicts the lower-dimensional supergravity independently of
many explicit computations. We will focus on maximally supersymmetric truncations,
dealing with generalised parallelisation, that we will briefly review in 3.3.5.

The core of the thesis are chapters 4 and 5. The chapter 4 is about flux compactifica-
tions and consistent truncations. In particular, we define generalised Scherk-Schwarz
reductions, and we build a concrete example of truncations of massive IIA, building
also an appropriate version of Exceptional Generalised Geometry adapted to it [12].

On the other hand, the chapter 5 is centered on branes and their calibrations. We
study brane probes in AdS backgrounds (both in M-theory and type IIB) and we
look for the supersymmetric configurations of these probes. It is a notorious fact that
these corrispond to probes wrapping (generalised) calibrated submanifolds. Using the
formalism of generalised geometry and G-structures we show how the integrability
conditions on generalised HV structures [13] are equivalent to have supersymmetric
branes in AdS backgrounds. In other words, one can state that HV structures provide
generalised calibrations of branes in such backgrounds.

The thesis is completed by two appendices collecting conventions and technical re-
marks in exceptional generalised geometry.

The core of this thesis is built on the following works
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1
Differential Geometry
Preliminaries

In this chapter we introduce the needed mathematical notions for this thesis. In par-
ticular, we collect some definitions about G-structures, holonomy and torsion, in order
to generalise them to the generalised analogous in the next chapter. These concepts
are the mathematical way to encode the topological and differential conditions on the
internal manifold coming from supersymmetry in string compactifications.

We will see in the following how precisely relate the existence and the integrability of
G-structures to the supersymmetry of the compactified theory.

1.1 Introduction and Motivations

We are mainly interested in compactifications and dimensional reductions of 10 or 11-
dimensional supergravity preserving a certain fraction of the original supersymmetry.
We take the ansatz for spacetime solutions to be in the form

M = X ×Md , (1.1.1)

where X is a Lorentzian (external) spacetime andMd is a Riemannian manifold, often
called internal space. In order to have supersymmetry in the lower dimensional theory,
the internal manifold must support spinors, namely they must be spin manifolds. The
supersymmetry parameters in D = 10 or D = 11 dimensional are generically indicated
by ε and transform in the fundamental representation of Spin(D− 1, 1). The number
of supersymmetries the lower dimensional theory is given by the decomposition ansatz
for the higher dimensional supersymmetry parameters

ε =

N∑
k=1

εk ⊗ ηk .

The εk are the lower dimensional supersymmetry parameters, i.e. Spin(D − d −
1, 1) spinors, while ηk are commuting Spin(d) spinors. The number N of linearly

7
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independent spinors εk is the number of supersymmetries of the lower dimensional
theory.

In order to make sense of the supersymmetry in lower dimension, we assume that the
internal spinors ηk are globally defined. As we will see in the next section, this is a
non-trivial topological condition, that imposes the reduction of the structure group of
the internal manifold.

1.2 G-structures

Let M be a manifold of real dimension d and TM is tangent bundle. At any point
p ∈M we can introduce a local basis, and write a generic vector v as

v = va(α)e
(α)
a . (1.2.1)

Its coordinates on the overlap of two patches, Uα ∩ Uβ, are related by a local change
of coordinates,

va(α) = M a
αβ b v

b
(β) , (1.2.2)

where the transformation Mαβ is in GL(d,R). Since the construction depend on the
point p ∈ M , the matrices Mαβ can be seen as maps from the manifold to the group
GL(d,R),

Mαβ : M GL(d,R)

p Mαβ(p)

and are called transition functions. They contain all the information about the non-
trivial topology of the tangent bundle. The following cocycle condition is required on
the triple overlap for consistency,

MαβMβγ = Mαγ , (1.2.3)

and in addition,
MαβMβα = 1 . (1.2.4)

Note that the last two equations are the closure and the existence of the identity
axioms in a group. The group GL(d,R) of transition functions1 is called the structure
group of the tangent bundle.

We call Frame bundle on M the principal bundle whose fibres at any point p ∈M are
all ordered basis – i.e. the frames – of the tangent space TpM ,

F =
⊔
p∈M

Fp , (1.2.5)

where,
Fp := {(p, {ea}) | p ∈M} . (1.2.6)

Generically, one can identify the fibre with GL(d,R). The group GL(d,R) acts freely
and transitively on each fibre on the right - i.e. Fp is a principal homogeneous space

1One can define the transition functions also as the action of the group on the fibre, in order
to change local frame. This is also mentioned above and it is related to the interpretation of ac-
tive/passive transformations.
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for GL(d,R) – to give another frame on the fibre. From this point of view we can
see the action of the group GL(d,R) as the way of changing frames keeping the point
p ∈M fixed, so the change of frame is a transformation on the fibre only, see figure 1.1.

The set {e(α)
a } defines in general a local frame on the manifold M over the patch Uα,

namely a set of d vector fields spanning TpM . Generally, it might not be possible to
define it over the whole manifold, as it might not be possible to cover the manifold
with a single chart. The particular case where a global frame is defined is when the
manifold is parallelisable. A noteworthy example of parallelisable manifolds are Lie
groups. This notion will be important for this work and we will discuss it – and its
generalisation in Generalised Geometry – in detail in the next chapter.

For simplicity we will present the various definitions using the tangent bundle, how-
ever, these and the related properties hold also for more general bundles E on M ,
with a generic vector space V as fibre, with a group G acting on V .

base manifold M

fibre

G action

Figure 1.1: The action of the structure group on the frame bundle is an action on the fibre
only, leaving the point p ∈M untouched.

An alternative definition of the structure group is the group of the transition functions
of the frame bundle F in (1.2.5). Since a vector field v is invariant across patches, we
have that the frames transform with the inverse transformation with respect to the
vector components,

e(α)
a = M b

αβ a e
(β)
b , on Uα ∩ Uβ . (1.2.7)

One can notice that given a reference frame, e.g. the coordinate one ea ≡ ∂a, one can
obtain a generic local frame via,

eαa = eα b
a ∂b , (1.2.8)

where eα b
a can be considered as GL(d,R) elements, giving us the right to identify the

fibre of the frame bundle with the GL(d,R) group.

1.2.1 G-structures

A manifold M admits a G-structure if it is possible to reduce the structure group
of TM to a subgroup G ⊂ GL(d,R). This means that the transition functions take
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M

Uα
Uβ

O(d)

M

Uα
Uβ

O(d− 1)

Figure 1.2: The generic structure of the frame bundle on a Riemannian manifold is O(d).
The O(d)-action sends a generic frame to the corresponding one in an overlapping
chart, preserving the metric. On the right image, a simple example of reduction
of the structure group, induced by the presence of a globally defined vector field.
Frames are chosen to leave invariant the form of the vector. This constrains the
transition functions to lie in O(d− 1).

value in a subgroup G of the general linear group. In other words, a G-structure is a
principal sub-bundle of the frame bundle, P ⊂ F .

An alternative definition can be given in terms of globally invariant tensors. We say
a manifold M has a G-structure if (and only if)2 there exists a globally defined G-
invariant tensor or spinor. The relation between G-structure and globally defined
invariant tensors holds also for other vector bundles, with structure groups different
from GL(d,R). In particular, it extends to spin bundles and spin structure groups. In
these cases, the globally defined invariant objects are spinors.

One can see the construction as follows. The frames (i.e. points on the fibres of the
principal bundle) are elements of GL(d,R). Once we reduce the structure group to
some G ⊂ GL(d,R), they are connected by G transformations. We can define an
equivalence relation on the set of frames such that all the frames G-connected are
equivalent. The coset made by modding out all the equivalent frame is GL(d,R)/G
and the invariant tensor defining the G-structure is nothing else than a representative
of this coset in a suitable representation. Concretely, all the possible (independent)
choices of the invariant tensors are related to the equivalence classes of this relation.
Changing our choice of the invariant tensor on a manifold means to change the equiv-
alence class, not the structure [18]. As typical example, consider a Riemannian metric
g on a manifold M . g is an element of GL(d,R)/O(d), thus all the metric given by an
O(d) transformation of g are equivalent.

The known (and loved) structures that we are used to in differential geometry can be
reinterpreted as G-structures on the manifold M , as summarised in table 1.1. Here
we explore some examples in a bit more detail.

2Consider the inverse implication. Given a non vanishing, globally defined tensor (or spinor), ξ,
one can take the set of frames under which ξ takes the same form. Then, it is possible to see that the
structure group of the frame bundle reduces to the subgroup G. Thus, the existence of ξ implies M
has a G-structure.
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Name Globally defined
invariant tensor G-structure

Metric g O(d)

Orientation vol SL(d,R)

Metric Volume form volg SO(d)

Parallelisation {ea} {e}
Almost Symplectic structure ω (real) ⇒ d even Sp(d,R)

Almost Complex structure I (I2 = −id) ⇒ d even GL(d/2,C)

Almost Hermitian structure
ω, I with ITωI = ω
g, I with IT gI = g
ω, g with ωT g−1ω = g

 U(d/2)

Table 1.1: G-structures on a d-dimensional manifold Md. These structures are induced by
globally defined tensors. The other way of thinking is also correct. Given a
G-structure, one or more invariant objects are determined.

Orientation

A globally defined and nowhere vanishing d-form on a d-dimensional manifold is called
volume form. This is preserved by the group of transformations with unit determinant,
i.e. the SL(d,R) subgroup of GL(d,R). This structure fixes an orientation over the
manifold, allowing us to define an integration operator over it.

Riemannian structures

A manifold is called Riemannian when it admits a globally defined, positive-definite,
symmetric covariant 2-tensor, i.e. a metric g. In this case, one can choose a set of
local frames {ea} on M such that,

ema e
n
b gmn = δab (1.2.9)

and the structure group reduces from GL(d,R) to O(d). In the case it is possible
to define a globally defined volume form associate to the metric g, the manifold is
orientable and the structure group further reduces to the subgroup of O(d) preserving
this orientation,

SO(d) = SL(d,R) ∩O(d) . (1.2.10)

Almost complex structures

Consider again a manifold of real dimension d. An almost complex structure is a
globally defined tensor,

I : TM TM

vm Imnv
n ,

(1.2.11)

satisfying,
ImnI

n
k = −δmk . (1.2.12)

The condition above implies that I is non-singular3.

3Note that locally one can always define a tensor with such properties, the crucial point to be an
almost complex structure is that it has to be globally defined over the manifold.
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Another consequence of the relation I2 = −id is that the manifold dimension must be
even. Indeed, taking the determinant of (1.2.12) we have (det I)2 = (−1)d. I is a real
tensor, then det I must be real, so (−1)d > 0, and this implies d is even.

A manifold of real dimension d = 2n is called almost complex if and only if it admits
an almost complex structure. It is easy to show that the structure group GL(d,R)
reduces to GL(n,C).

The structure I can be used to split the tangent bundle TM in two subspaces, corre-
sponding to the eigenspaces of the map I. They are related to the eigenvalues {i,−i}4
and are one the complex conjugate of the other, and define a complex basis for the
fibres. Hence, we can define projector operators,

P± =
1

2
(1∓ iI) , (1.2.13)

onto the two eigenspaces. Since I is globally defined, so are the projectors. This
implies that the tangent bundle splits globally as,

TM ⊗ C = TM (1,0) ⊕ TM0,1 . (1.2.14)

Since I is real, TM (1,0) and TM (0,1) are sub-bundles of equal rank. Sub-bundles that
are locally spanned by smooth vector fields are called distributions. The tensor I, in
a basis adapted to holomorphic and anti-holomorphic distributions, has the following
fixed form,

I = diag(i1n,−i1n) , (1.2.15)

defined modulo GL(n,C) transformations.

A generic k-tensor is decomposed into p holomorphic indices and k−p anti-holomorphic
ones. Since for the complexified cotangent bundle an identical decomposition holds,

T ∗M ⊗ C = T ∗M (1,0) ⊕ T ∗M0,1 , (1.2.16)

then, a generic k-form is decomposed in holomorphic and anti-holomorphic compo-
nents

ΛkT ∗M =
k⊕
i

(
ΛiT ∗M (1,0) ⊗ Λk−iT ∗M (0,1)

)
=: Λk,k−iT ∗M . (1.2.17)

We denote as Λp,qT ∗M the anti-symmetric bundle of rank p + q, whose section are
the (p, q)-forms.

The same reduction of the structure group can be seen in terms of the so-called
fundamental form, an holomorphic n-form Ω. One can define a local coframe of n
independent (1, 0)-forms φi ∈ Γ(Λ1,0T ∗M) and use it to define a local section of the
bundle Λn,0T ∗M , which is called canonical line bundle,

Ω = φ1 ∧ . . . ∧ φn . (1.2.18)

The fundamental form is non-degenerate,

Ω ∧ Ω̄ 6= 0 . (1.2.19)

4A subtlety: in order to allow for eigenvectors related to complex eigenvalues, we have to take
into account the complexification of the tangent bundle TM ⊗ C.
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The form t Ω has to be simple, that is locally decomposable into n complex one-
forms as in (1.2.18). In general, one should notice that an almost complex structure
determines the forms φi only up to a GL(n,C) transformation. This means that the
fundamental form Ω can change between patches by an overall complex function (the
determinant of the transformation). Thus, an almost complex structure does not
need a globally defined (n, 0)-form. However, if such a form exists the structure group
reduces further to SL(n,C). Once we have a fundamental form on a manifold, we can
extract the almost complex structure from it via the following relation,

Imn = a εmm1...md−1(Re Ω)nm1...md/2−1
(Re Ω)md/2...md , (1.2.20)

where εm1...md is the Levi-Civita symbol in d dimensions and a is chosen such that I
is suitably normalised to satisfy the (1.2.12).

Pre-symplectic structures

A manifold M of dimension d = 2n5 is said to have a pre-symplectic structure (or
almost symplectic) if and only if there exists a globally defined, non-degenerate anty-
symmetric real 2-form ω,

ω ∈ Ω2(M,R) . (1.2.21)

We can see it as an invertible linear map,

ω : TM T ∗M

v ω(v, ·) =: ιvω ,
(1.2.22)

and its non-degeneracy is equivalently re-written as,

ω ∧ . . . ∧ ω︸ ︷︷ ︸
n times

6= 0 . (1.2.23)

In particular, an almost symplectic structure defines a volume form,

vold =
1

n!
ωn , (1.2.24)

and so an orientation on the manifold.

The existence of such a structure reduces the structure group to Sp(d,R).

Almost Hermitian manifolds

A manifold M , endowed with a metric g and an almost complex structure I, is almost
Hermitian if and only if the two structures are compatible, i.e.,

gpqI
p
mI

q
n = gmn . (1.2.25)

In this case the metric is said Hermitian.

On a manifold with two compatible invariant tensors, the structure group is reduced
to the intersection of the groups leaving invariant the two compatible structures. This
is a general statement about G-structures of which we will make a large use in the rest

5This hypothesis is not restrictive at all, in fact the existence of a non-degenerate pre-symplectic
form requires the dimension to be even as for the complex structure above.
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O(2n) Sp(2n,R)

GL(n,C)

U(n)

Figure 1.3: The intersection of two of the three groups of transformations GL(n,C), O(2n)
and Sp(2n,R) is the same as the intersection of all the three. It coincides with
the group U(n) and gives an heuristic explanation of the fact that given two of
the three structures, one can always build the third one.

of the thesis. Thus, on an almost Hermitian manifold, the structure group reduces to
the intersection of O(d) and GL(d/2,C). This intersection group is U(d/2),

U(d/2) = O(d) ∩GL(d/2,C) = Sp(d,R) ∩GL(d/2,C) . (1.2.26)

The last equality – also represented in figure 1.3 – can be understood by the fact that
given an Hermitian metric and an almost complex structure, one can alway rearrange
the two invariant tensor to form a third one that has all the good properties of a
pre-symplectic structure,

ω =
1

2
gmpI

p
ndxm ∧ dxn . (1.2.27)

The ω in (1.2.27) is non degenerate by construction (from (1.2.25)). On the other
hand, given a pre-symplectic and an almost complex structures satisfying the com-
patibility condition,

ωpqI
p
mI

q
n = ωmn , (1.2.28)

it is always possible to define a metric

gmn = −ωmpIpn , (1.2.29)

which is automatically Hermitian, from the (1.2.12). Finally, as expected, a pre-
symplectic structure and a metric always define an almost complex structure. The
compatibility is given by the following condition,

ωT g−1ω = g , (1.2.30)

while, one can explicitly build the almost complex structure via,

I = −g−1ω . (1.2.31)

Identity structure

Parallelisable manifolds are particularly relevant for supergravity compactifications.
We define a parallelisable manifold in terms of vector fields and tangent spaces, foll-
woing [19].
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Given a d-dimensional manifold M , a parallelisation – or absolute parallelism – of M
is a set {v1, . . . , vd} of d globally defined vector fields such that for all p ∈M , the set
{v1(p), . . . , vd(p)} forms a basis for the tangent space in p, TpM .

If M admits such a set, it is said to be parallelisable.

We can express the previous definition also saying that a manifold M is parallelisable
if admits a global frame, since each basis vector ea is a globally defined smooth vec-
tor field. From the point of view of G-structures, the existence of a parallelisation
reduces the structure group to the identity element {e}. Because of this it is also said
identity structure, since transition functions on are actually identity maps, being the
frame globally defined. This is equivalent to say that the parallelisation provides a
global trivialisation of the tangent bundle TM . Indeed, a parallelisation induces an
isomorphism between tangent spaces in different points of the manifold. For example,
aligning frames in each point, we can identify tangent spaces in that points.

An example of parallelisable manifolds are Lie groups. We can easily find a globally
defined set of vector fields, forming a basis on TgG in each point g ∈ G. These are the
left(right)-invariant vector fields ea, which satisfy the Lie algebra

[ea, eb] = f c
ab ec , (1.2.32)

where f c
ab are constants called structure constants.

A further example is given by local group manifolds i.e. M ∼= G/Γ, where Γ is
some discrete, freely-acting subgroup of the Lie group G. A possible parallelisation
is given again by the left (right) invariant vector fields of G if Γ acts on the left
(right). Moreover for any local group manifold, the parallelisation satisfies the (1.2.32).
Technically, this happens because the conditionM = G/Γ implies that the left (right)
invariant vector fields, which plays the role of generators of the Lie algebra g, must
satisfy the commutation relations (1.2.32), with the structure constants that do not
depend on the point on M .

It is a well-known and remarkable result in algebraic topology – due to Bott and
Milnor et al. [20, 21] – that the only parallelisable spheres are S1, S3, S7. This is
related to the existence of the normed division algebras C, H, O. Another famous
result is the non-existence of a parallelisation for a 2-sphere. This statement descends
directly from the so-called hairy ball theorem, a particular case of the Poincaré-Hopf
theorem that is considered very important since it provides a link between topological
properties of manifolds and analytical ones [22,23].

Parallelisable manifolds (and their generalisation) will be very important to build
maximally supersymmetric truncations of 10- and 11-dimensional supergravities, so
we will analyse it in detail in the next chapters.

SU(n) structures

In section 1.2.1, we already mentioned that an almost complex structure and a com-
patible pre-symplectic structure reduce the structure group to U(d/2). In the case a
globally defined (n, 0)-form Ω (with n = d/2) exists associated to the almost complex
structure, then we can define an orientation over the manifold and the structure group
reduces further to SU(n).

In terms of invariant tensors, an SU(n) structure is given by a globally defined, non-
degenerate, simple (n, 0)-form Ω, a real non-degenerate two form ω and by an hermi-
tian positive definite metric g. The forms ω and Ω satisfy the compatibility condition,
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ω ∧ Ω = 0 . (1.2.33)

The fundamental form Ω is usually normalised such that,

Ω ∧ Ω = (−1)[n/2] (2i)n

n!
ωn = vold . (1.2.34)

The normalisation factors are chosen such that taking n forms φi as a local basis of
one-forms – in which Ω takes the form (1.2.18) – the ω takes the canonical form,

ω = − i
2

∑
i

φi ∧ φ̄i . (1.2.35)

Let us assume that the manifold M admits a spin structure. We assume this having
in mind to study supersymmetric background, which impose the internal manifold to
be spin. Having a spin manifold means that the structure group SO(d) preserving
metric and orientation can be lifted to Spin(d). Under these assumptions, we can
equivalently define an SU(n) structure in terms of invariant spinors.

We need some definitions. A spinor is said pure if it is annihilated by half of the
gamma matrices. Up to dimension 6 this condition does not play any role, since
any Weyl spinor is also pure. However, in dimensions higher than 6, this condition
becomes relevant since it happens that exist spinors which are not pure. A concrete
example is the case d = 7, the only odd dimensional situation allowing for invariant
spinors. The structure group reduces to G2.

A chiral pure spinor η, invariant under SU(n), reduces the structure group to SU(n).
The inverse implication is also true. An SU(n)-structure implies the existence of a
globally defined, pure invariant spinor. This invariant spinor is related to the invariant
forms we have seen above in terms of bilinears,

ωmn = iη†γmnη ,

Ωmnp = ηTCγmnpη ,
(1.2.36)

where γ are the anti-symmetric products of gamma matrices of Cliff(d).

1.3 Holonomy and Torsion

So far we discussed how the existence of certain invariant, globally defined objects is
equivalent of a reduction of the structure group of the frame bundle. This is a topo-
logical notion. There are also differential conditions one can impose, which correspond
to the notion of integrability of a structure. In the following of the thesis we will see
how these differential conditions on the G-structures are related in string theory to
the the condition that a given vacuum is supersymmetric.

1.3.1 Integrability of structures

We will not give a rigorous definition of integrability. The curious reader can refer to
many detailed references, a non-exhaustive list comprends [24–26].

Heuristically we can say that an integrable structure (useful for our purposes) is a
structure for which is possible to find a system of adapted coordinates on the manifold,
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such that the structure takes a particularly simple and fixed form. For our concerns,
we will rephrase integrability in terms of intrinsic torsion. The structure is integrable
if its compatible connection is torsion-free. We recover the notion of special holonomy
manifolds as the special case where all the torsions vanish.

We now proceed with examples of integrability for the structures of the previous
section in order to clarify the concepts.

Complex structure

Given an almost complex structure I, we say it is integrable if and only if there exists
a set of coordinates where it takes the form,

I =

(
i1 0
0 i1

)
. (1.3.1)

An integrable almost complex structure is called simply complex structure. There are
two equivalent definitions of integrability for an almost complex structure.

- The first one refers to the Nijenhuis tensor

NI(v, w) := I[Iv, w] + I[v, Iw]− [Iv, Iw] + [v, w] , (1.3.2)

where v, w is a pair of vector fields. One can prove NI is actually a tensor, since
it depends only on the local value of v, w at each point. One can show that I is
integrable if and only if

NI(v, w) = 0 ∀v, w .

- Alternatively, the complex structure I is integrable if TM (1,0) part (and sym-
metrically the TM (0,1) part) are closed under the Lie bracket6

P∓[P±v, P±w] = 0 ∀v, w ∈ TM .

where P± are the projectors onto the T (1,0) and T (0,1). That is, the Lie bracket
of two (anti-)holomorphic vector fields must be (anti-)holomorphic.

One can see that both the real and imaginary part of the relation above are
proportional to NI .

An almost complex manifold admitting a complex structure is said complex mani-
fold. We have seen that for almost complex manifolds possible to define complex
coordinates in a single patch. For a complex manifold, the transition functions are
holomorphic functions of the complex coordinates. Precisely, requiring holomorphic
transition functions allows us to write the I in the diagonal form (1.3.1).

6 Actually, this property of a distribution is called involutivity. A distribution is integrable if and
only if it is involutive. This is the content of the Frobenius theorem. Because of the equivalence stated
by the Frobenius theorem, often involutivity and integrability are concepts which are identified also
in definitions.
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Symplectic structure

The integrability for an almost symplectic structure is equivalent to the existence of
a set of coordinates on M such that

ω = dxm ∧ dym , (1.3.3)

and such that the transition functions are symplectic with respect to the structure.
Thanks to an important result in differential geometry, the Darboux theorem, we can
translate integrability into a differential equation for the structure,

dω = 0 . (1.3.4)

In other words, we simply demand the closure of the structure.

With lack of fantasy, an integrable pre-symplectic structure is called symplectic struc-
ture and a manifold endowed with it a symplectic manifold.

Kähler manifold Following [27], a Kähler manifold is a complex manifold
(X, I, g) with an Hermitian metric g, whose associated symplectic structure ω is inte-
grable.

In other words, given the metric and the complex structure, the form constructed as
in (1.2.27) is closed,

dω = 0 . (1.3.5)

When this happens, ω is called Kähler form.

1.3.2 Intrinsic torsion

To any G-structure one can associate the notion of intrinsic torsion. This is because,
as discussed in section 1.2 a G-structure can be seen as a principal bundle over the
manifold M , with fibres given by the group G. On this bundle one can defines a
connection, known as principal connection and define its torsion. As argued in [28],
given a G-structure on M , a principal connection on the corresponding principal
bundle always induces a connection ∇ on the tangent bundle TM7. Such a connection
is said to be compatible with the structure and all the properties of the principal
connection are inherited by the induced connection. For this reason we deal with
connection on TM and we are allowed to talk about torsion of the associated G-
structure.

We start the discussion about the intrinsic torsion by recalling the notion of compat-
ibility of the connection on a manifold with a given structure.

Let (M,Φ) be a manifold endowed with a G-structure defined by a tensor Φ. A
connection8 ∇ on the tensor bundle is said to be compatible with the structure if

∇Φ = 0 . (1.3.6)

7More precisely one can say that a general connection D is compatible with a G-structure if and
only if the corresponding connection on the principal frame bundle F , restricetd to the sub-bundle
PG defining the G-structure, is still a connection on PG [29].

8A connection ∇ on a vector bundle E is a map

∇ : Γ(E)→ Γ(E ⊗ T ∗M) ,

such that ∇(fv) = f∇(v) + v ⊗ df , where v is a section of E and f is a smooth function on M .
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In general, given a structure the compatible connection is not unique. All the com-
patible connections differ by a tensor called torsion tensor,

T∇(v, w) = [∇vw,∇wv]− [v, w] , (1.3.7)

where v and w are generic sections of the tangent bundle and [·, ·] the ordinary Lie
bracket.

In general given two different connections they will have a different torsion. However,
given a G-structure it is always possible to identify a part of the torsion which does not
depend on the particular choice of the connection, but only on the G-structure. This
part is called intrinsic torsion. If the intrinsic torsion vanishes, then the associated
G-structure is torsion-free, i.e. there exists at least one connection whose torsion
tensor vanishes. The interesting fact we want to focus on is the identification of the
integrability of the structure with its being torsion-free.

Since we are interested in the application of these concepts in string theory compact-
ifications, where we always deal with Riemannian manifolds, we are going to define
intrinsic torsion in this case. For a rigorous definition of these notions for a generic
manifold we refer again to [28].

Metric compatible connection

A Riemannian manifold has O(d)-structure. Then, in this case we consider a connec-
tion ∇ compatible with the metric,

∇g = 0 . (1.3.8)

We have a torsion free connection, if the torsion of the connection vanishes. The
interesting fact about Riemannian compatible connections is that the torsion free
metric compatible connection exists and is unique, the Levi-Civita connection. This
result is the content of the so-called fundamental theorem of Riemannian geometry.
This implies that any metric on M defines an O(d)-structure which is torsion free.
For the following, let us further restrict our attention to orientable manifolds, i.e. to
SO(d)-structures.

Given a generic metric compatible connection, it can be written as,

∇ = ∇LC + κ , (1.3.9)

where we denoted with ∇LC the Levi-Civita connection and with κ a tensor called
the contorsion.

The contorsion κ is the difference between a generic torsion full connection and the
torsion free connection, both metric compatible. From the compatibility condition,
we require,

κmnp = −κmpn , (1.3.10)

where indices are lowered/raised by the metric. One can easily show that there is a
one-to-one correspondence between the torsion and contorsion tensors,

T p
mn = κ

p
[mn] ,

κmnp = Tmnp + Tpmn + Tnpm .

Hence, we will use the terms torsion and contorsion equivalently.



20 1.3 Holonomy and Torsion

A consequence of the correspondence between torsion and contorsion is that given a
torsion T , we can build a connection which torsion T and we are guaranteed that such
a connection is actually unique.

Let us now take the case where a further reduction of the structure group is possible.
That is, a globally-defined, invariant tensor under a group G ⊂ SO(d) exists. In
general a G-structure compatible connection will satisfy

∇g = ∇Φ = 0 . (1.3.11)

In general, there is no reason for the torsion of this connection to be zero. Thus, as
we have seen above in (1.3.9), we write

∇Φ = ∇LCΦ + κ0Φ = 0 , (1.3.12)

where κ0 is called intrinsic contorsion9. It is the bit of the contorsion acting non-
trivially on the structure tensor.

To be more explicit, let us consider the symmetry properties of the contorsion. κ is an
element of T ∗M ⊗Λ2T ∗M . Observe that the algebra of SO(d) – here denoted as so(d)
– is isomorphic to the (linear) space of two forms Λ2T ∗M . Hence, the contorsion can
be interpreted as a one form taking values on the so(d) algebra,

κ ∈ T ∗M ⊗ so(d) . (1.3.13)

Let us denote by g the sub algebra of so(d) corresponding to the algebra of the group
G ⊂ SO(d). We can split the map κ in a piece taking values in g and another part
taking values in g⊥, the orthogonal complement of g. Explicitly,

κ = κ0 + κg ,
κ0 ∈ T ∗M ⊗ g⊥

κg ∈ T ∗M ⊗ g
(1.3.14)

Since Φ is G-invariant, the action on it of the generators of G is trivial, i.e. g ·Φ = 0,
∀g ∈ g. So,

∇Φ = (∇LC + κ0 + κg)Φ = (∇LC + κ0)Φ = 0 . (1.3.15)

Thus, the difference between two G-compatible connections only lies in the κg part of
the contorsion. All the G-compatible connections share the same intrinsic contorsion
κ0, which is a property of the G-structure itself and not of the particular choice of the
connection.

The intrinsic torsion is defined from the intrinsic contorsion

T 0 p
mn = κ

p
0[mn] . (1.3.16)

The intrinsic torsion is a very important tool, since it provides a classification of
G-structures. The idea is that it is possible to decompose κ0 into irreducible rep-
resentations of the group G. Then a G-structure will be specified in terms of the
representations in ‘κ0. When κ0 vanishes, for instance ∇LCΦ = 0, the structure is
torsion-free.

9Heuristically speaking, the intrinsic (con)torsion is the measure of the failure of the structure to
be convariantly constant with respect the Levi-Civita connection.
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Complex structure

An almost complex structure reduces the structure group to GL(n,C). A compatible
connection ∇, as we have seen, is such that ∇I = 0. In this case, we can show that the
integrability of the structure is equivalent to to the vanishing of the intrinsic torsion of
the GL(n,C)-structure. One can use ∇I = 0 and the definition of torsion map (1.3.7)
to show that, for any v, w, the Nijenhuis tensor (1.3.2) can be written as

NI(v, w) = T∇(v, w)− T∇(Iv, Iw) + IT∇(Iv, w) + IT∇(v, Iw) . (1.3.17)

Thus, being the Nijenhuis tensor proportional to the torsion tensor, if the latter van-
ishes so does the former, and the almost complex structure is integrable. Since the
equation above does not depend on the choice of a particular connection, the obstruc-
tion to the integrability of the almost complex structure only comes from the intrinsic
torsion.

Symplectic structure

As already discussed, the pre-symplectic structure corresponds to a reduction of the
structure group to Sp(d,R). We can find a torsion free compatible connection if and
only if ω is integrable. Let us consider a compatible connection ∇, ∇ω = 0. Then,
one can show,

dω(u, v, w) = ω(T∇(u, v), w) + ω(T∇(w, u), v) + ω(T∇(v, w), u) . (1.3.18)

Hence the vanishing of the torsion tensor implies the closure (and so the integrability)
of the structure. Also in this case, one can prove that the result does not depend on
the particular choice of the connection, but on the intrinsic torsion of the Sp(d,R)-
structure only.

1.3.3 Special Holonomy

We want now to analyse another differential property of a manifold: the holonomy
of a connection. This concept will be deeply related to supersymmetry in string
compactifications.

Let us consider a manifold M and a differentiable10 curve γ on it, i.e. γ : I → M ,
where I is a real open interval. Then, let E be a vector bundle over its base manifold
M and ∇ a connection on E. The connection ∇ provides a way of moving elements of
the fibres along a curve. In particular, it defines an isomorphisms between the fibres
at different points along the curve, the so-called parallel transport map,

Pγ : Eγ(s) → Eγ(t) ∀t, s ∈ I . (1.3.19)

Let us now consider a loop, i.e. a closed curve, based at a point x ∈ M , then the
parallel transport is an automorphism of the vector bundle at the point x,

Pγ : Ex → Ex . (1.3.20)

10In the rest of this thesis, unless specifically indicated, we will not distinguish between continuity
and differentiability. In other words, a C0 function will always be also C∞ and an homeomorphism
will always be also a diffeomorphism.
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As said, the map Pγ is an automorphism, so both linear and invertible. It is an
element of GL(Ex) ∼= GL(k,R), where k is the dimension of the fibres. The set of
all the possible parallel transports, for the all possible loops based at x defines the
holonomy group of the connection ∇ based at x,

Holx(∇) := {Pγ | γ based at x} .

In the case of a simply connected manifold M , the holonomy group depends on the
base point only up to conjugation by an element of GL(k,R). More explicitly, if ψ is
a path connecting x to y in M , then

Holx(∇) = Pψ Holy(∇) P−1
ψ .

Hence, given this relation one often (and we will follow this use) drops the refer-
ence to the base point, understanding that the definition holds up to group element
conjugation.

An important fact about holonomy is that given a a connection on a vector bundle,
there is a relation between the action of the holonomy algebra hol(∇) and the curvature
of the connection (for detail on can read [30]). Recall that the curvature of a connection
∇ is a two-form R taking values in the Lie algebra11 of the structure group.

Consider now a tensor bundle over a manifold M and suppose that this admits a
covariantly constant tensor,

∇Φ = 0 .

Then this tensor is invariant under parallel transport, and so also under the holonomy
group. As a consequence the holonomy group cannot be the full GL(d,R), but it must
be a subgroup, precisely the one leaving Φ invariant. The opposite statement holds as
well, every time we have a reduced holonomy group, there exists an invariant object.
In this case we say the manifold has a reduced holonomy.

Let us consider a connection with reduced holonomy. We know we can always write
it as ∇ = ∇LC + κ0. This implies one can always find a G-structure such that the
holonomy group corresponds to G, i.e. Hol(∇) = G. If the connection is Levi-Civita,
then the corresponding G-structure is torsion-free.

1.4 Examples: Calabi-Yau and Sasaki-Einstein

Here we want to discuss two very important examples of manifolds with reduced holon-
omy: Calabi-Yau and Sasaki-Einstein manifolds. The former are even-dimensional
manifolds, while the latter are odd-dimensional. The aim of this section is not to
be complete, but to give the needed concepts for what follows in the thesis. A more

11One can write a connection as the differential operator,

∇ = d +A ,

where A is a one-form with values in the Lie algebra of the structure group of M, also called (of-
ten misleading) connection. On a coordinate basis, the connection has the familiar form in physics
literature: ∇ = dxm ⊗∇m, where and ∇m is usually known as covariant derivative.
The curvature of the connection is defined as the two-form

R := dA+
1

2
[A,A] .
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Holonomy dim(M) invariant tensors Manifold

SO(d) d g, volg (Riemannian) Orientable
U(n) d = 2n g, ω Kähler

SU(n) d = 2n ω,Ω Calabi-Yau
Sp(n) d = 4n Hyperkähler

Sp(n)Sp(1) d = 4n Quaternionic Kähler
G2 d = 7 φ3 G2

Spin7 d = 8 Ω4 Spin7

Table 1.2: Various reduced holonomies.

complete source of informations (and of references) is [31] for Calabi-Yau manifolds,
and [32] for Sasaki-Einstein ones.

We already restricted our attention to spin manifolds, since we are interested in su-
pergravity compactifications. Here we want to justify this choice, saying that this is
not too restrictive, since following [28, prop. 3.6.2], given a d-dimensional manifold
M , with d ≥ 3, admitting G-structure with G simply-connected subgroup of SO(d),
then M is spin.

For the sake of concreteness, let us restrict to the case of a six-dimensional manifold.
These manifolds are of particular interest since they appear in compactifications of ten-
dimensional type II string theory down to four dimensions. The structure group GL(6)
is reduced to SO(6) ' SU(4) by the presence of a metric and an orientation defined
by the latter. A globally defined spinor reduces further the structure group. The
irreducible spinor representation is the 4. Given a nowhere vanishing spinor η we can
always go to a frame where it takes the form (0, 0, 0, s). The SU(4) transformations
leaving this invariant are precisely SU(3). Looking at SU(4) decomposition under
SU(3), one can see that in the fundamental 4 there is a singlet under SU(3).

SU(4) → SU(3)
4 → 3 + 1 η+

4̄ → 3̄ + 1 η∗+

We have chosen our 6-dimensional gamma matrices such that η∗+ has opposite chirality.

Hence, a globally defined spinor defines an SU(3)-structure. This is also given by
globally defined, nowhere-vanishing and invariant 2-form and 3-form satisfying com-
patibility conditions (1.2.33) and (1.2.34), that is

ω ∧ Ω = 0 ,

Ω ∧ Ω̄ =
4

3
ω3 .

Consider now a connection ∇ compatible with the SU(3)-structure,

∇η+ = ∇LCη+ + κ · η+ = 0 . (1.4.1)

where the contorsion κ acts on spinors as,

(κ · η+)αm =
1

4
κmnpγ

np,α
βη

β
+ . (1.4.2)
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Again, we can see the (con)torsion as the obstruction to η+ or (ω and Ω) to be
covariantly constant with respect to the Levi-Civita connection.

The fact that η+ is covariantly constant with respect to the connection ∇ means that
∇ has holonomy SU(3). For d = 6, the decomposition (1.3.14) takes the following
form,

κ = κ0 + κsu(3) ,
κ0 ∈ T ∗M ⊗ su(3)⊥

κsu(3) ∈ T ∗M ⊗ su(3)
(1.4.3)

where we used the fact so(6) ∼= su(4) ∼= su(3) ⊕ su(3)⊥. We can now apply the
contorsion decomposition to the expression for ∇η+, the (1.4.1). Recall that since η+

is an SU(3) singlet, one has
κsu(3) · η+ = 0 . (1.4.4)

Hence, one is left with
∇LCη+ = κ0 · η+ . (1.4.5)

The intrinsic contorsion and, hence, the intrinsic torsion T 0 can be decomposed into
irreducible representations of SU(3)

T 0 ∈ T ∗M ⊗ su(3)⊥ → (3⊕ 3̄)⊗ (1⊕ 3⊕ 3̄)

→ (1⊕ 1)︸ ︷︷ ︸
W1

⊕ (8⊕ 8)︸ ︷︷ ︸
W2

⊕ (6⊕ 6)︸ ︷︷ ︸
W3

⊕ (3⊕ 3̄)︸ ︷︷ ︸
W4

⊕ (3⊕ 3̄)
′︸ ︷︷ ︸

W5

.

The Wi are called torsion classes [33, 34]. These can be seen as equivalence classes,
meaning that all the structures sharing the same intrinsic torsion (or being in the
same irrep of SU(3)) are equivalent. The representatives of the torsion classes are
differential forms of different ranks, see table 1.3.

Form rank
W1 complex scalar
W2 complex primitive (1, 1)-form
W3 real primitive (2, 1) + (1, 2)-form
W4 real one-form
W5 complex (1, 0)-form

Table 1.3: Torsion classes as differential forms.

Recall that a form α is said primitive if it has a zero contraction with ω, i.e. ωyα =
0 [28].

The torsions classes can be used also to express the integrability of the structure as
differential conditions on the forms ω and Ω

dω =
3

2
Im
(
W 1Ω

)
+W4 ∧ ω +W3 , (1.4.6a)

dΩ = W1 ∧ ω ∧ ω +W2 ∧ ω +W 5 ∧ Ω , (1.4.6b)

These formulae allow to classify the manifolds with SU(3) structures through the
torsion classes. We collect some example in table 1.4,
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Torsion Classes Name

W1 = W2 = 0 Complex manifold

W1 = W2 = W4 = 0 Symplectic manifold

W2 = W3 = W4 = W5 = 0 Nearly Kähler manifold

W1 = W2 = W3 = W4 = 0 Kähler manifold

ImW1 = ImW2 = W4 = W5 = 0 Half-flat manifold

W1 = ImW2 = W3 = W4 = W5 = 0 Nearly Calabi-Yau three-fold

W1 = W2 = W3 = W4 = W5 = 0 Calabi-Yau three-fold

Table 1.4: Six-dimensional manifolds with SU(3) structure, classified by torsion classes.

Calabi-Yau manifolds

We saw that a d-dimensional Kähler manifold can be defined as a Riemannian manifold
of even dimension d = 2n, whose holonomy group is contained in U(n).

In the same way we can define Calabi-Yau manifolds as Kähler manifolds whose holon-
omy group is contained in SU(n). More precisely given a compact Kähler manifold
M of complex dimension n, with complex structure I, Hermitian Kähler metric g and
associated Kähler form ω, then (M, I, g, ω) is a Calabi-Yau n-fold if and only if g has
SU(n) holonomy.

Given a compact Kähler manifoldM of complex dimension n, with complex structure
I, Hermitian Kähler metric g and associated Kähler form ω, then (M, I, g, ω) is a
Calabi-Yau n-fold if and only if g has SU(n) holonomy.

We can also define a Calabi-Yau manifold in terms of the structures ω and Ω: a
Calabi-Yau structure on an 2n-dimensional manifold M is the set (M,ω,Ω), where ω
and Ω are respectively an integrable Kähler two-form and a complex simple n-form
defining an integrable complex structure

dω = 0 ,

dΩ = 0 ,

that are also compatible, i.e. ω ∧ Ω = 0, and whose metric, defined as in (1.2.29), is
Ricci-flat, i.e. R = 0.

One can also show that this is equivalent to say that a Calai-Yau n-fold is a complex
manifold, with a compatible (integrable) symplectic structure where in addition the
metric associated as in (1.2.29) is Hermitian and Ricci-flat, i.e. Rg = 0 [27, 28]12.

The standard example of trivial Calabi-Yau manifolds are the even-dimensional tori,
equipped with the usual complex structure and metric. These are also the only Calabi-
Yau compact manifolds for which an explicit Ricci-flat metric is known. For all the
others, the Calabi theorem guarantees the existence of such a metric, but there is no
explicit known construction yet.

12The equivalence of these definitions is actually a consequence of the famous Calabi conjecture [35],
proven by Yau [36], and so these manifolds were named after them.
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Sasaki-Einstein manifolds

Sasaki-Einstein manifolds are odd-dimensional manifolds, that are both Sasakian and
Einstein. Then, let us start with thes definition of a Sasakian manifold [32].

A Riemannian manifold (S, g) is Sasakian if and only if its metric cone

C(S) := R+ × S ,

equipped with the metric g = dt2 + t2g, is a Kähler manifold.

As first consequence of this definition, we can see that S has to be odd dimensional,
i.e. d = 2n− 1, where n is the complex dimension of the Kähler cone.

An Einstein manifold, on the other hand, is a manifold equipped with an Einstein
metric g, i.e. a metric whose Ricci curvature is proportional to the metric itself,

Rg = λg ,

for some real constant λ. For a Sasakian manifold, it turns out that λ = 2(n − 1).
Moreover, one can show that a Sasakian manifold is Einstein if and only if its cone is
Kähler-Einstein and Ricci flat, namely a Calabi-Yau [32]. Hence, for a Sasaki-Einstein
manifold, the restricted holonomy group13 of its cone is Hol0(g) ⊂ SU(n).

The standard example is provided by the odd-dimensional spheres S2n−1, equipped
with the standard Einstein metric. In this case the Kähler cone is simply the space
Cn/0, with the standard Euclidean metric.

A Sasakian manifolds inherits some properties from the Kähler structure of its cone.
One of the most important one for our concerns is the contact structure [37], repre-
sented by a nowhere-vanishing vector field ξ, known as Reeb vector field. Using the
coordinate t to parametrise the R+ direction on the cone, we can write

ξ = I[t∂t] , (1.4.7)

where I is the complex structure on the cone. We will see how the Reeb vector will
play an important role in compactifications of type IIB supergravities [38, 39] and
further in the definitions of generalised structures [13].

As we have seen in the last section, on Calabi-Yau manifolds the group structure
defines a covariantly constant spinor. On a Sasaki-Einstein, we have Killing spinors,
i.e. a spinor ψ such that

∇ψ = ±1

2
γψ . (1.4.8)

A generic Sasaki-Einstein manifold supports two Killing spinors.

In addition, we can characterise a Sasaki-Einstein manifold equivalently by differential
forms with compatibility relations among them. Explicitly, a Sasaki-Einstein structure
on a manifold M is the set (M, ξ, σ, ω,Ω), where ξ is the Reeb vector of (1.4.7), σ
the dual one-form defined by σ[X] = g(ξ,X)14, ω is a real two-form and Ω a complex
simple n-form. They have to satisfy the following relations,

ω ∧ Ω = 0 , ιξω = ιξΩ = 0 ,

dσ = 2ω , dΩ = (n+ 1)iσ ∧ Ω .
(1.4.9)

13The restricted holonomy group is the component of the group connected to the identity element.
14Note that the metric g is defined by the two compatible structures ω and Ω as in (1.2.29). More

precisely, the complex and symplectic structure on the Kähler cone define a metric g, whose restriction
gives g.
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Note that given a Sasaki-Einstein manifold, its metric can always be re-written as,

ds2 = σ ⊗ σ + ds2
KE , (1.4.10)

where ds2
KE is the metric on a generic Kähler-Einstein base. From this, we can say

that the Reeb vector defines a foliation, i.e. it splits the tangent bundle into integral
sub-bundles, whose set of leaves is a Kähler-Einstein space. Such a foliation is called
(not surprisingly) Reeb foliation.

Sasaki-Einstein manifolds are very common in string compactifications. Recently,
making use of their geometry has allowed to achieve several interesting results both
in flux compactification and in a wider area of research in string theory [38–44].

Tri-Sasakian Manifolds There is a sub-class of the Sasaki-Einstein mani-
folds, the so-called Tri-Sasakian manifolds which is interesting not only because it
has applications in flux compactifications [39], but also simply to show how reduced
holonomy gives rise to structures with different properties [45].

In order to define this class of manifolds, we have to give the definition of Hyperkähler
manifold. An hyperkähler manifold is a Riemannian manifold (M, g) of dimension
4k whose holonomy group Hol(g) is contained in the symplectic group Sp(k). Note
that all hyperkähler manifolds are also Calabi-Yau (the metric g is Ricci-flat), since
Sp(k) ⊂ SU(2k).

We are interested in the structures defined on this kind of manifolds. An hyperkäh-
ler manifold has a set of three complex structures {I, J,K} with respect to which
the metric is Kähler. The three complex structures respect the Hamilton algebra of
quaternions [46],

I2 = J2 = K2 = −1 , (1.4.11)

and they also have the property that any linear combination with real coefficients
αI + βJ + γK, and α2 + β2 + γ2 = 1 is a complex structure on M . Because of these
one can say that the tangent space at any point is a quaternionic vector space.

A tri-Sasakian manifold is a Sasaki-Einstein manifold whose cone is hyperkähler. This
definition constrains the dimension of a tri-Sasakian manifold to be 4n+3, with n ≥ 1.
We can also give an equivalent characterisation in terms of tensors defining structures.

A tri-Sasakian manifold has three mutual orthogonal Killing vectors ξi, such that each
of them is a Reeb vector, and all together they generate an SU(2) algebra,

[ξi, ξj ] = 2ε k
ij ξk . (1.4.12)

They also have their associated dual contact forms, i.e. σi such that σi(ξj) = δij . Each
σi satisfies the differential relation,

dσi = 2J i − εijkσj ∧ σk , (1.4.13)

where ιξiJ
j = 0. Taking the exterior derivative of the relation above one gets

dJ i = 2εijkJ
j ∧ Jk . (1.4.14)

As one may expect, the three Reeb vectors define what is known under the name of
tri-Sasakian foliation, whose space of leaves is a quaternionic Kähler space (whose
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holonomy group is contained in Sp(n)Sp(1)) BQK , and the metric on the tri-Sasaki
can be written as,

ds2 = ds2
BQK

+ σi ⊗ σi . (1.4.15)

To conclude this discussion, we want to make the following remark. For any linear
combination αiξi with αiαi = 1, we can define a Sasaki-Einstein structure through,

σ = αiσ
i ,

ω = αi

(
J i − 1

2
εijkσ

j ∧ σk
)
,

Ω =
(
βjσ

j − iγjσj
)
∧
(
βkJ

k − iγkJk
)
,

where βi and γi are sets of coefficients such that βiξi and γiξi are mutually orthogonal.
The coefficients (up to the orthogonality condition) can be chosen arbitrarily, since the
various choices gives the same Sasaki-Einstein structures up to the phase of Ω.



2
Flux Compactifications

2.1 Introduction and motivations

This thesis is devoted to the study of supersymmetric compactifications with non-
trivial fluxes. We will see in the first part of this chapter how requiring some amount
of supersymmetry on the lower dimensional theory constrains the geometry of the
internal manifold M , such that it must admit geometrical structures like the ones
we described in chapter 1. For the well-known case of fluxless compactification of
a 10-dimensional type II supergravity to a minimal supergravity in 4 dimensions,
the constraints on the internal manifold requires it to be a Calabi-Yau three-fold [3].
When we allow fluxes to be turned on, the supersymmetry conditions can be cast in a
compact and elegant form using Generalised Geometry and generalised structures we
will introduce in chapter 3.

2.2 Supergravity theories

Supergravity theories are theories combining general relativity with supersymmetry
(making this a local symmetry). These can be seen as low-energy effective theories
of the different string theories. There exists also an eleven-dimensional maximally
supersymmetric supergravity, which is not connected (as low-energy limit) to any
string theory. This has been interpreted to have its higher dimensional origin in M -
theory.

The aim of this section is to describe the main feature of type II and eleven-dimensional
supergravity theories, with their effective actions and the gauge symmetries of their
potentials.

2.2.1 Eleven-dimensional supergravity

This section is devoted to the description of eleven-dimensional supergravity, i.e. the
low energy effective theory of M-theory. This is not meant to be an exhaustive treat-
ment and we refer to [47,48] for further details.

29
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The bosonic degrees of freedom of eleven dimensions supergavity consist of the metric
g, a three-form potential A and its dual. Although it does not transport indepen-
dent degrees of freedom, one often introduces the dual seven-form G̃, whose six-form
potential is conventionally denoted by Ã.

The theory is invariant under diffeomorphisms and the gauge transformations

A3 −→ A3 + dΛ2 , (2.2.1)

where Λ2 is a two-form. The gauge invariant field strength is G4 = dA3.

The bosonic action of the eleven-dimensional supergravity is

S11 =
1

2κ2

∫
d11x

√
g

[(
R− 1

2
|G|2

)]
−

− 1

6
G4 ∧G4 ∧A︸ ︷︷ ︸

SCS

,
(2.2.2)

The equation of motion and Bianchi identity can be written (in a sourceless case) as

d ? G+
1

2
G ∧G = 0 ,

dG = 0 .
(2.2.3)

The theory is supersymmetric, with N = 1 supersymmetry. Notice that this is the
maximal possible supersymmetry in eleven dimensions. The fermionic degrees of free-
dom are completely captured by the gravitino Ψ.

In addition, the equation of motion for the metric g, i.e. the Einstein equation, can
be written as follows,

RMN −
1

12

(
GMPQRG

PQR
N − 1

12
gMNG

2

)
= 0 . (2.2.4)

2.2.2 Type II theories

Type II supergravities are the ten-dimensional effective theories for massless fields
type II string theories. There are two such theories that differ in the chirality of the
fermionic fields and the rank of the form potentials.

The bosonic sector consists of two sets of fields: the Neveu-Schwarz Neveu-Schwarz
(NSNS) and the Ramond-Ramond (RR).

As one can see from table 2.1, the NSNS sector is the same for both type II theories.
It contains the metric g, the dilaton φ and the NSNS two-form B. The latter is a
U(1) gauge potential with field strength H = dB.

The RR sector depends on the theory. Type IIA contains odd forms, while for type IIB
has even ones. These are also U(1) gauge potentials. For applications to generalised
geometry is it convenient to use the democratic formulation [49], of supergravity. This
formulation considers RR potentials of all ranks Cp, with p = 1, 3, . . . , 9 for type IIA
and p = 0, 2, . . . , 8 for IIB. These are not all independent since their field strengths
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g metric (graviton)
NSNS B Kalb-Ramond 2-form

φ dilaton

RR Ap
p odd for type IIA
p even for type IIB

ψα,+M , ψα,∓M Gravitinos
λ−α , λ±α Dilatinos

Table 2.1: Type II supergravities spectrum in ten dimensions. The different chiralities of
spinors define the two theories. Upper signs refer to type IIA, while lower ones
to type IIB.

have to satisfy duality relations with respect to the Hodge dual. The field strength1

are defined by,
Fp = dCp−1 +H ∧ Cp−3 + eBF0 , (2.2.5)

where F0 = m is the Romans mass, which can be added only in type IIA [50], and the
duality relations,

Fp = (−1)[
p+3

2 ] ? F10−p . (2.2.6)

The fermionic sector of the two theories consists of two Majorana-Weyl spinors of spin
3/2, the gravitinos ψαM , and two Majorana-Weyl spin 1/2 spinors λα, the dilatinos.
Gravitinos and dilatinos have opposite chirality. In type IIA the gravitinos have
opposite chirality, while in type IIB they have the same chirality (chosen positive by
convention). As a consequence, type IIB dilatinos will both have negative chirality.
This is the difference between type IIA and IIB, the former is a non-chiral theory,
while the latter is chiral. Nevertheless, they are both maximal supersymmetry in ten
dimensions, i.e. they are N = 2. An important fact is that type IIA supergravity can
be obtained by the eleven-dimensional one by a compactifiation on a circle. We will
analyse this reduction in a while.

The string frame2 action for the bosonic fields of type IIA is (we follow the conventions
of [49])

SIIA =
1

2κ2

∫
d10x

√
g

[
e−2φ

(
R+ 4∇φ2 − 1

2
|H|2

)]
︸ ︷︷ ︸

SNS

−
√
g

2

2∑
k=0

|F2k|2︸ ︷︷ ︸
SR

− 1

2
B ∧ F4 ∧ F4︸ ︷︷ ︸

SCS

,

where F4 = dC3, while Fp are the field strength defined above in (2.2.5).

1There exists another common choice for the RR potential, the so-called A-basis, which is related
to the C-basis we use as A = e−B∧C. In this basis the field strength (2.2.5) reads F = eB∧(dA+m).

2Einstein frame and string frame metric are related by a dilaton rescaling, i.e.

g = eφ/2gE .



32 2.2 Supergravity theories

The bosonic action for type IIB reads

SIIB =
1

2κ2

∫
d10x

√
g

[
e−2φ

(
R+ 4∇φ2 − 1

2
|H|2

)]
︸ ︷︷ ︸

SNS

−
√
g

2

2∑
k=0

1

k!
|F2k+1|2︸ ︷︷ ︸

SR

− 1

2
C4 ∧H3 ∧ F3︸ ︷︷ ︸

SCS

.

Analogously to the type IIA case, we introduced Fn = dCn−1. This action has a
constant shift symmetry C0 → C0 +c, where c is a constant. Hence, it is referred to as
an axion [48,51]. Furthermore, the five-form field strength F5 satisfies the self-duality
condition

F5 = ?F5 , (2.2.7)

which has to be imposed as a further constraint together with the equations of motion.

It is be useful to collect all the RR field strengths and potentials into a single polyform,

C =
∑

pCp p odd/even for type IIA/IIB ,

F =
∑

p Fp p even/odd for type IIA/IIB .

In this notation, the (2.2.5) and (2.2.6) take the following form,

F = dHC + eBF0 ,

F = ?s(F ) ,

where we introduced the differential operator dh := d−H∧ acting on polyforms, called
H-twisted exterior derivative, and the index reversal operator s,

s(Ap) = (−1)[p/2]Ap . (2.2.8)

The field strengths defined above are invariant under gauge transformations of poten-
tials,

δB = −dλ ,

δC = −eB ∧ (dω −mλ) ,
(2.2.9)

where λ is a one-form, ω is a polyform made of even/odd forms for type IIA/IIB and
the term proportional to the Romans mass m is there only in the type IIA case.

The RR field strengths have the following equations of motions and Bianchi identities
(when there are no sources, like Dp branes). Bosonic fields equations for type II appear
as,

(de−2φ ? H)± 1

2
F ∧ ?F = 0 , (d +H) ? F = 0 , (2.2.10)

where ± sign is referred to type IIA/B respectively, and

dF = H ∧ F . (2.2.11)

Notice that for type IIA the (2.2.10),

d(e−2φ ? H) +
1

2
[F ∧ ?F ]8 = 0 , (2.2.12)
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can be interpreted as the Bianchi identity for the dual seven-form field strength,

H̃ = e−2φ ? H . (2.2.13)

We denoted by [. . .]k the rank k form of the polyform in the bracket.

Making use of the self-duality relation for F (2.2.6), we can rewrite the (2.2.12) as,

d

(
H̃ +

1

2

[
s(F ) ∧ C +me−B ∧ C

]
7

)
= 0 , (2.2.14)

which is solved by,

H̃ = dB̃ − 1

2

[
s(F ) ∧ C +me−B ∧ C

]
7
. (2.2.15)

Thus we introduce a new potential B̃ [52,53], whose (linearised) gauge transformations
are fixed by requiring the invariance of its field strength,

δB̃ = −(dσ +mω6)− 1

2

[
eB ∧ (dω −mλ) ∧ s(C)

]
6
, (2.2.16)

where σ is a five-form, while ω and λ are the parameters of the gauge transforma-
tions (2.2.9).

An interesting point to notice about the massive IIA theory [50] is that one can obtain
it from the non-massive one by shifting the gauge parameters as,

dω0 −→ dω0 −mλ ,
dσ −→ dσ +mω6 .

(2.2.17)

These relations will be the key of the construction of the exceptional generalised
geometry for massive type IIA [12].

Type IIB theory exhibits a non-compact global symmetry SL(2,R). This is not evident
in the formulation we gave above, so we want to make it explicit. The two two-form
potentials B and C2 can be organised into a doublet of SL(2,R),

Bi :=

(
B
C2

)i
. (2.2.18)

Similarly, we introduce F i = dBi. Under an SL(2,R) transformations the B fields
transform linearly,

Bi −→ ΛijB
j , Λij =

(
a b
c d

)
∈ SL(2,R) . (2.2.19)

One can also define a complex scalar field τ which is the complex combination of the
axion and the dilaton field, for this reason this is called axion-dilaton field. This is
useful since it transforms nicely under SL(2,R),

τ −→ aτ + b

cτ + d
. (2.2.20)

Then, type IIB action SIIB can be re-written in terms of SL(2,R) representations,
like the symmetric matrix h,

hij =

(
|τ |2 −C0

−C0 1

)
ij

, (2.2.21)
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transforming under SL(2,R) as

hij −→ ΛikhklΛ
lj . (2.2.22)

Then the action SIIB in terms of SL(2,R) covariant objects can be recast as,

SIIB =
1

2κ2

∫
d10x

√
g

[
e−2φ

(
R− 1

12
F ihijF

j +
1

4
∂hij∂h

ji

)]
− 1

8κ2

∫
d10x

[√
g|F5|2 − εijC4 ∧ F i ∧ F j

]
.

(2.2.23)

The self duality condition on the 5-form field strength (2.2.7) (which is a constraint
in this formalism) is also SL(2,R) invariant. Moreover, one can re-write its definition
in an SL(2,R) invariant form,

F5 = dC4 +
1

2
εijB

i ∧Hj . (2.2.24)

2.3 Supersymmetric backgrounds and compactifi-
cations

After describing the actions and the equations of motion of eleven- and ten-dimensional
supergravities, we are interested in solutions. Since we want to study compactifica-
tions, we look for solutions that are warped products

M10 = X ×Md ,

of a maximally symmetric external spacetime (Minkowski, Anti-de Sitter, de Sitter)
and an internal space Md. In order to preserve Poincaré invariance in the external
spacetime, we must set all fermionic fields to zero so the background is purely bosonic.

Then, the metric ansatz reads

ds2
M = e2Ads2

X + ds2
M , (2.3.1)

where A is a real function of the coordinates on Md, the warp factor.

We look for supersymmetric solutions. A background is supersymmetric if all the su-
pergravity fields (and hence the solutions) are invariant under supersymmetry trans-
formations. Choosing ε as the quantity parameterising supersymmetry variations, one
is allowed to write (schematically)

δ(boson) = ε(fermion) , δ(fermion) = ε(boson) . (2.3.2)

The variations of the bosonic fields always contain a fermionic field, and since we have
set these to zero the variations automatically vanish. On the other hand, we get non-
trivial conditions from the variations of the fermionic fields. Then, supersymmetry of
the background is equivalent to the existence of a non-vanishing spinor ε for which the
supersymmetry variations vanish. These can be recast into differential and algebraic
equations, known as Killing spinor equations. The spinor ε solving these is then called
Killing spinor. A background is supersymmetric if it admits Killing spinors. The
Killing spinor equation for M-theory is

∇M ε+
1

288

[
Γ NPQR
M − 8δ N

M ΓPQR
]
GNPQR ε = 0 , (2.3.3)
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where M,N, . . . = 0, 1, . . . , 10, ε is a Majorana spinor and the Gamma matrices are
the Clifford algebra elements in 11 dimensions.

Type IIA Killing spinor equation can be derived by the previous one by a compactifica-
tion, so we do not give it explicitly. Finally, for type IIB the Killing spinor equations,
given in terms of ten-dimensional Gamma matrices are

∇M ε−
1

96

[
Γ PQR
M − 9ΓPQ

]
GMPQ εc +

1

192
ΓPQRSFMPQRSε = 0 , (2.3.4a)

iΓMPM ε
c +

i

24
ΓPQRGPQRε = 0 . (2.3.4b)

where, following [54], we defined P = i
2e
φdC0 + 1

2dφ and G = ieφ/2(τdB − dC2), and
here M,N = 0, 1, . . . , 9.

The Killing spinor equations are central in the study of supersymmetric string back-
grounds. This is due to the fact that for backgrounds of the (2.3.1) one can show that
the supersymmetry variations plus the Bianchi identities for the NS and RR fields
imply all other equations of motion. Thus a solution of the Killing spinor equations
is automatically a solution of the supergravity equations of motions.

On backgrounds of the type (2.3.1) the supersymmetry parameters factorise accord-
ingly

ε =
∑
i=N

εi ⊗ χ , (2.3.5)

where εi are anticommuting spinors on the external space and χ is a generic commuting
spinor on the internal manifold. The number N of spinors εi detemine the number of
supersymmetries preserved by the background. This splitting induces also a splitting
of the Killing spinor equations into distinct conditions for ε and for χ. The existence
of Killing spinors (and the differential conditions they have to satisfy) on the internal
manifold M puts several constraints on the geometry of the manifold. Investigating
how this happens and how this allows compactifications with fluxes is the goal of next
sections.

2.3.1 Calabi-Yau backgrounds in type II

Let us start by a famous example of compactifications to four dimensions. We consider
a purely geometric solutions where the only non-trivial field is the metric. We are
going to see how supersymmetry conditions constrain the internal geometry to be
Calabi-Yau.

As discussed above, to find solutions it is enough to solve the supersymmetry variations
for the spinors (2.3.2). In type II theory, in absence of fluxes they reduce to

δλ1 = ∂MφΓM ε1 = 0 , δλ2 = ∂MφΓM ε2 = 0 , (2.3.6)

for the dilatino variations, while the gravitino variations reduce to the requirement
that the supersymmetry parameters must be covariantly constant

δψ1
M = ∇M ε1 = 0 , δψ2

M = ∇M ε2 = 0 . (2.3.7)

The supersymmetry parameters decompose as

ε1 = ζ1 ⊗ η1 + c.c. , (2.3.8)
ε2 = ζ2 ⊗ η2 + c.c. . (2.3.9)
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Here ζ is a four-dimensional chiral spinor (γ5ζ = ζ) and η1,2 are six-dimensional chiral
spinors, of opposite chirality in IIA and same chirality in IIB

γ7η1 = η1 γ7η2 = ∓η2 in IIA/IIB . (2.3.10)

Using the decomposition ansatz for the metric (2.3.1), and supersymmetry parame-
ters (2.3.8), we obtain the six-dimensonal equations

/∂φ η1,2 = 0 , (2.3.11)

where /∂φ = γm∂mφ. This implies that the dilaton must be constant, ∂mφ = 0, since
||/∂φ η1,2||2 = (∂φ)2||η1,2||2.
The gravitino variations reduce to

∇µ → ∇µ ⊗ 1 +
1

2
eA(γµγ5 ⊗ /∂A) , (2.3.12)

∇m → 1⊗∇m , (2.3.13)

where, on the right hand side, ∇µ and ∇m are the covariant derivatives with respect
to the external four-dimensional unwarped metric and the internal six-dimensional
metric, respectively. Using again (2.3.8), we can decompose (2.3.7) into an external
(four-dimensional) and an internal (six-dimensional) part as

∇µζ1 ⊗ η1 −
1

2
eA(γµζ

∗ ⊗ /∂Aη∗1) + c.c. = 0 , (2.3.14)

ζ1 ⊗∇mη1 + c.c. = 0 . (2.3.15)

An identical equation holds for η2. The external gravitino equations (2.3.14) imply
that /∂Aη∗1,2 should be proportional to η1,2, which is impossible since η†1,2γmη1,2 = 0. It
follows that the warping must be constant. Taking this into account, (2.3.14) further
reduces to

∇µζ1,2 = 0 . (2.3.16)

The commutator of two external covariant derivatives gives

[∇µ,∇ν ] =
1

4
Rµνρσγ

ρσ =
Λ

6
γµν , (2.3.17)

where we used the expression for the curvature tensor for a maximally symmetric
(unwarped) four-dimensional metric: Rµνρσ = 1

3Λ(gµρgνσ − gµσgνρ). From (2.3.16)
and (2.3.17), it then follows Λγµνζ = 0 which implies the vanishing of the cosmological
constant

Λ = 0 . (2.3.18)

Then, the external gravitino equations require that the warp factor A must be con-
stant, and the four-dimensional space must be Minkowski (Λ = 0).

Let us now turn to the internal gravitino equations, (2.3.15), which reduce to

∇mη1 = 0 , ∇mη2 = 0 . (2.3.19)

Applying the same argument as below (2.3.17), we see that the internal metric must
be Ricci flat.

Moreover, a covariantly constant spinor implies a reduction of the holonomy group of
a Riemannian manifold. From (2.3.19) it follows that the internal metric must have
at most holonomy SU(3). A Ricci flat manifold of SU(3) holonomy is a Calabi-Yau.
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If the internal metric has strict SU(3)-holonomy, then η1
+ and η2

+ must be proportional.
Without loss of generality we can set η1

+ = η2
+ = η with η†η = 1. We can express

We can construct the forms ω and Ω as spinors bilinears of the covariantly constant
spinor η. Then we can rewrite the Calabi-Yau condition ∇mη = 0 in the alternative
form

dω = 0 , dΩ = 0 . (2.3.20)

Thus, we got an important result: in absence of fluxes, looking for a supersymmetric
vacuum requires to consider a Calabi-Yau three-fold as internal manifold.

The properties of Calabi-Yau’s manifolds are such that one can explicitely derive the
four-dimensional effective action (see [55, 56] for details). This is an N = 2 super-
gravity theory in four-dimensions, that is characterised by the presence of massless
uncostrained scalars, the moduli. In supersymmetric theories massless scalar fields
are not a problem, the trouble is if some of them stay massless after SUSY breaking:
massless scalar fields would provide long range interactions that are not observed in
nature. One solutions to the moduli problem is to find ways to generate potential
terms for some or all such scalars. One way is to consider compactifications admitting
non-trivial fluxes.

2.3.2 Backgrounds with fluxes in type II

We now turn to the study of more general solutions of type II supergravity where
some of the fluxes have non-zero values. The presence of fluxes drastically changes
the properties of the solutions. This can be seen both from the equations of motion
and the supersymmetry variations. Indeed, from the Einstein equation, which reads
schematically

RMN ∼ HMPQHN
PQ +

∑
p

FMQ1...QpFN
Q1...Qp , (2.3.21)

we see that the fluxes back-react on the metric, which generically cannot be Ricci-flat
(and thus Calabi-Yau) anymore. Another generic feature is a non trivial warp factor
in the ten-dimensional metric.

The supersymmetry variations are also modified. For example, from (2.3.2) one can
see that in the presence of RR fluxes the supersymmetry conditions relate ε1 and ε2 so
that the four-dimensional components ζ1,2 cannot be chosen independently anymore,
as in (2.3.8). Therefore, in the presence of RR-fluxes one generically obtains N = 1
in four dimensions.

Repeating the strategy used in the fluxless case, we decompose the supersymmetry
conditions according to the compactification ansatz. We do not give all details here,
but one can easily see that the internal gravitino variations become

(∇m +
1

4
/Hm)η1 +

1

8
eφ /Fγmγ7η2 = 0 ,

(∇m −
1

4
/Hm)η2 −

1

8
eφ /F

†
γmγ7η1 = 0 ,

(2.3.22)

from which we see that, generically, the internal manifold is no longer Ricci flat and
hence no longer Calabi-Yau, since

[∇m,∇n]η1,2 =
1

4
Rmn

pqγpqη1,2 6= 0 . (2.3.23)
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It is therefore natural to wonder whether it is still possible to say something about the
geometry of the internal manifold. Generalized Complex Geometry provides a general
framework to describe flux backgrounds in string theory.



3
Generalising the geometry

3.1 Introduction and motivations

The aim of this chapter is to introduce Generalised Geometry, both complex (its
simpler version) and Exceptional.

Generalised complex geometry, as originally proposed by Hitchin [57,58], geometrises
the NSNS sector of type II supergravity. As described in the previous chapter,
Hitchin’s generalised tangent bundle is isomorphic to the sum TM ⊕ T ∗M of the
tangent and cotangent bundle to the d-dimensional compactification manifold Md,
and is patched by GL(d,R) transformations and gauge shifts of the NSNS two-form
B. The structure group of this extended bundle is O(d, d), i.e. the T-duality group
of the compactification on a d-dimensional torus. From a string theory perspective,
T and T ∗ parameterise the quantum number of the string, that is momentum and
winding charge. Extending this construction to include the RR potentials in type II
supergravity [59–61], or adapting it to M-theory compactifications [59,62,63], leads to
exceptional generalised geometry. In this case the structure group of the generalised
tangent bundle is the U-duality group, and the bundle parameterises all the charges
of the theory under study, that is momenta and winding, as well as NS- and D-brane
(or M-brane) charges.

3.2 Generalised complex geometry

Generalised complex geometry was introduced by Hitchin [57] and Gualtieri [58] to
find a structure interpolating between complex and symplectic geometries.

The main idea of generalised geometry is to geometrise the gauge transformations of
a two form. This is done by introducing the generalised tangent bundle. Given a
d-dimensional manifiold M generalised tangent bundle is the extension of the tangent
space by the cotangent space

0 T ∗M E TM 0 ,i π

B

(3.2.1)

39
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where π is the so-called anchor map, that is a projection π : E → TM , to not be
confused with the usual projection map on a bundle. Its action on sections is simply
projecting out the form part.

At any point p ∈ M , E is isomorphic to the sum of the tangent and the cotangent
bundle

E ∼= Ẽ = TM ⊕ T ∗M . (3.2.2)

The sections of E are called generalised vectors. On patch Uα they can be written as,

V(α) = v(α) + µ(α) ∈ TM ⊕ T ∗M , (3.2.3)

and at the intersection Uα ∩ Uβ the patch non-trivially

V(α) = v(α) + µ(α) = A(αβ)v(β) +A−T(αβ)µ(β) − ιA(αβ)v(β)
dΛ(αβ) , (3.2.4)

where A(αβ) is a GL(d,R) transition function and Λ is a one-form gauge parameter
satisfying the co-cycle condition on the triple overlap Uα ∩ Uβ ∩ Uγ ,

Λ(αβ) + Λ(βγ) + Λ(γα) = −ig−1
(αβγ)dg(αβγ) , (3.2.5)

with g is an element of U(1), satisfying the condition for transition functions

g(βγδ)g
−1
(αγδ)g(αβδ)g

−1
(αβγ) = 1 , on Uα ∩ Uβ ∩ Uγ ∩ Uδ . (3.2.6)

This construction allows to introduce a two-form B, transforming as

B(αβ) := B(α) −B(β) = dΛ(αβ) . (3.2.7)

which is a generalisation of the standard U(1) connection. B is a connection on
a gerbe [64], that is a higher rank form generalisation of a connection over a fiber
bundle [19]. We can see that the map B(αβ) gives the non-trivial fibration of the
cotangent bundle on the tangent one. In other words, the vector part of the generalised
vector V is a well-defined vector, meaning it patches correctly as a vector over the
manifold. On the other hand, as one can observe from (3.2.4) the form part does
not patch as one can expect from a one-form, but it has an extra-part parametrised
by dΛ(αβ). This is what we mean when we say that the isomorphism (formally called
splitting [65]) E ∼= TM⊕T ∗M is not canonical, but it depends on the choice of the map
B. The transition functions of the generalised tangent bundle are GL(d,R)×Λ2T ∗M .
Notice that generally the B-field is only defined locally, however its field strength
H = dB is globally defined. In applications to string theory, B is identified with the
NS-NS two-form potential and the patching rules (3.2.19) and (3.2.7) will correctly
reproduce the gauge transformations prescribed by supergravity.

The generalised tangent bundle – because of the duality between TM and T ∗M as
linear spaces – is equipped with a natural O(d, d) symmetric bilinear form η, i.e. a
metric

η(V,W ) = η(v + µ,w + λ) =
1

2
(µ(w) + λ(v)) , (3.2.8)

where µ(w) = ιwµ denote the contraction of the vector w with the one-form µ. One
can also write the relation above as a matrix equation η(V,W ) = V T ηW , where,

V =

(
v
µ

)
, W =

(
w
λ

)
, η =

1

2

(
0 1

1 0

)
. (3.2.9)
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One can diagonalise the matrix η and make the signature (d, d) explicit

η̃ =
1

2

(
1 0
0 −1

)
. (3.2.10)

As discussed in chapter 1, defining a metric is equivalent to define a G-structure. In
this case, the metric η defines O(d, d) on TM ⊕ T ∗M .

In addition to the metric, the generalised tangent bundle Ẽ has an orientation too [58].
It can be defined by the η metric through the Levi-Civita symbol,

volη =
1

(d!)2
εm1...mdεn1...nd∂m1 ∧ . . . ∧ ∂md ∧ dxn1 ∧ . . . ∧ dxnd , (3.2.11)

where ∂m and dxn denote a basis on TM and T ∗M .

The structure group preserving both the metric and the volume form is SO(d, d). The
Lie algebra of SO(TM ⊕ T ∗M) ∼= SO(d, d) is given by

so(TM ⊕ T ∗M) = {T | η(TV,W ) + η(V, TW ) = 0}, (3.2.12)

i.e. generators are antisymmetric. This algebra decomposes [66] in

End(TM)⊕ Λ2TM ⊕ Λ2T ∗M , (3.2.13)

or, equivalently, a generic element T ∈ so(TM ⊕ T ∗M) can be written as

T =

(
A β
B −AT

)
, (3.2.14)

where A ∈ End(TM), B ∈ Λ2T ∗M , β ∈ Λ2TM , and hence

A : TM TM

B : TM T ∗M

β : T ∗M TM .

The action of the three subgroups can be done explicitly. For GL(d,R) part,

eA · V = Av +A−Tµ , (3.2.15)

for the so-called B-transformation,

eB · V = v + µ− ιvB , (3.2.16)

and, finally for the β-transformation,

eβ · V = v − βyµ+ µ . (3.2.17)

Here · denotes the adjoint action of the so(d, d) algebra. A noteworthy fact is that
since both B and β are not invariant under GL(d,R), their actions do not commute
with the GL(d,R) one. Another observation one can make is that, since both B and β
are antisymmetric tensors, the symmetric product defined by the metric η is invariant
under B and β transformations,

η(eB+βV, eB+βW ) = η(V,W ) . (3.2.18)

The patching conditions can be rewritten as

V(α) = eA(αβ)+dΛ(αβ) · V(β) (3.2.19)

The bundle Ẽ is some-time called the untwisted generalised and its sections Ṽ ∈
Γ(TM ⊕ T ∗M) are called untwisted generalised vectors. They are related to the
sections of E by a B-transformation

V = eBṼ = eB(v + µ) = v + µ− ιvB . (3.2.20)
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3.2.1 The generalised frame bundle

The definition of generalised frame bundle is a straightforward generalisation of that
of frame bundle. Given a frame on E, that we call {ÊA}, satisfying the orthonormality
condition with respect to the natural inner product

η
(
ÊA, ÊB

)
= ηAB =

1

2

(
0 1

1 0

)
AB

, (3.2.21)

we can define the generalised frame bundle as follows. The frame bundle is the bundle
associated to these basis vectors. Points on the fibre (frames) are connected by O(d, d)
transformations. Conversely, all frames connected by O(d, d) transformations to a
frame that satisfies (3.2.21) will satisfy it too. In other words, these frames form an
O(d, d)-bundle, that we call generalised frame bundle,

F :=
⊔
p∈M

{(
p, ÊA

)
| p ∈M, η

(
ÊA, ÊB

)
= ηAB

}
. (3.2.22)

Given the frame {êa} for TM and the coframe {ea} for the cotangent bundle T ∗M , we
can make a particular choice of frame, the split frame, such that we can keep track of
the vector and form part of our generalised sections [67,68]. Explicitly we can choose,

ÊA :=



(
êa

−iêaB

)
, A = a ,(

ea

0

)
, A = a+ d .

(3.2.23)

Note that the B-shift is present in our definition of the split frame. This is because
one can obtain the split frame by a twist of a generic basis of TM ⊕ T ∗M .

We can then define a generalised G-structure, as a sub-bundle of the principal gener-
alised frame bundle associated to E. In other words, a generalised G-structure is a set
of generalised tensors that are invariant under the action of a subgroup G ⊂ O(d, d).

3.2.2 Generalised metric

Proceeding in with the ordinary structures, we want to describe the analogue of a
Riemannian metric on the generalised tangent bundle.

One can define a generalised metric on a generalised tangent bundle E, as a positive
definite sub-bundle of rank d, such that the restriction of the natural metric η is
positive definite [69, def. 4.1.1]. In terms of generalised G-structures, we say that a
generalised metric is an O(d)×O(d)-structure over M .

The presence of such a structure splits the generalised tangent bundle E into two
sub-bundles,

E ∼= C+ ⊕ C− , (3.2.24)

corresponding to spaces where the inner product η has a definite sign [58, 70]. This
allows us to define a generalised metric [69]

G(·, ·) = η(·, ·)
∣∣
C+
− η(·, ·)

∣∣
C−

. (3.2.25)
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v + gv

Cg+

v − gv

Cg−

T ∗M

TMv

Figure 3.1: We can represent the splitting of E into the sub-bundles C+⊕C− by the graph
of a linear map h : TM −→ T ∗M . Here is shown the particular case of a zero
B field transformation.

Since any generalised section which is made only by a vector field or only a form has
a zero norm with respect to the metric η, we can state for instance T ∗M ∩C± = {0}.
(Analogously intersections between TM and C± are just made by the zero section, as
represented in figure 3.1.) Thus, we can define a map h : TM −→ T ∗M such that C+

is the graph of h, and C− its orthogonal complement, and explicitly

C+ = {v + hv | v ∈ Γ(TM)}. (3.2.26)

The map h provides an isomorphism between TM and C+. One can see h as an
element of T ∗M ⊗ T ∗M , i.e. a 2-tensor, and hence can be written as a sum of a
symmetric and an antisymmetric part: h = g + B, exploiting the decomposition
T ∗M ⊗ T ∗M ∼= Sym2T ∗M ⊕ Λ2T ∗M , where g ∈ Sym2T ∗M and B ∈ Λ2T ∗M . Thus
one can write a general element V+ ∈ C+ as V+ = v+(B + g)v, where we denote with
Bv the contraction ιvB. The orthogonality condition between C+ and C− force us to
write V− ∈ C− as V− = v + (B − g)v and so

C− = {v + (B − g)v | v ∈ Γ(TM)} . (3.2.27)

Thanks of the symmetry of the inner product induced by η under B shifts, we can
identify g as an ordinary Riemannian metric on M . Indeed, given any V+,W+ ∈ C+

and their inner product

η(V+,W+) = η(v + ιvB + gv, w + ιwB + gw)

= η(v + gv, w + gw)

=
1

2
(ιwgv + ivgw) = g(v, w) .

By construction, g is a positive definite Riemannian metric on M .

One can find an explicit form for the generalised metric G (3.2.25) by studying its
action on C±. The construction below will closely follow the one in [69], which we
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refer to for further details. Given a generalised vector V ∈ E, one can write it as
V = V+ + V−, where V± ∈ C±. Thus, we have the map

G : E E∗ ∼= E

V G(V ) = G(V, ·)
(3.2.28)

where we denoted by G(V ) the generalised one-form G(V, ·), but since (TM⊕T ∗M)∗ ∼=
TM ⊕ T ∗M it can be thought as a generalised vector and then decomposed in C±
components,

G(V ) = G(V, ·) = η(V+ + V−, ·)
∣∣
C+
− η(V+ + V−, ·)

∣∣
C−

= V+ − V− . (3.2.29)

From the expression above, one can state G2 = 1, and C± are the eigenspaces relative
to the eigenvalues ±1 of G. Consider the usual Riemannian metric g over M , this
induces the splits of TM ⊕ T ∗M into

Cg± = {v ± gv | v ∈ TM} . (3.2.30)

A generic vector in Cg± can be written as Vg± = v ± gv. In this particular case
2x = Vg+ + Vg−, thus, we are now allowed to write

2G(v) = Vg+ − Vg− = 2g(v),

and since G2 = 1, it holds

2G2(v) = 2G(g(v)) = Vg+ + Vg− = 2v .

We look for an explicit form of G in terms of the two quantities g and B. The simplest
form the matrix G can take (compatible with the two conditions above) is with B = 0,

Gg =

(
0 g−1

g 0

)
.

Now we want to reintroduce the B field we have ignored so far. Recall that

eBVg± = (v ± gv +Bv) = V±

and also that
G(V±) = ±V±. (3.2.31)

Using the previous relations and applying the B transformation to Vg±, we can obtain
a matrix representation for G as follows,

V± = eBVg± = ±eBGgVg± =

= ±eBGge−BeBVg± =

= ±eBGge−BV± .

This is true if and only if

G = e−BGgeB =

(
g−1B g−1

g −Bg−1B −Bg−1

)
. (3.2.32)

The generalised metric is an element of the coset space O(d, d)/O(d) × O(d) and
encodes both the metric and the B-field [70]. One can also introduce generalised
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vielbeins, parametrising the coset, the local flat symmetry in ordinary geometry is
here replaced by O(d) × O(d). We also require that the set of local vielbeins {ÊA}
makes the generalised metric take the following form,

η = ÊT
(
1 0
0 −1

)
Ê , G = ÊT

(
1 0
0 1

)
Ê , (3.2.33)

An explicit form is given by,

Ê =
1√
2

(
e+ − êT+B êT+
−e− − êT−B êT−

)
, (3.2.34)

where e± are two sets of vielbeins and ê± their inverse. They have to satisfy

g = eT±e± , g−1 = ê±ê
T
± , (3.2.35)

which are the canonical conditions on ordinary vielbeins.

3.2.3 Generalised almost complex structure

A generalised almost complex structure is a map

I : E −→ E , (3.2.36)

compatible with the bundle structure, i.e. π(IV ) = π(V ) and with the property
analogous to (1.2.12),

I2 = −1 . (3.2.37)

In addition, compatibility with the O(d, d) metric is required,

IT ηI = η , (3.2.38)

or equivalently
η(IV, IW ) = η(V,W ) , ∀V,W . (3.2.39)

An ordinary complex structure reduces the structure group to U(d/2). Here some-
thing analogous happens, the generalised almost complex structure impliesM is even-
dimensional, and the structure group of the exceptional tangent bundle O(d, d) is
reduced to U(d/2, d/2).

Also in this case, one can adopt a “matrix” notation and describe the generalised almost
complex structure as a block matrix acting on a generalised vector. From (3.2.38), it
follows that the generalised almost complex structure takes the form,

I =

(
−I R
L IT

)
, (3.2.40)

where R and L are an antisymmetric two-vector and a two-form respectively. The
requirement for I to square to −1 imples,

I2 +RL = −1d , (3.2.41)

−IR+RIT = 0 , (3.2.42)

−LI + ITL = 0 . (3.2.43)



46 3.2 Generalised complex geometry

An important feature of the generalised almost complex structure is that it contains
both the ordinary almost complex and the almost symplectic structures,

II =

(
−I 0
0 IT

)
, Iω =

(
0 ω−1

−ω 0

)
. (3.2.44)

We can think at the general case (3.2.40) as a set of continuous intermediate structures,
interpolating between the two extrema of complex and symplectic geometry, by vary-
ing the tensors R and L. Indeed, the original purpose of Hitchin and Guatieri [58,64]
was to find a way to unify the symplectic and complex geometry.

As in the ordinary case, also the generalised almost complex structure generates two
generalised distributions, that is the two eigenbundles associated to the eigenvectors
±i,

E ⊗ C = LI ⊕ LI . (3.2.45)

This is somehow analogous to the split seen previously induced by the generalised
metric.

LI and LI are maximally isotropic sub-bundles of E ⊗ C. Recall that a generalised
sub-bundle L is isotropic if and only if it is null with respect to the natural O(d, d)
metric,

η(V,W ) = 0 ∀V,W ∈ L . (3.2.46)

In addition, it is maximally isotropic if its rank is half of the rank of E.

We can show that LI is actually maximally isotropic. Given two vectors V,W ∈ LI ,
their inner product is,

η(V,W ) = V T ηW = V TIT ηIW = (iV )T η(iW ) = −V T ηW = −η(V,W ) = 0 ,

where we used the (3.2.38) in the second equality and the fact that both V and W
are elements of LI in the third one. Moreover, since LI and L̄I have the same rank,
we have that both have complex dimension d, such that LI is maximally isotropic.

3.2.4 Dorfman derivative and Courant bracket

One can define a differential operator generalising the action of the Lie derivative in
the ordinary case. We will also see how to generalised the concept of infinitesimal
diffeomorphism for the generalised tangent bundle.

Given two sections of E, for instance V = v + µ and W = w + λ, where v, w ∈
Γ(TM) and µ, λ ∈ Γ(T ∗M), we define the Dorfman derivative or generalised Lie
derivative [57, 62,67] as

LVW := Lvw + Lvλ− ιwdµ . (3.2.47)

The Dorfman derivative enjoys the Leibnitz rule, i.e.

LV (LWZ) = LLVWZ + LW (LV Z) . (3.2.48)

This gives the generalised tangent bundle, endowed with the generalised Lie derivative
the structure of a Leibnitz algebroid [71].

Note that we can give a definition that makes explicit the action of the O(d, d) group.
This comes from the observation that the Lie derivative between two ordinary vectors
v and v′ of Γ(TM) can be written in components using the gl(d,R) action,

(Lvv′)m = vn ∂nv
′m − (∂ × v)mn v

′n .
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Thus, by analogy one can use the O(d, d) action to write the Dorfman derivative as

(
LV V

′)M = V N∂NV
′M − (∂ ×ad V )MNV

′N , (3.2.49)

where ×ad denotes the projection onto the adjoint bundle,

×ad : E∗ × E −→ ad . (3.2.50)

This definition is useful not only because allows to define the action of the LV operator
also to representations of O(d, d) other than the fundamental one (like the adjoint, the
second rank symmetric, etc.), but also because it is easily extendable to the exceptional
case.

The Dorfman derivative is not antisymmetric. Its antisymmetrisation defines the
Courant bracket [67, 72],

JV,W K :=
1

2
(LVW − LWV ) = [v, w] + Lvλ− Lwµ−

1

2
d(ιvλ− ιwµ) , (3.2.51)

which makes explicit the fact that in the O(d, d) generalised geometry we have a
Courant algebroid [72,73]. A nice historical review on the subject can be found in [74].

The Courant bracket educes to the ordinary Lie bracket when restricted to vectors,
while it vanishes on one-forms. It is invariant under diffeomorphisms, and under
B-shifts parametrised by a closed 2-form b,

Jeb · V, eb ·W K = ebJV,W K + ιvιwdb . (3.2.52)

The relation above suggests the introduction of a twisted Courant bracket by a 3-form
H

JV,W KH = JV,W K + ιvιwH . (3.2.53)

One can see that the twisted Courant bracket is the right differential operator acting
on untwisted vectors, while the (3.2.51) is the one used in the twisted picture, where
the B-shift is already encoded in generalised vectors.

Integrability

Recall that for an ordinary complex structure, integrability can be expressed in terms
of the involutivity of its ±i eigenbundles with respect to the Lie bracket. Here, we
can give a definition of integrability in terms of Courant bracket and the involutivity
of the generalised subbundle LI .

Given a generalised almost complex structure I on E, we say it is integrable if and
only if its i-eigenspace LI is closed under the Courant bracket,

JV,W K ∈ Γ(LI) , ∀V,W ∈ Γ(LI) . (3.2.54)

A manifold admitting such a structure (called generalised complex structure) is said
generalised complex manifold.
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3.2.5 Generalised geometry and compactifications

Generalised geometry allows to treat on the same ground diffeomorphisms and gauge
transformations of the NS sector of type II supergravities. It is also a powerful tool
to classify and study flux vacua. Let us consider again the case of N = 1 flux
compactifications to four dimensions.

The idea is that one can define a pair of bispinors built out the supersymmetry pa-
rameters, η1 and η2

Φ+ = e−φe−B
(
η+

1 ⊗ η
+
2

)
∈ Γ(ΛevenT ∗M) ,

Φ− = e−φe−B
(
η+

1 ⊗ η
−
2

)
∈ Γ(ΛoddT ∗M) ,

(3.2.55)

which are globally defined. The two polyforms Φ± can be seen as sections of the
positive and negative helicity Spin(6, 6) spinor bundles associated to E through the
Clifford map. And are associated to an almost generalised complex structure each.
Each of them is stabilised by a different SU(3, 3) subrgroup of Spin(6, 6). Hence,
each of them defines a different SU(3, 3) generalised structure. The compatibility
condition implies that the group leaving both invariant has to be the intersection of
the two SU(3, 3) subgroups, then SU(3) × SU(3). Thus, we see that all N = 1 flux
backagrounds must have SU(3)× SU(3) structure [75,76].

On can show [75, 77], that Killing spinor equations can be rewritten as differential
conditions on such spinors

dH(e3AΦ1) = 0 , (3.2.56)

dH(e2A Im Φ2) = 0 , (3.2.57)

dH(e4ARe Φ2) = e4A ? λ(F ) , (3.2.58)

where dH is the H-twisted derivative and Φ1 and Φ2 correspond to Φ+ and Φ− in
type IIA and vice-versa for IIB. It is possible to show that such conditions correspond
to the integrability of the generalised complex structure associated to Φ1. The super-
symmetry conditions are also equivalent to the existence of a torsion-free generalised
connection and structure-compatible.

The ordinary Calabi-Yau case can be retrieved as a particular choice of the Φ±,

Φ+ = e−φe−Beiω , Φ− = ie−φe−BΩ , (3.2.59)

with B closed (eventually it can be made zero by a gauge transformation) and φ
constant. From this particular case we can see that Φ+ is a generalisation of the
symplectic structure, while Φ− captures the generalisation of the complex structure.

3.3 Exceptional generalised geometry

Generalised complex geometry has a natural application to string theory, since it
allows to treat in a geometric way diffeomorphisms and gauge transformations of the
NS sector of supergravity theories, This motivated the introduction of Exceptional
generalised geometry where the generalised tangent bundle admits the action of larger
structure groups, Ed(d)×R+ [59,62,78]1, thus allowing to encode also the RR degrees
of freedom of the various supergravities.

1Ed(p) is a non-compact version of the exceptional group Ed, meaning the group having as Lie
algebra the exceptional one ed, with a number p of non-compact generators. Ed(d) is the maximal
non-compact form.
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The general definitions of frame bundle, generalised G-structures and generalised Lie
derivative hold also here. An important difference between O(d, d) generalised ge-
ometry and the exceptional one is that in the O(d, d) case the same structure of the
generalised tangent bundle allows to describe both type IIA and IIB and furthermore
it does not depend on the dimension of the manifold Md, as we will see in chapter 4.
On the other hand, the exceptional tangent bundle takes a different form depending on
whether one works in M-theory, type IIA or type IIB supergravity, and depending on
the dimension of Md, its fibres transform in different representations of the structure
group.

Thus, we are going to analyse the various cases separately, describing the suitable
generalised geometry to describe the theories we will focus on.

3.3.1 M-theory

Here we review from [78] the construction of the exceptional geometry for M-theory.
The idea is to construct a generalised tangent bundle whose transition functions con-
tain the three- and six-form potentials of M-theory.

Given a d-dimensional manifold M with d ≤ 7. The O(d, d) group of generalised
geometry is replaced by Ed(d). We define the generalised tangent bundle as isomorphic
to a sum of tensor bundles [59,62], corresponding to the different GL(d,R)n irreducible
representations

E ∼= TM ⊕ Λ2T ∗M ⊕ Λ5T ∗M ⊕ (T ∗M ⊗ Λ7T ∗M) . (3.3.1)

where for d < 7 some of these terms will not be present.

A generic section of E is written as,

V = v + ω + σ + τ , (3.3.2)

where v ∈ Γ(TM) is a vector, ω ∈ Γ(Λ2T ∗M), so is a two-form, etc.

The bundle is defined together with patching rules. These are such that, given a chart
Uα of an atlas covering M , we have

V(α) = v(α) + ω(α) + σ(α) + τ(α)

∈ Γ
(
TU(α) ⊕ Λ2T ∗U(α) ⊕ Λ5T ∗U(α) ⊕ (T ∗U(α) ⊗ Λ7T ∗U(α))

)
,

(3.3.3)

for a local section. Then these sections are patched through the whole E as

V(α) = edΛ(αβ)+dΛ̃(αβ) · V(β) , on Uα ∩ Uβ . (3.3.4)

The two quantities Λ(αβ) and Λ̃(αβ) are respectively a two- and a five-form, and ·
denotes the adjoint action of Ed(d). In components this reads

v(α) = v(β) , (3.3.5a)

ω(α) = ω(β) + ιv(β)
dΛ(αβ) , (3.3.5b)

σ(α) = σ(β) + dΛ(αβ) ∧ ω(β) + 1
2dΛ(αβ) ∧ ιv(β)

dΛ(αβ) + ιv(β)
dΛ̃(αβ) , (3.3.5c)

τ(α) = τ(β) + jdΛ(αβ) ∧ σ(β) − jdΛ̃(αβ) ∧ ω(β) + jdΛ(αβ) ∧ ιv(β)
dΛ̃(αβ)

+ 1
2jdΛ(αβ) ∧ dΛ(αβ) ∧ ω(β) + 1

6jdΛ(αβ) ∧ dΛ(αβ) ∧ ιv(β)
dΛ(αβ) ,

(3.3.5d)
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where j denotes the operator

(jλ ∧ µ)m,m1...md
=

d!

(p− 1)!(d− p+ 1)!
λm[m1...mp−1

µmp...md] , (3.3.6)

for λ ∈ ΛpT ∗ and µ ∈ Λd−p+1T ∗.

The collection of Λ(αβ) defines this connective structure on the gerbe, satisfying the
series of relations analogous to the (3.2.5),

Λ(αβ) + Λ(βγ) + Λ(γα) = dΛ(αβγ) on Uα ∩ Uβ ∩ Uγ ,
Λ(βγδ) − Λ(αγδ) + Λ(αβδ) − Λ(αβγ) = dΛ(αβγδ) on Uα ∩ Uβ ∩ Uγ ∩ Uδ .

(3.3.7)

Similar relations hold for Λ̃ [61],

Λ̃(αβ) − Λ̃(βγ) + Λ̃(γα) =dΛ̃(αβγ)

+ 1
2(3!)

(
Λ(αβ) ∧ dΛ(βγ) + antisymm. in [αβγ]

)
,

Λ̃(αβγ) − Λ̃(αβδ) + Λ̃(αγδ) − Λ̃(βγδ) =dΛ̃(αβγδ)

+ 1
2(4!)

(
Λ(βγδ) ∧ dΛ(γδ) + antisymm. in [αβγδ]

)
.

In this case one can notice that the connective structure for Λ̃ depends on Λ, this
further generalises the previous gerbe construction [64], but it generates the correct
patching rules that will be reinterpreted as gauge transformations of supergravity
potentials in the next chapter.

Technically the patching rules (3.3.4) defines the generalised tangent bundle as a series
of extensions,

0 Λ2T ∗M E′′ TM 0 ,

0 Λ5T ∗M E′ E′′ 0 ,

0 T ∗M ⊗ Λ7T ∗M E E′ 0 .

(3.3.8)

Analogously to what we have seen in (3.2.1), these extensions are splitted [65] into
the isomorphism (3.3.1) by the choice of some potentials, formally some connections
on a gerbe [64].

As for generalised geometry, we can define a frame bundle. Let us define {ÊA} as
a basis of a fibre of the exceptional tangent bundle (A runs over the dimension of
the bundle). As in (3.2.22), the frame bundle is a principal bundle by construction.
An exceptional G-structure is defined as a principal sub-bundle of F , such that its
structure group is reduced to G.

Take into account a point p ∈M and the exceptional fibre in that point Ep. Let {êa}
be a basis for TpM and {ea} a basis for T ∗pM . Following [61], an explicit basis of Ep
can be constructed as

{ÊA} = {êa} ∪ {eab} ∪ {ea1...a5} ∪ {ea.a1...a6} . (3.3.9)

Thus, the definition for the exceptional frame bundle (analogous to (3.2.22)) reads

F =
{(
x, {ÊA}

)
| x ∈M , and {ÊA} basis of E

}
. (3.3.10)
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By construction, this is a principal bundle with fibre Ed(d)×R+. It might be useful to
consider the decomposition under GL(d,R) of the bundle transforming in the adjoint
representation,

ad ∼= R⊕ (TM ⊗ T ∗M)⊕ Λ3T ∗M ⊕ Λ6T ∗M ⊕ Λ3TM ⊕ Λ6TM , (3.3.11)

then one can see it contains a scalar l, a gl(d,R) element r, three- and a six-form A
and Ã and a three- and a six-vector α and α̃. Since we are interested in describing
the degrees of freedom of eleven-dimensional supergravity, we will interpret A and Ã
as the supergravity potentials. In exceptional generalised geometry these are gerbe
connections patched on an overlap Uα ∩ Uβ as,

A(α) = A(β) + dΛ(αβ) ,

Ã(α) = Ã(β) + dΛ̃(αβ) −
1

2
dΛ(αβ) ∧A(β) .

(3.3.12)

We will see how these reproduces the gauge transformations for potentials in eleven-
dimensional supergravity [59,61,62]. Indeed the invariant field strengths

F = dA ,

F̃ = dÃ− 1

2
A ∧ F ,

(3.3.13)

reproduce the supergravity ones.

Also in the exceptional case we can define untwisted vectors Ṽ as

V = eA+Ã · Ṽ , (3.3.14)

where · denotes the adjoint action of the e7 ⊕ R+ algebra (given explicitly in ap-
pendix B) [62]. The sections of E are called twisted vectors, while the Ṽ take the
name of untwisted generalised sections.

Also here the Dorfman derivative is constructed as a generalisation of the Lie deriva-
tive. In particular, it holds also the (3.2.49), and similarly indicating by VM the
components of V in a standard coordinate basis, and embedding the standard deriva-
tive operator as a section of the dual generalised tangent bundle E∗, one can define
the Dorfman derivative as(

LV V
′)M = V N∂NV

′M − (∂ ×ad V )MNV
′N , (3.3.15)

where again ×ad is the projection onto the adjoint bundle,

×ad : E∗ × E → ad . (3.3.16)

In terms of gl(d,R) components the generalised Lie derivative can be expressed as

LV V
′ = Lvv′ +

(
Lvω′ − ιv′dω

)
+
(
Lvσ′ − ιv′dσ − ω′ ∧ dω

)
+
(
Lvτ ′ − jσ′ ∧ dω − jω′ ∧ dσ

)
.

(3.3.17)

The version of Dorfman derivative being able to act on untwisted objects is called
twisted Dorfman derivative and denoted by LṼ ,

LṼ Ã = e−A−ÃL
eA+ÃṼ

(eA+ÃÃ) , (3.3.18)
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where Ã is a generic generalised tensor.

The explicit form of the twisted derivative is the same as the untwisted one, modulo
the following replacements,

dω → dω̃ − ιṽF ,
dσ → dσ̃ − ιṽF̃ + ω̃ ∧ F .

(3.3.19)

We collect in the appendix B the other relevant objects and representation bundles
for exceptional generalised geometry.

3.3.2 Type IIA

The relevant generalised geometry for type IIA theories has been constructed in [12].
The structure group for a d-dimensional manifold is Ed+1(d+1) ×R+. The generalised
geometry for IIA can obtained by a reduction o f the M-theory one. We give this
construction explicitly in appendix B, here we just collect the most important results
and definitions.

The generalised tangent bundle iE is isomorphic to

E ∼= TM ⊕ T ∗M ⊕ Λ5T ∗M ⊕ ΛevenT ∗M ⊕ (T ∗M ⊗ Λ6T ∗M) , (3.3.20)

and a generic section can be decomposed according to a GL(d,R) as

V = v + λ+ σ + ω + τ , (3.3.21)

where v is a vector, λ a one-form, σ a five-form, ω a polyform in Γ(ΛevenT ∗M) and
τ ∈ Γ(T ∗M ⊗ Λ6T ∗M).

As in M-theory E s defined by a series of extensions,

0 T ∗M E′′′ TM 0 ,

0 ΛevenT ∗M E′′ E′′′ 0 ,

0 Λ5T ∗M E′ E′′ 0 .

0 T ∗M ⊗ Λ6T ∗M E E′ 0 .

(3.3.22)

In order to define the parching rules for potentials and generalised vectors, first we
define the untwisted section Ṽ = ṽ + λ̃+ σ̃ + ω̃ + τ̃ as

V = eB̃e−BeC · Ṽ , (3.3.23)

where, as usual, · denotes the adjoint action of the structure group algebra. This twist
concretely specifies the isomorphism (3.3.20). An explicit expansion of (3.3.23) can
be written as,

v = ṽ ,

λ = λ̃+ ιṽB ,

σ = σ̃ + ιṽB̃ −
[
s(C) ∧

(
ω̃ + 1

2 ιṽC + 1
2 λ̃ ∧ C

)]
5
,

ω = e−B ∧
(
ω̃ + ιṽC + λ̃ ∧ C

)
,

τ = τ̃ + jB ∧
[
σ̃ − s(C) ∧

(
ω̃ + 1

2 ιṽC + 1
2 λ̃ ∧ C

)]
5

+ jB̃ ∧ (λ̃+ ιṽB)

− js(C) ∧
(
ω̃ + 1

2 ιṽC + 1
2 λ̃ ∧ C

)
,

(3.3.24)
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where [·]k denotes the degree k-form of a polyform.

The patching rules for the generalised vector V on the intersection Uα ∩ Uβ of two
charts Uα and Uβ, reads

V(α) = edΛ̃(αβ)edΩ(αβ)edΛ(αβ)V(β) , (3.3.25)

where Λ(αβ) is a one-form, Λ̃(αβ) a five-form, and Ω(αβ) a poly-form of even degree,
all defined on Uα ∩ Uβ. In the (3.3.25) we have dropped the transformations due to
the GL(d,R) action. Plugging (3.3.23) into (3.3.25) and reorganising the exponentials
on the right hand side, one obtains the patching conditions for the adjoint fields
(corresponding to gauge transformations of supergravity potentials),

B(α) = B(β) + dΛ(αβ) ,

C(α) = C(β) + eB(β)+dΛ(αβ) ∧ dΩ(αβ) ,

B̃(α) = B̃(β) + dΛ̃(αβ) + 1
2

[
dΩ(αβ) ∧ eB(β)+dΛ(αβ) ∧ s(C(β))

]
6
.

(3.3.26)

As we clarify in appendix B.3, these do indeed correspond to the finite supergravity
gauge transformations between patches (here given for vanishing Romans mass, m =
0). As in the previous case, this construction generalises the standard definition of a
gerbe connection.

It is also useful to consider the decomposition under GL(d,R) of the adjoint bundle
ad ⊂ E ⊗ E∗,

ad = R∆⊕Rφ ⊕ (TM ⊗ T ∗M)⊕ Λ2TM ⊕ Λ2T ∗M ⊕ Λ6TM ⊕ Λ6T ∗M

⊕ ΛoddTM ⊕ ΛoddT ∗M .
(3.3.27)

Its sections R can be written as

R = l + ϕ+ r + β +B + β̃ + B̃ + Γ + C , (3.3.28)

where r ∈ End(T ) will correspond to the GL(d,R) action, while the scalars l and ϕ will
be related to the shifts of the warp factor and dilaton, respectively. The forms B, B̃
and C = C1+C3+C5 will encode the internal components of the NSNS two-form, of its
dual and of the RR potentials. The other elements are poly-vectors obtained by raising
the indices of the forms, and do not have an immediate supergravity counterpart.

To conclude this discussion, we want to raise an observation about the relation between
the Ed(d)×R+ generalised geometry and the O(d, d) one. Indeed, one can additionally
view E as an extension of Hitchin’s generalised tangent space E′ [57,58] by O(d, d)×R+

tensor bundles, as we describe in appendix B.4.

The Dorfman derivative for the massless type IIA can be obtained by the (3.3.17) by
a dimensional reduction, or by analogy from (3.3.15). Using an index M to denote
the components of a generalised vector V in a standard coordinate basis,

VM = {vm, λm, σm1...m5 , τm,m1...m6 , ω, ωm1m2 , ωm1...m4 , ωm1...m6} , (3.3.29)

and embedding the standard derivative operator as a section of the dual generalised
tangent bundle E∗, ∂M = (∂m, 0, . . . , 0), the Dorfman derivative is defined as [61]

(LV V
′)M = V N∂NV

′M − (∂ ×ad V )MNV
′N , (3.3.30)
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where ×ad is again the projection onto the adjoint bundle. In this case, this explicitly
gives

∂ ×ad V = ∂ × v − dλ+ dσ + dω . (3.3.31)

We recall this operator satisfies the Leibniz property (3.2.48) and is not antisymmetric.
Hence, the generalised Lie derivative for massless type IIA in GL(d,R) decomposition
reads

LV V
′ =dLvv′ +

(
Lvλ′ − ιv′dλ

)
+
(
Lvσ′ − ιv′dσ + [s(ω′) ∧ dω]5

)
+
(
Lvτ ′ + jσ′ ∧ dλ+ λ′ ⊗ dσ + js(ω′) ∧ dω

)
+
(
Lvω′ + dλ ∧ ω′ − (ιv′ + λ′∧)dω

)
.

(3.3.32)

This can also be written in terms of natural derivative operators in O(d, d) generalised
geometry, see appendix B.4.

The action of the generalised Lie derivative on the untwisted bundle can also by
defined. Let us denote L the twisted Dorfman derivative2, defined as follows,

LṼ Ṽ
′ = e−CeBe−B̃ · LV V ′ . (3.3.33)

This is completely analogous to the twisted Courant bracket defined in (3.2.53). Op-
erationally it is useful to get the twisted derivative by the untwisted one by replacing
in the (3.3.32),

dλ̃ −→ dλ̃− ιṽH ,

dσ̃ −→ dσ̃ − [s(ω̃) ∧ F ]6 ,

dω̃ −→ dH ω̃ − (ιṽ + λ̃∧)F .

(3.3.34)

where H is the three-form H = dB onM , F = F2 +F4 +F6 is a polyform made out of
field strengths of the potentials C in (3.3.28), and dH is the twisted exterior derivative
defined by dH = d−H∧. These field strength forms transform in a generalised bundle
which is a the 912−1 irreducible representation of E7(7) × R+ [60].

In view of the application of this formalism to supergravity theories, it is useful to
stress again that the Dorfman derivative generates the infinitesimal generalised dif-
feomorphisms on the internal manifold M . Interpreting a generalised vector V as a
gauge parameter, the infinitesimal gauge transformation of any field is given by

δV = LV .

The Leibniz property (3.2.48) then just expresses the gauge algebra [δV , δV ′ ] = δLV V ′ .

We want now to see how to include in the formalism the Romans mass. In a string
theory perspective this corresponds to a D8 brane filling the ten-dimensional space-
time. One of the main results of my work is the description of a generalised geometry
for type IIA accommodating also the Romans mass.

We have seen in the previous chapter how exceptional generalised geometry can acco-
modate all the fluxes of type II supergravity and M-theory by twisting the exceptional
tangent bundle by their potentials. The difficulty in incorporating the mass m in the
generalised geometry formalism is that the zero-form flux m = F0 is not expressible
as the derivative of a potential. This means that it is not possible to introduce the
mass term as an additional twist of the generalised bundle E, as for the other fluxes.

2When the generalised tangent bundle is untwisted, the Dorfman derivative is twisted, and vice-
versa.
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The key point in solving this problem is to look at the way the gauge transformations
of the NSNS and RR potentials are realised in exceptional generalised geometry.

We saw in (2.2.17) how the mass affects the gauge transformations of type IIA super-
gravity. Since the gauge transformations of the supergravity potentials are encoded in
the way the twisted generalised vectors patch, the introduction of the Romans mass
requires a modification of the patching conditions (3.3.25) and (3.3.26). Following
a reasoning that schematically derives the patching conditions from gauge transfor-
mations (see appendix B.3 for a more detailed discussion), we find the new patching
conditions of the form

V(α) = edΛ̃(αβ)edΩ(αβ)+mΩ6(αβ)e−dΛ(αβ)−mΛ(αβ) · V(β) . (3.3.35)

This condition reproduces the massive supergravity gauge transformations on overlap-
ping patches Uα∩Uβ. A first-principles derivation of this is also given in appendix B.3.

Although the structure of the exact sequences (3.3.22) is left intact by this deforma-
tion, the precise details of the twisting (3.3.35) do change3. An important feature of
massive type IIA is that by virtue of the Bianchi identity we have (globally)

H3 = 1
m dF2 , (3.3.36)

so that for m 6= 0, H3 is trivial in cohomology. Thus, the first extension in (3.3.22) is
naturally equivalent to the trivial one.

Also, a pure NSNS gauge transformation no longer acts in the O(d, d) subgroup of
Ed+1(d+1) × R+, simply because it also generates a C1 RR potential. As such, there
is no massive version of Hitchin’s O(d, d) generalised geometry4.

The modification (3.3.35) of the patching condition also requires a deformation of the
Dorfman derivative. Recall that the latter generates the infinitesimal gauge transfor-
mations, and that these are affected by the Romans mass via the shifts (2.2.17). It
follows that the massive form of the Dorfman derivative is obtained implementing the
same shift in the massless expression (3.3.32)

LV V
′ =Lvv′ +

(
Lvλ′ − ιv′dλ

)
+
(
Lvσ′ − ιv′(dσ +mω6) + [s(ω′) ∧ (dω −mλ)]5

)
+
(
Lvτ ′ + jσ′ ∧ dλ+ λ′ ⊗ (dσ +mω6) + js(ω′) ∧ (dω −mλ)

)
+
(
Lvω′ + dλ ∧ ω′ − (ιv′ + λ′∧)(dω −mλ)

)
,

(3.3.37)

which contains the mass as a deformation parameter.

More formally, (3.3.37) is related to the massless Dorfman derivative (here denoted
by L(m=0)) as

LV V
′ = L

(m=0)
V V ′ +m(V ) · V ′ , (3.3.38)

3A consequence of this is the following. In massless IIA we can project a generalised vector onto
its vector and zero-form parts v+ω0, giving a well-defined section of a bundle with seven-dimensional
fibre. This is the dimensional reduction of the M-theory tangent bundle TM7. However, with the
massive IIA patching rules (3.3.35), this projection would no longer give a section of a bundle with
seven-dimensional fibre. Hence, the massive patching rules do not arise from a seven-dimensional
geometry.

4Though see [79] for a double field theory approach to this, where the F0 flux is generated by
introducing a linear dependence on the additional non-geometric coordinates dual to the winding
modes of the string.
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where, given a generalised vector V , we define the map m such that

m(V ) = mλ−mω6 (3.3.39)

is an object that acts in the adjoint of E7(7) (see (B.2.7)) as

m(V ) · V ′ = m
(
−ιv′ω6 − λ ∧ ω′4 + λ′ ⊗ ω6 − λ⊗ ω′6 + ιv′λ+ λ′ ∧ λ

)
. (3.3.40)

It is a tedious but straightforward computation to verify that (3.3.37) satisfies the
Leibniz property (3.2.48)5.

To justify further our definition, we rewrite the massive Dorfman derivative in the
untwisted picture. Using (3.3.33) we find

LṼ Ṽ
′ =Lṽṽ′ + (Lṽλ̃′ − ιṽ′dλ̃+ ιṽ′ιṽH)

+ Lṽσ̃′ − ιṽ′dσ̃

+
[
ιṽ′(s(ω̃) ∧ F ) + s(ω̃′) ∧

(
dω̃ −H ∧ ω̃ − (ιṽ + λ̃∧)F

)]
5

+ Lṽ τ̃ ′ + jσ̃′ ∧ (dλ̃− ιṽH) + λ̃′ ⊗
(
dσ̃ − [s(ω̃) ∧ F ]6

)
+ js(ω̃′) ∧

(
dω̃ −H ∧ ω̃ − (ιṽ + λ̃∧)F

)
+ Lṽω̃′ + (dλ̃− ιṽH) ∧ ω̃′

− (ιṽ′ + λ̃′∧)
(
dω̃ −H ∧ ω̃ − (ιṽ + λ̃∧)F

)
,

(3.3.41)

where F = F0 + F2 + F4 + F6 is now the complete O(6, 6) spinor with m 6= 0. So
the twisted version of the massive Dorfman derivative produces precisely the expected
gauge transformations with flux terms including the Romans mass. Again, these are
given by the action of (2.2.9), now with m 6= 0.

Note that of all the flux terms in (3.3.41), the mass term is the only one which is
diffeomorphism-invariant. It is also the only true deformation of the generalised Lie
derivative, since it cannot be removed by twisting the generalised tangent bundle.

3.3.3 Type IIB

For the review of this part we will closely follow [80]. For type IIB the structure group
of the principal frame bundle is the same as the type IIA case, Ed+1(d+1) × R+ for a
d-dimensional manifold M [62, 81].

On a d-dimensional manifold M , the generalised tangent bundle is

E ∼= TM ⊕ T ∗M ⊕ (T ∗M ⊕ Λ3T ∗M ⊕ Λ5T ∗M)⊕ Λ5T ∗M

⊕ (T ∗M ⊗ Λ6T ∗M)

∼= TM ⊕ (T ∗M ⊗ S)⊕ Λ3T ∗M ⊕ (Λ5T ∗M ⊗ S)⊕ (T ∗M ⊗ Λ6T ∗M) ,

(3.3.42)

where, as usual, E is defined formally by an extension and it is isomorphic to the sum
of spaces in (3.3.42) by choosing the potential maps, i.e. the connective structures
on the gerbe. In the (3.3.42) the S transforms as a doublet of SL(2,R). We write
sections of this bundle as

V = v + λi + ρ+ σi + τ , (3.3.43)

5A very subtle point is that neither of the terms on the RHS of (3.3.38) transforms correctly as a
generalised vector under (3.3.35), and as a consequence m(V ) does not transform as a section of the
adjoint bundle. However, overall LV V ′ defines a good section of E.
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where v ∈ Γ(TM), λi ∈ Γ(T ∗M ⊗ S), ρ ∈ Γ(Λ3T ∗M), σ ∈ Γ(Λ5T ∗M ⊗ S) and
τ ∈ Γ(T ∗M ⊗ Λ6T ∗M), the index i = 1, 2 is the one labelling the fundamental repre-
sentation of SL(2,R).

As before, the patching conditions reproduce the type IIB supergravity gauge trans-
formations. Given a cover {Uα} of M on can define the generalised section V(α) on
Uα ∩ Uβ by the V(β) as follows,

V(α) = e
dΛi

(αβ)
+dΩ(αβ) · V(β) , (3.3.44)

which · denoting the adjoint action and Λ(i) and Ω are locally a pair of one-forms and
a three-form respectively. By defining the untwisted vector

V = e−B
i−C Ṽ . (3.3.45)

and comparing the two actions, we find

Bi
(α) = Bi

(β) + dΛ
(i)
(αβ) ,

C(α) = C(β) + dΩ(αβ) +
1

2
εijdΛi(αβ) ∧B

i
(β) .

(3.3.46)

The adjoint bundle is

ad F̃ =R⊕ (TM ⊗ T ∗M)⊕ (S ⊗ S∗)0 ⊕ (S ⊗ Λ2TM)⊕ (S ⊗ Λ2T ∗M)

⊕ Λ4TM ⊕ Λ4T ∗M ⊕ (S ⊗ Λ6TM)⊕ (S ⊗ Λ6T ∗M) ,
(3.3.47)

where the subscript on (S ⊗ S∗)0 denotes the traceless part. We write sections of the
adjoint bundle as

R = l + r + a+ βi +Bi + γ + C + α̃i + ãi , (3.3.48)

where l ∈ R, r ∈ Γ(End(TM)), etc.

The action of the Dorfman derivative on a generalised vector in type IIB is

LV V
′ =Lvv′ + (Lvλ′i − ıv′dλi) + (Lvρ′ − ıv′dρ+ εijdλ

i ∧ λ′j)
+ (Lvσ′i − ıv′dσi + dρ ∧ λ′i − dλi ∧ ρ′)
+ (Lvτ ′ − εijjλ′i ∧ dσj + jρ′ ∧ dρ+ εijjσ

′i ∧ dλj) .

(3.3.49)

The expression for Dorfman derivative acting on a section of the adjoint bundle is
given in the appendix B.5.

Also here one can give the twisted Dorfman derivative LV of an untwisted generalised
tensor Ã, defined by

LṼ Ã = e−B
i−CL

eBi+C Ṽ
(eB

i+CÃ). (3.3.50)

The twisted Dorfman derivative LV is given by the same expression as the usual
Dorfman derivative but with the substitutions

dλi → dλ̃i − ıṽF i ,
dρ→ dρ̃− ıṽF − εij λ̃i ∧ F j ,

dσi → dσ̃i + λ̃i ∧ F − ρ̃ ∧ F i .
(3.3.51)

We collect further details about the exceptional generalised geometry in appendix B.



58 3.3 Exceptional generalised geometry

3.3.4 Generalised metric

In this section we briefly review some examples of generalised structures. For con-
creteness we restrict ourself to type IIA, however we refer to [61, 80] for a detailed
discussions of the other cases.

In the same way as the ordinary metric on a manifold M can be seen as an O(d)
structure on TM parameterising the coset GL(d,R)/O(d), the generalised metric can
be seen as an SU(8)/Z2 structure on the generalised tangent bundle, and for a six-
dimensional manifold it parameterises the coset E7(7)/(SU(8)/Z2). The construction
of the generalised metric is a natural extension of the one we have described for the
O(d, d) case in section 3.2.2.

The generalised metric G can be defined by its action on two generalised vectors V
and V ′ as

G(V, V ′) = ṽyṽ′ + λ̃yλ̃′ + σ̃yσ̃′ + τ̃yτ̃ ′ +
3∑

k=0

ω̃2kyω̃
′
2k

= ṽmṽ′m + λ̃mλ̃′m + 1
5! σ̃

m1...m5 σ̃′m1...m5
+ 1

6! τ̃
m,m1...m6 τ̃ ′m,m1...m6

+

3∑
k=0

1
(2k)! ω̃

m1...m2k ω̃′m1...m2k
,

(3.3.52)

where the indices are lowered/raised using the ordinary metric gmn and its inverse
gmn.

One can also define a generalised frame {ÊA} on E and then construct the inverse
generalised metric as the tensor product of two such frames

G−1 = δABÊA ⊗ ÊB . (3.3.53)

We will give below a precise definition of this product. To construct the generalised
frame, we first consider the untwisted generalised tangent bundle Ẽ, in an analogous
way to the construction in O(d, d) geometry. Let êa, with a = 1, . . . , 6, be an ordinary
frame, namely a basis for the tangent space at a point of M6, and let ea be the dual
basis for the cotangent space6. Then we can define a frame ˜̂

EA for the untwisted
generalised tangent space as the collection of bases for the subspaces that compose it

{ ˜̂
EA} = {êa} ∪ {ea} ∪ {ea1...a5} ∪ {ea,a1...a6} ∪ {1}

∪ {ea1a2} ∪ {ea1...a4} ∪ {ea1...a6} ,
(3.3.54)

where ea1...ap = ea1 ∧ · · · ∧ eap and ea,a1...a6 = ea ⊗ ea1...a6 . A frame for the twisted
generalised tangent space is obtained by twisting (3.3.54) by the local E7(7) × R+

transformation
ÊA = eB̃e−BeCe∆eφ · ˜̂

EA , (3.3.55)

where in addition to the twist (3.3.23) we also include a rescaling by the dilaton φ
and warp factor ∆, acting as specified in (B.2.7). Because of the rescaling by ∆ the
frame (3.3.55) was called conformal split frame in [63]. Note that (3.3.55) is just a
particular choice of frame, not the most general one. Any other frame can be obtained
from (3.3.55) acting with an E7(7) × R+ transformation.

6We are using the hat symbol to distinguish frame vectors, êa, from co-frame one-forms, ea.
Similarly, the hat on ÊA indicates that this is a generalised frame vector.
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We denote the components of ÊA carrying different flat indices as

{ÊA} = {Êa} ∪ {Ea} ∪ {Ea1...a5} ∪ {Ea,a1...a6} ∪ {E} ∪ {Eab} ∪ {Ea1...a4} ∪ {Ea1...a6} .

Explicit expressions for each of these terms are given in appendix B.2.1.

Once we have the generalised frame, we can derive the expression for the inverse
generalised metric G−1. Expanded in GL(6) components, the product (3.3.53) becomes

G−1 =δaa
′ Êa ⊗ Êa′ + δaa′Ea ⊗ Ea

′
+ E ⊗ E + 1

2δa1a′1
δa2a′2

Ea1a2 ⊗ Ea′1a′2

+ 1
4!δa1a′1

· · · δa4a′4
Ea1...a4 ⊗ Ea′1...a′4 + 1

5!δa1a′1
· · · δa5a′5

Ea1...a5 ⊗ Ea′1...a′5

+ 1
6!δa1a′1

· · · δa6a′6
Ea1...a6 ⊗ Ea′1...a′6 + 1

6!δaa′δa1a′1
· · · δa6a′6

Ea,a1...a6 ⊗ Ea′,a′1...a′6 .

which is nothing else than the inverse of (3.3.52) calculated on frames. The full
expression for G−1 is long and ugly, so we only give the terms that will be relevant
for the next discussion. Arranging them according to their curved index structure, we
have

(G−1)mn = e2∆gmn ,

(G−1)m = e2∆gmnCn ,

(G−1)mn = −e2∆gmpBpn ,

(G−1)mnp = e2∆gmq(Cqnp − CqBnp) ,

(G−1)mnpqr = e2∆gms
(
Csnpqr − Cs[npBqr] + 1

2CsB[npBqr]
)
,

(G−1) = e2∆
(
e−2φ + gmnCmCn

)
.

(3.3.56)

These terms will be sufficient to read off all the supergravity physical fields from the
generalised metric (we are omitting the formula determining B̃m1...m6). Some other
components of G−1 are

(G−1)m = e2∆gnpCnBpm ,

(G−1)(mn) = e2∆(gmn + gpqBpmBqn) ,

(G−1)[mn] = −e2∆
(
e−2φBmn − gpqCq(Cpmn − CpBmn)

)
,

(G−1)m,np = −e2∆
(
gm[nCp] + gqrBqm(Crnp − CrBnp)

)
.

(3.3.57)

There is also a density associated to the generalised metric which trivialises the R+

factor of the Ed+1(d+1)×R+ structure group. In terms of the field content of type IIA
it is given by

Φ = (detG)−(9−d)/(dimE) = g1/2 e−2φe(8−d)∆ , (3.3.58)

as can be seen by decomposing the corresponding M-theory density [63]. This equation
provides an easy way to solve relations such as (3.3.56) explicitly for the supergravity
fields. For example, to solve the first, second and last of equations in (3.3.56), one can
begin by setting

(M−1)mn := (G−1)mn = e2∆gmn . (3.3.59)

The second of equations (3.3.56) then becomes

Cm = Mmn(G−1)n , (3.3.60)
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which can be substituted into the last equation in (3.3.56) to give

e2∆e−2φ = (G−1)−Mmn(G−1)m(G−1)n := Q . (3.3.61)

One then easily obtains the expressions for gmn, Cm, e∆ and e−2φ as

e∆ =

(
Φ

Q
√

detM

)1/6

, e−2φ =

(
Q4
√

detM
Φ

)1/3

,

gmn = Mmn

(
Φ

Q
√

detM

)1/3

, Cm = Mmn(G−1)n ,

(3.3.62)

where Mmn, Q and Φ are given in terms of the generalised metric as above. In par-
ticular, we have expressions for e∆ and gmn, so that solving the remaining relations
in (3.3.56) becomes straightforward.

The above method to compute the warp factor from an arbitrary generalised met-
ric involves evaluating detG, which is in general a slightly difficult computation. A
simpler way to attain the same result is to evaluate the determinant of a subset of
the components of the generalised metric, denoted H, corresponding to the degrees of
freedom in the coset

H ∈ SO(d, d)× R+

SO(d)× SO(d)
. (3.3.63)

Explicitly, we construct H−1 in components via

H−1 =

(
(G−1)mn (G−1)mn
(G−1)m

n (G−1)mn

)
= e2∆

(
gmn −(g−1B)mn

(Bg−1)m
n (g −Bg−1B)mn

)
(3.3.64)

where in the second equality we have used (3.3.56) and (3.3.57). We recognise the last
matrix as the components of (the inverse of) the O(d, d) generalised metric (3.2.32),
which has unit determinant [58]. Therefore we can immediately write

e∆ = (detH)−1/4d . (3.3.65)

We comment on the appearance of the O(d, d) generalised metric in appendix B.4.

3.3.5 Generalised parallelisation

The goal of this section is to extend the definition of identity structure given in the
previous chapter to the exceptional case. This was firstly defined in [81], and extended
in [12].

Namely, a generalised parallelisation {ÊA} (A = 1, . . . , N , where N is the dimension
of the generalised bundle) is a globally defined frame, or a set of N globally defined
vector fields defining a basis of E|p at each point p of M . The latter is a topological
condition. In addition one can add a differential constraint on the frame {ÊA},

LÊAÊB = X C
AB ÊC , (3.3.66)

with constant coefficients X C
AB . Following [81], we call this a generalised Leibniz

parallelisation. The name comes from the fact that since the Dorfman derivative is
not antisymmetric, the frame algebra (3.3.66) is not a Lie algebra, but in general a
Leibniz one.

In [70] using O(d, d) generalised geometry, it is proven that a necessary condition to
admit a generalised Leibniz parallelisation is to be an homogeneous space, that is a
coset space in the form G/H. This result is extendable to the full Ed(d) bundle.
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3.3.6 Generalised HV structures

Here we review briefly the results of [13], in order to describe the so-called HV struc-
tures as generalised G-structures on the exceptional frame bundle. These will describe
AdS backgrounds of various supergravity theories.

As for ordinary G-structures, the existence of globally defined generalised tensors
reduces the structure group of E and defines generalised G-structures in exceptional
geometry.

As shown in [13,80,82], a supergravity solution with eight supercharges is characterised
by the existence of the so-called hyper - and vector-multipletstructures, defining the
relative generalised G-structure.

A hypermultiplet structure [80], or H structure for short, is a triplet of sections of the
weighted adjoint bundle (one can see appendix B) for details)

Ja ∈ Γ(adF̃ ⊗ (detT ∗M)1/2) , (3.3.67)

such that
[Ja, Jb] = 2κεabcJc and tr(JaJb) = −κ2δab . (3.3.68)

In the cases we are going to be interested in, i.e d = 6, 7, the triplet Ja realises a
Spin∗(12) ⊂ E7(7) × R+ structure and an SU∗(6) ⊂ E6(6) × R+ respectively.

A vector structure, or V structure, is given by a generalised vector

K ∈ Γ(E) (3.3.69)

that has positive norm
q(K) > 0 or c(K) > 0 , (3.3.70)

where q(K) denotes the E7(7) quartic and c(K) is the E6(6) cubic invariant. The
generalised vector K defines an E6(2) and F4(4) structure in D = 4 and D = 5,
respectively.

One can impose the following compatibility conditions on Ja and K

Ja ·K = 0 and tr(JaJb) =

{
−2
√
q(K)δab D = 4

−c(K)δab D = 5
(3.3.71)

The pair (Ja,K) is then called an HV structure and defines an SU(6) = Spin∗(12) ∩
E6(2) structure and a USp(6) = SU∗(6) ∩ F4(4) structure in D = 4 and D = 5,
respectively (see [80]). The explicit form of the HV structure depends on the theory
and the dimension of the compactification manifold. For instance, the generalised
vector K is

K =

{
ξ + ω + σ + τ M theory
ξ + λi + ρ+ σi + τ type IIB

. (3.3.72)

As discussed in [13, 80], and analogously to other G-structures, the integrability of
these structures is achieved by imposing a set of integrability conditions on (Ja,K),

µa(V ) = λaγ(V ) ∀V ∈ Γ(E) , (3.3.73a)
LKK = 0 , (3.3.73b)
LKJa = εabcλbJc , LK̃Ja = 0 , (3.3.73c)
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where the second condition in (3.3.73c) only applies for D = 4.

When λa 6= 0, this structure is called exceptional Sasaki-Einstein [13], while in the
case of λa = 0 it takes the name of exceptional Calabi-Yau [80].

On can show that these are equivalent to the Killing spinor equations for backgrounds
preserving N = 2 supersymmetry.

The functions µa(V ) are a triplet of moment maps for the action of the generalised
diffeomorphisms,

µa(V ) = −1

2
εabc

∫
M

tr(JbLV Jc) . (3.3.74)

We will see how the constants λa depend on the theory: they are zero for Minkowski
backgrounds, while for AdS are related to the inverse of the AdS radius |λ| = 2m for
D = 4 and |λ| = 3m for D = 5, where |λ|2 = λ2

1 + λ2
2 + λ2

3. Finally, the function γ is
defined as

γ(V ) = 2
∫
M q(K)−1/2q(V,K,K,K) D = 4 ,

γ(V ) =
∫
M c(V,K,K) D = 5 .

(3.3.75)

The integrability conditions have important consequence, that we are going to explore
further in the next chapters. For instance, the generalised vector K is a generalised
Killing vector, that is

LKG = 0 , (3.3.76)

where the generalised metric G in (3.3.52). The generalised Killing vector condition
for M-theory is equivalent to

Lξg = 0 , LξA− dω = 0 , LξÃ− dσ + 1
2dω ∧A = 0 , (3.3.77)

while in type IIB one has

Lξg = 0 , LξC = dρ− 1
2εijdλ

i ∧Bj ,

LξBi − dλi = 0 , LξB̃i = dσi + 1
2dλi ∧ C − 1

2dρ ∧Bi + 1
12εklB

i ∧Bk ∧ dλl .
(3.3.78)

The generalised Killing vector condition on K means that the action of the generalised
Lie derivative on the untwisted objects reduces to the usual one,

L̂K · = Lξ· , (3.3.79)

where ξ denotes the (necessarily non-vanishing) vector component of K. By virtue
of (B.5.7) this is equivalent to the vanishing of the tensor RLṼ in (B.5.8). We will refer
to (3.3.73a) as moment map condition while to (3.3.73b), (3.3.73c) and the vanishing
of RLṼ in (B.5.8) as LK condition. K is called generalised Reeb vector because it
naturally generalises the isometry described by the usual Reeb vector in Sasakian
geometry.

We will analyse further these structures in the chapters 4 and 5.
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Consistent truncations

4.1 Introduction and motivations

The aim of this chapter is to discuss the general approach to supergravity compacti-
fications with fluxes.

This thesis is devoted to the study of supersymmetric compactifications with some
non-trivial fluxes. We will see in the first part of this chapter how requiring some
amount of supersymmetry on the lower dimensional theory constrains the geometry
of the internal manifold M , such that it must admit geometrical structures like the
ones we described in chapter 1. For the well-known case of fluxless compactification
of a 10-dimensional type II supergravity to a minimal supergravity in 4 dimensions,
the constraints on the internal manifold requires it to be a Calabi-Yau three-fold [3].
When we allow fluxes to be turned on, the supersymmetry conditions can be cast in a
compact and elegant form using Generalised Geometry and generalised structures we
introduced in chapter 3.

We start by reviewing supersymmetric backgrounds. In addition, after describing the
standard Calabi-Yau N = 2 four-dimensional compactification of type II theories, we
summarise how to include NSNS flux, and which problems would arise if one considers
the whole set of fluxes. Then, the discussion moves on parallelisable spaces and how
this structure can be useful to define Generalised Scherk-Schwarz reductions.

4.2 Kaluza-Klein dimensional reductions

The idea of introducing extra-dimension to get some sort of unification of different
phenomena is not recent. It dates back to the works of Kaluza and Klein [83, 84]
who studied how a spontaneous compactification of a purely gravity theory in five
dimensions i can give gravity and electromagnetism in four-dimensions. .

We want to briefly review the Kaluza-Klein reduction in arbitrary dimension. We will
follow and refer to these works for more details [85, 86]. Firstly, we aim to reduce a
(d+ 1)-dimensional purely gravitational theory down to d-dimensions, by a reduction
on a circle S1

R of radius R. For simplicity, we suppose the d-th spatial coordinate

63
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is the periodic one, and we call it y, i.e. for any integer k, y + 2πkR ' y. The
(d + 1)-dimensional vector of coordinate is zM ≡ (xµ, y), where M = 0, . . . , d and
µ = 0, . . . d− 1.

Let us take into account the usual Einstein-Hilbert action for (d + 1)-dimensional
gravity,

S =
1

2k2

∫
dd+1z

√
−g R .

The periodicity of the d-th spatial dimension allows us to write the expansion in
Fourier modes of the metric along that direction

g(x, y) =
∑
k

g(k)(x)eiky/R .

At this point we can substitute the Fourier expansion in the action and integrate
y away over the S1. However, doing this one would have a d-dimensional theory
with an infinite tower of states, labeled by k. In order to find an effective lower
dimensional theory with a finite number of degrees of freedom, we have to define a
so-called truncation ansatz, namely a prescription telling us which modes (in this case
of the metric expansion) we keep and which ones are to set to zero. In this toy-model
the criterium to truncate the spectrum is readable by the equation of motion (the
Einstein equation RMN = 0). We linearise this for small fluctuations around the flat
Minkowski solution Md × S1, we get

〈gMN 〉dzMdzN = ηµνdxµdxν + dy2 ,

where we assumed the v.e.v. of the last component to be 〈gdd〉 = 1. Taking the
circle radius R small enough, we can make all the states with n 6= 0 very massive,
thus we can neglect them in a low energy approximation of the theory. To conclude,
we can define a truncation to lower dimensional massless modes by keeping only the
k = 0 modes of the Fourier expansion, which are masslees and are y-independent. For
instance, we can reduce the higher dimensional metric as follows,

gMNdzMdzN = e2αφ(x)gµνdxµdxν + e2βφ(x)(dy +A)2 ,

where α and β are real parameters and φ(x) is a real function of the x coordinates
only. Lastly, A is a one form Aµ(x)dxµ. Explicitly, this ansatz gives the prescriptions,

gµν = e2αφgµν + e2βφAµAν , gµd = e2βφAµ , gdd = e2βφ .

Substituting the quantities in the higher dimensional action functional, and integrating
over S1, allows us to write

S =
1

2κ2

∫
ddx
√
−g

(
R− 1

2
(∂φ)2 − 1

4
e−2(d−1)αφFµνF

µν

)
,

where Fµν = 2∂[µAν] and κ2 = k2/2πR. We imposed also a the following normalisa-
tions for α and β,

α2 =
1

2(d− 2)(d− 3)
, β = −(d− 3)α ,

in order to get a correctly normalised kinetic term for the scalar field [86].

To conclude, we obtained the Maxwell-Einstein action – with an additional scalar φ
calledmodulus, on which we will come back shortly – by reducing a purely gravitational
theory on a circle. The gauge symmetry A → A + dλ is a consequence of the metric
ansatz, when one (x-dependently) reparametrises the circle.
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4.2.1 Consistent truncation ansatze

The reduction exposed above is a useful toy-model of reduction. However, in string and
supergravity compactifications one has to cope with much more involved techniques.
This because the action is not just gravity and also because the compactification
manifold is usually more complicated than a circle. Despite this, there are some main
points we can highlight since they are common to a large number of compactification
procedures.

As previously mentioned, we want a lower dimensional theory with a finite number of
degrees of freedom. In order to achieve this, we have to give a prescription indicating
which fields we keep and which ones we have to “truncate out”. In other words a
truncation of the higher dimensional modes on the internal manifold is necessary. We
call this prescription truncation ansatz. In our toy-example, the truncation ansatz
was readable explicitly, but in general life is much harder.

One way to procede is to focus on a vacuum state in low dimension and study the
perturbations about this vacuum. The truncation prescription is given by the so-called
Kaluza-Klein ansatz. A nice review about this topic is given in [87].

Briefly speaking, the procedure to get the truncation ansatz can be described schemat-
ically as follows. Firstly, one considers a vacuum of the higher dimensional theory that
exhibits a spacetime solution structure as a product of spaces, the lower-dimensional
spacetime and the internal space. Secondly, the equations of motion are linearised
around vacuum. This produces some massive operators from the lower-dimensional
perspective. Expanding the higher-dimensional degrees of freedom into the eigen-
states of these massive operators, and keeping only the massless modes concludes the
procedure.

It is noteworthy that in general the ansatz gives a good way to study linear fluctua-
tions about the chosen vacuum, but the theory coming out of this might not capture
the whole information the higher-dimensional theory had originally. In the previous
example the expansion to all-order of the ansatz was achieved by truncating out all the
fields depending on the coordinate on the circle. However, already taking into account
slightly more complicated spaces this extension will be highly non-trivial, often not
possible at all. Therefore, Kaluza-Klein anstaze are limited to describe the physics
around a chosen vacuum.

One can chose to follow another approach. This consists of defining a truncation
ansatz based on a given symmetry, that is keeping the modes which are invariant
under some group of transformations. The typical group of transformations one takes
into account is a subgroup of the isometry group of the internal manifold. This
approach can be applied with fruitful results to the cases where the internal manifold
is a group manifold or a coset space, since the isometry group is manifest [88, 89].
The simplest example to consider is the U(1) reduction. Notice that since S1 ∼= U(1),
our toy example describes this second approach as well. Keeping only the higher
dimensional fields independent on y is equivalent to take only the invariant fields (i.e.
the singlets) under the U(1) action.

At this stage, it is useful to make some remark about this second approach. A first
point to raise, the truncated theory is not always physically relevant, since the lower
dimensional physics may not be captured completely by the compactified theory. How-
ever, it is mathematically well-defined and independent from the choice of a specific
vacuum. The second noteworthy aspect – crucially important in this thesis – is that
the dimensional reduction based on the use of a symmetry is able to give ansatze that
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are consistent. A consistent truncation is a choice of a finite set of modes, where the
omitted ones are not sourced by the subset chosen. This is equivalent to say that the
set of truncated modes has a dynamics which is not affected by the others. This fact
allows us to say that a solution to equations of motion in the lower dimensional theory,
which is a linear combination of only truncated modes, always lift to a solution also
on the higher dimensional theory. It might be useful to consider a simple example to
understand what we mean for consistent truncations. Given a theory of two scalars
with Lagrangian,

L =
1

2
(∂ϕ1)2 +

1

2
(∂ϕ2)2 − m2

1

2
ϕ2

1 −
m2

2

2
ϕ2

2 − gϕ2
1ϕ2 .

It generates the following equations of motion,

∂µ∂
µϕ1 +m2

1ϕ1 = −2gϕ1ϕ2 ,

∂µ∂
µϕ2 +m2

2ϕ2 = −gϕ2
1 .

Therefore, we can observe how ϕ1 = 0 is a consistent truncation, i.e. the evolution
of ϕ2 is given by a consistent (with the choice of suppressing ϕ1) equation of motion,
and fixed ϕ1 = 0 at the initial time, it will remain fixed at all times. In other words,
ϕ1 = 0 is both a solution of the theory reduced to the only field ϕ1, and of the full
theory of the two scalar fields ϕ1, ϕ2. On the other hand, dropping ϕ2 = 0 is not
consistent, since the dynamics of ϕ1 will affect ϕ2, due to the fact ϕ1 acts as a source
term for ϕ2.

In this very simple example, the truncation it is easy to find by simply playing with
the equations of motion. Not surprisingly, in the case of dimensional reductions things
are not so simple and in order to have the hope of finding a consistent truncation we
have to rely on symmetry.

Let us reconsider our toy-model of reduction again. We have seen how by dimension-
ally reducing a theory of gravity over a circle we get a theory of gravity coupled with
electromagnetism and a free massless scalar (at linear order). This field is related to
the radius of the compactification circle and how it varies along the d-dimensional
spacetime. There is not a procedure that tells us which value R has to take dynam-
ically during the compactification and this reflects in the presence a free scalar, i.e.
with no fixed (by some potential) vacuum expectation value, vev from now on. This
is a characteristics that is often present in compactifications: the background exhibits
a continuous degeneracy related to the variations in size and shape of the compact
space. The fields parametrising this degeneracy are called moduli and when the com-
pactification does not produce any scalar potential (which constrains their vevs), one
says moduli are not stabilised. In our example we just have one massless scalar field,
but typically Calabi-Yau compactifications produce a large number of moduli. This
goes under the name of moduli problem.

One wants moduli to be stabilised for various reasons. First of all, the observables of
the lower-dimensional theory depends on the moduli, so, if their vevs can be shifted
arbitrarily the theory loses predictivity. One may be thinking that this situation is
similar to handle Goldstone bosons. Spontaneous symmetry breaking is the reason of
the origin of the Goldstone modes, indeed the physics in any vacuum connected by
a Goldstone mode is the same, since all these vacua are equivalent due to symmetry.
Moduli, however, do not need a symmetry to arise and hence in general physics will
depend on their values. Then one finds a space of physically inequivalent vacua (the
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notorious moduli space) related by varying the vev of the moduli. Furthermore, phe-
nomenologically massless scalar fields should mediate long range interactions, but this
contradicts the observations. Finally, a more formal point of view is to answer to the
question “how can the masses of particles in Standard Model come from a theory with
no free parameters?” [4, 90].

X
M

×

Fluxes

Figure 4.1: A schematic representation of a compactification in the presence of fluxes.

A possible path to follow in order to solve the moduli problem is to find a mechanism
to generate a scalar potential in the lower-dimensional action. This would have the
effect of stabilise the moduli (giving them a mass and a fixed vev). A great number
of results in this direction have been reached in the last twenty years, realising that
it is possible to generate a non-trivial scalar potential in a compactification through
fluxes [4–6]. One can find some nice reviews of the subject in [7–10].

Fluxes are higher rank objects generalisation of the electromagnetic field strength.
They are associated with a non-zero background value of the supergravity p-form field
strength. To be precise, let Fp be a p-form field strength whose Bianchi identity is

dFp = 0 ,

locally, one can always associate a potential Cp−1 such that Fp = dCp−1. When sources
are present it is not possible to have a globally well-defined potential, and the integral
over a a p-cycle Σp on the internal compact manifold M it is not automatically zero.
Then we say there is a flux of Fp on M supported by Σp,

1

(2π`s)p−1

∫
Σp

Fp = k 6= 0 .

As for the familiar Dirac’s monopole, one can impose quantisation conditions on fluxes
so that k can take only discrete values. Roughly speaking, this number corresponds to
how many times the extended object associated to the flux wraps around the cycle Σp,
see figure 4.1. Requiring the presence of these quantities in the dimensional reduction
we can generate a potential V for the scalars in the lower dimensional theory, that
will come from the kinetic term of the internal components of the fluxes. This can be
seen from the higher dimensiona action. Schematically,

S =

∫
X
. . .

∫
M
F ∧ ?F︸ ︷︷ ︸
V (φ)

.
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Moduli stabilisation is not the only reason to study flux compactifications. For ex-
ample, the presence of fluxes removes the necessity of a Ricci-flat internal space, then
Calabi-Yau are no more available spaces. This open interesting perspectives in study-
ing the geometry of string theory vacua and a classification of flux compactifications
may be very useful in order to understand better the structure of the theory.

11/10d sugra

4d un-
gauged sugra 4d gauged sugra

Toroidal com-
pactifications,
T d

Gaugings

p-form fluxes

geometric fluxes

non-geometric fluxes

Figure 4.2: A representation of how fluxes are a way to get gauged supergravity from higher
dimensional supergravity theory. This gives an higher dimensional origin to
gauge symmetry.

Furthermore, fluxless compactifications will produce only theories in lower dimension
whose gauge groups are products of U(1)’s1. Since we have the hope of reproduc-
ing non-Abelian gauge theories (like Standard Model), we want a compactification
mechanism that also explains the higher dimensional origin of the gauge symmetry.
Flux compactifications give us the right framework, since non-Abelian gauge groups
are connected to (non-Abelian) field strength (precisely the fluxes). As in electro-
dynamics, the electromagnetic field is generated by a dynamical object, the electric
charge, the p-form field strengths are sourced by non-perturbative dynamical objects,
the D-branes wrapping homology cycles inside the internal manifold [91].

For all these reasons a systematic study of flux compactification is useful and in-
teresting. In order to achieve this, new mathematical techniques have been being
introduced, and precisely the ones described in the previous chapters are an impor-
tant example. A first inspirational remark is that through flux compactifications, we
are able to explain the higher dimensional origin of the gauge symmetry. A subgroup
of the gauge group comes from the isometries of the internal manifold – as in Kaluza-
Klein reductions– but higher-dimensional supergravities come with form potentials,
which carry their own gauge symmetry and also contribute to the gauging of the
truncated theory. Thus, an approach treating at the same level diffeomorphisms and
gauge transformation can be a promising way to better understand the structure of
the theory. Another interesting fact is that the supergravity theories when compact-
ified on a torus exhibit an abelian gauge group and a large global symmetry2. Tori
compactifications give rise to theories called ungauged supergravities, see figure 4.2.

1This statement holds for M- and type II theories. For the heterotic string theories things work a
bit differently, since there gauge groups appear as a perturbative effect and they connects to type II
through dualities. However, in this thesis we are not going to work with heterotic string theory (for
more details one can look [47]), so we can focus only on type II and M-theory and take the statement
as true.

2 Notice that, as far as one sets the compactification scale well below the string one `s, it is
justified to work in the supergravity limit of string theory.
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As seen, the global symmetry group is known under the name of U-duality and it cor-
responds to the exceptional non-compact group Ed(d). In the mid 1990’s the discrete
subgroup Ed(d)/Z has been reinterpreted as part of the duality group of M-theory [92].
The Ed(d) group relevant in our discussion depends on the dimension, we collected the
various possibilities in table 4.1.

d 3 4 5 6 7

Global Symmetry SL(5) SO(5, 5) E6(6) E7(7) E8(8)

Table 4.1: The U-duality groups for the different compactifications on the tori T d.

The way to get gauged supergravities, i.e. supergravity theories with non-abelian gauge
group, is twofold. One can promote some subgroup of the U-duality group to a local
symmetry, this adds some term in the Lagrangian called gaugings. It turns out that
this is equivalent to consider more complicated internal manifold admitting fluxes.
This can be inserted in a wider picture, indeed, nowadays it is a common believing
that any gauged supergravity theory comes from an higher dimensional string theory
compactified on some manifold supporting fluxes.

The presence of these large groups of symmetry is difficult to understand from the
democratic formulation of supergravity theories [49]. Thus, a certain amount of ef-
fort has been made to build U-duality covariant approach to supergravity: Excep-
tional/Double Field Theory [93–95] and (Exceptional) Generalised Geometry [59, 61,
67,68,78,96].

Exceptional field theory enlarges the space, such that one completes the fundamental
representation of Ed(d) with this extra-coordinates. Then one gets rid of them by
applying a section condition, projecting out the unphysical degrees of freedom [94,95].
One can prove, once the section condition has been imposed, the two approaches are
equivalent.

In this thesis we have already described generalised geometry, and we are going to
focus on its applications to flux compactifications.

Until so far our discussion has been quite general, now in order to proceed with
our analysis, we move our attention to some more technical aspects, specifying the
properties our truncation ansatze must have.

4.3 Scherk-Schwarz reductions

As analysed in the example of Kaluza-Klein truncations, that method provides a good
way to study linear fluctuations about a given vacuum, but the complete effective
theory might be not completely captured. Further more in Kaluza-Klein reductions,
there is no warranty for the truncation ansatz to be consistent. In order to have a
construction producing a consistent truncation of the higher-dimensional theory we
have to be protected by some symmetry. One of the first method to achieve a consistent
truncation is the so-called Scherk-Schwarz reduction [97]. This procedure prescribes
to choose the internal manifold to be a Lie group. The truncation ansatz is chosen
in such a way that dependence of fields on the internal coordinates is through the
left-invariant objects of the Lie group. The consistency of this ansatz is related to this
fact. Indeed, there is no way the singlet modes can source the truncated non-singlet
ones in the equations of motion.
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We will present a generalisation in the context of exceptional generalised geometry to
include fluxes, called Generalised Scherk-Schwarz reduction in the next section. This
will be the key ingredient to find consistent truncations on spheres of massive type
IIA supergravity.

Before coming to the generalised Scherk-Schwarz reduction, we recall how a conven-
tional Scherk-Schwarz reduction [97] is defined. For concreteness, we take the case of
a type IIA supergravity, but this is not a relevant choice, since the line of reasoning
is the same in any case.

As said, in Scherk-Schwarz reductions, the internal manifold is chosen to be a d-
dimensional Lie group, Md = G. It follows that Md is parallelisable, namely there
exists a global frame {êa}, a = 1, . . . , d, trivialising the frame bundle and thus the
tangent bundle TMd. In terms of G-structures of chapter 1, we have an identity
structure on the manifold. The frame is constructed by considering a basis of vectors
that are invariant under the (say) left-action of the group G on itself. Under the Lie
derivative, the left-invariant frame satisfies the algebra

Lêa êb = f c
ab êc , (4.3.1)

where f c
ab are the structure constants of G.

The vectors {êa} generate the right-isometries of the bi-invariant metric on the group
manifold. A truncation ansatz for the internal metric is defined by “twisting” the
original frame on Md by a GL(d) matrix U b

a depending on the external spacetime
coordinates xµ,

ê′a
m(x, z) = Ua

b(x) êb
m(z) , (4.3.2)

and setting

gmn(x, z) = δab ê′a
m(x, z) ê′b

n(x, z) =Mab(x) êa
m(z) êb

n(z) , (4.3.3)

whereMab = δcdUc
aUd

b. As we are free to redefine the frame by x-dependent SO(d)
transformations, the Mab matrix parameterises the coset GL(d)/SO(d); hence it de-
fines 1

2d(d + 1) scalars on the external spacetime. It follows that gmn =Mabem
aen

b,
where Mab is the inverse of Mab, and, as before, the one-forms ea are dual to the
vectors êa. The full ten-dimensional metric is given by

dŝ2 = gµνdxµdxν +Mab(e
a −Aa)(eb −Ab) . (4.3.4)

The d one-forms Aa = Aµa(x)dxµ gauge the right-isometries on the group manifold,
and are therefore G gauge fields on the external spacetime. For the RR one-form one
takes

Ĉ1(x) = Cµ(x)dxµ + Ca(x)(ea −Aa)+
◦
C1 , (4.3.5)

where
◦
C1 is the potential for a background, left-invariant two-form flux. This gives an

additional one-form and d more scalars. A similar ansatz is taken for the other form
potentials.

The reduction defined in this way is consistent by symmetry reasons: the dependence
of the type IIA fields on the internal coordinates is fully encoded in the left-invariant
tensors êa and ea, and there is no way the singlet modes can source the truncated non-
singlet modes in the equations of motion. The gauge group of the lower-dimensional,
truncated theory arises from the interplay between the right-Killing symmetries gen-
erated by the left-invariant vectors êa and the gauge transformations of the form po-
tentials with flux, and corresponds to a semi-direct product of G with a non-compact
factor. The full supersymmetry of the original theory is preserved in the truncation.
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We refer to e.g. [98–102] for a detailed account of conventional Scherk-Schwarz reduc-
tions in a context related to the one of this thesis.

4.4 Generalised Scherk-Schwarz reductions

In [81], it was observed that consistent truncations with maximal supersymmetry are
related to the existence of a generalised Leibniz parallelisation, {ÊA} as defined in the
previous chapter, by the condition (3.3.66). Such a frame defines a Leibniz algebra,
hence the qualification “Leibniz” attributed to the parallelisation. Starting from a
generalised Leibniz parallelisation, one can define a generalised Scherk-Schwarz reduc-
tion. As the name suggests, this is a generalisation of conventional Scherk-Schwarz
reductions on local group manifolds [97] to a larger class of manifolds, which preserves
the same amount of supersymmetry as the original higher-dimensional theory. We
will see how the constants in (3.3.66), (XA)B

C correspond to the generators of the
lower-dimensional gauge group, and are tantamount to the embedding tensor that
fully determines the gauged maximal supergravity. For more details about the em-
bedding tensor formalism we refer to [10]. The truncation defined by the generalised
Scherk-Schwarz procedure is conjectured to be consistent. Although it has not been
proved in full generality, this expectation is supported by a number of examples.

A similar approach has been adopted for studying generalised Scherk-Schwarz reduc-
tions using exceptional field theory, see e.g. [94, 103–105].

In particular the generalised parallelisation has been used to define, in addition, the
gauge and higher-tensor fields in the truncation. Formally, as mentioned earlier, un-
der the section condition, the equations of exceptional field theory and exceptional
generalised geometry are the same.

We are now ready to define Generalised Scherk-Schwarz reductions.

Extensions of conventional Scherk-Schwarz reductions to reformulations (or exten-
sions) of high-dimensional supergravity theories with larger structure groups have been
considered by several authors, see e.g. [81, 103, 104, 106–112]. Here we will follow [81]
and define a generalised Scherk-Schwarz reduction on a d-dimensional manifold Md

(not necessarily a Lie group) as the direct analogue of an ordinary Scherk-Schwarz
reduction, with the ordinary frame on the tangent bundle replaced by a frame on the
generalised tangent bundle. In particular we will this will allow us to derive an ex-
plicit ansatz for the fields with one or two external legs for type IIA (in analogy to the
exceptional field theory expressions for eleven-dimensional and type IIB supergravity
given in [103,104,110]).

As in any Kaluza–Klein reduction, we start by decomposing the type IIA fields ac-
cording to the SO(1, 9)→ SO(1, 9−d)×SO(d) splitting of the Lorentz group. We will
use coordinates xµ, µ = 0, . . . , 9− d for the external spacetime and zm, m = 1, . . . , d
for the internal manifold Md, of dimension d ≤ 6. Then the ten-dimensional metric
can be written as

ĝ = e2∆gµνdxµdxν + gmnDz
mDzn , (4.4.1)

where
Dzm = dzm − hµmdxµ , (4.4.2)

and the scalar ∆ is the warp factor of the external metric gµν . In this section the
symbol hat denotes the original ten-dimensional fields. The form fields are decomposed
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as

B̂ = 1
2Bm1m2Dz

m1m2 +Bµmdxµ ∧Dzm + 1
2Bµνdxµν ,

ˆ̃B = 1
6!B̃m1...m6Dz

m1...m6 + 1
5!B̃µm1...m5dxµ∧Dzm1...m5

+ 1
2·4!B̃µνm1...m4dxµν∧Dzm1...m4 + . . . ,

Ĉ1 = CmDz
m + Cµ,0 dxµ ,

Ĉ3 = 1
3!Cm1m2m3Dz

m1m2m3 + 1
2Cµm1m2dxµ ∧Dzm1m2

+ 1
2Cµνmdxµν ∧Dzm + . . . ,

Ĉ5 = 1
5!Cm1...m5Dz

m1...m5 + 1
4!Cµm1...m4dxµ∧Dzm1...m4

+ 1
2·3!Cµνm1m2m3dxµν∧Dzm1m2m3 + . . . ,

Ĉ7 = 1
6!Cµm1...m6dxµ ∧Dzm1...m6 + 1

2·5!Cµνm1...m5dxµν ∧Dzm1...m5 + . . . ,

(4.4.3)

where dxµν = dxµ ∧ dxν and Dzm1...mp = Dzm1 ∧ · · · ∧ Dzmp . The ellipsis denote
forms with more than two external indices, that we will not need. The expansion
in Dz instead of dz is standard in Kaluza–Klein reductions, and ensures that the
components transform covariantly under internal diffeomorphisms. We stress that at
this stage the field components still depend on all the coordinates {xµ, zm}: we are
decomposing the various tensors according to their external or internal legs but we
have not specified their dependence on the internal space yet. The only exception
is the external metric, which is assumed to depend just on the external coordinates:
gµν = gµν(x).

The barred fields appearing in (4.4.3) can also be identified by introducing the vector

∂µ + hµ =
∂

∂xµ
+ hµ

m ∂

∂zm
, (4.4.4)

which satisfies ι(∂µ+hµ)Dz
m = 0. For the the fields with one external leg we have

Bµ = ι(∂µ+hµ)B̂
∣∣ ,

B̃µ = ι(∂µ+hµ)
ˆ̃B
∣∣ ,

Cµ = ι(∂µ+hµ)Ĉ
∣∣ ,

(4.4.5)

where by the symbol “|” we mean that after having taken the contraction ι(∂µ+hµ), the
forms on the right hand side are restricted to have just internal legs. In other words,
we set dx ≡ 0. Similarly, for the fields with two external legs we find

Bµν = ι(∂ν+hν)ι(∂µ+hµ)B̂ ,

B̃µν = ι(∂ν+hν)ι(∂µ+hµ)
ˆ̃B
∣∣ ,

Cµν = ι(∂ν+hν)ι(∂µ+hµ)Ĉ
∣∣ . (4.4.6)

Moreover, we are arrange the RR potentials in the poly-forms

Cµ = Cµ,0 + Cµ,2 + Cµ,4 + Cµ,6 ,

Cµν = Cµν,1 + Cµν,3 + Cµν,5 .
(4.4.7)

These barred fields need a field redefinition. This can be seen by decomposing the
gauge transformations of the ten-dimensional fields and imposing that they are co-
variant under the generalised diffeomorphisms so that they will eventually reproduce
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the gauge transformation of the lower-dimensional supergravity theory after the trun-
cation is done. Here we just provide the correct redefinitions, postponing their full
justification to the next section. We introduce the new fields

Bµ = Bµ ,

Cµ = e−B ∧ Cµ ,

B̃µ = B̃µ − 1
2 [Cµ ∧ s(C)]5 ,

(4.4.8)

where B, C are just internal, and

Bµν = Bµν + ιh[µ
Bν] ,

B̃µν = B̃µν − 1
2

[
Cµν ∧ s(C)

]
4

+ ιh[µ
B̃ν] ,

Cµν = e−B ∧ Cµν + ιh[µ
Cν] +B[µ ∧ Cν] .

(4.4.9)

Note that we are using a notation where the various tensors are treated as differential
forms on the internal manifold, while we explicitly display their external indices.

Having decomposed the higher-dimensional fields in a suitable way, we are now ready
to construct our truncation ansatz. As a first thing we rearrange the type IIA fields
with zero, one or two external indices in terms of generalised geometry objects. The
fields with purely internal legs, i.e.{

gmn, Bm1m2 , B̃m1...m6 , Cm, Cm1m2m3 , Cm1...m5

}
, (4.4.10)

together with the warp factor ∆ and the dilaton φ, parameterise a generalised metric
GMN . The (redefined) fields with one external index are collected in the generalised
vector AµM ,

{hµm, Bµm, B̃µm1...m5 , g̃µm1...m6,m, Cµ,0, Cµm1m2 , Cµm1...m4 , Cµm1...m6} , (4.4.11)

Here, g̃ is a tensor belonging to Λ7T ∗M10⊗T ∗M10, related to the dual graviton. This
is not part of type IIA supergravity in its standard form and we will thus ignore it by
projecting Aµ on the E′′′ bundle introduced in (3.3.22),

AµM
∗
= {hµm, Bµm, B̃µm1...m5 , Cµ,0, Cµm1m2 , Cµm1...m4 , Cµm1...m6} . (4.4.12)

Here and below, the ∗= symbol in an equation involving generalised vectors means
that the equality holds after projecting on the bundle E′′′ using the natural map-
pings (3.3.22), namely after dropping the T ∗ ⊗ Λ6T ∗ component.

The fields with µν indices defined in (4.4.9) are components of a generalised tensor
BµνMN , which is a two-form in the external spacetime and a section of the bundle N
on M6 defined in (B.2.18). They actually correspond to the components of this object
living on the bundle N ′ given in (B.2.19), that is

BµνMN ∗
= {Bµν , B̃µνm1...m4 , Cµνm, Cµνm1m2m3 , Cµνm1...m5} . (4.4.13)

For the equations involving sections of the bundle N , by the ∗= symbol we mean that
the equality holds after having projected on the bundle N ′, see appendix B for details.

Suppressing the internal indices, the objects introduced above read

Aµ
∗
= hµ +Bµ + B̃µ + Cµ,0 + Cµ,2 + Cµ,4 + Cµ,6 ,

Bµν
∗
= Bµν + B̃µν + Cµν,1 + Cµν,3 + Cµν,5 .

(4.4.14)

The construction of a (bosonic) truncation ansatz leading to a (10 − d)-dimensional
theory preserving maximal supersymmetry is then specified by the following steps:
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1. One should find a generalised parallelisation {ÊA}, namely a globally-defined
frame for the Ed+1(d+1) × R+ generalised tangent bundle on Md. This means
that the frame {ÊA} must be an Ed+1(d+1) frame, namely that it is given by
an Ed+1(d+1) transformation of the coordinate frame3. We will see how this
condition applies in the examples below. In addition, the frame must satisfy the
algebra (3.3.66),

LÊAÊB = XAB
CÊC , (4.4.15)

with constant coefficients XAB
C . It is then a generalised Leibniz parallelisation,

as seen in section 3.3.5. The constants XAB
C correspond to the generators of

the gauge group: in gauged supergravity they are defined by contracting the
embedding tensor ΘA

α encoding the gauging of the theory with the generators
(tα)B

C of the U-duality group, XAB
C = ΘA

α(tα)B
C (we refer to e.g. [10] for

a review of the embedding tensor formalism). Using the Leibniz property of
the Dorfman derivative together with (4.4.15), we see that indeed the constants
XAB

C realise the gauge algebra

[XA, XB] = −XAB
CXC . (4.4.16)

We emphasise that, provided the dimensional reduction goes through consis-
tently, the knowledge of XAB

C alone is sufficient to completely determine the
resulting gauged maximal supergravity.

2. One twists the parallelising frame by an Ed+1(d+1) matrix UA
B depending on

the external spacetime coordinates xµ:

Ê′A
M (x, z) = UA

B(x)ÊB
M (z) , (4.4.17)

and use this to construct a generalised inverse metric:

GMN (x, z) = δABÊ′A
M (x, z)Ê′B

N (x, z) =MAB(x)ÊA
M (z)ÊB

N (z) . (4.4.18)

The matrix
MAB = δCDUC

AUD
B (4.4.19)

parameterises the coset Ed+1(d+1)/K, where K is the maximal compact sub-
group of Ed+1(d+1) (indeed, we are free to redefine the generalised frame by
x-dependent K transformations). Hence it accommodates all the scalars of the
lower-dimensional theory.

Now one equates (4.4.18) to the generic form of the generalised inverse metric
G−1 introduced in section 3.3.4, whose relevant components are given in (3.3.56)
and (3.3.57). In this way we obtain the truncation ansatz for the full set of
higher-dimensional degrees of freedom with purely internal components, which
gives the scalar fields in the lower-dimensional theory. This also provides the
expression for the warp factor ∆. Concretely, these can be extracted following
eqs. (3.3.59)–(3.3.62). Note that, since the generalised density Φ appearing
in (3.3.62) is independent of the twist matrix UA

B, it can be advantageously

3By coordinate frame we mean

{ ˜̂
EA} = {∂m} ∪ {dxm} ∪ {dxm1...m5} ∪ {dxm,m1...m6} ∪ {1} ∪ {dxm1m2} ∪ {dxm1...m4} ∪ {dxm1...,6} .
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computed at the origin of the scalar manifold, where MAB = δAB. So at any
point on the scalar manifold the density is given by

Φ =
◦
g 1/2e−2

◦
φ e(8−d)

◦
∆ , (4.4.20)

where the ◦ symbol denotes the “reference” values of the corresponding fields,
namely the values for trivial twist matrix.

3. Finally, the full set of vector fields in the lower-dimensional theory is specified by
taking the following ansatz for the generalised vectorAµM introduced in (4.4.11),

AµM (x, z) = AµA(x)ÊA
M (z) . (4.4.21)

The ansatz for the two-forms is

BµνMN (x, z)
∗
= 1

2 Bµν
AB(x)(ÊA ⊗N ′ ÊB)MN (z) , (4.4.22)

where BµνAB = Bµν (AB), and the product ⊗N ′ is defined in (B.2.22).

A few comments in order. Although the conditions in Step 1 above are definitely
non-trivial to satisfy, they are not as constraining as requiring that Md is a Lie group
as needed in ordinary Scherk-Schwarz reductions. Indeed, one can see that a necessary
condition for the existence of a generalised parallelisation satisfying (4.4.15) is that
Md is a coset manifold, Md = G/H for some G and H ⊂ G [70,81]. In the particular
case that Md is a Lie group, a generalised Scherk-Schwarz reduction coincides with
an ordinary Scherk-Schwarz reduction if the chosen generalised parallelisation uses
just left-invariant tensors4. However, when reducing the NSNS sector, it is possible to
obtain a generalised parallelisation which realises a G×G gauge group rather than just
G [113]. In the next section we will provide a frame for the full type IIA generalised
geometry on S3 which gives rise to an SU(2)× SU(2) gauging (this has also appeared
in [112]).

The spheres Sd = SO(d + 1)/SO(d) provide examples of generalised parallelisations
that are not based on Lie groups. In [81], the ideas above were applied to give evidence
that the sphere consistent truncations based on eleven-dimensional supergravity on
S7 [114], eleven-dimensional supergravity on S4 [115], type IIB supergravity on S5

and the NSNS sector of type II supergravity on S3, can be interpreted as generalised
Scherk-Schwarz reductions. In section 4.4.2 we will provide additional examples.

4.4.1 Consistent reduction of gauge transformations

In this section we provide a partial proof of the consistency of our generalised Scherk-
Schwarz truncation ansatz by showing that the internal diffeomorphisms together with
the NSNS and RR gauge transformations consistently reduce to the appropriate gauge
variations in lower-dimensional maximal supergravity5. This will also justify the field
redefinitions performed in (4.4.8) and (4.4.9). The reader not interested in the details
of this computation, which is rather technical, can safely skip to the next section.

4See [81, app. C] for a discussion. In this case, adopting a generalised geometry approach still
has some advantage in that (4.4.15) directly provides the full embedding tensor.

5A more thorough proof would require studying the reduction of the supersymmetry variations
or the equations of motion.
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The gauge transformations of the ten-dimensional fields were given in section 2.2.2.
Including also the diffeomorphisms, they read

δĝ = Lv̂ ĝ ,
δB̂ = Lv̂B̂ − dλ̂ ,

δĈ = Lv̂Ĉ − eB̂ ∧ (dω̂ −mλ̂) ,

δ ˆ̃B = Lv̂ ˆ̃B − (dσ̂ +mω̂6)− 1
2 [eB̂ ∧ (dω̂ −mλ̂) ∧ s(Ĉ)]6 .

(4.4.23)

We can immediately see why the redefinition of the RR potentials in (4.4.8) is needed:
for the gauge transformation of Cµ to start with ∂µω (as required for a gauge field in
supergravity), we need to remove the B-terms with internal legs appearing in front of
dω. The same argument determines the redefinition of the six-form NSNS potential
in (4.4.8).

In order to decompose the gauge transformations, we express the gauge parameters
as

v̂ = v = vm
∂

∂zm
,

λ̂ = λ+ λµ = λmdzm + λµdxµ ,

σ̂ = σ + σµ + σµν = 1
5!σm1...m5dzm1...m5 + 1

4! σµm1...m4dxµ ∧ dzm1...m4

+ 1
2·3! σµνm1...m3dxµν ∧ dzm1...m3 + . . . ,

(4.4.24)

where the ellipsis denote terms with more than two external indices, that we will
ignore. Note that the vector v̂ is purely internal, that is the diffeomorphisms we
consider are just the internal ones. Similarly for the RR poly-form gauge parameter
we find

ω̂ = ω + ωµ + ωµν = (ω0 + ω2 + ω4 + ω6) + (ωµ,1 + ωµ,3 + ωµ,5)

+ (ωµν,0 + ωµν,2 + ωµν,4 + ωµν,6) + . . . .
(4.4.25)

As in (4.4.3), initially we impose no restriction on the dependence of the components of
the gauge parameters on the coordinates {xµ, zm}. However, differently from (4.4.3),
note that the expansion of the gauge parameters is made in dzm and not in Dzm =
dzm − hµmdxµ. The fields marked with a bar require a redefinition, which will be
introduced below.

The gauge transformations of the fields with purely internal legs maintain precisely
the same form as in (4.4.23). As for the fields with one external leg, redefined as
in (4.4.8), after some computation we find that their variations are

δhµ = −∂µv + Lvhµ ,
δBµ = −∂µλ+ dinλµ + LvBµ − ιhµdinλ ,

δB̃µ = −∂µσ + dinσµ −mωµ,5 + LvB̃µ
− ιhµ(dinσ +mω6) +

[
Cµ ∧ s(dinω −mλ)

]
5
,

δCµ = −∂µω + dinωµ +mλµ + LvCµ + Cµ ∧ dinλ

− (ιhµ +Bµ∧)(dinω −mλ) ,

(4.4.26)

where the exterior derivative din := dzm∂m and L act on the internal coordinates only.



Consistent truncations 77

The fields with two external legs have the following gauge variations

δBµν = −2∂[µλν] + ιh[µ
∂ν]λ− ιh[µ

dinλν] + LvBµν − ι∂[µvBν] ,

δB̃µν = −2∂[µσν] − dinσµν −mωµν,4 + ιh[µ

(
∂ν]σ − dinσν] +mων],5

)
+ LvB̃µν − ι∂[µvB̃ν]

+
[
Cµν ∧ s(dinω −mλ) + (−∂[µω + dinω[µ +mλ[µ) ∧ s(Cν])

]
4
,

(4.4.27)

and (we give the transformations for the barred fields, as those of the unbarred field
Cµν are more cumbersome)

δ(e−B ∧ Cµν) = −2∂[µων] − 2ιh[µ
dinων] + 2ιh[µ

∂ν]ω − ιhν ιhµdinω − dinωµν

+ Lv(e−B ∧ Cµν) + dinλ ∧ (e−B ∧ Cµν)−Bµν(dinω −mλ)

+ 2B[µ ∧ ιhν]
(dinω −mλ) + 2B[µ ∧ (∂ν]ω − dinων] −mλν])

+Bµ ∧Bν ∧
(
dinω −mλ

)
.

(4.4.28)

The gauge parameters with purely internal indices can be arranged into a generalised
vector with the T ∗ ⊗ Λ6T ∗ component projected out,

ΛM
∗
= {vm, λm, σm1...m5 , ω0, ωm1m2 , ωm1...m4 , ωm1...m6} , (4.4.29)

while the gauge parameters with one external leg form a section of the bundle N ′,

Ξ
(MN)
µ

∗
= {λµ, σµn1...n4 , ωµn, ωµn1n2n3 , ωµn1...n5} . (4.4.30)

The transformations for the fields with two external legs will be discussed below.

The gauge transformation of the fields with purely internal indices is given by the
compact expression

δΛG−1 = LΛG−1 , (4.4.31)

where LΛ is the massive Dorfman derivative (3.3.37). The gauge variation (4.4.26) of
fields with one external leg can be repackaged into

δAµ
∗
= −∂µΛ + LΛAµ + dmΞµ , (4.4.32)

where it is understood that the differentials in the generalised Lie derivative act on
the internal coordinates only. The operator dm is defined on any element W = W0 +
W4 +Wodd of the bundle N ′ as

dmW = dW +m(W0 −W5) , (4.4.33)

and can be seen as an exterior derivative twisted by the Romans mass. Then in the
present case we have

dmΞµ = dinΞµ +m(λµ − ωµ,5) . (4.4.34)

It is easy to verify that for W = V ⊗N ′ V ′,

dmW
∗
= LV V

′ + LV ′V . (4.4.35)

If we now redefine the gauge parameter with one external leg as

Ξµ = Ξµ −Aµ ⊗N ′ Λ , (4.4.36)
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and use the property (4.4.35), we obtain

dmΞµ
∗
= dmΞµ − LAµΛ− LΛAµ . (4.4.37)

This redefinition allows to cast (4.4.32) in the form

δAµ
∗
= −∂µΛ− LAµΛ + dmΞµ , (4.4.38)

where one recognise the derivative (∂µ+LAµ)Λ, covariant under generalised diffeomor-
phisms. This is the appropriate form for matching the gauged supergravity covariant
derivative after Scherk-Schwarz reduction.

We need to express the gauge transformations (4.4.27) and (4.4.28) of the external
two-form fields in generalised geometry terms. This requires a rather complicated
redefinition of the gauge parameters ωµν = ωµν,0 + ωµν,2 + ωµν,4 and σµν :

ωµν = ωµν + (ιv + λ∧)Cµν − ωBµν + (2λ[µ + ιh[µ
λ+ ιvB[µ)Cν]

+ (ιh[µ
+B[µ∧ )(2ων] + ιvCν] + λ ∧ Cν] + ιhν]

ω +Bν] ∧ ω)

σµν = σµν + 2ιh[µ
σν] + ιhµιhνσ + ιv(B̃µν − ιh[µ

B̃ν]) + ιvC[µ,4Cν],0

− ιvC[µ,2 ∧ Cν],2 + 2λ ∧ (C[µ,2Cν],0)

−
[
(Cµν − ιh[µ

Cν] +B[µ ∧ Cν]) ∧ s(ω)− 2C[µ ∧ s(ων])
]
3
.

(4.4.39)

We repackage the new parameters σµν and ωµν = ωµν,0 + ωµν,2 + ωµν,4 into

Φµν = σµν + ωµν . (4.4.40)

This object lives in a sub-bundle of a bundle transforming in the 912 representation
of E7(7) (see table B.1), and collects the gauge parameters of the potentials that are
three-forms in the external spacetime. One can then show that, with the identifica-
tions (4.4.39), the gauge transformations for Bµ,ν , B̃µν , (4.4.27), and Cµν (these follow
from (4.4.28) and the last in (4.4.9)) can be expressed as

δBµν =− 2∂[µΞν] − 2LA[µ
Ξν] − dmΞ[µ ⊗N ′ Aν] − ∂[µΛ⊗N ′ Aν]

+ dmBµν ⊗N ′ Λ− Yµν − dmΦµν ,
(4.4.41)

where the action of dm on an element of N ′ is given in (4.4.33), and we define

dmΦµν = din(σµν + ωµν) +mωµν,4 . (4.4.42)

The tensor Yµν is given in terms of Wν ≡ Aν ⊗N ′ Λ by

Yµν =d
(
ιh[µ

Wν] +B[µ ∧Wν],odd − C[µWν],0 − C[µ,0Wν],3 + C[µ,2Wν],1

)
+m

(
ιh[µ

Wν],5 +B[µ ∧Wν],3 − Cµ,4Wν,0

)
.

(4.4.43)

After some manipulations, this can be re-expressed as

Yµν = LA[µ
Aν] ⊗N ′ Λ + 2LA[µ

Λ⊗N ′ Aν] + LΛA[µ ⊗N ′ Aν] , (4.4.44)

which in turn allows to rewrite (4.4.41) as

δBµν =− 2∂[µΞν] − 2LA[µ
Ξν] − dmΞ[µ ⊗N ′ Aν] − ∂[µΛ⊗N ′ Aν]

+ dmBµν ⊗N ′ Λ− LA[µ
Aν] ⊗N ′ Λ− 2LA[µ

Λ⊗N ′ Aν]

− LΛA[µ ⊗N ′ Aν] − dmΦµν .

(4.4.45)
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Introducing the gauge field strength

Hµν = 2∂[µAν] + LA[µ
Aν] + dmBµν , (4.4.46)

and recalling the expression for δAµ given in (4.4.38) and the redefinition of the gauge
parameter Ξµ in (4.4.36), the variation of Bµν eventually takes the compact form

δBµν = −2∂[µΞν] − 2LA[µ
Ξν] + Λ⊗N ′ Hµν +A[µ ⊗N ′ δAν] − dmΦµν . (4.4.47)

We can now plug in our truncation ansatz and show that it reproduces the correct
lower-dimensional gauge-transformations. For the gauge parameters we take an ansatz
similar to the one for the physical fields, that is

ΛM (x, z) = −ΛA(x)ÊA
M (z) ,

Ξ̃µ
MN (x, z) = −1

2 Ξ̃µ
AB(x) (ÊA ⊗N ÊB)MN (z) .

(4.4.48)

Plugging the ansatz into the variation (4.4.31) of the generalised metric, and using
the action (4.4.15) of the generalised Lie derivative on the parallelisation, we obtain

δΛMAB = −ΛC(XCD
AMDB +XCD

BMAD) , (4.4.49)

which is the correct variation of the scalar fields in gauged maximal supergravity, see
e.g. [10].

In order to write the variation of Aµ, let us first observe that the ansatz together with
the property (4.4.35) implies

dmΞµ
∗
= −1

2(LÊB ÊC + LÊC ÊB) Ξµ
BC = −ZABC Ξµ

BCÊA , (4.4.50)

where we introduced the symmetrised structure constants ZABC = X(BC)
A. Then,

interpreting the variation of Aµ in the (4.4.38) as (δAµA)ÊA and plugging the ansatz
in, we get

δAµA = ∂µΛA +ABµXBC
AΛC − ZABC Ξµ

BC . (4.4.51)

This is the correct gauge variation of the gauge fields in maximal supergravity (see
again [10]).

Finally, we need to consider the transformation of Bµν . Equation (4.4.46) yields

Hµν = HAµνÊA , (4.4.52)

with
HAµν = 2∂[µAν]

A +XBC
AA[µ

BAν]
C + ZABC BµνBC . (4.4.53)

This is the expression for the covariant field strengths used in gauged supergravity.
We also obtain

LAµΞν = −1
2Aµ

C Ξν
ABLÊC (ÊA ⊗N ′ ÊB)

= −AµC Ξν
(DA)XCD

BÊA ⊗N ′ ÊB ,
(4.4.54)

where to pass from the first to the second line we distributed the Lie derivative on the
factors of the ⊗N ′ product and used the Leibniz property of the generalised frame.
Therefore:

−2∂[µΞν] − 2LA[µ
Ξν] = D[µΞν]

ABÊA ⊗N ′ ÊB , (4.4.55)
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where
D[µΞν]

AB = ∂[µΞν]
AB + 2A[µ

C Ξν]
(DA)XCD

B . (4.4.56)

Putting everything together, (4.4.47) eventually takes the appropriate form to describe
the two-form gauge transformations in gauged supergravity:

δBµνAB = 2D[µΞν]
AB − 2 Λ(AHµνB) + 2A[µ

(AδAν]
B) + . . . , (4.4.57)

where HAµν was given in (4.4.53). The ellipsis denote a term coming from expressing
dmΦµν in (4.4.47) by means of the parallelisation that we will not discuss in detail.
This eventually gives the two-form gauge parameters in the lower-dimensional super-
gravity theory, contracted with the gauge group generators X. In four-dimensional
supergravity, this term drops from all relevant equations, because the two-forms BµνAB
always appear contracted with the embedding tensor, namely as ZABCBµνBC [116],
which implies that the term in the ellipsis is projected out due to the quadratic con-
straint. From a generalised geometry perspective, the corresponding statement is
that in a reduction to four dimensions (4.4.47) always appears under the action of
the exterior derivative twisted by the Romans mass, dm; given the definitions (4.4.42)
and (4.4.33), it is immediate to check that dm(dmΦµν) = 0, hence the gauge param-
eters with two external indices drop from all relevant equations. This is no longer
the case in reductions to supergravities in dimension six or higher, where the tensor
hierarchy stops at one form degree higher, so that the three-form gauge potentials, as
well as their two-form gauge parameters, also play a role.

In conclusion, we have shown that under the generalised Scherk–Schwarz ansatz, the
(massive) type IIA gauge transformations consistently reduce to the correct gauge
transformation in lower-dimensional supergravity.

4.4.2 Examples of consistent sphere truncations

In this section, we apply the generalised Scherk-Schwarz procedure to study consistent
reductions of massless and massive type IIA supergravity on the spheres S6, S4, S3 and
S2, as well as on six-dimensional hyperboloids. While for the massless case it is always
possible to find generalised parallelisations that reproduce the known reductions to
maximal gauged supergravities in lower-dimensions, for the massive theory we could
only find a suitable generalised parallelisation on S6. We propose a general argument
of why this is the case. The analysis closely follows the one given in [12].

S6 parallelisation and D = 4, ISO(7)m supergravity

We start our series of examples by revisiting the consistent reduction of type IIA super-
gravity on the six-sphere S6 down to D = 4 maximal supergravity with ISO(7) gauge
group that was recently studied in detail in [117–119]. For vanishing Romans mass,
this reduction can be understood as a limit of the consistent truncation of eleven-
dimensional supergravity on S7 (or on a seven-dimensional hyperboloid), where the
seven-dimensional manifold degenerates into the cylinder S6 × R [120, 121]. In that
case the group ISO(7) is gauged purely electrically. This means that only the 28
electric vector fields participate in the gauging, while the 28 magnetic duals do not
appear in the Lagrangian. When the Romans mass m is switched on, the truncation
ansatz remains consistent with no modifications required. However one finds that the
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magnetic vectors now also enter in the gauge covariant derivatives [119], thus provid-
ing a dyonic gauging. The resulting four-dimensional supergravity is not equivalent
to the theory with purely electric ISO(7) gauging [122]; for this reason, we will denote
it as the ISO(7)m theory. This is an example of symplectic deformation of maximal
supergravity of the type first discovered for the D = 4, SO(8) theory in [123]. The
ISO(7)m theory admits several supersymmetric and non-supersymmetric AdS4 solu-
tions [118, 124, 125], which all disappear when the parameter m is sent to zero6. The
structure of the ISO(7)m theory was analysed in detail in [118].

In the following, we introduce a parallelisation of the E7(7) × R+ tangent bundle on
S6. Then, evaluating our massive generalised Lie derivative on the frame we obtain
precisely the embedding tensor characterising the dyonic ISO(7)m gauging. We also
re-derive the truncation ansatz for the four-dimensional bosonic fields from generalised
geometry.

A generalised parallelisation on S6 is defined as follows. Let yi, i = 1, . . . , 7, with
δijy

iyj = 1, be the constrained coordinates on S6, describing its embedding in R7 (see
appendix A.1 for some useful details about spheres in constrained coordinates). Let
vij be the SO(7) Killing vectors and define the following forms

ωij = R2dyi ∧ dyj ∈ Λ2T ∗ ,

ρij =
◦∗ (R2dyi ∧ dyj) ∈ Λ4T ∗ ,

κi = − ◦∗ (Rdyi) ∈ Λ5T ∗ ,

τ ij = R(yidyj − yjdyi)⊗
◦

vol6 ∈ T ∗ ⊗ Λ6T ∗ .

(4.4.58)

Here and in the rest of this section, the symbol ◦means that the corresponding quantity
is computed using the reference round metric of radiusR. The index on the coordinates
yi is lowered with the R7 metric δij . We also twist the generalised tangent bundle

with a five-form RR potential
◦
C5 such that
◦
F6= d

◦
C5=

5

R

◦
vol6 , (4.4.59)

with all other p-form potentials vanishing; the reason for this choice will become clear
soon.

The generalised frame can be split according to the decomposition

E7(7) ⊃ SL(8,R) ⊃ SL(7,R)

56 → 28 + 28′ 7→ 21 + 7 + 21′ + 7′ .
(4.4.60)

as
{ÊA} = {ÊIJ , ÊIJ} = {Êij , Êi8, Êij , Êi8} . (4.4.61)

We will call “electric” the ÊIJ frame elements, transforming in the 28 of SL(8), and
“magnetic” the ÊIJ , transforming in the 28′.

A generalised parallelisation is given by

ÊA =


Êij = vij + ρij + ιvij

◦
C5 ,

Êi8 = yi + κi − yi
◦
C5 ,

Êij = −ωij − τ ij + j
◦
C5 ∧ωij ,

Êi8 = R dyi − yi
◦

vol6 +R dyi∧
◦
C5 .

(4.4.62)

6Specific formulae uplifting these AdS4 vacua to massive type IIA supergravity were given
in [117, 119, 126]. Three of them are G2-invariant and also included in the truncation of massive
IIA supergravity on S6 ' G2/SU(3) of [127].
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It is not hard to see that this is globally defined. For instance, Êij is nowhere vanishing
as the Killing vectors vij vanish at yi = yj = 0, while the four-forms ρij vanish at
y2
i + y2

j = 1. Moreover, Êi8 never vanishes as the locus κi = 0 does not overlap with
yi = 0; similar considerations hold for the magnetic part of the frame. The frame is
also orthonormal with respect to the generalised metric (3.3.52). Indeed, invoking the
contraction formulae in (A.1.16), we have

G(Êij , Êkl) = vijyvkl + ρijyρkl = δikδjl − δilδjk ,
G(Êi8, Êk8) = yi yk + κiyκk = δik ,

G(Êij , Êkl) = ωijyωkl + τ ijyτkl = δikδjl − δilδjk ,

G(Êi8, Êk8) = R2dyiydyk + yiyk
◦

vol6y
◦

vol6= δik ,

(4.4.63)

with all other pairings vanishing.

We now evaluate the massive Dorfman derivative (3.3.37) between two arbitrary frame
elements, making use of various properties of the round spheres given in appendix A.1.
In particular, we need identity (A.1.13), which together with our choice (4.4.59) for
◦
C5 implies

ιvij
◦
F6= dρij . (4.4.64)

We find that the electric-electric pairings give

LÊij Êkl = 2
R

(
δi[kÊl]j − δj[kÊl]i

)
,

LÊij Êk8 = − 2
Rδk[iÊj]8 ,

LÊi8Êkl = 2
Rδi[kÊl]8 ,

LÊi8Êk8 = 0 ,

(4.4.65)

while for the electric-magnetic ones we have

LÊij Ê
kl = 4

Rδ
[k
[i δj]j′Ê

l]j′ ,

LÊij Ê
k8 = − 2

Rδ
k
[iδj]j′Ê

j′8 ,

LÊi8Ê
kl = 0 ,

LÊi8Ê
k8 = − 1

RδijÊ
jk ,

(4.4.66)

for the magnetic-electric

LÊij Êkl = LÊij Êk8 = LÊi8Êk8 = 0 ,

LÊi8Êkl = −2mδi[kÊl]8 ,
(4.4.67)

and for the magnetic-magnetic

LÊij Ê
kl = LÊij Ê

k8 = LÊi8Ê
kl = 0 ,

LÊi8Ê
k8 = mÊik .

(4.4.68)

We thus obtain that condition (4.4.15) is satisfied, namely the frame defines a Leibniz
algebra under the massive Dorfman derivative. The non-vanishing constants XAB

C

read in SL(8) indices

X[II′][JJ ′]
[KK′] = −X[II′]

[KK′]
[JJ ′] = 8 δ

[K
[I θI′][J δ

K′]
J ′] ,

X [II′]
[JJ ′]

[KK′] = −X [II′][KK′]
[JJ ′] = 8 δ

[I
[J ξ

I′][K δ
K′]
J ′] ,

(4.4.69)
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with

θIJ =
1

2R
diag

(
1, . . . , 1︸ ︷︷ ︸

7

, 0
)
, ξIJ =

m

2
diag

(
0, . . . , 0︸ ︷︷ ︸

7

, 1
)
. (4.4.70)

These match precisely the embedding tensor given in [118] (modulo renormalising the
generators by a −1/2 factor, see appendix C therein). The latter determines a dyonic
ISO(7)m gauging of maximal D = 4 supergravity, where the SO(7) rotations are
gauged electrically while the seven translations are gauged dyonically. When m = 0,
we have ξIJ = 0 and the ISO(7) gauging becomes purely electric.

Following the procedure for a generalised Scherk-Schwarz reduction described in the
previous section, we can use our generalised parallelisation to deduce the truncation
ansatz for the bosonic supergravity fields. We start from the scalar ansatz. In four-
dimensional maximal supergravity, the scalar matrix MAB parameterises the coset
E7(7)/SU(8). Under the decomposition (4.4.60), this splits as

MAB = {MII′,JJ ′ ,MII′
JJ ′ ,MII′

JJ ′ ,MII′,JJ ′}

= {Mii′,jj′ ,Mii′,j8, . . . ,Mi8,j8} .
(4.4.71)

Equating the components (3.3.56) of the inverse generalised metric to those con-
structed from the parallelisation as in (4.4.18), we obtain

le2∆gmn = 1
4M

ii′,jj′vmii′ v
n
jj′ ,

e2∆gmnCn = 1
2M

ii′,j8 vmii′ yj ,

−e2∆gmpBpn = 1
2M

ii′
j8 v

m
ii′ R∂ny

j ,

e2∆gmq(Cqnp − CqBnp) = −1
4M

ii′
jj′ v

m
ii′ ω

jj′
np ,

e2∆
(
e−2φ + gmnCmCn

)
=Mi8,j8 yi yj ,

e2∆gms
(
Csnpqr−

◦
Csnpqr −Cs[npBqr] + 1

2CsB[npBqr]
)

= 1
4M

ii′,jj′vmii′ (ρjj′)npqr ,
(4.4.72)

where we recall that the indices i, i′, j, j′ = 1 . . . , 7 label the constrained coordinates
while m,n, . . . = 1, . . . , 6 are curved indices on S6. The scalar ansatz obtained in
this way agrees with the formulae given in [119] (cf. eqs. (3.14)–(3.18) therein). The
additional relations appearing in eqs. (3.19)–(3.22) of [119] can also be retrieved in the
same way. The last equation in (4.4.72) does not appear in [119], and determines how
the four-dimensional scalars enter in Cm1...m5 . Dualising its field strength Fm1...m6 it
should be possible to derive the expression of the Freund-Rubin term.

One can disentangle the different supergravity fields in (4.4.72) by following the pro-
cedure in eqs. (3.3.59)–(3.3.62). We recall that the generalised density Φ appearing
in (3.3.62) can be computed at the origin of the scalar manifold, whereMAB = δAB,
and is given by eq. (4.4.20). Evaluating the first, second and second-last line of (4.4.72)

with Mii′,jj′ = δi[jδj
′]i′ , Mii′,j8 = 0, Mi8,j8 = δij , we find that

◦
∆=

◦
φ= 0. Hence for

the present truncation the generalised density is simply Φ =
◦
g 1/2.

We can also provide the ansatz for the vector fields as explained in section 4.4. Sepa-
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rating the components of eq. (4.4.21), we obtain

hµ = 1
2Aµ

ii′vii′ ,

Bµ = Aµ i8R dyi ,

Cµ,0 = Aµi8 yi ,

Cµ,2 = −1
2Aµ ii′ R

2dyi ∧ dyi
′
,

which again agrees with [119]. Here, AIJ = {Aij ,Ai8} are the electric one-form fields
in the four-dimensional theory while AIJ = {Aij ,Ai8} are their magnetic duals. We
can also provide an ansatz for the type IIA dual fields with one external leg

Cµ,4 = 1
2Aµ

ii′
(
ρii′ + ιvii′

◦
C5

)
,

Cµ,6 = Aµ i8
(
− yi

◦
vol6 +R dyi∧

◦
C5

)
,

B̃µ = Aµi8
(
κi − yi

◦
C5

)
.

(4.4.73)

Finally, the ansatz for the fields with two external legs follows from the general for-
mula (4.4.22)

Bµν = Bµνijj8 yi ,
B̃µν = 1

8

(
1
2Bµν

i1i2,i38yjy[i1εi2i3]jk1...k4
− Bµν k1k2,k3k4

)
R4dyk1 ∧ dyk2 ∧ dyk3 ∧ dyk4 ,

Cµν,1 =
(
Bµν ijkj + Bµν i8k8

)
ykR dyi ,

Cµν,3 =
(

1
12Bµν

ii′,jj′y[iεi′]jj′k1...k4
yk4 − 1

2Bµν k1k2,k38

)
R3dyk1 ∧ dyk2 ∧ dyk3 ,

Cµν,5 = Bµνijj8
(
− κi + yi

◦
C5

)
.

(4.4.74)

Hyperboloids and D = 4, ISO(p, 7− p)m supergravity

The generalised Leibniz parallelisation on S6 presented above can be adapted to con-
struct a similar one on the six-dimensional hyperboloids Hp,7−p. This leads to a con-
sistent truncation of massive type IIA supergravity to four-dimensional ISO(p, 7−p)m
maximal supergravity.

The hyperboloid Hp,q is the homogeneous space

Hp,q =
SO(p, q)

SO(p− 1, q)
, (4.4.75)

and can be seen as the hypersurface in the Euclidean space Rp+q defined by the
equation

ηij y
iyj = 1 , (4.4.76)

where i, j = 1, . . . , p+ q and

ηij = diag
(

+1, . . . ,+1︸ ︷︷ ︸
p

,−1, . . . ,−1︸ ︷︷ ︸
q

)
. (4.4.77)

Clearly, taking q = 0 yields the sphere Sp−1.

Let us focus on the six-dimensional hyperboloids Hp,7−p, with 1 ≤ p < 7. A par-
allelisation on these manifolds can be introduced following the same path as for S6,
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replacing the Kronecker δij by ηij where appropriate. In particular, the Killing vectors
vij , that for the six-sphere satisfy the so(7) algebra (A.1.7), now respect the so(p, 7−p)
algebra,

Lvijvkl = 2R−1
(
ηi[kvl]j − ηj[kvl]i

)
. (4.4.78)

The equations (A.1.8)-(A.1.12) also need to be modified by replacing δij with ηij
everywhere. We can keep the definitions (4.4.58), noting however that they now
transform in representations of SO(p, 7 − p) instead of SO(7). Then (4.4.62) defines
a generalised parallelisation on Hp,7−p. The Dorfman derivative between two frame
elements satisfies (4.4.15), with the non-vanishing embedding tensor components being
still given by (4.4.69), where however now

θIJ =
1

2R
diag

(
1, . . . , 1︸ ︷︷ ︸

p

,−1, . . . ,−1︸ ︷︷ ︸
7−p

, 0
)
, (4.4.79)

while ξIJ remains unchanged.

This corresponds to an ISO(p, 7−p) ' CSO(p, 7−p, 1) frame algebra, where the seven
translational symmetries are gauged dyonically.

The truncation ansatz remains formally the same as for the reduction on S6. We
thus infer that there exists a consistent truncation of massive IIA supergravity on
the six-dimensional hyperboloids Hp,7−p, down to ISO(p, 7−p)m gauged supergravity.
As above, the subscript m emphasises that the translational isometries are gauged
dyonically. Setting m = 0, one recovers a truncation of massless type IIA supergravity
onHp,7−p down to the ISO(p, 7−p) theory with purely electric gauging (see also [110]).

It was found in [123] that the only gaugings of four-dimensional maximal supergrav-
ity in the CSO(p, q, r) class (with r > 0) admitting a symplectic deformation are
CSO(p, 7− p, 1) ' ISO(p, 7− p)7. Here we have established that all these symplectic
deformations arise as consistent truncations of massive type IIA supergravity: while
for p = 7 the internal manifold is S6, for 1 ≤ p < 7 the internal manifold is the
hyperboloid Hp,7−p.

The same ideas could be applied to products of hyperboloids and tori, Hp,q × T r,
with p+ q + r = 7. In this case, the parallelisation would satisfy the CSO(p, q, r + 1)
algebra.

S4 parallelisation with m = 0 and D = 6, SO(5) supergravity

The U-duality group for type IIA on a four-dimensional manifold M4 is E5(5) '
SO(5, 5) and the generalised tangent bundle is

E ' T ⊕ T ∗ ⊕ R⊕ Λ2T ∗ ⊕ Λ4T ∗ . (4.4.80)

A section of E
V = v + λ+ ω0 + ω2 + ω4 (4.4.81)

transforms in the spinorial 16+ representation of SO(5, 5).

7For these gaugings, the symplectic deformation is of on/off type: all non-zero values of the
parameter controlling the magnetic gauging are equivalent.
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We are interested in the case where M4 is the four sphere S4 and we describe it using
constrained coordinates yi in R5. It is then convenient to consider the decomposition
of the generalised frame ÊA, A = 1 . . . , 16 under SL(5,R)

SO(5, 5) ⊃ SL(5,R)

16+ 7→ 10 + 5 + 1 ,
(4.4.82)

so that {ÊA} = {Êij} ∪ {Êi} ∪ {Ê}, with i, j = 1, . . . , 5.

For massless type IIA supergravity on S4, we take the frame

ÊA =


Êij = vij + ρij + ιvij

◦
C3 ,

Êi = R dyi + yi
◦

vol4 +R dyi ∧
◦
C3 ,

Ê = 1 ,

(4.4.83)

where vij are the SO(4) Killing vectors and

ρij =
◦∗ (R2dyi ∧ dyj) =

R2

2
εijk1k2k3y

k1dyk2 ∧ dyk3 . (4.4.84)

Note that we have twisted the frame by a background RR potential
◦
C3, that is the

supergravity potential whose field strength threads the whole S48. This is chosen such
that

◦
F4 = d

◦
C3=

3

R

◦
vol4 , (4.4.85)

which, recalling (A.1.13), implies

ιvij
◦
F4= dρij . (4.4.86)

We will not twist by C1 or B instead as there are no two- or three-cycles on S4.
Following similar reasoning as for S6, it is easy to see that the frame above is glob-
ally defined and orthonormal with respect to the generalised metric (3.3.52), thus it
specifies a generalised parallelisation.

In four dimensions (or lower), the massive generalised Lie derivative simplifies consid-
erably and reads

LV V
′ =Lvv′ +

(
Lvλ′ − ιv′dλ

)
+
(
ιvdω

′
0 − ιv′(dω0 −mλ)

)
+
(
Lvω′2 − ιv′dω2 − λ′ ∧ (dω0 −mλ) + ω′0dλ

)
+
(
Lvω′4 − ιv′dω4 − λ′ ∧ dω2 + ω′2 ∧ dλ

)
.

(4.4.87)

Using the relations in appendix A.1, we compute the massless Dorfman derivative
(that is expression (4.4.87) with m = 0) between the frame elements. We find that
the only non-vanishing pairings are

LÊij Êkl = 2R−1
(
δi[kÊl]j − δj[kÊl]i

)
,

LÊij Êk = −2R−1δk[iÊj] .
(4.4.88)

8The twist by C3 acts on a vector Ṽ of the untwisted generalised tangent bundle Ẽ on M4 as
(cf. eq. (3.3.24)):

V = eC3 · Ṽ = ṽ + λ̃+ ω̃0 + (ω̃2 + ιṽC3) + (ω̃4 + λ̃ ∧ C3) .
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This defines a Leibniz algebra since LÊij Êk 6= −LÊkÊij = 0; the associated gauge
algebra, following from (4.4.16), is the SO(5) algebra.

A consistent truncation of massless type IIA supergravity on S4 preserving maxi-
mal supersymmetry has been constructed in [128,129] by simply reducing on a circle
the seven-dimensional theory defined by eleven-dimensional supergravity on S4. The
gauge group of the resulting N = (2, 2) six-dimensional theory is indeed SO(5) (see
also [130] for a discussion of the gauging in six dimensions). This theory does not ad-
mit AdS6 vacua: the most symmetric solution is a half-BPS domain-wall, originating
from a circle reduction of the AdS7 × S4 vacuum of eleven-dimensional supergravity,
and describing the near-horizon geometry of D4-branes.

Following the example of S6, one might expect that the same frame (4.4.83) would
lead to a generalised parallelisation for m 6= 0 with a modified gauge group in six-
dimensions. However, it is easy to check by direct computation that with the massive
Dorfman derivative the frame (4.4.83) does not satisfy a Leibniz algebra. We will
further comment on this in section 4.4.2.

S3 parallelisation with m = 0 and D = 7, ISO(4) supergravity

The U-duality group of type IIA supergravity on a three-dimensional manifold M3 is
E4(4) ' SL(5,R), and the corresponding generalised tangent bundle is

E ∼= T ⊕ T ∗ ⊕ R⊕ Λ2T ∗ , (4.4.89)

with sections
V = v + λ+ ω0 + ω2 (4.4.90)

transforming in the 10 of SL(5,R). A generalised frame {ÊA}, A = 1 . . . , 10, can
equivalently be denoted as {ÊIJ = Ê[IJ ]}, with I, J = 1, . . . , 5. We consider again
M3 = S3 in constrained coordinates yi in R4, and we decompose the frame under
SL(4,R) as

SL(5,R) ⊃ SL(4,R)

10 7→ 6 + 4 .
(4.4.91)

so that {ÊIJ} = {Êij , Êi5}, with i, j = 1, . . . , 4.

For vanishing Romans mass, m = 0, we can easily construct a generalised parallelisa-
tion that realises the iso(4) algebra. We choose the frame

ÊIJ =

Êij = vij + ρij + ιvij
◦
B ,

Êi5 = yi + κi − yi
◦
B ,

(4.4.92)

where vij are the SO(4) Killing vectors and

ρij =
◦∗ (R2dyi ∧ dyj) = Rεijkl y

kdyl ,

κi =
◦∗ (R dyi) =

R2

2
εijkl y

jdyk ∧ dyl .
(4.4.93)
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Here, we have twisted the frame by the B field9, chosen in such a way that
◦
H= d

◦
B=

2

R

◦
vol3 , (4.4.94)

which, again recalling (A.1.13), implies

ιvij
◦
H= dρij . (4.4.95)

This frame is globally defined and orthonormal; hence it defines a generalised paralleli-
sation. Recalling appendix A.1 and relation (4.4.95), one can check that the Dorfman
derivative with m = 0 yields

LÊij Êkl = 2R−1
(
δi[kÊl]j − δj[kÊl]i

)
,

LÊij Êk5 = −2R−1δk[iÊj]5 ,

LÊi5Êkl = 2R−1δi[kÊl]5 ,

LÊi5Êk5 = 0 ,

(4.4.96)

and the relation (4.4.15) is satisfied, with structure constants

X[II′][JJ ′]
[KK′] = 2 δ

[K
[I YI′][Jδ

K′]
J ′] , YII′ =

2

R
diag(1, 1, 1, 1, 0) . (4.4.97)

Note that, as the Dorfman derivative is antisymmetric on this frame, it realises a
Lie algebra (rather than just a Leibniz algebra), which in this case is the ISO(4) '
CSO(4, 0, 1) algebra.

A consistent truncation of massless type IIA supergravity to maximal D = 7 su-
pergravity with gauge group ISO(4) has been known for some time. This can be
obtained starting from the well-known reduction of eleven-dimensional supergravity
on S4, which yields maximal D = 7, SO(5) supergravity [115], and implementing the
limiting procedure of [120]. In the limit, S4 degenerates into R×S3; correspondingly,
the SO(5) gauge group of the seven-dimensional theory is contracted to ISO(4)10. The
bosonic part of this S3 reduction was worked out in detail in [129] (where the SO(4)
subgroup of the gauge group was emphasised). A discussion of the resulting maximal
supergravity can be found in [131]. In seven dimensions the embedding tensor deter-
mining the gauging transforms in the 15 + 40′ representation of the global symmetry
group SL(5) [131]. For the ISO(4) gauging, its non-vanishing components are solely
in the 15, and match those in (4.4.97) obtained from the parallelisation. In addition
to the metric, the fourteen SL(5)/SO(5) scalars and the ten ISO(4) gauge vectors, the
bosonic field content of the seven-dimensional theory is made of a massless two-form
and four massive self-dual three-forms. The scalar potential does not admit stationary
points, and the most symmetric ground state solution is a domain wall, describing the
near-horizon geometry of NS5-branes.

We would now like to see whether the frame (4.4.92) gives a generalised parallelisation
also for m 6= 0. In this case the problems appear even before considering the action of
the massive Dorfman derivative. Indeed the frame (4.4.92) requires the existence of a
non trivial field strength H, while we know from (3.3.36) that for m 6= 0 H is exact.

9The twist by B acts on a vector Ṽ of the untwisted generalised tangent bundle Ẽ on M3 as

V = e−B · Ṽ = ṽ + (λ̃+ ιṽB) + ω̃0 + (ω̃2 − ω̃0B) .

10This is analogous to the way the ISO(7) reduction of massless IIA supergravity on S6 is obtained
from the SO(8) reduction of eleven-dimensional supergravity on S7.
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Massive algebras on S3 and S4

In the previous sections we saw that, contrary to the case of S6, the massless frames
for S3 and S4 do not lead to good parallelisations when the Romans mass is turned
on. In this section, we provide some understanding of why the frame on S6 is the
only one that satisfies a good algebra also in the massive Dorfman derivative. We also
explore the possibility of finding other parallelisations that do satisfy an algebra of the
desired type. For S3 we derive a no-go theorem showing that, under mild assumptions,
one cannot find a frame which gives rise to a maximally supersymmetric consistent
truncation.

Given a d-dimensional sphere Sd with a non-zero flux for a d-form field-strength, one
can build a GL(d+1) generalised tangent bundle, which is isomorphic to T ⊕Λd−2T ∗.
Since this admits a global generalised frame, the sphere is generalised parallelis-
able [81]. This generalised frame is a GL(d + 1) rotation of the coordinate frame.
For spheres, the GL(d + 1) generalised tangent bundle is always a sub-bundle of the
full Ed+1(d+1) × R+ bundle and, in fact, it is possible to decompose the whole gen-
eralised tangent bundle into representations of the GL(d + 1) subgroup. Moreover,
all the parts of the parallelisations of the bundle E are related to the corresponding
coordinate frames by the same GL(d+ 1) transformation.

In the previous sections we constructed the frame ÊA and the respective Leibniz
algebra for type IIA on Sd, d = 3, 4, 6. We consider now the effect of adding the
Romans mass to the massless Dorfman derivative. As the given frame on Sd already
satisfies a Leibniz algebra for the massless Dorfman derivative with constant structure
constants XAB

C , the structure constants of the same frame with the massive Dorfman
derivative will be XAB

C + YAB
C , where

YAB
C = ÊA

M ÊB
NECP mMN

P , (4.4.98)

are the frame components of the Romans mass map mMN
P (see section 3.3.2). The

frame ÊA will thus give a generalised Leibniz parallelisation in the massive Dorfman
derivative if the additional structure constants YABC are constant.

A natural way for this to happen would be if the components YABC are equal to
the components mMN

P , which are constant by definition. This would mean that the
frame ÊAM must lie in the stabiliser group of the Romans mass. The stabiliser is the
subgroup of Ed+1(d+1) × R+ that leaves mMN

P invariant. It can be determined by
combining (B.2.7) and (B.2.12) with

(R ·m)(V ) = [R,m(V )]−m(R · V ) , (4.4.99)

where R is an element of the adjoint of Ed+1(d+1) ×R+, see (3.3.28). For instance, in
six dimensions we find that R ·m = 0 for R of the form11

R = l + ϕ+ r + β + B̃ + Γ5 + C , (4.4.100)

where l = −ϕ and Γ5 is a five-vector, while C = C1 + C3 + C5. The stabiliser group
is the semi-direct product of a Lie group G with a nilpotent group G′. The Lie
algebra g of G is generated by r, Γ5, C5 and l = −ϕ in (4.4.100). The Lie algebra
of G′ is g′ = g′1 ⊕ g′2 where g1 and g2 are generated by β and C3, and C1 and B̃,
respectively. The algebra g′ is graded so that the commutator of two g1 elements is in
g2 and all other commutators vanish. The stabiliser groups of m for the dimensions
of interest in this work are summarised in table 4.2. In the table, R1 and R2 denote
the representations of G in which g′1 and g′2 transform.

11For lower-dimensional spheres it is enough to truncate to the relevant potentials.
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d G R1 R2

6 GL(7) 35 7′

5 SL(5)× SL(2)× R+ (10,2)+1 (5,1)+2

≤ 4 GL(d)× R+ (Λ2T )+1 ⊕ (Λ3T ∗)+1 (T ∗)+2

Table 4.2: Constituents of the stabiliser group of mMN
P .

It is noteworthy that only for d = 6 the group G coincides with GL(d + 1). Since
the frame ÊAM is an element of GL(d + 1), we see that for S6 the frame does lie
in the relevant stabiliser group12. Hence the massless frame remains a good Leibniz
parallelisation when the Romans mass is switched on. However, for d ≤ 5 it does
not, and this provides a partial explanation for why these frames do not give Leibniz
parallelisations in massive IIA. By this reasoning, one is not surprised that S6 is the
only case which works in massive IIA without modifying the frame.

However, the above argument does not rule out the possibility that there are alterna-
tive Leibniz generalised parallelisations of the lower-dimensional spheres in the massive
IIA. In what follows, we explore this possibility focusing on the case of S3, for simplic-
ity. As noted before, in massive type IIA H3 must be trivial in cohomology. As S3 has
only a non-trivial 3-cycle, this means that there can be no cohomologically non-trivial
field strengths. We thus assume that the background field configuration has non-zero
Romans mass and all other fields are zero. This implies that the generalised tangent
space has no twisting and is given by the direct sum

E = Ẽ = T ⊕ T ∗ ⊕ Λ0T ∗ ⊕ Λ2T ∗ . (4.4.101)

Suppose now that there exists a generalised Leibniz parallelisation ÊA that gives an
SO(4) algebra

LÊij Êkl = 2R−1
(
δi[kÊl]j − δj[kÊl]i

)
,

LÊij Êk5 = −2R−1δk[iÊj]5 ,

LÊi5Êkl = 0 ,

LÊi5Êk5 = 0 ,

(4.4.102)

where L is the massive Dorfman derivative. This implies that the generalised metric
G−1 = δABÊA ⊗ ÊB is preserved by the Dorfman derivative so that the ÊA are gen-
eralised Killing vectors [132,133]. Thus the gauge transformations of the background
fields generated by the ÊA all vanish. As we have no gauge fields, this leads to the
conditions

LvAg = 0 , dλA = 0 , dωA −mλA = 0 , (4.4.103)

which imply that the Dorfman derivative reduces to the Lie derivative term only

LÊA ≡ LvA . (4.4.104)

As the vector parts of the Êij satisfy the SO(4) algebra, these must be the S3 Killing
vectors (up to an overall constant automorphism), and we have that

LÊij ≡ Lvij (4.4.105)

12Note that for d = 6 the full stabiliser group is isomorphic to the geometric subgroup of E7(7)×R+

for M-theory.
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is the action of the SO(4) isometry group. The second of (4.4.102) then says that
the Êk5 components of the frame transform in the vector representation. This implies
that

Êi5 = a1ki + a2yi + a3dyi + a4 ∗ dyi (4.4.106)

for some real coefficients an, where yi, with i = 1, . . . , 4 are the constrained coor-
dinates on R4. Here, ki are the standard conformal Killing vectors on the sphere
(cf. appendix A.1). As LÊi5Êj5 = 0 we have a1 = 0 and (4.4.103) gives us a2 = ma3

and a4 = 0. One can then see that

ÊA = ÊIJ =

{
Êij = vij +R2 dyi ∧ dyj

Êi5 = R (myi + dyi) ,
(4.4.107)

where R is the radius of S3, is the unique frame giving a parallelisation of the
generalised tangent bundle on S3 which satisfies the SO(4) algebra (4.4.102)13. If
mR = 1, the frame is also orthonormal in the generalised metric. However, the
frame (4.4.107) fails to be in the SL(5,R) × R+ generalised frame bundle. We re-
call from [63] that the generalised frame bundle is defined to be those frames which
are related to the coordinate frame by an Ed+1(d+1) × R+ transformation. In the
SL(5,R) × R+ case, this means that there must also be a parallelisation ÊI of the
bundle W ' (detT )−1/2 ⊗ (T + detT ), discussed in [81], such that

ÊIJ = ÊI ∧ ÊJ . (4.4.108)

It is simple to show that our frame (4.4.107) is not of this form, and is thus outside
of the generalised frame bundle. This means that one cannot use it to describe a
consistent truncation of supergravity. For example, the Scherk-Schwarz twist of this
frame does not define a generalised metric which can be parameterised in terms of
supergravity fields, and as such it does not provide a scalar ansatz for such a reduction.

Having ruled out the possibility of the algebra (4.4.102), one could still wonder if
there are other frame algebras containing SO(4) which could fare better. The obvious
alternative would be the ISO(4) algebra (4.4.96). However, we will now see that just
requiring this algebra already leads to a contradiction.

For the Êij parts of the frame, we can use the same generalised Killing vector ar-
guments as above to deduce that LÊij ≡ Lvij , so we can again decompose the
frames into SO(4) representations. This decomposition implies that the one-form
part of Êi is closed, and, together with the generalised Killing vector condition,
that the one-form part of Êij vanishes. The constraint LÊi5Êj5 = 0 then gives that
LÊi5 ≡ −(dω2,i)· is the adjoint action of dω2,i ∈ Λ3T ∗ ⊂ ad, where ω2,i is the two-form
part of Êi5. However, this contradicts another of the hypothesised algebra relations
LÊi5Êkl = 2R−1δi[kÊl]5 as the image of dω2,i ∈ ad is contained in Λ2T ∗ ⊂ E, while
Êi5 must feature one-form parts in order for ÊIJ to give a parallelisation.

We have thus shown that the two most likely frame algebras featuring SO(4) in the
gauge group cannot be realised in massive type IIA parallelisations. While these
arguments do not systematically rule out all possibilities, they are highly suggestive
that there is no maximally supersymmetric consistent truncation of massive type IIA
on S3 with gauge group SO(4) (or larger). It seems that a similar conclusion can be

13In appendix B.6 we show that in type IIB it is possible to find a parallelisation for the generalised
tangent bundle on S3 that satisfies the same Leibniz algebra (4.4.102).
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reached for the S4 case. We note that (4.4.107), augmented by an additional piece
Ê = vol4, also yields a Leibniz parallelisation of the type IIA generalised tangent
bundle on S4, satisfying the SO(5) algebra. However, again one can prove this is not
an SO(5, 5)× R+ frame.

One can construct an SO(5, 5) × R+ covariant projection acting on four generalised
vectors E4 → Λ4T ∗. This is done by taking the projections to the bundle N of the two
pairs of generalised vectors and then contracting the resulting sections of N , which
transform in the vector representation of SO(5, 5), using the SO(5, 5) invariant metric.
Due to the R+ weights, the inner product is in fact a volume form and transforms
under R+, but it is SO(5, 5) invariant. By explicit computation, one can check that
the components of this quartic SO(5, 5) invariant on E are not preserved, or rescaled,
when one moves to the frame (4.4.107) combined with Ê = vol4, showing that this
frame is not an SO(5, 5)× R+ frame.

S2 parallelisation and D = 8, SO(3) supergravity

We conclude our set of examples by considering type IIA supergravity on the two-
sphere S2. Again, we will see that while it is easy to define a generalised Leibniz
parallelisation for m = 0, in the massive case the most likely frames do not work.

On a two-dimensional manifold, the U-duality group is SL(3)× SL(2), and the gener-
alised tangent bundle reads

E ∼= T ⊕ T ∗ ⊕ R⊕ Λ2T ∗ , (4.4.109)

which factorises as

E ∼= (R⊕ detT ∗)⊗ (T ⊕ R) = U ⊗W , (4.4.110)

where U transforms as an SL(2) doublet and W as an SL(3) triplet.

An SL(3)×SL(2) frame is specified by {Êiα}, where i = 1, 2, 3 is an SL(3) index while
α = ± is an SL(2) index. According to the factorisation (4.4.110), it can be written
as

Êiα = Êα ⊗ Êi , (4.4.111)

where Êα is a frame for V and Êi is a frame for W . This guarantees that the scalar
matrix Miα,jβ defined by the generalised Scherk-Schwarz ansatz parameterises the
seven-dimensional coset SL(3)

SO(3) ×
SL(2)
SO(2) , as expected for maximal supergravity in eight

dimensions.

For vanishing Romans mass, a generalised Leibniz parallelisation on S2 is given byÊi+ = vi + yi + ιvi
◦
C1 ,

Êi− = dyi + yi
◦

vol2 −dyi ∧
◦
C1 ,

(4.4.112)

where vi = 1
2εi

jkvjk are the SO(3) Killing vectors and
◦

vol2 is the volume on the

round S2 of unitary radius. Notice that (before twisting by
◦
C1) the factorisation

condition (4.4.111) is satisfied by taking

Êi = vi + yi ,

Êα =

(
1

vol2

)
α

.
(4.4.113)
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Moreover, choosing the two-form flux as

◦
F2= d

◦
C1 =

1

R

◦
vol2 , (4.4.114)

so that ιvid
◦
C1= cR dyi, the massless Dorfman derivative yields

LÊi+Êj+ = − 1
Rεij

kÊk+ , LÊi+Êj− = − 1
Rεij

kÊk+ ,

LÊi−Êj+ = 0 , LÊi−Êj− = 0 ,
(4.4.115)

which is a Leibniz algebra leading to an SO(3) gauge algebra.

Hence we have an SL(3)× SL(2) Leibniz parallelisation with associated SO(3) gauge
algebra. This can be used to define a generalised Scherk–Schwarz reduction of massless
type IIA supergravity on S2, down to to maximal supergravity in eight dimensions with
gauge group SO(3). As pointed out in [121], this consistent reduction on S2 is the same
as the conventional Scherk–Schwarz reduction of eleven-dimensional supergravity on
the group manifold SU(2) ' S3, presented long ago in [134]. The explicit truncation
ansatz for the metric, dilaton and RR two-form on S2 can be found in [135, sect. 6],
and its relation with the S3 reduction of eleven-dimensional supergravity is explained
in [88].

When the Romans mass is switched on, the frame (4.4.112) fails to satisfy an alge-
bra under the Dorfman derivative with m 6= 0. One could consider the alternative
generalised frame Êi+ = vi + yi

◦
vol2 ,

Êi− = dyi + yi ,
(4.4.116)

which compared to (4.4.112) has the role of the R and Λ2T ∗ terms exchanged, and

is not twisted by
◦
C1. This frame is still globally defined, orthonormal and can easily

be checked to satisfy the SO(3) algebra under the massive Dorfman derivative for
mR = 1. However, it cannot be put in the form (4.4.111), so it is not an acceptable
SL(3)×SL(2) frame. This means that a Scherk-Schwarz reduction based on (4.4.116)
would not define a generalised metric of the type given by the supergravity degrees
of freedom (3.3.53), so it would not make sense to define an ansatz like (4.4.18).
The S2 case is thus on the same footing as S3 and S4, that is it does not seem to
allow for a consistent truncation of massive type IIA supergravity preserving maximal
supersymmetry.





5
Generalised Calibrations in AdS
backgrounds

5.1 Introduction and Motivations

In this chapter, based mainly on [14], we are interested in investigating the relation
between the Exceptional Sasaki-Einstein structures [13] presented in section 3.3.6 and
generalised brane calibrations, in AdS5×M5 backgrounds in type IIB and in AdS5×M6

and AdS4 ×M7 compactifications in M-theory.

Also in this case it is useful to analyse the problem through the lens of G-structures.
We have mentioned how requiring the AdS background to be supersymmetric is equiva-
lent to put integrability conditions on HV structures, that in that case take the name
of Exceptional Sasaki-Einstein structures [13], or of Exceptional Calabi-Yau spaces
(ECY) for compactifications to Minkowski spacetimes [80].

G-structures also appear naturally in defining calibration forms on the compactifica-
tion manifolds.

A p-form φ on a d-dimensional manifold M (d > p) is a calibration if and only if it is
closed, i.e. dφ = 0, and its pull-back to any tangent p-plane S satisfies the inequality

PS [φ] ≤ volS , (5.1.1)

where volS is the volume form on the plane S induced from the metric on M [136].

The ordering relation in (5.1.1) has to be read as PS [φ] = α volS , with α ∈ R+ and
α ≤ 1. For the supersymmetric backgrounds relevant in string and M-theory the
calibration forms can be written as bilinears in the supersymmetry Killing spinors.
For instance, on Calabi-Yau manifolds there are two types of calibration forms, which
corresponds to products of the Kähler form and to the real part of the holomorphic
form on the Calabi-Yau.

A p-dimensional submanifold Σp is called calibrated if it saturates the condition (5.1.1)
at each point: PΣp [φ] = volΣp . One can show that a calibrated submanifold minimises
the volume in its homology class. Indeed, given another submanifold Σ′, such that
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Σ−Σ′ = ∂B is the boundary of a p+1-dimensional manifold B, one has (see e.g. [136])

Vol
(
Σ′
)

=

∫
Σ′

volΣ′ ≥
∫

Σ
PΣ[φ] +

∫
∂B
P∂B[φ] =

∫
Σ

volΣ +

∫
B

dPB[φ] = Vol(Σ) ,

where we used the definition of calibration form, Stokes theorem and the fact that Σ
saturates the inequality (5.1.1). For a nice review on these arguments, one can refer,
for instance, to [137].

Calibrations are useful tools in string theory because they provide a classification of
supersymmetric branes in a given background. In a purely geometric background (no
fluxes) supersymmetric branes wrap calibrated submanifolds, so that they minimise
their volume [138–141]. The calibration form is constructed as a bilinear in the Killing
spinors of the background geometry, and its closure follows from the Killing spinor
equations of the background.

In the more general case of a background with non-trivial fluxes supersymmetric branes
are associated with generalised calibrations. Since the branes couple with the back-
ground fluxes, they do not correspond to minimal volume submanifolds but to config-
urations that minimise the energy. As in the fluxless case the generalised calibration
form is related to the Killing spinors of the background [142–151]. Also in these cases
the calibration forms can be written as bilinears in the Killing spinors and the clo-
sure of the generalised calibration form can then be deduced from the Killing spinor
equations of the supersymmetric background [143,148,149,152].

In section 3.3.6 we have seen how the exceptional HV structure contains a generalised
vector K that generalises the Reeb vector field and the contact structure of usual
Sasakian geometry. For this reason, it is believed to encode information on brane
configurations and conformal dimensions of chiral operators, as the contact structure
does in [153]. In particular, in [13] the form parts of the generalised vector K were
conjectured to describe generalised calibrations for brane configurations dual to bar-
ionic operators in the dual gauge theory. The aim of this chapter is to prove this
conjecture and to show that the vector structure is indeed associated to generalised
calibrations.

In the following, we focus on the calibrations forms associated to branes wrapping
cycles in the internal manifolds and that are point-like in the AdS space. We show
that for these configurations the general expression for the calibration forms that can
be constructed using κ-symmetry can be expressed in terms of the generalised Killing
vector K defining the Exceptional Sasaki-Einstein structure and that the closure of
the calibration forms is given by the integrability (more precisely the LK condition)
of the ESE structure. Our results proves the conjecture appeared in [13], that the
generalised Killing vector is a generalised calibration. We also partially discuss other
brane configurations that are calibrated by the vector K.

The analysis in this chapter is far from being complete. For instance we did not fully
study the calibration forms for branes with world-volumes spanning different directions
in the AdS space. These should be related to components of the hypermultiplet
structures and their closure to the moment map conditions. It would also be interesting
to perform a similar analysis for compactifications to Minkowski space where the
relevant structures are Generalised Calabi-Yau’s [80]. We leave this analysis for future
work.

Conventions for Clifford algebras and bilinears of spinor notations are relegated to ap-
pendix A.
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5.2 Generalised calibrations in M-theory

The aim of this section is to study calibrations for supersymmetric brane configurations
of M-theory on AdS backgrounds of the form

ds2 = e2∆ds2(XD) + ds2(Md) ,

in terms of exceptional geometry. AdS calibrations have been thoroughly discussed in
the literature [142,143,148,154] and led to the notion of generalised calibration. In this
section we will interpret these calibrations in terms of the Exceptional Sasaki-Einstein
structures describing the AdS background.

Supersymmetry static M-theory backgrounds have been studied in [155]. As we have
seen in chapter 4, a supersymmetric background admits a Majorana Killing spinor ε
satisfying,

∇Mε+
1

288

[
Γ NPQR
M − 8δ N

M ΓPQR
]
GNPQR ε = 0 , (5.2.1)

whereM,N, . . . = 0, 1, . . . , 10, G = dA is the four-form field strength and the Gamma
matrices are the Clifford algebra elements in 11 dimensions. The four-form G and the
metric g satisfy the relative equations of motion

RMN −
1

12

(
GMPQRG

PQR
N − 1

12
gMNG

2

)
= 0 , (5.2.2)

d ? G+
1

2
G ∧G = 0 . (5.2.3)

The Killing spinor can then be used to build one-, two- and five-forms

KM = ε̄ΓMε , (5.2.4a)
ωMN = ε̄ΓMNε , (5.2.4b)

ΣMNPQR = ε̄ΓMNPQRε , (5.2.4c)

and the supersymmetry conditions imply that

dK = 2
3 ιωG+ 1

3 ιΣ ? G , (5.2.5)
dω = ιKG , (5.2.6)

dΣ = ιK ? G− ω ∧G . (5.2.7)

Supersymmetry also implies that the vector K̂M dual to the one-form (5.2.4a) is a
Killing vector, i.e.

LK̂g = 0 , LK̂G = 0 . (5.2.8)

The vector K̂M can be either null or time-like, and for the backgrounds of interest
here it is time-like1.

Now let us focus on AdS backgrounds,

ds2 = e2∆ds2(AdS) + ds2(M) , (5.2.9)

where ∆ is a real function on M , the warp factor.

1In this case the forms K, ω and Σ define an SU(5) structure in 11 dimensions.
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As usual, to construct the generalised calibrations for M-branes we can make use of
κ-symmetry. A supersymmetric brane satisfies the bound

Γ̂ε = ε , (5.2.10)

where ε is the background Killing spinor and the κ-symmetry operator Γ̂ depends on
the type of brane. For an M5-brane this is defined as [148,156],

Γ̂ =
1

LDBI
Γ0

[
1

4
Γα(H̃yH)α +

1

2
ΓαβH̃αβ +

1

5!
Γα1...α5εα1...α5

]
, (5.2.11)

where H = dB+P [A] is the world-volume three-form, H̃ is its world-space dual [157–
159]2and LDBI is the Dirac-Born-Infeld Lagrangian for the M5 brane,

LDBI = −
√
−det(P [g] + H̃) . (5.2.13)

Per usual, P [•] denotes the pull-back on the M5 world-volume and we defined

Γα1...αs = ΓM1...Ms∂α1X
M1 . . . ∂αsX

Ms . (5.2.14)

As discussed in [148, 156], the κ-symmetry condition (5.2.10) can be used to derive
the following bound [160],

‖ε‖2LDBI vol5 ≥
[

1

2
P [ιK̂H] ∧H + P [ω] ∧H + P [Σ]

]
, (5.2.15)

where K, Σ and ω are defined in (5.2.4). To satisfy the bound one has to take into
account that the space is Anti-de Sitter. As discussed in [156], the norm ε†ε depends
on the AdS coordinates and the bound is saturated when the M5 brane sits at the
center of AdS. Explicitly, the metric of AdSn in global coordinates can be written as,

ds2 = R2
(
− cosh2 %dt2 + d%2 + sinh2 % dΩn−2

)
, (5.2.16)

and ε†ε ∝ cosh %, thus, the (5.2.15) can be saturated only for % = 0, i.e. in the center
of AdS.

Further, the bound (5.2.15) can be used to derive a bound on the energy of the M5
brane [148,156]. The energy of the an M5-brane is given by

EM5 = −
∫
S

d5σ g(P̂ , K̂) , (5.2.17)

where S denotes the 5-dimensional world-space of the brane, P̂M is the conjugate
momentum3 [159],

P̂M =
∂LM5

∂(∂τXM )
= PM +

1

4

1

5!
ετα1...α5Hα1α2α3Hα4α5α6∂

α1XM

− τ5

5!
ετα1...α5

[
ιM Ã− 1

2 ιMA ∧ (A− 2H)
]
α1...α5

,

(5.2.18)

2The field H̃ is defined in terms of an auxiliary scalar field a, which is needed to ensure the Lorentz
covariance of the world-volume Lagrangian [157,158],

H̃µν =
1√
|∂a|2

(?H)µνα∂
αa(σ) . (5.2.12)

The scalar a is subject to a gauge transformation and one usually fixes it by going to the temporal
gauge, i.e. a = σ0 = t. This gauge fixing procedure breaks the Lorentz invariance SO(1, 5) down to
SO(5) and sets H̃ equal to the world-space dual of H.

3To write this expression, we have chosen again the static gauge XM = (t, σα).
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where XM are the embedding coordinates of the brane. The quantity g(P̂ , K̂) =
P̂M K̂NgMN can be interpreted as a Noether charge density of the symmetry generated
by K̂ [161]. Then the inequality (5.2.15) gives a bound on the energy of the brane,

EM5 ≥ EBPSM5 , (5.2.19)

where

EBPSM5 =

∫
S
P [Σ] + P [ιK̂Ã] + P [ω] ∧H + 1

2P [ιK̂H] ∧ (A− 2H) . (5.2.20)

As shown in [156], the form

ΦM5 = Σ + ιK̂Ã+ ω ∧H + 1
2 ιK̂H ∧ (A− 2H) , (5.2.21)

is a generalised calibration, namely is closed by supersymmetry and it minimise the
energy in its homology class being a topological quantity [148].

The discussion for M2 works analogously, and the calibration form is

ΦM2 = ω + ιK̂H . (5.2.22)

As final comment, we want just to point out that the construction above can also
be derived by the supersymmetry algebra. The same calibration forms emerge in
the supersymmetry algebra with the central extensions due to the presence of BPS
extended objects, and one can prove their closure by using the Killing spinor equa-
tions [143,149,150].

5.2.1 Calibrations on AdS5 ×M6

Even if the formalism described in the previous section is completely general, in what
follows we will focus on static M-branes in backgrounds of the type (5.2.9) and we
will show how the calibration forms (5.2.21) and (5.2.22) are naturally encoded in the
generalised Sasaki-Einstein structure.

We consider first the case of compactifications to 5-dimensional AdS. The supersym-
metry conditions for backgrounds of this type are give in [162] while the corresponding
exceptional generalised geometry is given in [13,82], and we briefly review it below. We
refer to these works also for notation and conventions, and we collect, for convenience,
again the relevant conventions used here in appendix A.2.2.

The metric takes the form

ds2 = e2∆ds2
AdS5

+ ds2
M6

, (5.2.23)

where we denote the inverse AdS radius as m. As shown in [162], supersymmetry
constrains the geometry of the six-dimensional internal manifold: M6 has a local
SU(2) structure and topologically is a two-sphere bundle over a four-dimensional
base4.

There is a non-trivial four-form field strength F with non-zero components along the
internal manifold M6,

Fm1...m4 = (F)m1...m4
, (5.2.24)

4The four dimensional base can be either a Kähler-Einstein manifold with positive curvature or a
product of two constant curvature Riemannian surfaces. The latter case in non-Einstein [162].
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while the external components are set to zero, Fµ1...µ4 = 0.

The internal flux F satisfies the equations of motion and the Bianchi identity

dF = 0 , d(e∆ ?6 F ) = 0 , (5.2.25)

with ?6 the Hodge star onM6, while the dual form F̃m1...m7 = (?11F)m1...m7
identically

vanishes on the six-dimensional internal manifold M6.

The Clifford algebra Cliff(1, 10) decomposes in Cliff(1, 4) and Cliff(0, 6):

Γ̂µ = e∆ ρµ ⊗ γ7 , Γ̂m+4 = 14 ⊗ γm , (5.2.26)

with γ7 = −iγ1 . . . γ6 the chiral operator in 6 dimensions, and ρ and γ matrices
satisfying

{ρα, ρβ} = 2ηαβ1 , {γa, γb} = 2δab1 , (5.2.27)

in terms of the frame indices α, β = 0, . . . , 4 on AdS5 and a, b = 1, . . . , 6 on M6. We
collect further conventions about spinors and Clifford algebras in appendix A.2.2.

To have an N = 2 supersymmetric background we decompose the 11-dimensional
spinor as

ε = ψ ⊗ χ+ ψc ⊗ χc , (5.2.28)

where ψ is an element of Cliff(1, 4). Notice that, in order to have an AdS backgrounds,
the internal spinor χ cannot be a chirality eigenstate [162]. Hence, it can be written
as,

χ =
√

2(cosαχ1 + sinαχ∗2) , (5.2.29)

where α is a parameter chosen to get the unit norm for the spinor, as in [162].

The exceptional geometry for these backgrounds is given in [13, 82]. The exceptional
bundles to consider are again (3.3.1) and (3.3.11). The vector structureK ∈ E and the
hypermultiplet structure Ja ∈ adF can be expressed in terms of the SU(2) structure
of [162].

In this discussion we are mostly concerned with the generalised Killing vector K. Its
untwisted version is given by

K̃ = ξ − e∆Y ′ + e∆Z ≡ ξ + ω̃ + σ̃ ∈ Ẽ (5.2.30)

with the vector ξ, the two-form Y ′ and five-form Z defined in terms of spinor bilinears
as in [13],

ξ = −i
(
χ̄1 + χT2

)
γ(1)(χ1 − χ∗2) , (5.2.31)

Y ′ = −i
(
χ̄1 + χT2

)
γ(2)(χ1 − χ∗2) , (5.2.32)

Z = −i
(
χ̄1 + χT2

)
γ(5)(χ1 − χ∗2) . (5.2.33)

The twisted version of the V structure is obtained by the (exponentiated) adjoint
action

K = eA+ÃK̃ , (5.2.34)

where A is the three-form and Ã the six-form potential of M -theory. Using the
expressions for the commutator and the adjoint action from [80], one obtains [13]

K = ξ +
(
ιξA− e∆Y ′

)
+
(
e∆Z − e∆A ∧ Y ′ + 1

2 ιξA ∧A
)
. (5.2.35)
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As discussed above, the tensor R̃ must vanish for the generalised Lie derivative to
reduce to the usual one, and this is equivalent to [13]

dω̃ = ιξF , dσ̃ = ιξF̃ − ω̃ ∧ F . (5.2.36)

On M6, this yields the differential conditions

d
(
e∆Y ′

)
= −ιξF , (5.2.37a)

d
(
e∆Z

)
= e∆Y ′ ∧ F , (5.2.37b)

which we refer to as LK conditions in the language of exceptional generalised geometry.

Supersymmetry gives also the Killing vector condition

LξF = Lξ∆ = Lξg = 0 . (5.2.38)

We can now discuss how the generalised Killing vector K is related to the calibration
forms for supersymmetric branes. The general calibrations for M5 and M2 branes are
given by the (5.2.21) and (5.2.22). With an appropriate choice of the AdS5 gamma
matrices (see appendix A.2.2), the 11-dimensional Killing vector KM in (5.2.4a) has
only two non-zero components,

K0 = ψ̄ρ0ψ (5.2.39a)

Km = −i
(
χ̄1 + χT2

)
γm(χ1 − χ∗2) = ξm , (5.2.39b)

where we fixed the norms of the spinors to χ̄χ = 1 and (ψ̄ψ) = i/2 and ξm is the
Reeb vector on M6. Consistently, we also fixed the value of the angular parameter to
α = π/4 in (5.2.29).

The specific expression of the calibration forms ΦM5 and ΦM2 in (5.2.21) and (5.2.22)
depends on how many AdS directions are spanned by the world-volume of the branes.

Consider an M5 wrapping a 5-cycle in M6. We choose again the static gauge for the
brane embedding and we set to zero the world-volume gauge field (so H = A). The
the relevant components of the Σ and ω in (5.2.4b) and (5.2.4c) are the internal ones,

ωm1m2 = e∆ χ̄γ7γm1m2χ = e∆Y ′ , (5.2.40a)

Σm1...m5 = e∆ χ̄γ7γm1...m5χ = e∆Z , (5.2.40b)

and the calibration form in (5.2.21) reads (recall that the pull-back of Ã is zero),

ΦM5 = e∆Z − e∆A ∧ Y ′ + 1
2 ιξA ∧A . (5.2.41)

Note that this is exactly the pull-back on the brane of the twisted generalised vector
K in (5.2.35). A similar computation for an M2-brane wrapping a 2-cycle in M6 gives

ΦM2 = e∆Y ′ − ιξA , (5.2.42)

which is again the pull-back on the M2-brane of the twisted generalised vector K.
Using the LK conditions (5.2.37) and choosing the a gauge for A such that LξA = 0,
it is straightforward to check that ΦM5 and ΦM2 are closed. Explicitly, for instance
for M5, one has,

dΦM5 = d(e∆Z)− d(e∆A ∧ Y ′) + 1
2d(ιξA ∧A) =

= e∆Y ′ ∧ F − F ∧ e∆Y ′ + ιξF ∧A+ 1
2d(ιξA) ∧A+ 1

2 ιξA ∧ F =

= ιξF ∧A+ 1
2LξA ∧A−

1
2 ιξF ∧A−

1
2A ∧ ιξF = 0 .

(5.2.43)
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Analogously, one can verify that ΦM2 is also closed, showing that the purely internal
configuration of the membrane is supersymmetric.

The generalised vector K is also related to the calibration forms for other types of
brane probes. Here we focus on branes with one one leg in the external space-time,
that is a string moving in AdS. We leave the study of other membrane configurations
to future work. The calibration forms for M2 and M5-branes of this kind are given
by (5.2.21) and (5.2.22) in this case, take the following form

ΦM2 = e2∆ζ̃1 (5.2.44)

ΦM5 = e2∆ ? Y ′ + e2∆ζ̃1 ∧A (5.2.45)

where Z = ?ζ̃1. The two calibrations are components of the (poly)-form

Φ = e2∆ζ̃1 + e2∆ ?6 Y
′ + e2∆ζ̃1 ∧A . (5.2.46)

which is the Hodge dual of the vector structure (5.2.35) . We want now to study it’s
closure and its relation to the integrability conditions. In this case, the closure follows
from the moment map condition µ3 ≡ 0, rather than from the LK condition. In [13],
it is shown that this moment map condition requires

d
(
e2∆ζ̃1

)
= 0 , (5.2.47)

so that this form calibrates a M2-brane. Again, combining the two conditions, we get

d
(
e3∆ sin Θ

)
= 2me2∆ζ̃1 and d

(
e3∆V

)
= e3∆ sin ΘF + 2me2∆ ? Y ′ . (5.2.48)

From the vanishing of µ3 in [13], it is easy to verify that the form e2∆ ?6Y
′+e2∆ζ̃1∧A

is closed (for non-vanishing m).

5.2.2 Calibrations in AdS4 ×M7

In this section, we discuss M-theory calibrations on AdS4 backgrounds. Again, we
first review the exceptional generalised geometry [13] and then relate it to generalised
calibrations. Conventions for the spinor bilinears and the supersymmetry equations
for the internal forms can be found in [156] and the relevant ones for this work are
collected in appendix A.2.

The background metric has the following form

ds2 = e2∆ds2
AdS4

+ ds2
M7

. (5.2.49)

We set the inverse AdS4 radius to m = 2. In addition, there is a non trivial four-form
flux

G = m vol4 +F , (5.2.50)

where F = dA is the flux component on M7 and it satisfies the following Bianchi
identity and equations of motion

dF = 0 , d(e2∆ ?7 F ) = −mF , (5.2.51)

with ?7 the Hodge star on M7. We will also need its dual F̃ = dÃ− 1
2A ∧ F .
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The 11-dimensional gamma matrices split as

Γµ = e∆ρµ ⊗ 1 and Γm = e∆ρ5 ⊗ γm , (5.2.52)

with {ρµ, ρν} = 2gµν and {γm, γn} = gmn. The matrix ρ5 = iρ0123 is the chirality
operator in four dimensions, and γ1...7 = i1. For further details about Clifford algebra
conventions we refer to the appendix A.2.

The spinor ansatz preserving eight supercharges reads [156,163]

ε =
∑
i=1,2

ψi ⊗ e∆/2χi + ψci ⊗ e∆/2χci

= e∆/2ψ+ ⊗ χ− + e∆/2ψ− ⊗ χ+ + c.c.

(5.2.53)

where χ± := 1√
2
(χ1 ± iχ2) and ψ± := 1√

2
(ψ1 ± ψ2). In addition, we take the AdS4

spinors ψi to have positive chirality, i.e. ρ5ψi = ψi.

Combining the supersymmetry conditions and equations of motion for the fluxes one
can express the internal fluxes in terms of spinor bilinears by [156],

F =
3m

f̃
d(e6∆i(χ̄c+γ(3)χ−)) , (5.2.54)

F̃ = −f̃ vol7 . (5.2.55)

The features of the solutions depend on the electric charge m. When m = 0 the
solutions correspond to near horizon geometries of M5-branes wrapped on internal
cycles (no M2 charge). The geometries with m 6= 0 correspond to the presence of a
non-vanishing M2 charge. For m 6= 0 the internal manifolds always admit a canonical
contact structure, as shown in [156].

The generalised geometry relevant for backgrounds of this kind is discussed in [13].
The HV structure is given by a generalised vector X in the fundamental of E7(7) and
a triplet Ja in the adjoint representation. The untwisted vector reads

X̃ = ξ + e3∆Y + e6∆Z − ie9∆τ , (5.2.56)

where the forms are bilinears in the internal background spinors

σ = iχ̄c+γ(1)χ− , Y = iχ̄c+γ(2)χ− , Z = ?7Y , τ = σ ⊗ vol7 ,

(5.2.57)
and ξ is the vector dual to the one-form σ. Notice that the vector structure has the
same form in both cases of a Sasaki-Einsten internal manifold and of a generic flux
background [13]. Indeed the seven-dimensional manifolds giving N = 2 supersymme-
try always admit a local SU(2) structure. Moreover, the Killing vector constructed
by spinor bilinears in (5.2.57) (or equivalently its dual one-form σ) defines a contact
structure. This allows us to write the M7 metric as a Reeb foliation, analogously to
the case of a Sasaki-Einstein manifold [156]. As a consequence, the volume form can
be written making use of the contact structure,

1

3!
σ ∧ dσ ∧ dσ ∧ dσ =

(
3m2

f̃

)3

e9∆ vol7 = 2

(
3m2

f̃

)3√
q(K) , (5.2.58)
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where q(K) is the E7(7) invariant and K is the real part of the twisted vector structure
X

K = ξ − 1

2
σ ∧ ω ∧ ω + ιξÃ . (5.2.59)

As already mentioned in section 3.3.6, supersymmetry implies that X is a generalised
vector and its vector part, ξ, is a Killing vector. Through AdS/CFT, ξ is the dual of
the R-symmetry of the conformal N = 2 gauge theory in three dimensions. Then, as
discussed in section 3.3.6, the generalised Lie derivative along X must reduce to Lξ,
which implies the vanishing of the tensor R̃, or more explicitly

d(e3∆Y ) = ιξF ,

d(e6∆Z) = ιξF̃ − e3∆Y ∧ F . (5.2.60)

As expected, these reproduce part of the supersymmetry equations in [156].

One can choose the gamma matrices and spinors in such a way that the Killing vector
K has components [156]

K0 =
∑
i

ψ̄iρ0ψi ,

Km = − i
2e

2∆ χ̄c+γmχ− .

(5.2.61)

As in the previous section, the form of the generalised calibrations for M5 and M2
branes, (5.2.21) and (5.2.22), depends on the direction spanned by the branes. Again,
we considered first an M5 wrapping a 5-cycle in M7, with a zero world-volume gauge
field (H = A) and in the static gauge.

In this case, the relevant components of the forms (5.2.4b) and (5.2.4c) are

ω = i
2e

3∆χ̄c+γ(2)χ− = e3∆Y ,

Σ = −e6∆(χ̄+γ(5)χ
c
+ + χ̄c−γ(5)χ−) = e6∆Z ,

and the calibration ΦM5 gives

ΦM5 = (e6∆Z +A ∧ e3∆Y + 1
2 ιξA ∧A+ ιξÃ) . (5.2.62)

One can also add an M2 completely arranged along the internal directions. The
corresponding calibration form is given by,

ΦM2 = (e3∆Y + ιξA) , (5.2.63)

which together with ΦM5 gives rise to a poly-form,

Φ = (e3∆Y + ιξA) + (e6∆Z +A ∧ e3∆Y + 1
2 ιξA ∧A+ ιξÃ) , (5.2.64)

and this, again, corresponds to the vector structure. The closure of Φ, follows from
supersymmetry5, more precisely, from the LK conditions (5.2.60),

dΦ = d(e3∆Y + ιξA) + d(e6∆Z +A ∧ e3∆Y + 1
2 ιξA ∧A+ ιξÃ)

= ιξF + d(ιξA) + ιξF̃ − e3∆Y ∧ F + F ∧ e3∆Y −A ∧ ιξF
+ 1

2d(ιξA) ∧A+ 1
2 ιξA ∧ F + d(ιξÃ)

= LξA+ LξÃ+ 1
2LξA ∧ F + 1

2A ∧ ιξF −A ∧ ιξF + 1
2 ιξA ∧ F = 0 ,

(5.2.65)

5Note that LK conditions imply that ΦM5 and ΦM2 are separately closed.
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where in the last line we made a gauge choice, such that,

LξA = 0 , LξÃ = 0 . (5.2.66)

One can consider not only branes wrapping internal cycles. For instance, for M5-
brane spanning two spatial directions, we can show that – also in this case – the
related calibration form comes from the vector K. The relevant form is given by

Φ = (e3∆Y + ιξA) . (5.2.67)

The closure of this form comes directly from (5.2.60).

It is also easy to see that, in this case, branes with one leg aligned with an external
space direction are not supersymmetric, as indeed already discussed in [164].

Indeed, for instance in the case of an M2 wrapping an internal cycle and with one
external leg, the candidate calibration form is proportional to σ in (5.2.57), which is
not closed – i.e. dσ ∼ ω. This condition, in the language of Exceptional generalised
geometry, is a part of LKJa = εabc λbJc. It is interesting to note that, on the other
hand, this configuration is supersymmetric in the case of a Minkowski background,
since the analogous condition reads LKJa = 0, [80].

To conclude the analysis, let us focus on space filling brane configurations. This case
corresponds to the Ja components of the Exceptional Sasaki-Einstein structure. For
instance, for an M5-brane we find

Φ = −e4∆V− , (5.2.68)

where V− is the two-form defined from spinor bilinears as follows,

V± :=
1

2i

(
χ̄+γ(2)χ+ ± χ̄−γ(2)χ−

)
, (5.2.69)

which gives the TM ⊗ T ∗M -component of Ja by raising one index. In particular, in
the limit of a Sasaki-Einstein manifold (the only one for which the expression of Ja is
given explicitly in [13]), the calibration form (5.2.68) corresponds to J3, and we have
good reasons to trust this result also for the cases where generic fluxes are turned on.
We leave the complete discussion of these cases for future work.

5.3 Supersymmetric branes in type IIB

In this section, we want to discuss the analogous conditions to have supersymmetric
extended objects in a type IIB supergravity AdS background and their connections to
Exceptional Sasaki-Einstein structures defining such backgrounds.

We are interested in backgrounds with non trivial fluxes. The NS three-form is H =
dB and the RR fields are

F1 = dC0 F3 = dC2 F5 = dC4 −
1

2
H ∧ C2 +

1

2
F3 ∧B (5.3.1)

The field strengths F satisfy the duality condition

Fp = (−1)

[p
2

]
? F10−p , (5.3.2)
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while the S-duality of type IIB is reflected in the fact that B with C2 form an SL(2)
doublet. It could be useful to define a complexified version of the three-form flux [165],

G = F3 + iH3 . (5.3.3)

The Bianchi identities are written as

dF5 =
1

8
Im G ∧G∗ , dG = 0 . (5.3.4)

The generalised calibrations for backgrounds with non-trivial NS-NS flux have been
constructed in [161] (see also [149, 151] for an equivalent derivation in terms of the
supersymmetry algebra). The two Majorana-Weyl supersymmetry parameters ε1 and
ε2 can be used to construct the following bilinears [166],

K =
1

2
(ε̄1ΓMε1 + ε̄2ΓMε2) dxM , (5.3.5)

ω =
1

2
(ε̄1ΓMε1 − ε̄2ΓMε2) dxM , (5.3.6)

Ψ =

2∑
k=0

1

(2k + 1)!
ε̄1ΓM1...M2k+1

ε2 dxM1 ∧ . . . ∧ dxM2k+1 . (5.3.7)

Using the Killing spinor equations for type IIB, one can show that the vector K̂ dual
to the one form K is a Killing vector [167],

LK̂g = 0 , LK̂F = 0 . (5.3.8)

Notice that also the spinor bilinears (5.3.5)–(5.3.7) are invariant under the transfor-
mation generated by K̂

LK̂ω = 0 , LK̂Ψ = 0 . (5.3.9)

As discussed in [161], we may write the κ-symmetry condition to have a supersym-
metric Dp-brane

Γ̂Dp ε2 = ε1 , (5.3.10)

where, the κ-symmetry operator is defined as [168,169]

Γ̂Dp =
1√

−det(P [G] + F)

∑
2l+s=p+1

εα1...α2lβ1...βs

l!s!2l
Fα1α2 . . .Fα2l−1α2l

Γβ1...βs , (5.3.11)

and P [•] denotes the pullback to the (p + 1)-dimensional brane world-volume and
F = F +P [B], with B the NS two-form and F the world-volume gauge field-strength.

The energy of the brane (the charge associated to the transformation generated by K̂)
is

E = −
∫
S

dpσ P̂M K̂M , (5.3.12)

where S is the brane world-space and P̂ =
∂LDp

∂(∂τXM )
takes the form

P̂M = −µDpe
−φ√−detM(M−1)(ατ)BMN∂αX

N +
µDp

p!
ετα1...αp

[
ιM (C ∧ eF )

]
α1...αp

,

(5.3.13)
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where we denoted M = P [g] + F . Note that again we are in the temporal gauge in
adapted coordinates, such that the world-volume of the brane is R× S. One has the
usual BPS bound,

E ≥ EBPS , (5.3.14)

with

EBPS = µDp

∫
S

dpσ P
[
e−φΨ− ιK̂C − ω ∧ C

]
∧ eF

+ µDp

∫
S

dpσ P
[
ω − ιK̂B

]
∧
(
C ∧ eF

)∣∣
p−1

.

(5.3.15)

Thus, one can read the generalised calibration form from the last expression,

ΦDp = e−φΨ− ιK̂C − ω ∧ C ∧ e
F + ω − ιK̂B ∧

(
C ∧ eF

)∣∣
p−1

. (5.3.16)

One can show [161, 170] that this is a topological quantity. In addition, one can also
show that this form is closed, making use of potential configurations preserving the
symmetry generated by K̂, i.e.

LK̂B = 0 , LK̂C = 0 , (5.3.17)

analogously to what has been done in the previous section for M-theory. As a final ob-
servation, we would like to point out that the same conclusions about calibration forms
can be obtained by supertranslation algebra, as done for example in [143,149,151].

Let us now focus on type IIB compactifications to AdS5-backgrounds. As for the
discussion of supersymmetric extended objects in M-theory above, we now apply the
supersymmetry conditions and the aforementioned approach to branes in type IIB
string theory on

ds2 = e2∆ds2
AdS5

+ ds2
M5

, (5.3.18)

and relate the calibration forms to the geometric description by the vector and hyper-
multiplet structures. The exceptional geometry of this setup is discussed in [13, 82],
based on the geometric description in [54]. ForN = 2 backgrounds of the form (5.3.18)
with generic fluxes, the internal manifold m5 admits a (local) identity structure [54,
171,172].

The two ten-dimensional Majorana-Weyl spinors of the same chirality which describe
a IIB background of the form (5.3.18) can be decomposed as in [82]6,

εi = ψ ⊗ χi ⊗ u+ ψc ⊗ χci ⊗ u . (5.3.19)

Here ψ denotes the external Spin(4, 1) spinor, χi are the internal Spin(5) spinors and
u a two-component spinor. It might be convenient to define the complex spinors
ζ1 = χ1 + iχ2 and ζc2 = χc1 + iχc2. As for the previous cases, one can construct the
relevant bilinears defining a local identity structure on the internal manifold [54]. One
introduces the vectors

Km
0 := ζ̄c1γ

mζ2 ,

Km
3 := ζ̄2γ

mζ1 ,

Km
4 := 1

2

(
ζ̄1γ

mζ1 − ζ̄2γ
mζ2

)
,

Km
5 := 1

2

(
ζ̄1γ

mζ1 + ζ̄2γ
mζ2

)
,

(5.3.20)

6We follow the conventions given in the appendix of [82]. We collect them in appendix A.2.1.
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that are not all linear independent. Relations between these forms comes from super-
symmetry, as shown in [54]. Then, one can use the following scalars to parametrise
the norms of the spinors

A := 1
2

(
ζ̄1ζ1 + ζ̄2ζ2

)
,

A sin Θ := 1
2

(
ζ̄1ζ1 − ζ̄2ζ2

)
,

S := ζ̄c2ζ1 ,

Z := ζ̄2ζ1 .

(5.3.21)

Finally, one considers the two-forms

Umn := − i
2

(
ζ̄1γmnζ1 + ζ̄2γmnζ2

)
,

Vmn := − i
2

(
ζ̄1γmnζ1 − ζ̄2γmnζ2

)
,

Wmn := −ζ̄2γmnζ1 .

(5.3.22)

The HV structure for these backgrounds can be found in [13, 82]. The untwisted
generalised vector structure K ∈ Γ(Ẽ) in (3.3.72) is given in terms of the identity
structure above by

K̃ = ξ̃ + λ̃i + ρ̃+ σ̃i = K]
5 + e2∆−φ

2

(
ReK3

ImK3

)
− e4∆−φ ? V , (5.3.23)

where φ is the dilaton and ∆ the warp factor. Notice that for these backgrounds the
five-forms vanish σi = 0. The twisted vector structure is obtained by acting on K̃
with the adjoint element as in appendix E of [80]

K = ξ + λi + ρ , (5.3.24)

where the twisted quantities are [13,80]

ξ = ξ̃ , (5.3.25a)

λi = λ̃i + ιξB
i , (5.3.25b)

ρ = ρ̃+ ιξC + εij λ̃
i ∧Bj + 1

2εij
(
ιξB

i
)
∧Bj . (5.3.25c)

and we defined B1 = B, B2 = C2, C = C4, F 1 = H, F 2 = F3 and F = F5.

As already discussed the condition that the generalised Lie derivative L along the Reeb
vector K has to reduce to the conventional one, Lξ implies some differential equations
on the elements of the vector structure that reproduce some of the supersymmetry
conditions on the identity structure derived in [54],

dλ̃i = ιξF
i ,

dρ̃ = ιξF + εij λ̃
i ∧ F j .

(5.3.26)

Analogously to the M-theory case, we want now to express the calibration conditions
for a Dp probe in these backgrounds in terms of the generalised structure and check
that their closure in implied by differential conditions on Exceptional Sasaki-Einstein
structures. To this purpose we have to specialise the calibrations (5.3.5), (5.3.6) and
(5.3.7) to the various brane configurations. The AdS5 geometry and, in particular
the products of external spinors, is the same as in the previous section. Thus, in our
conventions, the Killing vector K has the following components,

K0 = e−2∆ψ̄ρ0ψ ⊗A ,
Km = 1

2

(
ζ̄1γ

mζ1 + ζ̄2γ
mζ2

)
= ξm ,

(5.3.27)
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where ξ is the Reeb vector. We also fix the norm of the internal spinors such that
A = 1.

As in the previous sections, we focus on the cases of point-like AdS particles and
space-filling branes where the calibrations are related to the generalised vector K.
Consider first a D1 wrapping an internal one-cycle. The relevant terms is (5.3.16) are

ω = −e2∆−φ/2 1
2

(
ζ̄2γmζ1 + ζT2 γmζ

∗
1

)
= −e2∆−φ/2 ReK3 ,

Ψ = −e2∆+φ/2 1
2i

(
ζ̄2γmζ1 − ζT2 γmζ∗1

)
= −e2∆+φ/2 ImK3 ,

ιK̂B = ιξB
1 =: ιξB ,

ιK̂C = ιξB
2 .

(5.3.28)

and it is immediate to see that the calibration form is given by the generalised vector
K

ΦD1 = −λ̃2 − ιξB2 = −e2∆−φ/2 ImK3 − ιξB2 . (5.3.29)

Using equation (5.3.26) one can show that ΦD1 is closed. Using again the properties
of the AdS5 spinors, it is easy to show that a space-filling D5-brane is also calibrated
by the same form,

ΦD5 = (−λ̃2 − ιξB2)⊗ ?1 = (−λ̃2 − ιξB2)⊗ volAdS5 . (5.3.30)

Similarly, one can find the calibration form for a D3-brane wrapping purely internal
cycles,

ΦD3 = ρ̃+ ιξC + εij λ̃
i ∧Bj + 1

2εijιξB
i ∧Bj . (5.3.31)

Its closure follows from the LK conditions under the gauge choice7 that the potential
are invariant under K. Again, this form provides also the calibration for a space-filling
D7-brane.

In the particular case where the only non-trivial background flux is the five-form, the
generalised Sasaki-Einstein structure reduces to the standard one and the internal
manifold is Sasaki-Einstein. In this case the spinor ansatz (5.3.19) simplifies since the
two internal spinors are proportional to each other, i.e. χ2 = iχ1, and, consequently,
the one-form part vanishes. The twisteed vector (5.3.24) simplifies to

K = ξ − σ ∧ ω + ιξC , (5.3.32)

and the (untwisted) hypermultiplet structure is [13]

J̃+ = 1
2κu

iΩ− i
2κu

iΩ] , (5.3.33)

J̃3 = 1
2κI + 1

2κτ̂
i
j + 1

8κΩ] ∧ Ω̄] − 1
8κΩ ∧ Ω̄ , (5.3.34)

where ui = (−i, 1)i and I, ω and Ω are the complex structure, the symplectic and the
holomorphic two-forms on the Kähler-Einstein basis of M5.

Note that in the vector structure, the three-form is σ ∧ ω and by the structure equa-
tion (5.3.26) one immediately sees that adding the potential part ιξC yields to a closed
form (up to a gauge choice),

d(ρ̃+ ιξC) = ιξdC + LξC − ιξdC = LξC = 0 . (5.3.35)

7We also need to use ρ̃ ∝ ?V .
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Since in this case, the form of the hypermultiplet structure is simple, we can also
study calibrations that are not associated to the vector K. We will do it in the sim-
plest Sasaki-Einstein background, namely AdS5×S5, where S5 is the five-dimensional
sphere. The background is given by

ds2 =
R2

r2
dr2 +

r2

R2
ηµνdxµdxν + ds2(S5) ,

C4 =

(
r4

R4
− 1

)
dx0 ∧ . . . ∧ dx3 .

(5.3.36)

while all other fluxes, dilaton and warp factors vanish. The S5 can be written as a
U(1) fibration over CP2,

ds2(S5) = dΣ2
4 + σ ⊗ σ , (5.3.37)

where dΣ2
4 is the Fubini-Study metric over CP2. The form σ is given by σ = dψ +A,

where A is a connection such that F = dA = 2ω, and ψ is the periodic coordinate on
the circle U(1) with period 6π.

Explicitly, the sphere S5 takes the form [173]

ds2(S5) = dα2 +
1

4
sin2 α(dθ2 + sin2 θdφ2) +

1

4
cos2 α sin2 α(dβ + cos θdφ)2

+
1

9

[
dψ − 3

2
sin2 α(dβ + cos θdφ)

]2

,

(5.3.38)

with ψ ∈ [0, 6π], β ∈ [0, 4π], α ∈ [0, π/2], θ ∈ [0, π] and φ ∈ [0, 2π]. In these
coordinates the holomorphic form has the following expression,

Ω = −1 + i

cos θ
dβ ∧ dθ+

1 + i

8
cosσ cos θ sin θ sin3 σ dσ ∧ dφ+ (1 + i) dθ ∧ dφ . (5.3.39)

First, consider a D5-brane spanning the directions 0, 1, 2, r in AdS5. The world-volume
of the brane is AdS4 × S2, where S2 is the sphere parametrized by the angles (θ, φ).
Then the expression (5.3.16) reduces to

ΦD5 = − dx0 ∧ dx1 ∧ dx2 ∧ dx4 ∧ (1−i)
2 e4∆Ω

= − dx0 ∧ dx1 ∧ dx2 ∧ dr ∧ volS2 ,
(5.3.40)

and we see that it corresponds to the two-form part of J̃+ in (5.3.33). Modulo choice
of coordinates,8 it agrees with the analogous form in [149].

We can also consider a D3-brane probe spanning the directions 0, 1, r of AdS5. The
world-volume is now AdS3× S1 and the calibration is given by the Hodge dual of the
4-form part of J̃3,

ΦD3 = dx0 ∧ dx1 ∧ dr ∧ 1
8e

4∆ ? (Ω ∧ Ω̄) . (5.3.41)

One can prove the closure of this form by the LKJ relations. In particular,

d(e4∆ ? (Ω ∧ Ω̄)) = −m ιξ vol5 = 0 , (5.3.42)

where the first equality comes from the conditions to have a vanishing R̃-tensor [13,80].
In other words, it is the rewriting of the (5.3.26) in the Sasaki-Einstein case.

8Here dx4 ∝ sin θ dr + dσ + dβ.



Conclusions

The major aim of this thesis was to study flux backgrounds. In the first part we
focused on the problem of seeking for a systematic way to find consistent truncations
in the presence of fluxes. In the second part, we were more concerned in reformulat-
ing the supersymmetry conditions for brane probes in AdS backgrounds, in terms of
integrability of exceptional structures in exceptional geometry.

This thesis contains the construction of a generalised geometric description of type
IIA flux backgrounds.

We made a large use of the formalism of G-structures and generalised geometry. As
in conventional geometry, integrability is defined as the existence of a generalised
torsion-free connection that is compatible with the structure, or equivalently as the
vanishing of the generalised intrinsic torsion. In the case analysed, i.e. truncations of
massive type IIA, the integrability conditions correspond to the Leibnitz algebra for
parallelisations. These enquires the trucation preserves maximal supersymmetry in
lower dimension [81]. Moreover, the notion of generalised Leibniz parallelisation is the
key ingredient to construct a consistent truncation ansatz. We showed in chapter 4 how
to build consistent truncation ansatze, by the so-called Generalised Scherk-Scwharz
reductions, making use of generalised Leibniz parallelisations. We constructed various
examples of massive type IIA spheres truncations. In the case of the truncation on
a six-dimensional sphere, we obtained a generalised parallelisation on S6 satisfying
the ISO(7) algebra, and spelled out the corresponding truncation ansatz as obtained
from the generalised Scherk–Schwarz prescription. As recently described in [117,119],
the Romans mass introduces a magnetic gauging of the ISO(7) translations in the
truncated four-dimensional theory, yielding a symplectic deformation [122] of the type
first found in [123] for the SO(8) gauging. We found the same phenomenon for type
IIA supergravity on the six-dimensional hyperboloids Hp,7−p: on these spaces one can
define a consistent truncation down to ISO(p, 7− p) supergravity in four-dimensions;
switching the Romans mass on leads to the symplectically-deformed ISO(p, 7 − p)
gauging described in [122]. We also obtained generalised Leibniz parallelisations on
S4, S3 and S2 for vanishing Romans mass, reproducing the Leibniz algebra of known
consistent truncations of massless type IIA supergravity on these manifolds. When the
Romans mass is switched on, these parallelisations no more satisfy a Leibniz algebra.
We offered an explanation of why this is the case by showing that the frame lies in the
stabiliser group of the Romans mass only for the parallelisation on S6. For massive
type IIA on S3 we presented a no-go result indicating that a consistent truncation
including the SO(4) algebra does not exist. It would be interesting to see whether
similar no-go theorems can be proved for the S4 and S2 cases.

As said, in order to construct apply the generalised Scherk-Schwarz prescription, we
built the adapted version of generalised geometry for massive type IIA. The principal
issue in this construction is accommodating the flux due to the Romans mass. This
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is achieved by deforming the generalised Lie derivative such that the deformed one
generates the gauge transformations of type IIA supergravity with a non-zero m-flux.

An interesting fact is the existence of an alternative massive type IIA [174]. This can
be obtained from eleven-dimensional supergravity by gauging a combination of the
GL(1) global symmetry and the trombone symmetry of the equations of motion. It
is not known a description of such a theory through a Lagrangian. One may wonder
whether other massive extensions of type IIA can exist. However, in [175], making
use of superspace arguments, it was discussed how this and the Romans mass are the
only possible extensions. It is natural to ask how this deformation appears in our
formalism. We want deformation parameters to be diffeomorphism invariant then we
require them to appear as GL(6) singlets with zero R+ weight. There are precisely
two such singlets in the 912−1 representation of E7(7) × R+, one of which we have
already identified as the Romans mass deformation. There is also a singlet in the 56−1

representation, which is another part of the generalised torsion [63], and which could
also be used to deform the Dorfman derivative. When performing generalised Scherk-
Schwarz reductions, this additional 56−1 part of the embedding tensor is generated
by gauging the trombone symmetry [176], and the resulting theory does not have an
action. It is natural to conjecture that deforming the Dorfman derivative by switching
on a combination of the second singlet in 912−1 and the singlet in 56−1 would give
the relevant gauge algebra for the theory described in [174]. The result of [175] can
be verified in this case, since, by considering the closure of the gauge algebra, one
can argue that there are no others deformations, as singlets of GL(6) in the torsion
representation bundle.

In the last chapter of the thesis, we focused on brane calibrations. The tools used are
again generalised G-structures. In particular, we concentrated our attention on AdS
backgrounds with eight supercharges. These have an elegant description in generalised
geometry in terms of exceptional Sasaki-Einstein structures [13,82]. In chapter 5, we
studied the relation between the Exceptional Sasaki-Einstein structures and gener-
alised brane calibrations in AdS5 ×M5 backgrounds in type IIB and in AdS5 ×M6

and AdS4×M7 compactifications in M-theory. We focussed on the calibrations forms
associated to branes wrapping cycles in the internal manifolds and that are point-like
in the AdS space. We showed that for these configurations the general expression
for the calibration forms that can be constructed using κ-symmetry can be expressed
in terms of the generalised Killing vector K defining the Exceptional Sasaki-Einstein
structure and that the closure of the calibration forms is given by the integrability
(more precisely the LK condition) of the ESE structure. The results of the chapters
prove the conjecture appeared in [13] that the (form part of the) generalised Killing
vector is a generalised calibration. The motivation of this conjecture can be found in
holography [177]. One can observe that the generalised killing vector K generates the
global R-symmetry of the filed theory dual to the AdS background in supergravity. It
is made by a combination of the vector part (generating diffeomorphism) and p-forms
(parametrising gauge transformations), under which the generalised metric is invari-
ant. Thus there is a sign that K is an object related to R-symmetry in a non-trivial
way, since it encodes informations about the gauge transformations of flux potentials.
In AdS/CFT correspondence, BPS branes have volume associated to the conformal
dimension of chiral operator in the dual SCFT, thus finding a calibration (that is
a supersymmetric circle on which branes wrap) is equivalent to find the conformal
dimensions of the dual operators.

We have seen how to construct these calibrations in generalised geometry and how
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BPS conditions correspond to the integrability of the structures.

We also partially discussed other brane configurations that are calibrated by the vector
K. However we did not perform a complete analysis, leaving the discussion for a future
work.

Future works

There are many other directions for future study.

For intance, so far, there is not a description of supergravity flux backgrounds in terms
of generalised geometry for any amount of supersymmetry. As stated, supersymmet-
ric background preserving N supersymmetries are given by integrable G-structures,
where G is the stabiliser group of the N Killing spinors [178]. Maximally supersym-
metric backgrounds, as seen are described by parallelisations [81, 104]. Half-maximal
supergravity truncations have been recently described in exceptional field theory [179],
but a generalised geometry formulation is not known at the moment. The N = 2
backgrounds, as seen in [13, 60, 80, 180], is a rich field for generalised G-structure ap-
plications. An N = 1 formalism to describe vacua is known in O(d, d) generalised
geometry [75–77] and recently an exceptional picture has been found in [181]. How-
ever, the analysis is far to be complete. Hence, obvious extension is to consider
backgrounds with different amounts of supersymmetry, which will be described by
new geometric structures within generalised geometry. In [17], there is a work in
progress development of the structures to describe supersymmetric backgrounds with
sixteen supercharges. Furthermore, the hope is not just to find a new descriptions of
such backgrounds, but that this would lead to discover new examples of truncations.
In addition, an ambitious project would be a complete classification of such struc-
tures analysing the mathematical constraints on the internal geometries and finding
a coherent structure describing them.

Moreover, all these techniques are may also be applied in different contexts from
consistent truncations, like for example, studies of holography effects, marginal defor-
mations of the dual field theories, etc.

More specifically, the formalism developed in the first part of this thesis about massive
type IIA may also be applied to investigate marginal deformations of conformal field
theories holographically dual to (massive) type IIA AdS backgrounds. Recently this
theories have been identified with a class of Chern-Simons-matter theories [117], and
in [16], we aim to describe exactly marginal deformations of such conformal theories by
constructing (and studying their deformations) the exceptional Sasaki-Einstein struc-
tures for massive type IIA, describing the AdS background in [126] preserving eight
supercharges. The work of [182] is the first example in this sense. There, the authors
study the exceptional Sasaki-Einstein structures describing AdS5 background in both
type IIB and eleven-dimensional supergravity to analyse marginal deformations of the
dual N = 1 CFT in four dimensions. A famous result in gauge theory [183] states that
marginal deformations are determined by imposing F -term conditions on operators of
conformal dimension three and then quotienting by the complexified global symmetry
group. In [182], it was shown that this result has a geometrical interpretation: the
marginal deformations are obtained as solutions of moment maps for the generalised
diffeomorphism group that have the correct charge under the Reeb vector. Indeed,
the Reeb generates the U(1)R symmetry group. In the case this is the only symmetry
of the background, then all the marginal deformations are exactly marginal. When
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there are other global symmetries, the field theory result predicts one has to quotient
out these symmetries. On the supergravity side, this can be read as fixed points of the
moment maps, being an obstruction for marginal deformations to be exactly marginal.

This analysis holds for any kind of internal geometry in an AdS background, however,
so far the examples to which this has been applied are all Sasaki-Einstein geometries.
So, it would be interesting to apply it to one of the few examples of non-Sasaki–Einstein
backgrounds, such as the Pilch–Warner solution [184]. This would give the marginal
deformations of the dual SCFT, the so-calle Leigh-Strassler theory [185]. We aim to
study this example in [15].

To conclude, generalised geometry gives tools to better analyse several aspects of su-
pergravity and string theory. It has also applications in holography and field theory.
Furthermore, it is interesting also in pure mathematics, since it is related to various
areas beyond differential geometry, like algebraic topology, algebraic geometry and
group theory. Thus it provides an example of a topic that lies at the frontier be-
tween mathematics and physics, on the one hand, receiving deep insights from both
fields, but on the other hand it could also give some useful tools to understand and
answer questions in both areas. For these reasons, generalised geometry seems to be
worth of further efforts and studies, since its U-duality covariant approach may reveal
something hidden so far and perhaps help us to understand the geometrical nature of
dualities in string theory.



A
Notations and Conventions

The indices used in this thesis – if not differently indicated – are:

µ, ν : external spacetime indices ,
m, n : curved indices on the internal manifold Md ,

a, b : frame indices on Md ,

i, j : indices for the embedding coordinates of Sd in Rd+1 (or Hp,q in Rp+q) ,
I, J : SL(d+ 2,R) indices ,

M,N : curved indices for the Ed+1(d+1) × R+ generalised tangent space on Md ,

A,B : frame indices for the Ed+1(d+1) × R+ generalised tangent space on Md .

Our tensor conventions are the same as in [78]. We collect here the ones relevant for
our computations. On a d-dimensional manifold Md, given a form λ ∈ ΛpT ∗ and a
poly-vector w ∈ ΛqT ,

λ =
1

p!
λm1...mpdx

m1 ∧ · · · ∧ dxmp , w =
1

q!
wm1...mq ∂

∂xm1
∧ · · · ∧ ∂

∂xmq
, (A.0.1)

we define the contraction

(w yλ)m1...mp−q = 1
q!w

n1...nqλn1...nqm1...mp−q if q ≤ p ,
(w yλ)m1...mq−p = 1

p!w
m1...mq−pn1...npλn1...np if p < q .

(A.0.2)

The contraction of a vector v ∈ T with a form λ is also denoted by ιvλ ≡ v yλ.
The contraction of a poly-vector w with a tensor τ ∈ T ∗ ⊗ ΛdT ∗ is defined as

(w y τ)m1...md−q+1
=

1

(q − 1)!
wn1...nqτn1, n2...nqm1...md−q+1

. (A.0.3)

Moreover, for λ ∈ ΛpT ∗ and µ ∈ Λd−p+1T ∗, we define the j-operator giving jλ ∧ µ ∈
T ∗ ⊗ ΛdT ∗ as:

(jλ ∧ µ)m,m1...md
=

d!

(p− 1)!(d− p+ 1)!
λm[m1...mp−1

µmp...md] . (A.0.4)
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This is the same as jλ ∧ µ = dxm ⊗ (ιmλ ∧ µ). Upon exchanging λ and µ one has

jλ ∧ µ = (−1)p(d−p+1)+1 jµ ∧ λ . (A.0.5)

For the Hodge star we take

(∗λ)m1···md−p =
1

p!

√
g ε

n1...np
m1···md−p λn1...np , (A.0.6)

with ε1...d = +1.

The action of a gl(d) element r ∈ T ⊗T ∗ on a vector v ∈ T and on a p-form is defined
as

(r · v)m = rmnv
n , (r · λ)m1...mp = −p rn[m1

λ|n|m2...mp] . (A.0.7)

A.1 Constrained coordinates on the spheres

In the following we provide some useful formulae for the embedding coordinate de-
scription of the round sphere Sd, mostly taken from [81]. These are needed to study
the parallelisations of the exceptional tangent bundle presented in the main text.

We parameterise Rd+1 in Cartesian coordinates as xi = r yi, i = 1, . . . d+ 1, with

δij y
iyj = 1 . (A.1.1)

Then the d-dimensional sphere Sd of radius R is obtained by fixing r = R. The
standard metric and volume form on Rd+1 induce the following round metric and
volume form on Sd:

◦
g= R2 δijdy

idyj , (A.1.2)

◦
vold =

Rd

d!
εi1...id+1

yi1dyi2 ∧ · · · ∧ dyid+1 . (A.1.3)

The Killing vector fields generating the SO(n+ 1) isometries can be written as

vij = R−1(yikj − yjki) , (A.1.4)

where ki are conformal Killing vectors, satisfying

Lki
◦
g = −2yi

◦
g , (A.1.5)

ki(yj) := ιkidyj = δij − yiyj . (A.1.6)

The index on the coordinates yi is lowered using the Rd+1 metric δij . The Killing
vectors vij generate the so(n+ 1) algebra,

Lvijvkl = R−1(δikvlj − δilvkj − δjkvli + δjlvki) , (A.1.7)

while the constrained coordinates yk and their differentials dyk transform in the fun-
damental representation of SO(n+ 1) under the Lie derivative,

Lvijyk ≡ ιvijdyk = R−1(yiδjk − yjδik) ,

Lvijdyk = R−1(dyiδjk − dyjδik) .
(A.1.8)
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The (d− 1)-form

κi = − ◦∗ (R dyi) =
Rd−1

(d− 1)!
εij1...jd y

j1dyj2 ∧ · · · ∧ dyjd (A.1.9)

transforms under Lvij exactly as dyk (since Lvij preserves the round metric (A.1.2),
it commutes with the Hodge star):

Lvijκk = R−1(κiδjk − κjδik) . (A.1.10)

We also introduce the forms

ωij = R2 dyi ∧ dyj ,

ρij =
◦∗ ωij =

Rd−2

(d− 2)!
εijk1...kd−1

yk1dyk2 ∧ · · · ∧ dykd−1 ,

τij = R(yidyj − yjdyi)⊗
◦

vold ,

(A.1.11)

which transform in the adjoint representation of SO(d+ 1) under Lvij . Namely,

Lvijωkl = R−1(δikωlj − δilωkj − δjkωli + δjlωki) , (A.1.12)

and similarly for the others, with the same overall factor R−1.

Furthermore, one can show the relations

ιvij
◦

vold =
R

d− 1
dρij , (A.1.13)

dκi =
d

R
yi

◦
vold , (A.1.14)

d ιvijκk = −d (ykρij) , (A.1.15)

which are proven by making use of the trivial identity y[i1εi2...id+2] = 0.

When computing the norm of our generalised frames, we will need the following
“squares” of the forms defined above:

vij y vkl = yiykδjl − yjykδil − yiylδjk + yjylδik ,

ωij yωkl = ρij y ρkl = δikδjl − δilδjk − (yiykδjl − yjykδil − yiylδjk + yjylδik) ,

τij y τkl = yiykδjl − yjykδil − yiylδjk + yjylδik ,

κi yκj = R2 dyi y dyj = δij − yiyj .
(A.1.16)

Here, the round metric
◦
g and its inverse are used to lower/raise the indices; for in-

stance, ωij yωkl ≡ 1
2

◦
gmp

◦
g nq(ωij)mn(ωkl)pq, and so on.

A.2 Conventions for spinors and gamma matrices

In this appendix we collect the conventions for spinors and gamma matrices that are
relevant for the thesis, in particular for chapter 5.
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A.2.1 Type IIB on AdS5 ×M5

We follow the conventions in [82]. The ten-dimensional metric is

ds2 = e2Ads2
AdS5

+ ds2
M5

, (A.2.1)

and the ten-dimensional gamma matrices ΓM are chosen as

Γµ = e−Aρµ ⊗ 14 ⊗ σ3 , µ = 0, . . . 4 ,
Γm+4 = 14 ⊗ γm ⊗ σ1 , m = 1, . . . 5 ,

(A.2.2)

where ρµ and γm generate Cliff(1, 4) and Cliff(5) respectively, satisfying

{ρµ, ρν} = 2gµν , {γm, γn} = 2gmn , (A.2.3)

and ηµν = diag(−1, 1, 1, 1, 1). We also have

ρ01...4 = − Im1 , γ1...5 = 1 . (A.2.4)

We choose the Cliff(1, 4) and Cliff(5) intertwiners as

A1,4 = ρ0 C1,4 = D1,4A1,4 ,
A5 = 1 C5 = D5 ,

(A.2.5)

where C = −CT in any dimension, so that

ρµ † = −A1,4ρ
µA−1

1,4 γm † = γm ,

ρµT = C1,4ρ
µC−1

1,4 γmT = C5γ
mC−1

5 ,

ρµ∗ = −D1,4ρ
µD−1

1,4 γm∗ = C5γ
mC−1

5 .

(A.2.6)

An explicit choice of a basis for the Cliff(1, 4) gamma matrices is

ρ0 = Imσ2 ⊗ σ0 , ρi = σ1 ⊗ σi , ρ4 = −σ3 ⊗ σ0 , i = 1, 2, 3 , (A.2.7)

while for the Cliff(5) gamma matrices we take

γ1 = σ1 ⊗ σ0 , γ2 = σ2 ⊗ σ0 , γ3 = σ3 ⊗ σ1 , γ4 = σ3 ⊗ σ2 , γ5 = −σ3 ⊗ σ3 ,
(A.2.8)

with intertwiners

A1,4 = ρ0 , C1,4 = ρ0ρ2 , C5 = σ1 ⊗ σ2 .

With these choices for the gamma matrices the ten-dimensional chiral gamma decom-
poses as

Γ11 = Γ0,...9 = 14 ⊗ 14 ⊗ σ2 . (A.2.9)

The ten-dimensional supersymmetry parameters are Majorana-Weyl spinors of nega-
tive chirality Γ11εi = −εi (i = 1, 2) and decompose as

εi = ψ ⊗ χi ⊗ u+ ψc ⊗ χci ⊗ u , (A.2.10)

where ψ is an external Spin(4, 1) spinor, χi are internal Spin(5) spinors and u a two-
component spinor satisfying

σ2u = −u u∗ = σ1u . (A.2.11)
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Charge conjugation of the external and internal spinors is defined as

ψc = D1,4ψ
∗ χc = C5χ

∗ . (A.2.12)

One can easily check that, with the above choices,

ψcc = −ψ , (ρµ1 . . . ρµkψ)c = (−1)kρµ1 . . . ρµkψc ,
χcc = −χ , (γm1 . . . γmkχ)c = γm1 . . . γmkχc .

(A.2.13)

For 5-dimensional internal spinors, from the properties listed above, one can derive

(χcγm1...mrφ
c) = (χγm1...mrφ)∗ , (A.2.14)

and
(χcγm1...mrφ) = −(χγm1...mrφ

c)∗ . (A.2.15)

Similarly we can derive some useful identities for the internal spinors. Let us consider
the expression, (

ψcρµ1...µqψ
c
)

= (−1)q+1(ψρµ1 . . . ρµqψ
)∗
. (A.2.16)

where, as always, ψ = ψ†ρ0. Next, we obtain(
ψρµ1 . . . ρµqψ

)∗
= −(−1)

q(q+1)
2
(
ψρµ1 . . . ρµqψ

)
. (A.2.17)

Combining these two equations yields(
ψcρµ1...µqψ

c
)

= −(−1)
(q+1)(q+2)

2
(
ψρµ1 . . . ρµqψ

)
. (A.2.18)

For the other combinations, one obtains(
ψcρµ1...µqψ

)∗
= −(−1)q+1(ψρµ1 . . . ρµqψ

c
)
, (A.2.19)

and (
ψcρµ1...µqψ

)∗
= −(−1)

q(q+1)
2
(
ψρµ1...µqψ

c
)
. (A.2.20)

Again combining the last two relations gives(
ψρµ1...µqψ

c
)

= (−1)
(q+1)(q+2)

2
(
ψρµ1...µqψ

c
)
, (A.2.21)

so that these terms vanish for q = 0, 1, 4.

A.2.2 M-theory

We follow again the conventions in [82] for the metric ansatz

ds2 = e2∆ds2
AdS + ds2

M . (A.2.22)

We consider two M-theory setups: AdS4 compactifications with a 7-dimensional in-
ternal manifold M7 and AdS5 ones on a 6-dimensional internal manifold M6. The
eleven-dimensional gamma matrices are Γ̂M , M = 0, . . . , 10, satisfying the Clifford
algebra Cliff(1, 10) relations,

{Γ̂A, Γ̂B} = 2ηAB . (A.2.23)

They will decompose as in (5.2.26) and (5.2.52), and for convenience, we report them
here,

Γ̂µ = e−∆ ρµ ⊗ Γ7 , Γ̂m+4 = 14 ⊗ Γm for AdS5 ×M6 ,

Γ̂µ = e−∆ ρµ ⊗ 18 , Γ̂m+3 = e−∆ρ5 ⊗ Γm for AdS4 ×M7 .
(A.2.24)

In the expressions above we denoted the internal gamma matrices with the same
symbol for both cases, with Γ7 the chiral operator in 6 dimensions, defined below, and
with ρ5 the external Cliff(1, 4) chiral operator.
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M-theory on AdS5 ×M6

Here we give the conventions for M-theory solutions of the form AdS5×M6. The exter-
nal part is the same as the type IIB compactification. So we refer to appendix A.2.1.
For the internal part we take as reference [186] and we write all the gamma matrices
as tensor products of Pauli matrices

Γ1 = σ1 ⊗ 1⊗ σ1 ,

Γ2 = σ1 ⊗ 1⊗ σ2 ,

Γ3 = σ1 ⊗ σ1 ⊗ σ3 ,

Γ4 = σ2 ⊗ σ1 ⊗ σ3 ,

Γ5 = −σ1 ⊗ σ3 ⊗ σ3 ,

Γ6 = σ3 ⊗ 1⊗ 1 .

(A.2.25)

In even dimensions we can define a chiral operator

Γ7 = − Im Γ1 . . .Γ6 . (A.2.26)

The chiral operator Γ7 squares to the identity and satisfies the following relations with
the other gamma matrices

{Γ7 ,Γm} = 0 ,

[Γ7 ,Γmn] = 0 .

By induction, these properties can be extended to any odd/even rank element of the
Clifford algebra.

The intertwiners of Cliff(6) can be written as follows

ΓTm = C−1
6 ΓmC6 ,

Γ∗m = D−1
6 ΓmD6 ,

Γ†m = A6ΓmA
−1
6 .

and, for our conventions,
A6 = 1 , D6 = C6 .

M-theory on AdS4 ×M7

Here we give the conventions which are relevant for the AdS4 solutions of M-theory.
We made the choice of having compatible conventions with the previous section, such
that one can embed all the relations above in the following ones.

The Clifford algebra Cliff(7) and its generators are constructed by the same set of
gamma matrices (A.2.25) of Cliff(6) plus the chiral gamma Γ7 in (A.2.26).

The Cliff(7) intertwiners are written as

ΓTm = C−1
7 ΓmC7 ,

Γ†m = A7ΓmA
−1
7 ,

Γ∗m = D−1
7 ΓmD7 .
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Numerically the matrices A7, C7, D7 are the same as A6, C6, D6.

The four-dimensional gamma matrices on AdS4 satisfy

{ρa, ρb} = 2ηab1 , (A.2.27)

where a, b are frame indices. Hence it holds ηabeµa ⊗ eνb = gµν , where gµν is the AdS4

inverse metric. In terms of flat frame indices, we choose a basis for explicit calculations
for Cliff(1, 3),

ρ0 = Imσ2 ⊗ σ0 , ρi = σ1 ⊗ σi , i = 1, 2, 3 . (A.2.28)

As for the internal part we have chosen the basis above such that we can embed it
into (A.2.7). The intertwiners can be written as in (A.2.5),

ρµ† = −A1,3ρ
µA−1

1,3 , A1,3 = ρ0 ,

ρµT = C1,3ρ
µC−1

1,3 , C1,3 = D1,3A1,3 ,

ρµ∗ = −D1,3ρ
µD−1

1,3 .

(A.2.29)





B
Exceptional Generalised
Geometry

B.1 Generalised geometry for M-theory

We review the construction of Ed(d) ×R+ given in [59,61,78]. This will also be useful
since by a dimensional reduction we will build the appropriate geometry for type IIA.
We use the same notation and conventions as [61,78].

In M-theory compactified on a seven-dimensional manifold M7, the fibres of the gen-
eralised tangent bundle E transform in the fundamental 561 representation of the
E7(7) × R+ structure group. Under GL(7), E decomposes as

E ∼= TM7 ⊕ Λ2T ∗M7 ⊕ Λ5T ∗M7 ⊕ (T ∗M7 ⊗ Λ7T ∗M7) . (B.1.1)

A section can be written as

V = v + ω + σ + τ , (B.1.2)

where at each point on M7, v ∈ Γ(TM7) is an ordinary vector field, ω ∈ Γ(T ∗M7),
σ ∈ Γ(Λ5T ∗M7) and τ ∈ Γ((T ∗ ⊗ Λ7T ∗)M7).

The adjoint bundle ad decomposes under GL(7) as

ad = R⊕ (TM7 ⊗ T ∗M7)⊕ Λ3T ∗M7 ⊕ Λ6T ∗M7 ⊕ Λ3TM7 ⊕ Λ6TM7 , (B.1.3)

with sections transforming in the 1330 + 10 representation of E7(7) × R+ given by

R = l + r + a+ ã+ α+ α̃ , (B.1.4)

where l ∈ R gives the shift of the warp factor, r ∈ End(TM7), a ∈ Λ3T ∗M7 is related
to the three-form potential of M-theory, ã ∈ Λ6T ∗M7 to its dual, while α ∈ Λ3TM7

and α̃ ∈ Λ6TM7 are a three- and a six-vector.

123
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The adjoint action of the e7(7) × R+ algebra on a generalised vector is denoted as
V ′ = R · V and reads:

v′ = l v + r · v + αyω − α̃yσ ,
ω′ = l ω + r · ω + vya+ αyσ + α̃yτ

σ′ = l σ + r · σ + vyã+ a ∧ ω + αyτ ,

τ ′ = l τ + r · τ − jã ∧ ω + ja ∧ σ .

(B.1.5)

The e7(7) subalgebra is given by imposing 1
2 tr(r) = l.

The adjoint commutator R′′ = [R,R′] is

l′′ = 1
3(αya′ − α′ya) + 2

3(α̃′yã− α̃yã′) ,
r′′ = [r, r′] + jαyja′ − jα′yja− 1

3(αya′ − α′ya)1

+ jα̃′yjã− jα̃yjã′ − 2
3(α̃′yã− α̃yã′)1 ,

a′′ = r · a′ − r′ · a+ α′yã− αyã′ ,
ã′′ = r · ã′ − r′ · ã− a ∧ a′ ,
α′′ = r · α′ − r′ · α+ α̃′ya− α̃ya′ ,
α̃′′ = r · α̃′ − r′ · α̃− α ∧ α′ .

(B.1.6)

As seen in the main text, the generalised tangent bundle E is actually twisted to take
into account the non-trivial gauge potentials of M-theory, and this is why it is only
isomorphic to the sum of bundles in (B.1.1). The twist is implemented by an action
by adjoint elements. Given a section Ṽ of the untwisted tangent bundle Ẽ, a section
V of E is defined as

V = eA+Ã · Ṽ , (B.1.7)

where A + Ã is an element of the adjoint bundle. The patching condition on the
overlaps Uα ∩ Uβ is

V(α) = edΛ(αβ)+dΛ̃(αβ) · V(β) , (B.1.8)

where Λ(αβ) and Λ̃(αβ) are a two- and five-form, respectively. This corresponds to
gauge-transforming the three- and six-form potentials in (B.1.7) as

A(α) = A(β) + dΛ(αβ) ,

Ã(α) = Ã(β) + dΛ̃(αβ) −
1

2
dΛ(αβ) ∧A(β) .

(B.1.9)

Then, the respective gauge-invariant field-strengths reproduce the supergravity ones
are

F = dA ,

F̃ = dÃ− 1

2
A ∧ F .

(B.1.10)

Finally, we discuss the relevant representations of Ed(d) × R+, defining generalised
tensors. Further than the vector one, there are other tensor bundles which will be of
particular importance in the construction of consistent truncations, we collect some
of them in table B.1.

Amongst the interesting bundle representations, an object we will need is the bundle
N first introduced in [63]. This is a sub-bundle of the symmetric product of two
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generalised tangent bundles, N ⊂ S2E, and can be expressed as

N ∼=T ∗M7 ⊕ Λ4T ∗M7 ⊕ (T ∗M7 ⊗ Λ6T ∗M7)

⊕ (Λ3T ∗M7 ⊗ Λ7T ∗M)⊕ (Λ6T ∗M7 ⊗ Λ7T ∗M7) .
(B.1.11)

Formally, N can be described via a series of exact sequences

0 Λ4T ∗M N ′ T ∗M 0 ,

0 T ∗M ⊗ Λ6T ∗M N ′′ N ′ 0 ,

0 Λ7T ∗M ⊗ Λ3T ∗M N ′′′ N ′′ 0 .

0 Λ7T ∗M ⊗ Λ6T ∗M N N ′′′ 0 .

(B.1.12)

Under E7(7)×R+, sections ofN transform in the 1332 representation. Their expression
in terms of the symmetric product of generalised vectors can be found in [63].

The simplest of the intermediate bundles appearing in (B.1.12) is N ′, whose type IIA
counterpart will be relevant for the scopes of this paper. This can be expressed as

N ′ ' T ∗M7 ⊕ Λ4T ∗M7 . (B.1.13)

Given a basis {ÊA}, A = 1, . . . , 56, for the generalised tangent bundle E, a section S
of N ′ has the form

S = SABÊA ⊗N ′ ÊB , (B.1.14)

where SAB are functions on the manifold and the map ⊗N ′ : E ⊗ E → N ′ is defined
by

V ⊗N ′ V ′ = (v yω′ + v′ yω) + (v yσ′ + v′ yσ − ω ∧ ω′) . (B.1.15)

We make this definition as it is the result of taking the E7(7)×R+ covariant projection
of V ⊗V ′ onto N (from [63]) and then projecting onto N ′ using the natural mappings
in (B.1.12). We stress that the sections of N ′ themselves do not transform in a definite
representation of E7(7) × R+.

We refer to [61] for a detailed discussion. Note that these bundle representations also

d E∗ adF N ⊂ S2E K ⊂ E∗ ⊗ adF

7 56−1 1330 + 10 1332 912−1

6 27−1 780 + 10 27′2 351′−1

5 16c−1 450 + 10 102 144c−1

4 10−1 240 + 10 5′2 40−1 + 15′−1

3 (3,2)−1 (8,1)0 + (1,3)0 + 10 (3′,1)2 (3′,2)−1 + (6,2)−1

Table B.1: Some generalised tensor bundles.

appear in the tensor hierarchy formulation of gauged supergravity [111, 187] and in
E11 dimensional reduction [188,189].
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B.1.1 Generalised Lie derivative

The Dorfman derivative is constructed as a generalisation of the Lie derivative,

(LV V
′)M = V N∂NV

′M − (∂ ×ad V )MNV
′N , (B.1.16)

Its expression for two generalised vectors is given in (3.3.17).

The action of the Dorfman derivative acting on an element of the adjoint can also be
constructed [61] and reads,

LVR = (Lvr + jαyjdω − 1
31αydω − jα̃yjdσ + 2

31α̃ydσ) + (Lvα̃)

+ (Lva+ r · dω − αydσ) + (Lvã+ r · dσ + dω ∧ a) + (Lvα− α̃ydω) .

(B.1.17)

The expression for the twisted Lie derivative is

LṼ Ã = LṽÃ+RLṼ · Ã , (B.1.18)

where RLṼ is a element in the adjoint representation of e7(7)×R+ explicitly given by

RLṼ = dω̃ − ιvF + dσ̃ − ιṽF̃ + ω̃ ∧ F . (B.1.19)

This coincides with the replacements rules given in (3.3.19).

B.2 Generalised geometry for type IIA from M-
theory reduction

We can now proceed and reduce the structures above to type IIA supergravity (in
string frame) on a six-dimensional manifoldM6. Consider M-theory exceptional gener-
alised geometry on a seven dimensional manifoldM7, then decomposing the E7(7)×R+

generalised tangent bundle E under the GL(6,R) structure group of M6, we get

E ' T ⊕ T ∗ ⊕ Λ5T ∗ ⊕ (T ∗ ⊗ Λ6T ∗)⊕ ΛevenT ∗ , (B.2.1)

where ΛevenT ∗ = R⊕Λ2T ∗⊕Λ4T ∗⊕Λ6T ∗ and each term in the direct sum is now on
M6. A section, transforming again in the fundamental of E7(7) × R+, can be written
as

V = v + λ+ σ + τ + ω , (B.2.2)

where ω = ω0 + ω2 + ω4 + ω6 is a poly-form in ΛevenT ∗.

The GL(6) decomposition of the adjoint bundle is

adF = R∆⊕Rφ⊕ (T ⊗T ∗)⊕Λ2T ⊕Λ2T ∗⊕Λ6T ⊕Λ6T ∗⊕ΛoddT ⊕ΛoddT ∗ , (B.2.3)

with generic section

R = l + ϕ+ r + β + b+ β̃ + b̃+ α+ a , (B.2.4)

where α = α1 + α3 + α5 ∈ ΛoddT and a = a1 + a3 + a5 ∈ ΛoddT ∗ are antisymmetric
poly-vectors and poly-forms, respectively.

Let us now derive the action of the adjoint of E7(7) ×R+ on a generalised vector and
the commutators of two adjoints in type IIA language. Denoting by z the coordinate
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along the seventh direction, a type IIA generalised vector is related to an M-theory
one as

vM = v + ω0∂z ,

ωM = ω2 − λ ∧ dz ,

σM = σ + ω4 ∧ dz ,

τM = τ ∧ dz + dz ⊗ (ω6 ∧ dz) ,

(B.2.5)

where, as in the main text, τ = τ1 ⊗ τ6 and the subscript M denotes the M-theory
quantities defined in section 3.3.1. Similarly, the M-theory adjoint (3.3.11) decomposes
as

lM = l − 1
3ϕ

aM = a3 + b ∧ dz

ãM = b̃+ a5 ∧ dz
αM = α3 + β ∧ ∂z
α̃M = β̃ + α5 ∧ ∂z

rM =

(
r + 1

3ϕ1 −α1

a1 −2
3ϕ

)
, (B.2.6)

where the identification lM = l − 1
3ϕ follows from the relation between the M-theory

and IIA warp factors ∆M = ∆IIA − 1
3φ.

Decomposing the M-theory adjoint action given in (B.1.5) yields the IIA adjoint action
on a generalised vector. Denoting this by V ′ = R · V , we have

v′ = lv + r · v − [αys(ω)]−1 − βyλ− β̃yσ , (B.2.7)

λ′ = lλ+ r · λ− vyb− [αys(ω)]1 − β̃yτ , (B.2.8)

σ′ = (l − 2ϕ)σ + r · σ + vyb̃− [ω ∧ s(a)]5 − βyτ , (B.2.9)

τ ′ = (l − 2ϕ)τ + r · τ + ja ∧ s(ω) + jb̃ ∧ λ− jb ∧ σ , (B.2.10)
ω′ = (l − ϕ)ω + r · ω + b ∧ ω + vya+ λ ∧ a+ βyω + αyσ + αyτ , (B.2.11)

where s is the sign operator s(ωn) = (−1)[n/2]ωn for ωn ∈ ΛnT ∗, and [. . .]p denotes the
form of degree p in the formal sum inside the parenthesis (by −1 we mean we pick the
vector component). The E7(7) subalgebra is specified by 1

2tr(r) = l−ϕ. In particular,
the O(6, 6) ⊂ E7 action is generated by r, b and β, also setting ϕ = −1

2tr(r) and all
other generators to zero.

Reducing the M-theory commutator (B.1.6) with the decomposition (B.2.6) we find
that the IIA adjoint commutator R′′ = [R,R′] reads

l′′ = −1
2(α1ya

′
1 − α′1ya1) + 1

2(α3ya
′
3 − α′3ya3)

− 1
2(α5ya

′
5 − α′5ya5) + (β̃′yb̃− β̃yb̃′) ,

(B.2.12a)

φ′′ = 3
2(α′1ya1 − α1ya

′
1) + 1

2(α3ya
′
3 − α′3ya3)− 1

2(α′5ya5 − α5ya
′
5)

− (βyb′ − β′yb) + (β̃′yb̃− β̃yb̃′) ,
(B.2.12b)

r′′ = [r, r′] + jα′1yja1 − jα1yja
′
1 + jα3yja

′
3 − jα′3yja3 − jα5yja

′
5 + jα′5yja5

+ jβyjb′ − jβ′yjb− jβ̃yjb̃′ + jβ̃′yjb̃+ 1
21(α′1ya1 − α1ya

′
1)

+ 1
21(α′3ya3 − α3ya

′
3) + 1

21(α′5ya5 − α5ya
′
5) + 1(β̃yb̃′ − β̃′yb̃) ,

(B.2.12c)

b′′ = r · b′ − r′ · b+ α1ya
′
3 − α′1ya3 − α3ya

′
5 + α′3ya5 , (B.2.12d)

b̃′′ = r · b̃′ − r′ · b̃− 2ϕb̃′ + 2ϕ′b̃+ a1 ∧ a′5 − a′1 ∧ a5 − a3 ∧ a′3 , (B.2.12e)

a′′ = r · a′ − r′ · a− ϕa′ + ϕ′a+ b ∧ a′ − b′ ∧ a+ βya′ − β′ya− αyb̃′ + α′yb̃ ,
(B.2.12f)
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β′′ = r · β′ − r′ · β + α′3ya1 − α3ya
′
1 − α′5ya3 + α5ya

′
3 , (B.2.12g)

β̃′′ = r · β̃′ − r′ · β̃ + 2ϕβ̃′ − 2ϕ′β̃ + α1 ∧ α′5 − α3 ∧ α′3 + α5 ∧ α′1 , (B.2.12h)

α′′ = r · α′ − r′ · α+ ϕα′ − ϕ′α+ β ∧ α′ − β′ ∧ α− αyb′ + α′yb

− β̃ya′ + β̃′ya .
(B.2.12i)

Next, we obtain the explicit expression for the Dorfman derivative between two type
IIA generalised vectors V and V ′. By plugging (B.2.5) into (3.3.17) we find:

LV V
′ =Lvv′ +

(
Lvλ′ − ιv′dλ

)
+
(
ιvdω

′
0 − ιv′dω0

)
+
(
Lvω′2 − ιv′dω2 − λ′ ∧ dω0 + ω′0dλ

)
+
(
Lvω′4 − ιv′dω4 − λ′ ∧ dω2 + ω′2 ∧ dλ

)
+
(
Lvω′6 − λ′ ∧ dω4 + ω′4 ∧ dλ

)
+
(
Lvσ′ − ιv′dσ + ω′0dω4 − ω′2 ∧ dω2 + ω′4 ∧ dω0

)
+
(
Lvτ ′ + jσ′ ∧ dλ+ λ′ ⊗ dσ + dω0 ⊗ ω′6 + jω′4 ∧ dω2 − jω′2 ∧ dω4

)
.

This expression can be cast in the more compact form given in (3.3.32).

Also the Dorfman derivative acting on a section of the adjoint bundle can be get by
the M-theory one using the reduction rules (B.2.5). This reads,

LVR =

(
−2

3
Lvϕ+

1

2
α1ydω0 −

2

3
βydλ+

2

3
β̃ydσ − 1

3
α3ydω2 −

1

3
α5ydω4

)
+

(
Lvϕ−

3

2
α1ydω0 + βydλ− β̃ydσ +

1

2
α3ydω2 +

1

2
α5ydω4

)
+
(
Lvr − [jαyjs(dω)]−1⊗1 + jβyjdλ− jβ̃yjdσ

+1

(
−1

3
Lvϕ+

1

2
[αys(dω)]0 + β̃ydσ

))
+ (Lvβ − α3ydω0 + α5ydω2)

+

(
Lvb− r · dλ−

1

3
ϕdλ+ α1ydω2 + α3ydω4

)
+
(
Lvβ̃

)
+

(
Lv b̃+ r · dσ +

1

3
ϕdσ + [α ∧ s(dω)]6

)
+
(
Lvα− β̃ydω + (α3 + α5)ydλ

)
+ (Lvα+ r · dω − αydσ + (α1 + α3) ∧ dλ+ b ∧ (dω0 + dω2)

+βy(dω2 + dω4)− ϕdω0 −
1

3
ϕdω2 +

1

3
ϕdω4

)
.

(B.2.13)

As in M-theory, the presence in type IIA of non-trivial gauge potentials leads to the
definition of a twisted generalised tangent bundle whose sections are related to (B.2.2)
by the twist (3.3.23). In order to derive the explicit form of the twist we need to
exponentiate the E7(7) adjoint action on a generalised vector (B.2.7) with l = ϕ = r =

β = β̃ = α = 0. This corresponds to exponentiating a nilpotent sub-algebra of the
e7(7) algebra, comprising precisely the form potentials of type IIA supergravity. We
find that the series expansion

V ′ = eR · V ≡ V +R · V + 1
2R · (R · V ) + . . . (B.2.14)
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truncates at fifth order, and is given by

v′ = v ,

λ′ = λ− ιvb ,

σ′ = σ + ιv b̃−
[
B(1) ∧ s(a) ∧ ω + B(2) ∧ s(a) ∧ ιva

]
5

+ a1 ∧ a3 ∧
(
λ− 1

3 ιvb
)
,

τ ′ = τ + jb̃ ∧
(
λ− 1

2 ιvb
)
− js(a) ∧

(
B(1) ∧ ω + B(2) ∧ (ιva+ λ ∧ a) + B(3) ∧ a ∧ ιvb

)
− jb ∧

(
σ + 1

2 ιv b̃− B
(2) ∧ s(a) ∧ ω − B(3) ∧ s(a) ∧ ιva+ 1

3a1 ∧ a3 ∧
(
λ− 1

4 ιvb
))
,

ω′ = eb ∧ ω + B(1) ∧ (ιva+ λ ∧ a) + B(2) ∧ a ∧ ιvb ,

where we introduced the shorthand notation,

B(1) =
eb − 1

b
= 1 + 1

2b+ 1
3!b ∧ b+ . . . , (B.2.15)

B(2) =
eb − 1− b
b ∧ b

= 1
2 + 1

3!b+ 1
4!b ∧ b+ . . . , (B.2.16)

B(3) =
eb − 1− b− 1

2b ∧ b
b ∧ b ∧ b

= 1
3! + 1

4!b+ 1
5!b ∧ b+ . . . . (B.2.17)

We can also reduce to type IIA the bundle N ⊂ S2E given in (B.1.11). In terms of
bundles on M6, we obtain

N ' R⊕ Λ4T ∗ ⊕ ΛoddT ∗ ⊕ Λ6T ∗ ⊕ (T ∗ ⊗ Λ5T ∗)⊕ (Λ2T ∗ ⊕ Λ6T ∗ ⊕ ΛoddT ∗)⊗ Λ6T ∗ .
(B.2.18)

The full N bundle in type IIA is described as a similar set of exact sequences to those
in M-theory (B.1.12). Again, these provide us with a natural projection onto a smaller
bundle N ′, which is isomorphic to

N ′ ' R⊕ Λ4T ∗ ⊕ ΛoddT ∗ , (B.2.19)

(note that this also includes Λ5T ∗ and thus it is not just the reduction of the M-theory
N ′ bundle given in (B.1.13)). Given a basis {ÊA}, A = 1, . . . , 56, for the generalised
tangent bundle E, a section S of N ′ has the form

S = SABÊA ⊗N ′ ÊB , (B.2.20)

where SAB are functions on the manifold and the map

⊗N ′ : E ⊗ E −→ N ′ (B.2.21)

is defined as

V ⊗N ′ V ′ =vyλ′ + v′yλ

+ vyσ′ + v′yσ + [ω ∧ s(ω′)]4
+ vyω′ + λ ∧ ω′ + v′yω + λ′ ∧ ω .

(B.2.22)

As for (B.1.15), this is the E7(7)×R+ covariant projection to N further projected onto
N ′.
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B.2.1 The split frame

As discussed in section 3.3.4, a convenient way to compute the generalised metric
is starting from the conformal split frame, namely a specific choice of frame on the
generalised tangent bundle (3.3.20). Here we derive the type IIA conformal split frame
by reducing the M-theory one given in [63]. The latter reads

EM â = e∆M

(
êâ + iêâA+ iêâÃ+ 1

2A ∧ iêâA

+ jA ∧ iêâÃ+ 1
6jA ∧A ∧ ιêâA

)
,

E âb̂M = e∆M

(
eâb̂ +A ∧ eâb̂ − jÃ ∧ eâb̂ + 1

2jA ∧A ∧ e
âb̂
)
,

E â1...â5
M = e∆M

(
eâ1...â5 + jA ∧ eâ1...â5

)
,

E â,â1...â7

M = e∆M eâ,â1...â7 ,

(B.2.23)

where ∆M is the M-theory warp factor and A and Ã are the three- and six-form
potentials of M-theory. êâ is a frame for TM7, eâ is the dual one and eâ1...âp =
eâ1 ∧ · · · ∧ eâp , and eâ,â1...â7 = eâ ⊗ eâ1...â7 . The index â goes from 1 to 7 and, not to
clutter the notation, we omitted the subscript M on êâ and eâ.

In reducing to type IIA, we decompose the M-theory potentials as

A = C3 −B ∧ dz , (B.2.24)

Ã = B̃ − 1
2C5 ∧ C1 + (C5 − 1

2B ∧ C3) ∧ dz , (B.2.25)

where z denotes again the circle direction along which we are reducing, and B, B̃ and
Ck are the IIA potentials. As already pointed out, the IIA and M-theory warp factors
are related by

∆M = ∆− φ/3 . (B.2.26)

To reduce the split frame (B.2.23), we also need to decompose the seven-dimensional
indices as â = (a, z) with a = 1, . . . , 6 and write the seven-dimensional frames as

êM â =

{
eφ/3(êa + Ca∂z) ,

e−2φ/3∂z ,
eâM =

{
e−φ/3ea ,

e2φ/3(dz − C1) ,
(B.2.27)

where êa and ea are basis for the IIA frame bundles and Ca denotes the components
of the one-form C1. The reduction gives

{ÊA} = {Êa} ∪ {Ea} ∪ {Ea1...a5} ∪ {Ea,a1...a6} ∪ {E} ∪ {Ea1a2} ∪ {Ea1...a4} ∪ {Ea1...a6} ,
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with

Êa = e∆
(
êa + ιêaB + e−B ∧ ιêa(C1 + C3 + C5) + ιêaB̃ + jB̃ ∧ ιêaB

− 1
2C1 ∧ ιêaC5 + 1

2C3 ∧ ιêaC3 − 1
2C5 ∧ ιêaC1 − 1

2jC5 ∧ ιêaC3

+1
2jB ∧ C3 ∧ ιêaC3 − 1

2jB ∧ C5 ∧ ιêaC1 − 1
2jB ∧ C1 ∧ ιêaC5

)
,

Ea = e∆
(
ea − e−B ∧ (C1 + C3 + C5) ∧ ea + jB̃ ∧ ea − C3 ∧ C1 ∧ ea

− jB ∧ C3 ∧ C1 ∧ ea + 1
2jC1 ∧ C5 ∧ ea − 1

2jC3 ∧ C3 ∧ ea

+ 1
2jC5 ∧ C1 ∧ ea

)
,

Ea1...a5 = e∆−2φ(ea1...a5 + jB ∧ ea1...a5) ,

Ea,a1...a6 = e∆−2φ(ea,a1...a6) ,

E = e∆−φ(e−B − C5 − jB ∧ C5

)
,

Ea1a2 = e∆−φ(e−B ∧ ea1a2 + C3 ∧ ea1a2 − jC5 ∧ ea1a2 + jB ∧ C3 ∧ ea1a2
)
,

Ea1...a4 = e∆−φ(e−B ∧ ea1...a4 − C1 ∧ ea1...a4

+jC3 ∧ ea1...a4 − jB ∧ C1 ∧ ea1...a4),

Ea1...a6 = e∆−φ(ea1...a6 − jC1 ∧ ea1...a6) .

(B.2.28)

These expressions can be summarised in the twist given in (3.3.55).

B.3 Twisted bundle and gauge transformations

In this section – closely following [12] – we show how one can derive the patching
conditions (3.3.25) of the generalised tangent bundle starting from the supergravity
gauge transformations. We will refer to (massive) type IIA generalised geometry,
however, the line of reasoning holds in general. The key requirement will be that
the generalised vector generates the diffeomorphism and gauge transformations that
act on the supergravity fields. We include the Romans mass in our computation, the
massless case simply follows by setting m = 0.

We start imposing that in each chart U covering the manifoldM6, a generalised vector
V generates a diffeomorphism and gauge transformation of the type IIA supergravity
potentials:

δVB = LvB − dλ ,

δV C = LvC − eB ∧ (dω −mλ) ,

δV B̃ = LvB̃ − (dσ +mω6)− 1
2

[
eB ∧ (dω −mλ) ∧ s(C)

]
6
,

(B.3.1)

where all the fields are defined on U . In these expressions, the diffeomorphism along
a generic vector v is generated by the ordinary Lie derivative Lv, while the remaining
terms correspond to the supergravity gauge transformation.

We next require that the generalised diffeomorphism (B.3.1) be globally well-defined.
This means that on the intersection of a patch Uα with another patch Uβ, the new
field configuration defined by (B.3.1) is patched in the same way as the original one,
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so as to preserve the global structure (which cannot be changed by an infinitesimal
transformation). The patching conditions for the gauge potentials on Uα ∩ Uβ are
given by the gauge transformation of the supergravity fields. At the linearised level,
these read

B(α) = B(β) + dΛ(αβ) ,

C(α) = C(β) + eB(β) ∧ (dΩ(αβ) −mΛ(αβ)) ,

B̃(α) = B̃(β) + dΛ̃(αβ) +mΩ6(αβ) + 1
2

[
eB(β) ∧ (dΩ(αβ) −mΛ(αβ)) ∧ s(C(β))

]
6
,

(B.3.2)

where the labels (α) and (β) indicate fields on Uα and Uβ, respectively, while (αβ)
denotes a field defined just on Uα ∩ Uβ. Note that these gauge transformations have
the opposite signs with respect to those in (B.3.1), as that equation describes an
active transformation which shifts the field configuration to a physically equivalent
one; contrastingly, equation (B.3.2) describes a patching relation needed to define the
fields on the whole manifold, similar to coordinate invariance in general relativity,
which is a passive transformation.

From (B.3.2) we construct the corresponding finite transformation. Its form is not
uniquely determined, since it depends on the order one chooses for the exponentiation
of the infinitesimal transformations. We choose to exponentiate first the action of the
RR transformation with parameter Ω, then the NSNS transformation by Λ and finally
the one by Λ̃. This gives:

B(α) = B(β) + dΛ(αβ) ,

C(α) = C(β) + eB(β)+dΛ(αβ) ∧ dΩ(αβ) −meB(β) ∧ Λ(αβ) ∧
(
edΛ−1

dΛ

)
(αβ)

,

B̃(α) = B̃(β) + dΛ̃(αβ) +mΩ6 (αβ) + 1
2mΛ(αβ) ∧

[
e−B(β) ∧

(
e−dΛ−1

dΛ

)
(αβ)
∧ C(β)

]
5

+ 1
2

[
dΩ(αβ) ∧ eB(β)+dΛ(αβ) ∧ s(C(β))−m dΩ(αβ) ∧ Λ(αβ) ∧

(
edΛ−1

dΛ

)
(αβ)

]
6
,

(B.3.3)

where we used the shorthand notation

e±dΛ−1
dΛ = ±1 + 1

2dΛ± 1
3!dΛ ∧ dΛ + . . . . (B.3.4)

Imposing that the new field configurations (B.3.1) in two overlapping patches Uα and
Uβ are still related in the intersection Uα ∩ Uβ by the transformation (B.3.3), and
working to first order in the components of V , we obtain

δV(α)
B(α) = δV(β)

B(β) ,

δV(α)
C(α) = δV(β)

C(β) + eB(β)+dΛ ∧ δV(β)
B(β) ∧ dΩ

−meB(β) ∧ δV(β)
B(β) ∧ Λ ∧

(
edΛ−1

dΛ

)
,

δV(α)
B̃(α) = δV(β)

B̃(β)

+ 1
2mΛ ∧

[
e−B(β) ∧

(
e−dΛ−1

dΛ

)
∧ (δV(β)

C(β) − δV(β)
B(β) ∧ C(β))

]
5

+ 1
2

[
dΩ ∧ eB(β)+dΛ ∧

(
s(δV(β)

C(β)) + δV(β)
B(β) ∧ s(C(β))

)]
6
,

(B.3.5)

where for ease of notation we are omitting the label (αβ) on Λ, Λ̃ and Ω. This equation
can be solved to give relations between the components of V(α) and V(β). Also requiring
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that these relations are linear in V(α) and V(β), we obtain the following patching rules
for the generalised vector:

v(α) = v(β) ,

λ(α) = λ(β) + ιv(β)
dΛ ,

σ(α) = σ(β) + ιv(β)
(dΛ̃ +mΩ6) + dΩ0 ∧ dΩ2 ∧ (λ(β) + ιv(β)

dΛ)

−
[
s(dΩ) ∧

(
e−dΛ ∧ ω(β) +m

(
e−dΛ−1

dΛ

)
∧ (ιv(β)

Λ + λ(β) ∧ Λ)
)]

5

+
[

1
2s(dΩ) ∧ ιv(β)

dΩ
]
5

−
[
m
(
e−dΛ−1

dΛ

)
∧ Λ ∧ ω(β) +m2

(
e−dΛ−1+dΛ

dΛ∧dΛ

)
∧ Λ ∧ ιv(β)

Λ
]
5
,

ω(α) = e−dΛ ∧ ω(β) + ιv(β)
dΩ + (λ(β) + ιv(β)

dΛ) ∧ dΩ

+m
(
e−dΛ−1

dΛ

)
∧ (ιv(β)

Λ + λ(β) ∧ Λ) +m
(
e−dΛ−1+dΛ

dΛ∧dΛ

)
∧ Λ ∧ ιv(β)

dΛ .

Settingm = 0, these terms match precisely those following from (3.3.25) for the patch-
ing of the twisted generalised tangent space relevant to massless type IIA. Keeping
m 6= 0, we recover the corresponding terms of equation (3.3.35).

Note however that by this procedure, one can construct the full twisted bundle E only
for compactifications on manifolds Md of dimension d ≤ 5. Indeed, one can directly
deduce the patching of the differential form parts of the generalised vector (which
form a section of the bundle E′ in (3.3.22)), but not the dual graviton charge, as there
is no known treatment of the (non-linear) gauge transformations of the dual graviton
field in an arbitrary background. One can nevertheless infer the transformation of the
τ component of the generalised vector by insisting that the patching is an Ed+1(d+1)

adjoint action. In particular, for m = 0 this yields:

τ(α) =τ(β) + jdΛ ∧ σ(β) + jdΛ̃ ∧ (λ(β) + ιv(β)
dΛ)

− js(dΩ) ∧
(
e−dΛ ∧ ω(β) + 1

2 ιv(β)
dΩ + 1

2(λ(β) + ιv(β)
dΛ) ∧ dΩ

)
.

B.4 Exceptional tangent bundle as extension of
O(d, d) generalised geometry

As for the previous section, we stick with type IIA for concreteness, but the way of
proceeding can be easily extended to type IIB.

In the formulae for exceptional generalised geometry for (massive) type IIA, one can
identify combinations of terms familiar from Hitchin’s generalised geometry [57, 58].
We devote this section to showing how the exceptional generalised tangent space
can be formulated as an extension of that introduced by Hitchin, by O(d, d) × R+

tensor bundles. This clarifies how exceptional geometry constructions like the Dorfman
derivative (3.3.37), are built out of objects and operators naturally associated to these
O(d, d)× R+ generalised geometric bundles.

Recall that Hitchin’s generalised tangent space [57, 58], which we denote by E′, has
the structure of the extension (3.2.1),

0 T ∗M E′ TM 0 .i π

B

(B.4.1)
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The supergravity B-field (red arrow in the (B.4.1)) provides a splitting of the sequence
and thus an isomorphism

E′ ∼= T ⊕ T ∗ . (B.4.2)

As in [190], we will view E′ as an O(d, d) × R+ vector bundle with zero R+-weight.
We normalise the R+ weight by fixing the line bundle L ∼= ΛdT ∗ to have unit weight.
The spinor bundles associated to E′ with weight 1

2 , denoted S±(E′) 1
2
, can then be

represented as local polyforms

S±(E′) 1
2

∼= Λeven/oddT ∗ , (B.4.3)

while (in six dimensions) there is also an isomorphism

E′ ⊗ L ∼= Λ5T ∗ ⊕ (T ∗ ⊗ Λ6T ∗) . (B.4.4)

The bundles S±(E′) 1
2
and E′ ⊗ L are themselves naturally formed from extensions,

and the isomorphisms (B.4.3) and (B.4.4) are also provided by the supergravity B
field.

The (massive) type IIA exceptional generalised tangent space E then fits into the
exact sequences

0 S+(E′) 1
2

E′′ E′ 0 ,

0 E′ ⊗ L E E′′ 0 .

π′

(B.4.5)

These give us a mapping

π′ : E E′

V X = v + λ ,
(B.4.6)

which serves as an analogue of the anchor map when viewing the exceptional gener-
alised tangent space E as an extension of E′.

Some useful O(d, d) × R+ covariant maps can be defined as follows. First, given a
section b̃ ∈ L, one has the mapping

b̃ : E′ E′ ⊗ L

v + λ iv b̃− λ⊗ b̃ .
(B.4.7)

There is also a natural derivative

der : E′ ⊗ L L

X̃ = σ + τ 〈der, X̃〉 = dσ ,

(B.4.8)

which is the analogue of the (covariant) divergence of a vector density in Riemannian
geometry, and a covariant pairing of spinors of opposite chirality

〈(. . . ),Γ(1)(. . . )〉 : S+(E′) 1
2
⊗ S−(E′) 1

2
−→ E′ ⊗ L

〈ω,Γ(1)θ〉 = −[s(ω) ∧ θ]5 − [js(ω)∧θ]1,6 .
(B.4.9)
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The supergravity fields1 A and B̃ are naturally collections of local sections of S−(E′) 1
2

and L respectively, patched by the relevant supergravity gauge transformations. These
provide splittings of the sequences (B.4.5) and thus an isomorphism

E ∼= E′ ⊕ S+(E′) 1
2
⊕ (E′ ⊗ L)

V 7→ X̃ + ω̃ +
˜̂
X

(B.4.10)

which is given explicitly in terms of the maps above as

X̃ = X

ω̃ = ω −X ·A
˜̂
X = X̃ − B̃ ·X − 〈ω − 1

2X ·A,Γ
(1)A〉

(B.4.11)

where X ·A is the Clifford product.

Let us now show how to write the massless type IIA Dorfman derivative (3.3.32) in
terms of natural operations in O(d, d) × R+ generalised geometry. Denote by X =
π′(V ) = v + λ and X ′ = π′(V ′) = v′ + λ′ the projections of the generalised vectors V
and V ′ onto E′ using the mapping (B.4.6). The vector and one-form parts of (3.3.32)
correspond to the O(d, d) Dorfman derivative LXX ′ = Lvv′ + (Lvλ′ − ιv′dλ) (3.2.49),
so that one has π′(LV V ′) = Lπ′(V )π

′(V ′). This is reminiscent of the situation for the
usual anchor map π : E → TM , which satisfies π(LV V

′) = Lπ(V )π(V ′) so that the
Dorfman derivative descends to the Lie derivative. Here, the mapping π′ preserves
the Dorfman derivative structure. We remark that the map π′ and the Dorfman
derivatives can be viewed as providing a generalisation of the notion of an algebroid,
where one replaces the tangent bundle with Hitchin’s generalised tangent bundle.

The poly-forms ω and ω′ are local sections of the O(6, 6) spinor bundle S+(E′) 1
2
, and

these are treated in an O(6, 6)-covariant way in (3.3.32). Indeed, LXω′ = (Lv+dλ∧)ω′

is a spinorial Lie derivative in O(d, d) generalised geometry, while (ιv + λ∧)dω is the
Clifford action of the O(6, 6) generalised vector X on dω.

In six dimensions, the last two parts σ and τ form a local section X̃ of E′ ⊗ L as
in (B.4.4). We see that the O(d, d)× R+ Dorfman derivative LXX̃ ′ = Lvσ′ + Lvτ ′ +
jσ′ ∧ dλ accounts for some of the terms involving these in LV V ′. From (B.4.8), one
can write dσ = 〈der, X〉, a section of L, which can act on X ′ via the map (B.4.7), to
give 〈der, X〉(X ′) = iv′dσ − λ′ ⊗ dσ. Finally, the exterior derivative gives the natural
O(d, d)×R+ Dirac operator S+(E′) 1

2
→ S−(E′) 1

2
and the pairing between ω′ and dω

in the first and second lines of (3.3.32) is the O(6, 6)×R+ invariant given in (B.4.9).

Putting all of this together, we can write the Dorfman derivative in terms of O(d, d)×
R+ objects as

LV V
′ = LXX

′ + (LXω
′ −X ′ · dω) + (LXX̃

′ − 〈der, X̃〉(X ′)− 〈ω′,Γ(1)dω〉) . (B.4.12)

This can be easily enhanced to include the mass terms in (3.3.37). The mass can be
viewed as a local section of the spinor bundle S+(E′) 1

2

∼= ΛevenT ∗ and we can write
the massive version of (B.4.12) as

LV V
′ = LXX

′ +
[
LXω

′ −X ′ · (dω −X ·m)
]

+
[
LXX̃

′ −
(
〈der, X̃〉+ 〈ω,m〉

)
(X ′)− 〈ω′,Γ(1)(dω −X ·m)〉

]
.

(B.4.13)

1In this appendix we use the A-basis for the RR fields as we wish for the B field to appear purely
in the twisting of the O(d, d) bundles in (B.4.5) and not in defining the isomorphism (B.4.10).
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Finally, we remark that the projected generalised metric appearing in (3.3.64) is
formalised by the construction of this appendix as H−1 ∈ S2(E′), which is the
image of the exceptional generalised metric G−1 ∈ S2(E) in the anchor-like map-
ping π′ : E → E′ from (B.4.6). This is much like the first line of (3.3.56), where
e2∆g−1 ∈ S2(TM) is seen to be the image of G−1 in the anchor map π : E → TM .

B.5 Generalised geometry for type IIB

We have seen in the main text that the generalised tangent bundle has sections trans-
forming in the fundamental of Ed+1(d+1) ×R+. On a d-dimensional manifold it reads

E ∼= TM ⊕ T ∗M ⊕ (T ∗M ⊕ Λ3T ∗M ⊕ Λ5T ∗M)⊕ Λ5T ∗M ⊕ (T ∗M ⊗ Λ6T ∗M)

∼= TM ⊕ (T ∗M ⊗ S)⊕ Λ3T ∗M ⊕ (Λ5T ∗M ⊗ S)⊕ (T ∗M ⊗ Λ6T ∗M) ,

where S transforms as a doublet of SL2. Formally it is defined by the series of short
exact sequences,

0 T ∗M E′′′ TM 0 ,

0 ΛoddT ∗M E′′ E′′′ 0 ,

0 Λ5T ∗M E′ E′′ 0 .

0 T ∗M ⊗ Λ6T ∗M E E′ 0 .

(B.5.1)

analogously to the type IIA case. The sequences are split by maps living in the adjoint
bundle,

ad F̃ =R⊕ (TM ⊗ T ∗M)⊕ (S ⊗ S∗)0 ⊕ (S ⊗ Λ2TM)⊕ (S ⊗ Λ2T ∗M)

⊕ Λ4TM ⊕ Λ4T ∗M ⊕ (S ⊗ Λ6TM)⊕ (S ⊗ Λ6T ∗M) ,
(B.5.2)

where the subscript on (S⊗S∗)0 denotes the traceless part. We write adjoint sections
as in (3.3.48),

R = l + r + a+ βi +Bi + γ + C + α̃i + ãi . (B.5.3)

Taking {êa} to be a basis for TM with a dual basis {ea} on T ∗M , one can define a
natural gld action on tensors.

The ed+1(d+1) subalgebra is generated by setting l = raa/(8−d). This fixes the weight
of generalised tensors under the R+ factor, so that a scalar of weight k is a section of
(detT ∗M)k/(8−d)

1k ∈ Γ
(

(detT ∗M)k/(8−d)
)
. (B.5.4)

We define the adjoint action of R ∈ Γ(ad F̃ ) on V ∈ Γ(E) to be V ′ = R · V . Then,
the components of V ′ are

v′ = lv + r · v + γyρ+ εijβ
iyλj + εijα̃

iyσj ,

λ′i = lλi + r · λi + aijλ
j − γyσi + vyBi + βiyρ− α̃iyτ,

ρ′ = lρ+ r · ρ+ vyC + εijβ
iyσj + εijλ

i ∧Bj + γyτ,

σ′i = lσi + r · σi + aijσ
j − C ∧ λi + ρ ∧Bi + βiyτ + vyãi,

τ ′ = lτ + r · τ + εijjλ
i ∧ ãj − jρ ∧ C − εijjσi ∧Bj .

(B.5.5)
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In addition, one defines the adjoint action of R on R′ to be the commutator R′′ =
[R,R′]. As consequence, the components of R′′ are

l′′ = 1
2(γyC ′ − γ′yC) + 1

4εkl(β
kyB′l − β′kyBl) + 3

4εij(α̃
iyã′j − α̃′iyãj) ,

r′′ = (r · r′ − r′ · r) + εij(jβ
iyjB′j − jβ′iyjBj)− 1

41εkl(β
kyB′l − β′kyBl)

+ (jγyjC ′ − jγ′yjC)− 1
21(γyC ′ − γ′yC)

+ εij(jα̃
iyjã′j − jα̃′iyjãj)− 3

4εij(α̃
iyã′j − α̃′iyãj) ,

a′′ij = (a · a′ − a′ · a)ij + εjk(β
iyB′k − β′iyBk)− 1

2δ
i
jεkl(β

kyB′l − β′kyBl)

+ εjk(α̃
iyã′k − α̃′iyãk)− 1

2δ
i
jεkl(α̃

kyã′l − α̃′kyãl) ,
β′′i = (r · β′i − r′ · βi) + (a · β′ − a′ · β)i − (γyB′i − γ′yBi)− (α̃iyC ′ − α̃′iyC) ,

B′′i = (r ·B′i − r′ ·Bi) + (a ·B′ − a′ ·B)i + (βiyC ′ − β′iyC)− (γyã′i − γ′yãi) ,
γ′′ = (r · γ′ − r′ · γ) + εijβ

i ∧ β′j + εij(α̃
iyB′j − α̃′iyBj) ,

C ′′ = (r · C ′ − r′ · C)− εijBi ∧B′j + εij(β
iyã′j − β′iyãj) ,

α̃′′i = (r · α̃′i − r′ · α̃i) + (a · α̃′ − a′ · α̃)i − (βi ∧ γ′ − β′i ∧ γ) ,

ã′′i = (r · ã′i − r′ · ãi) + (a · ã′ − a′ · ã)i + (Bi ∧ C ′ −B′i ∧ C) .

(B.5.6)

The generalised Lie derivative is defined in (3.3.15). The twisted Dorfman derivative
on a generic tensor can be written as

LṼ α̃ = Lṽα̃−RLṼ · α̃ , (B.5.7)

where RLṼ is the adjoint element

RLṼ = dλ̃i − ιṽF i + dρ̃− ιṽF − εij λ̃i ∧ F j + dσ̃i + λ̃i ∧ F − ρ̃ ∧ F i . (B.5.8)

Thus, its action on a generic adjoint element R reads

LVR =(Lvl + 1
2γydρ+ 1

4εklβ
kydλl + 3

4εklα̃
kydσl)

+ (Lvr + jγyjdρ− 1
21γydρ+ εijjβ

iyjdλj − 1
41εklβ

kydλl

+ εijjα̃
iyjdσj − 3

41εklα̃
kydσl)

+ (Lvaij + εjkβ
iydλk − 1

2δ
i
jεklβ

kydλl + εjkα̃
iydσk − 1

2δ
i
jεklα̃

kydσl)

+ (Lvβi − γydλi − α̃iydρ)

+ (LvBi + r · dλi + aijdλ
j + βiydρ− γydσi)

+ (Lvγ + εijα̃
iydλj)

+ (LvC + r · dρ+ εijdλ
i ∧Bj + εijβ

iydσj) + (Lvα̃i)
+ (Lvãi + r · dσi + aijdσ

j − dλi ∧ C +Bi ∧ dρ) .

(B.5.9)

For E5(5), we also need the vector bundle transforming in the 102 representation of
Spin5, 5× R+. We define this bundle as

N ' S ⊕ Λ2T ∗M ⊕ S ⊗ Λ4T ∗M. (B.5.10)

We write sections of the N bundle as

Q = mi + n+ pi, (B.5.11)
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where mi ∈ Γ(S), n ∈ Γ(Λ2T ∗M) and pi ∈ Γ(S ⊗ Λ4T ∗M). We define the adjoint
action of R ∈ Γ(ad F̃ ) on Q ∈ Γ(N) to be Q′ = R ·Q, with components

m′i = 2lmi + aijm
j + βiyn− γypi,

n′ = 2ln+ r · n+ εijβ
iypj + εijm

iBj ,

p′i = 2lpi + r · pi + aijp
j +Bi ∧ n−miC.

(B.5.12)

Using 16c × 10→ 16, we define a projection to E as

×E : E∗ ⊗N → E . (B.5.13)

Explicitly, as a section of E, this allows us to define

dQ := ∂ ×E Q = dmi + dn . (B.5.14)

Analogously to the O(d, d) η metric, in Ed(d) geometry one has several invariants.

The quadratic invariant for E5(5) is

ζ(Q,Q) = εijm
ipj − 1

2n ∧ n . (B.5.15)

The cubic invariant for E6(6) is

c(V, V, V ) = −1
2(ıvρ ∧ ρ+ εijρ ∧ λi ∧ λj − 2εijıvλ

iσj) . (B.5.16)

Finally, the symplectic invariant for E7(7) is

s(V, V ′) = −1
4

(
(ιvτ

′ − ιv′τ) + εij(λ
i ∧ σ′j − λ′i ∧ σj)− ρ ∧ ρ′

)
. (B.5.17)

The ed+1(d+1) Killing form is given by the trace operator

tr(R,R′) =1
2

(
1

8−d tr(r) tr(r′) + tr(rr′) + tr(aa′) + γyC ′ + γ′yC

+ εij(β
iyB′j + β′iyBj) + εij(α̃

iyã′j + α̃′iyãj)
)
.

(B.5.18)

B.6 Type IIB parallelisation on S3

In this appendix, we present a parallelisation of the type IIB generalised tangent
bundle on S3 which satisfies an SO(4) gauge algebra. A consistent truncation of type
IIB supergravity on S3 down to SO(4) maximal supergravity in seven dimensions has
recently been worked out in [112] adopting an exceptional field theory approach. This
was related to the S3 reduction of massless type IIA by an external automorphism of
SL(5) exchanging the 10 ⊂ 15 and the 10′ ⊂ 40′ representations. Here we show that
this type IIB truncation can also be understood in terms of generalised parallelisations.

The type IIB generalised tangent bundle E on a three-dimensional manifold M3 is

E ∼= T ⊕ T ∗ ⊕ T ∗ ⊕ Λ3T ∗ , (B.6.1)

and has structure group E4(4)×R+ ∼= SL(5,R)×R+. A generalised vector transforms
in the 101 representation and can be written as

V = v + λ+ ρ+ ζ ,



Exceptional Generalised Geometry 139

where v ∈ T , λ ∈ T ∗, ρ ∈ T ∗, and ζ ∈ Λ3T ∗. The relevant Dorfman derivative can be
obtained by truncating to three dimensions the type IIB, five-dimensional Dorfman
derivative given in [80,81]. This yields

LV V
′ =Lvv′ +

(
Lvλ′ − ιv′dλ

)
+
(
Lvρ′ − ιv′dρ

)
+
(
Lvζ ′ + dλ ∧ ρ′

)
.

(B.6.2)

As in the type IIA example discussed in section 4.4.2, we decompose the generalised
frame ÊIJ , I, J = 1, . . . , 5, under SL(4,R) as {Eij , Ei5}, with i = 1, . . . , 4. Then we
define a generalised parallelisation on S3 as

ÊIJ =

{
Êij = vij + ρij + ιvij

◦
B ,

Êi5 = Rdyi + yi
◦

vol3 +Rdyi∧
◦
B ,

(B.6.3)

with
ρij =

◦∗ (R2dyi ∧ dyj) = Rεijkl y
kdyl . (B.6.4)

Here, Êij parallelises T ⊕ T ∗, that is the part of the generalised tangent bundle com-
mon to type IIA, while Êi is a parallelisation on the complement T ∗ ⊕ Λ3T ∗. As in
section 4.4.2, the background two-form potential

◦
B is chosen such that

◦
H = d

◦
B =

2

R

◦
vol3 (B.6.5)

(we could also have twisted by a background RR two-form potential
◦
C2).

Evaluating the Dorfman derivative on the frame (B.6.3), we obtain

Êkl = 2R−1
(
δi[kÊl]j − δj[kÊl]i

)
,

Êk5 = −2R−1δk[iÊj]5 ,

Êkl = 0 ,

Êk5 = 0 ,

(B.6.6)

which corresponds to an SO(4) frame algebra.2 This is consistent with the SO(4)
gauging of D = 7 maximal supergravity originally discussed in [131]. To see this, it
is convenient to dualise Êij to Ẽij = 1

2εij
klÊkl. Also renaming Ẽi5 = Êi5, the frame

algebra now reads
L
ẼII′

ẼJJ ′ = −X[II′][JJ ′]
[KK′]ẼKK′ , (B.6.7)

with

X[II′][JJ ′]
[KK′] = −4 ε5II′L[Jw

L[Kδ
K′]
J ′] , wIJ =

1

2R
diag

(
1, 1, 1, 1, 0

)
, (B.6.8)

which matches the embedding tensor given in [131] for the SO(4) gauging.

2This is the same algebra satisfied by the massive IIA generalised parallelisation on S3 discussed
in section 4.4.2 (cf. eq. (4.4.102)) – however in that case the parallelisation fails to be an SL(5) frame.
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Résumé

Cette thèse traite de compactifications avec flux en théorie des cordes et supergravité.
D’abord, nous étudions les reductions dimensionnelles des théories de type II et de supergravité en onze
dimensions, en utilisant la géométrie généralisée exceptionnelle.
Nous commençons par l’introduction des techniques mathématiques necessaire à cette thèse, nous nous
concentrons sur les G-structures et leur extension à la géométrie généralisée.
Après, nous passons à discuter les compactifications à proprement parler. Précisément, nous nous con-
centrons sur type IIA, en construisant la version de la géométrie généralisée exceptionnelle décrivant cette
supergravité et en trouvant les deformations de la dérivé de Lie généralisée correctes qui permettre de
tenir compte et décrire correctement la mass de Romans. Nous présentons la méthode de Scherk-Schwarz
généralisée qui nous permettre de trouver des ansatze consistants qui préservent la quantité maximale
de supersymétrie. Aussi, nous appliquons cette méthode à des examples différents des truncations sur
les spheres, nous sommes capables de reproduire l’ansatz sur la sphere six-dimensionnelle et le tensor
d’imbrication, qui nous donne une supergravité jaugée ISO(7) dyoniquement en quatre dimensions. Pour
des spheres de dimension d = 2, 3, 4, nous trouvons une obstruction à avoir des parallelisations généralisées
dans les cas massifs. Ceci donne une indication du fait que des reductions dimensionnelles en presence de
mass de Romans peut pas exister.
En outre, nous étudions les calibrations générales sur des backgrounds AdS en type IIB et M-théorie. Nous
établissons que elles sont décrites par les structures de Sasaki-Einstein exceptionnelles, et nous focalisons
notre attention sur les vectors de Reeb généralisés. Les inégalités pour la limite sur l’énergie peuvent être
dérivées par la decomposition de la condition donnée par la symétrie κ ou dans la même façon, par la
decomposition des bilinéaires des champs spinoriels existants en literature. Nous expliquons comme la
fermeture des formes de calibration est liée à l’integrabilité de la structure de Sasaki-Einstein exception-
nelle décrivant le background. En particulier, nous faisons ça pour des branes remplissants l’espace ou
ponctuelles. En faisant ça, nous montrons que la partie de forme du vector twisté en M-théorie donne
les correctes calibrations généralisées. Le cas au sujet des background en type IIB donne des résultats
analogues.

Abstract

The main topic of this thesis are flux compactifications.
Firstly, we study dimensional reductions of type II and eleven-dimensional supergravities using exceptional
generalised geometry.
We start by presenting the needed mathematical tools, focusing on G-structures and their extension to
generalised geometry.
Then, we move our focus on compactifications. In particular, we mainly focus on type IIA, building the
version of exceptional generalised geometry adapted to such supergravity and finding the right deformations
of generalised Lie derivative to accomodate the Romans mass. We describe the generalised Scherk-Schwarz
method to find consistent truncation ansatze preserving the maximal amount of supersymmetry. We apply
such a method to several examples of truncations on spheres, we reproduce the truncation ansatz on S6 and
the embedding tensor leading to dyonically gauged ISO(7) supergravity in four dimensions. For spheres of
dimension d = 2, 3, 4, we find an obstruction to have generalised parallelisations in massive theory, giving
the evidence that maximally supersymmetric reductions might not exist.
As further point, we study generalised calibrations on AdS backgrounds in type IIB and M-theory. We find
these are described by Exceptional Sasaki-Einstein structures and we place the focus on the generalised
Reeb vectors. The inequalities for the energy bound are derived by decomposing a κ-symmetry condition
and equivalently, bispinors in calibration conditions from existing literature. We explain how the closure of
the calibration forms is related to the integrability conditions of the Exceptional Sasaki-Einstein structure,
in particular for AdS space-filling or point-like branes. Doing so, we show that the form parts of the twisted
vector structure in M-theory provides the expected generalised calibrations. The IIB case yields similar
results.


