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Abstract
A Measurement of Bottom Quark—Antiquark Azimuthal Production
Correlations in Proton-Antiproton Collisions at /s = 1.8 TeV
by
Anthony Allen Affolder
Doctor of Philosophy in Physics
University of California, Berkeley

Professor Marjorie D. Shapiro, Chair

I report on a measurement of bb azimuthal angular correlations in pp collisions at
V/5=1.8 TeV using an integrated luminosity of 86.5 & 3.5 pb~!. The event topology used
in this measurement is b — J/1¥X;b — ¢X' where £ can be an electron or muon identi-
fied with soft lepton algorithms. The bb purity as a function of A¢?/%#* is determined by
fitting the decay length of the .J/¢ and the impact parameter of the soft lepton simulta-
neously. The fraction of bb pairs measured in the same azimuthal hemisphere (froward) 18
19.21“2:‘3 fg:g% and 34.51“2:3 fg:?% for the electron and muon samples, respectively. The
first uncertainty is the error returned from the log-likelihood fit, and the second uncertainty
is due to the systematic uncertainties in the impact parameter-cr shapes of the signal and
backgrounds. The measurements, corrected to bottom quark kinematics, are consistent
with both leading-log [40] and next-to-leading order [24] QCD predictions. This result is
the first measurement of bb production correlations at a hadron collider with no mass or

explicit angular requirements on the bb pair.

Chair Date
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Chapter 1

Introduction

1.1 Standard Model

The Standard Model of particle physics is the current theory of the interactions of
fundamental particles. The model has been extremely successful; (almost) all experimental
measurements are consistent within the model and measurement uncertainties. Within
the Standard Model, matter consists of fermions with spin %h. The four forces of nature
(strong, weak, electro-magnetic, and gravity) are mediated by integral-spin gauge bosons.
For each fundamental particle, an antiparticle exists with opposite quantum numbers, such
as electrical charge.

Two types of fundamental fermions exist in the Standard Model, leptons and quarks.
There are three generations of leptons, each of which consists of a charged particle (electron,
muon, or tau) and a neutral partner (electron, muon, and tau neutrinos). The generations
are arranged by a mass hierarchy, whose source is as of yet unknown. Leptons only interact
by the electroweak and gravitational forces.

In an analogous manner, three generations of quarks exist. Each generation consists
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Leptons Quarks
Flavor Mass (GeV) | Charge Flavor Mass(GeV) | Charge

Electron (e) | 0.000511 -1 Up (u) 0.003 2/3
Ve ~0 0 Down (d) 0.006 -1/3
Muon () 0.106 -1 Charm (c) 1.3 2/3
Vi ~0 0 Strange (s) 0.1 -1/3

Tau (7) 1777 1 Top (t) 175 2/3
vy ~0 0 Bottom (s) 4.3 -1/3

Table 1.1: Fundamental fermions in the Standard Model.

Name Mass (GeV) | Charge | Force Carried Particles Effected
Graviton 0 0 Gravitation All
Photon () 0 0 Electro-magnetic All charged
w+ 80.4 +1 Weak Quarks and Leptons
W= 80.4 -1 Weak Quarks and Leptons
70 91.2 0 Weak Quarks and Leptons
gluon (g) 0 0 Strong Quarks and Gluons
Higgs (HY) > 114 0 All massive particles

Table 1.2: Fundamental bosons in the Standard Model.

of a charge +2/3 quark (up, charm, and top) and charge -1/3 quark (down, strange,
and bottom). Quarks carry ’color’ as well as charge and therefore can interact via the
strong force as well as the electroweak and gravitational forces. Table 1.1 summarize the
characteristics of the fundamental fermions in the Standard Model.

Gravity has yet to incorporated in the Standard Model as a quantized theory. Gravi-
tation is assumed to be mediated by a massless spin 2A particle. The photon is the spin
1A gauge boson which mediates the electro-magnetic force. The weak force is carried by 3
massive spin 17 bosons, the W+, W~ and Z°. The strong interaction is transmitted by
8 ’colored’, spin 1% gluons. Finally, the Higgs Boson (H?) is believed to be the source of
electroweak symmetry breaking and mass. The Higgs boson has yet to be seen. Table 1.2

summarizes the fundamental bosons in the Standard Model.



1.1.1 Strong interaction (QCD)

Quantum Chromodynamics (QCD) [1], the model of the strong interaction within the
Standard Model, is a non-Abelian SU(3) gauge theory. The charge within QCD is ’color’;
each quark has 3 possible colors, and gluons, the force carrier in QCD, have 8 different
possible colors. As gluons carry color, gluons can self-couple, unlike photons in QED.
Self-coupling of gluons leads to two phenomena in QCD: asymptotic freedom and color
confinement. Asymptotic freedom refers to the weakening of strong coupling at small
distances (high momentum transfer). Quarks are surrounded by ’cloud’ with virtual gluons
and quarks. Because gluons can split into gluon pairs, the color charge of the cloud is
preferentially the color of the quark. Thus as the quark is probed at smaller distances, less
of the color charge of the virtual particles is seen, eventually leaving only the bare color
charge of the quark. Therefore, the theory has a small coupling at small distance scales.

Color confinement explains the lack of free quarks in nature; only color singlet objects
have been seen. The coupling of the strong force gets large at a scale Agcp ~ 300 MeV.
Agcp is approximately the scale where QCD is non-perturbative, because the strong cou-
pling constant a; — 1. As the force between colored objects increases with distance,
eventually enough potential energy is present to create a ¢g pair out of the vacuum. This
process continues until the quark hadronizes into a color singlet object. The simplest color
singlet is a meson, the pairing of a quark and antiquark of the same color. The next sim-
plest color singlet is a baryon, which is the combination of three quarks or three antiquarks,
each with a different color. Color confinement is a non-perturbative process and has as of

yet not been rigorously proven within QCD.



1.1.2 Electroweak interaction

The standard electroweak model [2], the unification of the electro-magnetic and weak
forces, is a renormalizable SU(2);, x U(1)y gauge theory. The symmetry is spontaneously
broken using the Higgs Mechanism [3], yielding four vector gauge bosons: the massless
carrier of the electro-magnetic force, the photon, and three massive gauge bosons (W
W, and Z%). The model also predicts a scalar boson (H?) which has yet to be observed!.

The electroweak force conserves lepton number within the Standard Model, i.e., the
electroweak interaction does not transform leptons between families. Lepton number con-
servation is a consequence of the massless nature of neutrinos. Current measurements by
the SNO collaboration [4] yield a significant signal for non-zero mass difference between
neutrino flavors. Therefore, lepton flavor conversation is only an approximate symmetry,
but the total lepton number is still conserved as far as we know.

The electroweak decay of quarks violates flavor conservation via charged W bosons. In
these decays, quarks can also change between generations. This behavior can be explained
if the quarks’ weak eigenstates are different from their mass eigenstates. Convention dic-
tates that the mixing is only between the down-type quarks where (d, s, b) are the mass
eigenstates and (d’, s’, b’) are the weak eigenstates. The mixing between the mass and
weak eigenstates is described by the Cabibbo-Kobayashi-Maskawa (CKM) matrix [6] in the

Standard Model with three generations.

d’ Vud Vus Vub d
S| = Ve Ve Ve 5 (1.1)
b’ Vie Vis Vi b

!The current limit on the Standard Model of the Higgs Mass from LEP [5] is mgo > 114.4 GeV



The CKM matrix is a complex, unitarity matrix with three real angles and one complex
phase. Within the Standard Model, the complex phase in the CKM matrix is the source of
CP violation. The current 90% confidence limits on the magnitude the the CKM matrix

elements are [7]:

0.9741-0.9756  0.219-0.226  0.0025-0.0048
0.219-0.226  0.9732-0.9748  0.038-0.044 (1.2)

0.004-0.014 0.037-0.044  0.9990-0.9993

1.1.3 Neutral bottom meson mass difference and CP violation

CP violation is expected to be large in bottom decays and provides an important test
of the Standard Model. Using the unitarity condition on the first and third columns of the
CKM matrix, an “Unitarity Triangle” in the complex plane can be constructed. Constraints
on the sides and angles of the triangle can be made with measurements of neutral bottom
meson (By,Bs) mass differences and CP violation, among other measurements. Figure 1.1
shows the current constraints on the “Unitarity Triangle”. A triangle which does not close
or in which the angles do not sum to 7 would be inconsistent with the Standard Model
and is a sign of new physics.

In order to experimentally measure CP violation and mass differences in the neutral
bottom meson systems, one typically needs four ingredients: a sample of bottom mesons
which decay to a particular final state, the proper decay length (c7) of the bottom meson,
the production bottom flavor of the meson, and the decay bottom flavor of the meson (for
mass difference measurements only).

The production flavor of the bottom meson can be inferred by the flavor of the other

bottom quark at production (a technique known as opposite side flavor tagging). Opposite

5



Figure 1.1: Current constraints on the Unitarity Triangle (from ref. [7]).

side flavor taggers have looked at the charge of leptons (soft lepton tagging [8]) and kaons
(soft kaon tagging [9]), and momentum-weighted charge of jets (jet charge tagging [8]).
Development and simulation of these opposite side flavor taggers can be better understood

with a measurement of the production correlations between bottom quarks.

1.2 Theory of Bottom Quark Production at pp Colliders

Bottom quarks are produced at the Tevatron predominately in pairs via the strong
interaction. A parton from both a proton and an antiproton hard scatter, producing a
bottom quark-antiquark pair. In perturbative QCD, initial states with 2 gluons dominate
the production cross section at low-to-moderate momenta (< 30 GeV). Figure 1.2 shows
representative Feynman diagrams which contribute to the NLO QCD calculation. The
gluon-gluon initial states dominate due to three reasons: the number of gluons at the

low momentum fraction pertinent to this analysis (0.001 < = < 0.1) is much larger than



the number of quarks or antiquarks in the proton; the color factors in the gluon-gluon
initial state diagrams is larger than the other diagrams; and the gluon-gluon interaction is
t channel, whereas the quark-antiquark interaction is § channel.

Bottom quark production is an interesting test of QCD because decay topologies, first
introduced in next-to-leading order calculations, can have cross sections as large as leading
order terms at the Tevatron, as shown by the following simple argument. The g+¢g — g+g¢g
cross section is about a factor of a hundred larger than the g + g — b+ b cross section.
As the rate of gluon splitting to bottom quarks (¢ — b+ b) goes as ~ a, a relatively
large cross section for such terms is possible. Of course, the cross section is suppressed by
the virtuality of the gluon required due to bottom quark’s mass. At LHC center-of-mass
energies, these terms are predicted to be the dominant bottom production terms.

In leading order(LO) QCD, only g+g¢ — b+b and ¢+§ — b-+b processes are included in
the calculation and the bottom quarks are always produced back-to-back in the azimuthal
angle (Ag? = 7).

In the next-to-leading order (NLO) calculation, the terms have traditionally grouped
into three categories: flavor creation, flavor excitation, and gluon splitting. In perturbation
theory, the three categories are not independent, due to interference terms between them.
Flavor creation, flavor excitation, and gluon splitting are still useful concepts in describing
bottom hadroproduction, as they have minimal overlap in phase space. At NLO, flavor
creation consists of the 2 — 2 processes, in addition to diagrams which add gluon radiation
to the 2 — 2 terms. Flavor excitation includes diagrams in which a initial state gluon
splits into a bb pair before interacting with the parton from the other hadron, putting the

bottom quarks on-shell. Gluon splitting consists of diagrams where a gluon splits into a bb



pair after interacting with the parton from the other hadron. Due to the new three body
final states included in NLO calculations (bbg, bbg, and bbg), the predicted Agﬁbg spectra is
non-zero over the whole range of possible values, but still peaks back-to-back.

In leading-log (LL) showering Monte Carlos (such as PYTHIA, HERWIG, and ISAJET),
the three categories are generated separately and then added together for the prediction.
Since interference is not included, the predictions may include some double counting. At
the heart of these generators is a leading-order matrix calculation. The incoming and
outgoing partons are then allowed to radiate using analytical algorithms that are tuned
to experimental measurements. The resulting final partons are hadronized using mod-
els described later in section 2.4. The fragmentation and initial and final state radiation
algorithms yields a predicted Aqﬁbg spectra similar to the next-to-leading order calculation.

In this analysis, flavor creation, flavor excitation, and gluon splitting processes within
leading-log generators are defined by the number of bottom quarks in the initial and final
states of hard scatter process at the heart of the generator. Flavor creation has no bottom
quarks in the initial state and two bottom quarks in the final state. Flavor excitation has
one bottom quark in the initial and final states. The source of the initial state bottom
quark is the evolution of the parton distribution functions (PDF), which are described
later. Gluon splitting has no bottom quarks in the initial or final state. The bottom quark
pair is created during the final state showering/fragmentation process. In showering Monte
Carlos, the relative rates between the three mechanisms are fairly uncertain. The amount
of initial state radiation, the fragmentation model, and the PDF all can cause factor of
~ 2 variations in the cross sections for the different mechanisms. Thus, showering Monte

Carlos should be tuned to experimental measurements of bottom production, if possible.
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Figure 1.2: Example Feynman diagrams contributing to NLO bb production calculations
at a pp collider. Gluon Radiation is the radiative correction to LO diagram. Interference
terms are O(a?) virtual graphs that interfere with LO terms.



For a more complete description of bottom hadroproduction theory, see chapter 2.

1.3 Past Experimental Single Differential Bottom Cross Sec-

tion Measurements at pp Colliders

The first measurements of the bottom production cross sections at a hadron collider
were performed by the UA1 collaboration [10]. The analyses used semi-leptonic bottom
decays to muons to measure the integrated bottom quark cross section with p'}, > pg,”m
at /s = 630 GeV. As shown in figure 1.3, the analyses showed a slight excess of the
measurements relative to the NLO QCD prediction, but were consistent with theory within
the systematic uncertainties of the theory prediction.

The bottom cross section was also studied by the DO [11] and CDF [12] collaborations
at the Tevatron with /s = 1800 GeV. Figure 1.4 shows the integrated bottom quark cross
section with pé’p > p?i” The measurements used both semi-leptonic bottom decay and
bottom decays to J/1) mesons. All analyses showed a factor of 24 excess in the measured
cross section relative to the theory, with a shape consistent with the theory predictions.

In an effort to better understand the excess of events, the DO collaboration measured
the differential bottom cross section as a function of rapidity using semi-leptonic bottom
decays to muons with 2.4 < |y,| < 3.2 [13]. Again, the NLO predicted shape is consistent
with the measured values, but the measured cross section is a factor of 4 larger than the
theory prediction.

All of these inclusive bottom quark cross section measurement suffer from similar uncer-
tainties. Due to color confinement, only bottom hadrons are measured in nature. Therefore,

the theory prediction has to have a fragmentation function applied to the quark level pre-
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diction, or the experimental measurements has to be ’corrected’” back to the quark level
to remove the fragmentation effects in order to compare the measurements to the QCD
prediction. Systematic uncertainties caused by the fragmentation process are described in
section 2.4. In addition, uncertainties in the knowledge of the bottom decay kinematics
and branching ratios lead to uncertainties in the cross section measurement.

In a complimentary measurement, the CDF collaboration measured the B meson cross
section, which is a more directly experimentally measured quantity, using exclusive final
states [14]. The use of exclusive final states improves the signal-to-background ratio greatly
and removed most of the uncertainty due to decay modeling. The measurement is more
sensitive to the bottom fragmentation fractions to given hadron types [15] than the inclu-
sive measurements. The comparison to theory predictions still suffers from the uncertainty
in the fragmentation modeling. The measured bottom meson cross section has a pr shape
consistent with theory, while the total cross section is measured to be a factor of 3 larger
than the theory prediction. Recent theoretical papers [16, 17] suggest that the the dis-
agreement between theoretical models and experimental measurements can be reduced by

modifications to bottom fragmentation functions, discussed in section 2.4.

1.4 Theoretical Motivation for bb Angular Production Cor-

relation Measurements

As stated in the previous section, the single differential cross section measurements (in
pr and rapidity) agree with the predicted shape from NLO QCD, but with a factor of 2—4
larger cross section relative to the theory. The disagreement may indicate the importance
of higher order corrections or non-perturbative fragmentation of gluons into bottom quark

11
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pairs [18]. The arguments for non-perturbative fragmentation effects are strengthened by
the central values of the gluon splitting rates to bottom quark pairs measured by the LEP
experiments and SLD [19], which are higher than the NLO predictions [20]. The errors on
both the theory predictions and experimental measurements are large enough to explain
the differences between the predictions and measurements.
In order to better understand the bottom quark production mechanisms, it is proposed
in ref. [21, 22, 23] to measure correlations between the bottom quarks (Apy, A¢, R =
(A¢)?2 + (Ay)?). Angular correlations are easier to experimentally measure than pr
correlations, because both bottom decays are not required to be fully reconstructed. In
LO QCD, the bottom quarks are produced back-to-back, while the 2 — 3 terms that
first appear in NLO QCD allow the bottom quarks to be produced with any angular
relationship [24]. Thus, a low A¢ or R measurement (< 7/2) should able to discern the
effects of higher order perturbative or non-perturbative terms in bottom production.

For leading-log showering Monte Carlo, angular correlations are able to distinguish
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between flavor creation, flavor excitation, and gluon splitting (fragmentation) terms. Fig-
ure 1.6 shows the PYTHIA predictions of A¢ and R in ref. [21]. A measurement of low
A¢ and R will be able to distinguish between the three terms. Such a measurement can

be used to tune the relative rates of the three mechanisms, which are relatively uncertain

in showering Monte Carlos.
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Figure 1.6: A¢ and R = \/A¢? + Ay? plots from ref. [21].

1.5 Past Experimental bb Angular Production Correlation

Measurements Measurements at pp Colliders

Motivated by the lack of understanding of the differences between theoretical predictions
and experimental measurements of the single differential bottom production cross sections,
a series of bb angular correlation measurements were made. The first bottom angular
correlations at a hadronic collider was performed by the UA1 collaboration [25] in 1994
at the SppS collider with /s = 630 GeV. The measurements used the di-muon decay
signature, in which both bottom quarks decay semi-leptonically. In order to minimize .J/1),
double sequential decay muons (b — cuX;c — pX'), and Z muons, a di-muon mass cut of

4 < MH* < 35 GeV was made. This mass cut also minimizes the acceptance of collinear
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bottom quark pairs, biasing the AQS”E distribution measured. The analysis corrected for
the varying acceptance versus Aqﬁbg. The A¢ shape is consistent with the theoretical
prediction, but the prediction is 30 — 40% lower than the measurement. The fraction of
the total bottom cross section for non-perturbative gluon fragmentation into bb pairs was
measured to be yonpert(AR(bD < 1.6)/0au) < 11% @90% c.1..

Similar measurements were carried out at the Tevatron with /s = 1800 GeV. Both the
DO [26] and CDF [27] collaborations performed A¢ measurements in the di-muon channel in
the same manner as UA1. CDF’s measurement required a di-muon mass of M#* > 5 GeV,
whereas D0’s analysis required a di-muon mass of 6 < M#* < 35 GeV. Unlike the UA1
analysis, both D0’s and CDF’s analyses corrected the theory for the A¢ bias due to the
di-muon mass requirement, instead of correcting the data for the acceptance bias. The A¢
shape in both D0’s and CDF’s analyses are consistent with NLO QCD predictions, but
both analyses measured a factor of 2—-3 excess in data relative to the theory predictions.

At CDF, A¢*® was measured between a muon (presumably from bottom quark decay)
and a bottom quark jet identified using a jet probability algorithm (jetprob) [28]. The
jet probability algorithm uses the impact parameters of particles in a jet with a cone size
R=0.4; it calculates the probability of a jet originating from the primary vertex. The jet
and the muon was required be a separated by at least 1 in ¢—n space, which again leads
to a large non-uniformity in the acceptance versus A¢*?. The measurement shows a slight
A¢ shape disagreement and a factor of ~ 2 excess relative to the NLO theory predictions.

Finally, a rapidity correlation measurement was performed by CDF measuring the ratio
of a bottom quark being produced with 2.0 < |y1| < 2.6 to |y1| < 0.6 when the second

bottom quark is produced with |y2| < 1.5 [29]. The first bottom quark was identified with
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a semi-leptonic decay to a muon and the second bottom quark was identified by a displaced
vertex. The purity of the sample was determined by fitting the transverse momenta of the
jet associated with the muon relative to the muon (pr, ) and the pseudo decay length of
the displaced vertex. The A¢ between the muon jet and the displaced vertex was required
to be greater than 60° in order to remove the contribution from gluon splitting. The ratio
measured was consistent with theory.

The results of the measurements are summarized in table 1.3. The approximate fioward,
the fraction of bb pairs produced with Agb”g < /2, for both the measurements and theory
predictions are shown, along with any requirements which yield a non-uniform efficiency
versus Aqﬁbg. The typical theory prediction of fiyuera ranges between 16-19% if no A¢ or

MHF are made.

1.6 Motivation and Overview of this Analysis

This measurement is optimized to measure the region in phase space least understood
in experimental measurements and theoretical predictions: small A¢ where both bottom
quarks point in the same azimuthal direction. As stated above, the previous bottom quark
angular production measurements had little sensitivity to this region. The study of opposite
side flavor tags using soft leptons (SLT) for the CDF sin 23 measurement [30] show an
unexpected distribution between fully reconstructed bottom decays and the soft leptons.
Figure 1.8 shows the sideband A¢ distribution between B* — J/¢ K+ and B — J/ K*
candidates, and the soft leptons. Between 30 — 50% of the soft leptons are in the same

azimuthal hemisphere, a fraction much larger the expected from leading-log flavor creation

Monte Carlo ( =~ 5% for PYTHIA).
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Figure 1.7: Current angular correlation measurements of bottom production at the Teva-
tron. Top Left: DO A¢ measurement [26] using pn — p. Top Right: CDF A¢ measure-
ment [28] using p — p. Bottom Left: CDF A¢ measurement [27] using p + Jet(JetProb).
Bottom Right: CDF AR measurement [29] using p + Jet(SECVTX).



‘ Measurement ‘ bll7T ‘ b?,T ‘ bll/ ‘ bg ‘
CDF AgH+ 6.5 GeV | 6.5 GeV | 0.67 | 0.67
DO AgH+ 8 GeV 8 GeV 1.0 | 1.0
CDF Agmiet 15 GeV | 20.7 GeV | 0.67 | 1.5
CDF ARwiet 25 GeV | 25GeV | 0.6 | 1.5
This AnalysisA¢»//% | 7.0 GeV | 6.0 GeV | 0.67 | 0.61
This AnalysisA¢®”//¥ | 6.8 GeV | 4.3 GeV | 0.67 | 0.99
\ UAL Agh# [6.0GeV | 6.0GeV | 23 | 2.3 |
‘ M Ezp Theory e
easurement ‘ S Toward ‘ S Toward Additional Cuts
CDF AgHH 7.7% 4.4% M > 5 GeV*
DO AgH+ 5.1% 7.0% | 6 < MF* <35 GeV*
CDF Agiet 13.4% | 18.5% ARMI® > 1.0
CDF ARMJet N/A 18.5% A¢(tags) > 60°
This Analysis AgHJ//¥ None
This Analysis Ag//Psi None

UAL Agh#

| 185% | 16.6% | 4 < MP* > 35 GeV |

Table 1.3: Bottom angular correlation measurement quantities for this thesis and previous

analyses. Top: Approximate bottom kinematics (pr,,y) of measurement due to selection
Theory y -
Toward

same hemisphere in the azimuthal angle, A¢ < 7. Additional cuts list the requirements

which decreases the sensitivity of the measurement on the low A¢ and low R regions. The
* indicates that the theory prediction corrected to the requirement, instead of correcting

criteria. Bottom: The fraction of bb pairs measured ( f:f b g)and predicted (

f

the data for the requirement.
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Figure 1.8: Sideband subtracted A¢ distribution between fully reconstructed bottom mes-
ons and soft leptons from ref. [30]. Top: Bt — J/YK*. Bottom: B® — J/4 K.

This analysis uses the bottom pair decay signature of b — J/¢X,b — (*X.2 Angu-
lar requirements that were necessary in previous di-lepton measurements due to double
sequential semi-leptonic decay (b — ¢/X;c — £X') are avoided by the chosen signal. B,
is the only particle that decays directly into .J/¢ and an addition lepton. The only other
source of candidates where the additional lepton and .J/¢ candidates originate from the
same displaced decay are hadrons that fake leptons or decay-in-flight of kaons and pions;
the number of events from B, or from ’fake’ leptons can be estimated well by using tech-
niques from ref. [31]. Thus, no angle requirement between the two candidate bottom decay
products are necessary, yielding uniform efficiency over the entire AQS”E range.

Several properties of bottom decay are used to increase and measure the bb purity of

the sample. As stated above, the relatively large semi-leptonic signal is used to identify the

2Charge conjugate decays are assumed until explicitly disallowed.
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non-trigger bottom decay. The long lifetime of the bottom quark is exploited to measure
the purity of the sample. The impact parameter of the additional lepton and the pseudo-
cr of the J/1) are fit simultaneously in order to determine the bb fraction of the two A¢
regions.

The selection criteria used in this analysis has similar bottom momenta and rapidity
acceptances to CDF’s Run II displaced track(SVT) [32] and .J/4 triggers, and the addition
leptons have momenta very similar to the opposite side taggers planned for Run IT (opposite
kaon, opposite lepton and jet charge flavor taggers). Therefore, this measurement aids in
the development and understanding of flavor taggers for such Run II measurements as
sin(2(3) and the By mass difference.

Finally, measuring the fraction of bottom quark pairs produced in the same hemisphere
ftoward Minimizes systematic uncertainties. As the selection in both the A¢ < 7/2 and
A¢ > 7/2 regions are the same, the uncertainties in the lepton selection efficiency, tracking
efficiency, luminosity, etc. mostly cancel in the fraction measurement.

This thesis has the following organization. Chapter 2 gives a more detailed description
of the theoretical prediction of bottom production at the Tevatron. Chapter 3 describes
the accelerator complex at Fermilab and the portions of the Collider Detector at Fermilab
(CDF) used in this analysis. Chapter 4 describes the .J/1) data set and the selection criteria
for the analysis. In chapter 5, the fiowarq fitting procedure is described including the
determination of the ¢7 and impact parameter shapes of the various signal and background
sources, and estimates of the size of some backgrounds. The results of the fit in both the
additional electron and muon samples are presented with an estimate of the systematic

uncertainties. In chapter 6, the comparison between the theoretical predictions and the
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measurements are shown for both leading-log showering Monte Carlo and NLO QCD theory.

Finally, chapter 7 includes the summary of the results.
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Chapter 2

Theoretical Overview

In this chapter, a more formal description of the QCD prediction of bottom hadroproduc-
tion is given. First, the Factorization Theorem is described. Next, the three components
(Parton Distribution Functions (PDF), the NLO parton cross section, and Fragmentation
Function) used within the Factorization Theorem are discussed. Finally, kp smearing, a
modification of the NLO prediction which attempts to model the effects of multiple soft

gluon radiation, is presented.

2.1 Factorization Theorem

The description of bottom production at hadron colliders using QCD includes two pro-
cesses which involve the transfer of soft (low) momentum gluons. Within QCD theory,
the proton is a complex multi-body object which consists of three valence quarks and
a sea of virtual gluons and quark-antiquark pairs. The exchange of soft gluons within
the proton prevents a first principles calculation of the internal state of the proton in

perturbative QCD. Thus, the partons involved in the hard scatter (high momentum) process
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are not well defined in perturbative QCD. Additionally, color confinement requires that the
produced bottom quarks be hadronized, which also involves soft interactions that are also
not calculable in perturbative QCD.

Fortunately according to the Factorization Theorem [33], the short distance patron
scattering which produces the bottom quarks is separable from the long distance parton
evolution within the proton and the long distance interactions of the partons within the
bottom hadrons. Thus, the hard scatter is calculated by perturbative QCD, while the
non-perturbative aspects of bottom hadroproduction are determined empirically from ex-
perimental measurements. The distribution of the partons’ momentum fraction within the
proton and hadronization process of the bottom quarks are assumed to be universal for a
given quark species and only dependent on the momentum transfer (Q?) involved in the
collision. Thus, these non-perturbative effects can be determined in measurements with
less complicated experimental environments and/or theoretically precise predictions (such
as e + e— colliders, fixed target experiments using hadronic targets and leptonic beams,
and electroweak boson and high pp jet production in hadronic colliders) and then applied
to the theoretical prediction of bottom hadroproduction.

Schematically, the cross section to produce bottom hadrons C and D from the fragmen-
tation of bottom antiquark v and bottom quark ¢ from the hard scatter of partons o and
[ inside the proton A and antiproton B respectively is:
o(paPp = BoBp) = Y fa (e, 1) 1§ (w5, 13) D5 (B = bybs, ir) O F, (2, i) Fs (25, p3y)

" (2.1)
where: @ denotes a convolution integral, & is the parton cross section, f is the parton

distribution function (PDF), and F is the fragmentation function. All three components
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of the QCD prediction depend on the experimentally determined value of Agcp used in
the calculation, as the value of Agcp sets the value of the QCD coupling strength o at

energy scale ().

2.2 Parton Distribution Functions

Parton distribution functions describe the longitudinal momentum carried by the vari-
ous partons in the proton. f&(zq,pur) is the probability of a parton of flavor « to have a
momenta between 4 Pproton, and (2o + 0) Pyroton, at energy scale pp. The PDFs change or
‘evolve’ as a function of the energy scale of the interaction because shorter distances within
the proton are probed. As the energy of the probe increases, the effects of the emission of
softer gluons from a quark and the splitting of gluons in ¢q pairs are resolved. Therefore,
the PDF's populate lower and lower regions of x as the factorization scale, ug, increases.
The evolution of the PDFs are determined by a set of equations, first described by Altarelli
and Parisi [34], which are calculated in perturbative QCD to the same fixed order as the
parton cross section.

As the PDFs are non-perturbative, the functional form of the PDF's are empirical and
have to be fit from experimental measurements. As no one experiment is sensitive to
all partons over the entire x region, the PDFs have to be determined by a global fit to
wide range of experimental data. Two groups which perform such global analyses are the
CTEQ [35] and MRST [36] collaborations. Both groups fit a set of PDF's to following type

of experimental measurements:

e Deep Inelastic Scattering(DIS) of muons on nucleonic targets (uN — pX) at SLAC,
FNAL, and CERN.
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DIS of muon neutrinos on nucleonic targets (v, N — uX) at FNAL.

DIS in electron—proton collisions (F} and FJ, proton form factors) at HERA.

DIS of proton on nucleonic targets (pN — vX and pN — putpu~ X ) at FNAL and

CERN.

DIS in proton—antiproton collisions (W asymmetry and pp — jetX) at FNAL.

In this analysis, the CTEQ3L PDF is used in PYTHIA showering Monte Carlos and

both the CTEQ5M and MRST99M PDFs are used in the NLO QCD theory prediction.

2.3 NLO Parton Cross Section

Unlike the light quark cross sections, the bottom quark cross section can be calculated
at fixed order in perturbative QCD reliably as pr — 0. The bottom mass acts as a effective
low momentum cut-off in the calculation. As mp > Agcp, the strong coupling oy is small
(as(mp) =~ 0.24) and therefore perturbative QCD should work well. Predictions to order

a? have been calculated [37, 24]. Such calculations include the following subprocesses:

g+g — b+bd
q+q — b+b
g+g — b+b+yg

g+q — b+b+gq

q+q — b+b+yg
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Figure 1.2 gives an example of the some the Feynman diagrams used in the NLO calculation.
Virtual diagrams of O(«a?) interfere with the O(a?) terms. The NLO order contributions
to the cross section can be sizeable relative to the LO predictions. The cross section also

depends on the renormalization scale (1) used to evaluate the value of a;. The scale used

is typically of order \/ mi + (pZTb + pZTE) /2 which minimizes large logarithmic uncertainties
at high pr.

Nason, Dawson, and Ellis [37] first calculated the NLO inclusive single bottom differ-

d*c

dydp?. In the calculation, the kinematical variables of the b quark are
T

ential cross section
integrated over, and therefore correlations between the bottom quarks can not be calcu-
lated.

The NLO prediction of the full kinematics of bottom pair production has not yet been
calculated in closed form. Mangano, Nason, and Ridolfi [24] have produced a fully ex-
clusive parton cross section for heavy quark hadroproduction using numerical integration
techniques. Soft and collinear divergences in the calculation are handled with careful or-
ganization of the integrals and the inclusion large negative counter-terms. The calculation
of the differential spectra is not predictive in the usual areas in phase space for O(a?)
calculations: when the radiated gluon is collinear with either of the bottom quarks or
as the radiated gluon’s momenta approaches zero. This condition occurs when p’T’E — 0,
A(ﬁbg — m, and R > m. In such regions, negative differential cross section are encountered
due to the large negative terms originating from the virtual diagrams and the collinear
subtractions. In such regions, the bins in the differential cross section should be widened
until the predicted cross section is stable, i.e. the shape of the distribution has a fairly

smooth second derivative. Positive only differential cross sections can only be guaranteed
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with the inclusion of an arbitrary number of soft gluon emissions [38] (summation of the
leading Sudakov logarithms), which at the time of the writing of this thesis has yet to be

done.

2.4 Fragmentation

The principle of color confinement states that colored objects (such as bottom quarks)
must bind with other quarks and gluons to produce a colorless object, or hadronize. Such
hadronization processes involve soft gluons which have a typical scale of the size of hadrons,
Q ~ 1/Rpaq ~ 300 MeV. Due to the low Q2 of the process and the large value of o, bottom
quark hadronization is not described well by perturbation theory and has to be described
by an empirical ansatz based on kinematical arguments that is tuned to experimental data.

The function describing hadronization, the fragmentation function, is parameterized by the

E(B)+p(B)

fraction of the bottom quark’s momentum carried by the bottom hadron z = o

where: E(B) and p)|(B) are the bottom hadron’s energy and momentum parallel to the
bottom quark direction and Ej and p, are the bottom quark’s energy and momentum.
Many different fragmentation models and fragmentation functions exist. Two of the most

common models used are independent [39] and string fragmentation [40].

2.4.1 Independent and string fragmentation models

Independent and string fragmentation models differ in how the hadronization process
are treated. In independent fragmentation model, the hadronization is calculated as an in-
coherent sum of independent fragmentation processes for each of the partons. This model

has the advantage of being easy to implement, but has a few weaknesses. Flavor, energy,
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and momentum are not guaranteed to be conserved, as each parton is fragmentated inde-
pendently. In addition, the fragmentation procedure is not Lorenz covariant; hadronization
depends on the frame in which the fragmentation is calculated. Momentum and energy
conservation can re-established by various schemes of rescaling the momentum and energy
of the generated particles. The Lorenz covariance problem can be circumvented by choosing
the convention that the fragmentation process must alway be done in the center-of-mass
frame.

The problems of the independent fragmentation model are not present in the string
fragmentation model (LUND model) in which the color of the parton is correctly taken into
account. In this model, the energy contained in the color dipole made by two colored objects
is assumed to increase linearly with separation between them, ~ kl where k & 1 GeV/fm
and [ is the separation between the color charges. The energy between the two color
charges is viewed as a one-dimensional ’string’, which guarantees the Lorenz covariance of
the fragmentation process. Once the energy in the string is sufficient to create a ¢q pair,
the string is ’broken’ at its intermediate point. The probability of breaking the string is

given by the quantum mechanical probability of tunneling through a potential barrier.

d*P m? 7rp2T
— _ . L 2.2
drdt ~ P < K ) crp ( K > (22)

Due to the mass term in the tunneling potential, fragmentation to heavy quark pairs are
suppressed. u :d:s:ca1:1:.3:17 " In addition, the cutting of the string with a ¢g
pair guarantees momentum and energy conservation. The pr of the quark formed in the
tunneling is compensated by the antiquark in the pair. The fragmentation continues until
all strings end with quarks and the quark-string-antiquark systems all have a mass below

a cut-off value. For more information, see chapter 12 of ref. [41].
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The next-to-leading order calculation of bottom production [37, 24] do not include
the event’s color connections and therefore only independent fragmentation can be used.

PYTHIA uses the string fragmentation model.

2.4.2 Fragmentation functions

Many fragmentation functions exist which differ by the kinematic arguments used to
derive them. Two commonly used fragmentation functions are by Peterson, et. al. [42]
and by Bowler [43]. The fragmentation functions are assumed to be universal, to have
no dependence on the incoming particle. Thus, fragmentation functions are tuned using
measurements of eTe~ collisions at the Z pole [44], where the measurement of the fraction
z is most clean. The fragmentation functions evolve with the scale of the fragmentation
(ug) in a manner similar to the PDFs. A set of equations, similar to the Altarelli-Parisi
equations, governs the evolution of the fragmentation functions. These functions should be
calculated to the same fixed order as the PDF and parton cross section. pgr is not typically
discussed and is set to the same value as the renormalization/factorization scale. The ppy
dependence of the fragmentation function is suppressed for the rest of this section.

The Peterson fragmentation function assumes that the energy lost by the heavy quark
due to the light antiquark is small. The transition amplitude is determined by the energy
difference between the incoming partons and the outgoing hadron. The function has one free
parameter eg which is determined experimentally. The Peterson fragmentation function

1S:

i — (2.3)

All of the previous bottom cross section measurements at Tevatron and SppS have used

the Peterson fragmentation functions with independent fragmentation. The Peterson pa-
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rameter used in the previous analyses was given in ref. [45] as eg = 0.006 & 0.002. ep was
extracted using LO perturbation theory with leading-log resummation of large transverse
momentum logarithms. As discussed in ref. [46], this value of the Peterson parameter is
only appropriate for leading order QCD and leading-log shower Monte Carlos (such as
PYTHIA) predictions. As the theoretical predictions in the previous analyses used NLO
QCD, the ep used was too large. At next-to-leading order, hard gluon radiation is in-
cluded in the hard scatter calculation, which decreases the fraction of energy lost in the
fragmentation process relative to the leading order calculation. Ref. [46] calculated that
a Peterson parameter of eg = 0.0016-0.0033 is appropriate when using NLO QCD cross
section predictions. The value is consistent with the eg ~ 0.002-0.004 found in the indi-
vidual ete™ measurements [44]. According to Cacciari and Nason [16], a fixed order fit to
the moments to the Peterson fragmentation function with the addition of next-to-leading
logarithm summation reduces the disagreement between the experimental measurement of
ref. [14] and the theory prediction from a factor of 2.9 to 1.7+ 0.5 (expt) = 0.5 (theory)

The Bowler fragmentation function is a modification of the LUND fragmentation model
which includes the effect of the heavy quark mass. The probability of cutting the string is
constant per unit length of the string and unit time. The Bowler fragmentation function is
the default function used for heavy flavor in PYTHIA. The Bowler fragmentation function
is:

2
bm;

F(z) x (1—2)* emp(—T) (2.4)

The quality of the fits of the fragmentation functions to the experimental measurements
have been collated by ref. [17]. The Bowler fragmentation function has the best quality of

fit of the seven fragmentation functions used. The Peterson fragmentation function is too
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broad and has a much lower x? probability than the Bowler fragmentation function. This
analysis uses the Bowler fragmentation function to extrapolate between bottom meson and

quark kinematics.

2.5 k7 Smearing

As stated in ref. [24], a positive differential cross section for arbitrarily small pé’pg can only
be achieved by the resumming the full series of Sudakov logarithms [38], which corresponds
to the emission of arbitrarily large number of initial state gluons. Such a resummation has
yet to be performed on the NLO QCD prediction of bottom quark production. The resum-
mation of the Sudakov logarithms can be approximated using a kr smearing technique.
The soft gluons are assumed to generate an initial state parton transverse momenta (k?p)
The average value of the magnitude of the parton transverse momenta ((k7)) grows with
the /s of the proton collision. The (kr) may depend slightly on the process measured
and the center-of-mass energy of the initial state partons (v/3), but will still be of the
same order of magnitude. At the Tevatron’s center-of-mass energies, a (k) of 3-4 GeV at
§ > 20 GeV is expected. The (kr) expected at the Tevatron is supported by the pl’ of
DO [47] and CDF [48], shown in figure 2.1. The NLO calculation (without k7 effects) does
not describe the spectrum well. PYTHIA, which includes kp effects, describes the data
well. The average pr of the di-photon system is consistent with 3-4 GeV.

The results of predictions which include k7 smearing effect are model dependent. The
implementation of the kp smearing in this thesis is similar to ref. [49]. The size of each

parton’s initial state momentum is assumed to a Gaussian of the form:
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(2.5)

The phi direction of the kr is random for the two initial state partons. In ref. [49],

the Gaussian assumption of the kr smearing is shown to be consistent with direct photon

production at fixed target and collider experiments at the Tevatron, and fixed target ex-

periments at CERN . The effects of (k%) on this analysis are discussed in more detail in

chapter 6.
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Chapter 3

Experimental Apparatus

This thesis studies the azimuthal correlations between bottom hadrons produced in pp
collisions in the Tevatron accelerator at Fermilab. The decay products of the bottom
hadrons are measured using the Collider Detector at Fermilab(CDF). This chapter provides
a brief description of the accelerator complex at Fermilab and of the portions of the CDF

detector used in this analysis.

3.1 The Accelerator Complex

Proton-antiproton collisions at Fermilab are made possible by a series of seven acceler-
ators, culminating in the Tevatron. The Tevatron is currently the world’s highest energy
accelerator; during the data taking period relevant for this analysis, it produced pp colli-
sions with a center of mass energy of /s = 1.8 TeV. Figure 3.1 shows a schematic of the

accelerator complex at Fermilab.
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Figure 3.1: The Fermi National Accelerator Complex.

3.1.1 Proton acceleration

The process of proton acceleration [50] begins with a bottle of molecular hydrogen. H~
is extracted from the molecular hydrogen with an magnetron source. A 750 KeV electric
potential is applied to the resulting ions by a Cockroft-Walton power supply, accelerating
the hydrogen ions into a 150 m Linac. The Linac [51] consists of a series of 11 copper
RF cavities. A potential difference is applied to alternating cavities, which accelerates the
hydrogen ions to 400 MeV. At the end of the Linac, a copper foil strips the electrons from
the proton, leaving a bare proton. The protons are then injected into the Booster, an
alternating gradient synchrotron with a 475 meter circumference. The Booster accelerates
the protons to 8 GeV and then directs them into the Main Ring. The Main Ring was the
original, large accelerator at Fermilab; it is a synchrotron with a radius of 1000 meters and
accelerates the protons up to 150 GeV. The Tevatron [52] is the last step in proton acceler-

ation and lies directly below the Main Ring. Unlike the previous accelerators, the Tevatron
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employs NbTi super-conducting magnets, cooled with liquid helium. The superconducting
magnets produce a larger 4.4 Tesla magnetic field, which allows for a larger acceleration
than the Main Ring. In colliding mode, the Tevatron accelerates the protons up to 900

GeV.

3.1.2 Anti-proton production

Anti-proton [53] production begins by extracting the 120 GeV proton beam from the
Main Ring and directing it onto a nickel target. In the resulting nuclear interactions, anti-
protons are produced, approximately 1 for every 10° protons on target. The resulting spray
of particles is focused by a cylindrical Lithium lens with an 0.5 MA pulsed axial current.
The particles are then filtered by a pulsed di-pole magnetic spectrometer resulting in a 8

GeV beam of anti-protons.

Secondary _
Particles Dipole Magnet

_
- Beam
Lithium Dump

Lens

Incoming
Protons

Figure 3.2: Schematic of anti-proton production.

The beam of anti-protons is directed to the Debuncher [54], one of two rounded trian-
gular synchrotrons which make up the anti-proton source. The Debuncher reduces the mo-
mentum spread of the anti-protons by bunch rotation and stochastic cooling techniques [55].
The cooling process turns narrow bunches with a large momentum spread into a broad beam

with a small momentum spread.
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Once cooled, the beam is injected into the Accumulator [56], which is co-centric with the
Debuncher. Anti-protons are added to the Accumulator at the rate of 7 x 10'° /hour, until
enough anti-protons are stored to begin setup for collision. At that point, the anti-protons

are loaded into the Main Ring, and eventually the Tevatron for acceleration.

3.1.3 Collisions

To begin collisions, the Tevatron is first filled with 6 bunches of proton from the Main
Ring; each bunch has ~ 2.5 x 10'! protons. Next, 6 bunches of anti-protons (~ 7.5 x
10'% /bunch) are added to the Main Ring. The anti-protons are accelerated to 150 GeV
and then injected into the Tevatron. The 6 bunches of protons and anti-protons are then
accelerated in the Tevatron to beam energies of 900 GeV. The beams are focused at the
CDF and DO detector sites with a low 8 quadrapole magnets and made to collide. The
instantaneous luminosity decreases exponentially during the run due to beam losses from
collisions, and beam de-focusing from beam-beam interactions. After about 20 hours, the
beams are dumped and acceleration process begins again.

The bunches during collision have a longitudinal width of 50 cm, but due to their hour-
glass shape, the luminous region only has a longitudinal width of 30 cm. The transverse
width the luminous region is ~ 30 pum. Beam crossings occur every 3.5 us with 2.7 pp

inelastic collisions per beam crossing. The instantaneous luminosity is given by

_ INyNB

L= (3.1)

2
4oy

where f is the revolution frequency, B is the number of bunches, and o, is the transverse
beam size.
This study uses 86.5+3.5 pb~! of data collected during Run Ib of the Tevatron, between
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January 1994 and July 1995. The average and instantaneous luminosity of the Tevatron

during that time period [57] was 1.6 x 103" cm™2s~! and 2.5 x 103! ecm™2s~!, respectively.

3.2 The CDF Detector

CDF is a general-purpose detector located at the B0 interaction point of the Tevatron.
It is cylindrically symmetric around the beam axis and forward-backward symmetric about
the interaction region. It is designed to make precise position, momentum, and energy
measurements of particles originating from the proton—anti-proton collisions and their decay
products. This section describes the Run 1b configuration of the CDF detector, focusing
on the systems that were vital to this analysis. A more complete description of the detector
is available [58], but it pre-dates installation of upgrades in 1992 and 1994.

CDF uses an right-handed coordinate system. & points away from the center of the
Tevatron (north), § points upward, and Z points along the proton beam direction (east).
Due to CDF’s geometry, it is convenient to use a cylindrical coordinate system where r is
the distance from the z-axis, ¢ is the azimuthal angle where 0 radians lie along the x-axis,
and @ is the polar angle relative to the z-axis.

Rapidity (y = %ln(%

)) is relativistically invariant for boosts along the beam axis,
and occurs in phase space descriptions at proton-antiproton colliders. In the ultra-relativistic
limit, rapidity is approximated by a purely geometrical variable, pseudo-rapidity (n =
- ln(cotg)).

The CDF detector (shown in 3.3) consists of various nested subsystems, described in

sections 3.2.1-3.2.7. Nearest to the interaction region, a set of tracking systems measure

the trajectory of charged particles. It consists of silicon micro-vertexing chamber (SVX’), a

37



time-projection chamber (VTX), and a multi-wire drift chamber (CTC). The entire tracking
system is contained in a super-conducting solenoidal magnet. Next, a series of calorimeters
measure the energy of the particles. The central electromagnetic calorimeter (CEM) mea-
sures the energy of photons and electrons, which have electro-magnetic interactions with
material. The hadronic calorimeter, which measures the energy of strongly interacting par-
ticles, is broken up into two sections, the central (CHA) and end-wall (WHA) calorimeters.
The muon systems are located outside of the calorimeters, which are used as absorbers.
The central muon system (CMU) lies directly behind the central calorimeters. In 1992,
the Central Muon Upgrade (CMP) and the Central Muon Extension (CMX) were added
to the detector to improve the purity and coverage of the muon systems.

Charged particles’ trajectories are helixes because of the magnetic field. The CDF
collaboration uses the following helix parameters: c, ¢g, dy, 29, and A. c is the track
curvature and defined to be positive for positively charged particles. ¢q, dy, and zy are
respectively the azimuthal angle, the distance in the r—¢ plane, and the z position of the

track at the closest approach to the z-axis. X is equal to cotf.

3.2.1 Silicon Vertex Detector

The primary purpose of the Silicon Vertex Detector (SVX’) is to improve of the mea-
surement of the impact parameter of tracks, which allows for the detection of displaced
vertices from the decay of heavy flavor. The SVX’ [59] is a 4-layer 46000 channel solid-state
micro-strip detector.

A silicon sensor is the charge-sensitive element of the detector. It is a wafer of n™-
type doped silicon that is 8.5 ¢cm long and 300 pum thick. Using modern lithography

technology, finely spaced p™ implants strips are made on one side of the wafer in the
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Figure 3.3: A r—~ Quadrant Schematic Cross-section of the Collider Detector at Fermilab.

direction parallel to the beam, defining the sensor’s channels. The silicon system only
provides r—¢ information. Over the implant, a thin 200 pm silicon oxide layer and a thin
aluminum strip are placed, creating a capacitor. The readout electrics are connected to
the aluminum strip. The other side of the wafer has a thin layer of n™ doping introduced,
creating a diode. An 80 V potential difference is placed between the nt plane and p*
strips, which reverse biases the diode and creates an area of high electric field, free of space
charge. When a particle traverses the sensor, mobile charge carriers (electron-hole pairs)
are formed for every 3.6 eV deposited along the path of the particle. A minimum-ionizing
particle traversing perpendicular to the silicon surface creates about 22,000 electron-hole
pairs. The electrons and holes drift along the electric fields, creating currents in the AC-
coupled aluminum readout strips. The drift time to the implant is 10-30 ns, which is much
less than the collision rate.

The position resolution of the SVX’ is predominately determined by the pitch (spacing)
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between the readout strips. The first three layers of the SVX’ have a 60 um readout pitch
and the outer layer has a 55 ym. The position resolution is improved by using a weighted
average of the amount of charge collected on neighboring strips. 1, 2, and 3 strip hits have
a resolution of 13, 11, and 19 pm respectively.

Shown in figure 3.4, the electrical and mechanical unit of the SVX’ is the ladder. The
ladders is made of 3 silicon sensors, a readout hybrid, and a mechanical support structure.
The 3 silicon sensors are connected end-to-end by aluminum wire bonds, creating 25.5
cm long channels. The sensors are supported on a Rohacell foam backing with carbon
fiber support ribs. The hybrid readout circuit is made on an Aluminum-Nitride substrate.
Called an ear board, the hybrid circuit is mounted on one end of the ladder. The ear board
holds the readout integrated circuits, and routes and filters power, command, and data

lines. The other end of the ladder has a precision alignment tab.

PIG TAIL
READOUT EAR

MECH. AL IGNMENT
HOLE

WIREBONDS

SILICON DETECTOR

ROHACELL AND CARBON
FIBER SUPPORT

DUMMY  EAR
MECH. ALITCGNMENT HOLE

Figure 3.4: Schematic of a SVX’ Ladder.

The SVX integrated circuit, the SVXH, is a mixed analog-digital device built in 1.2

pm CMOS technology, which is able to withstand more than 1 MRad of radiation. The
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chip’s radiation hardness along with the change to AC-coupled sensors allows the SVX’ to
function much longer than the previous SVX detector. To reduce the event’s data size, only
channels (and their neighbors) above a chosen threshold are read out. The pre-amplifiers
are run in double-sample and hold mode, in which the charge is only integrated 'on-beam’.
The signal-to-noise ratio of the SVXH was 15:1.

The ladders are assembled into two barrels, shown in figure 3.5. The two barrels are
placed around the interaction point with a 2.15 ¢m gap between them. A barrel is made
up of two Beryllium bulkheads, which positions the ladders precisely. The ear board are
placed at the large z end. Each barrel is made up of 4 layers with mean radii of 2.94 cm,
4.37 cm, 5.84 ¢cm, and 8.07 cm, respectively. Each layer consists of 12 ladders. The ladders
are given a 4.5° tilt along the longitudinal axis in order to overlap ladders in the same
layer. As the active length is 51 cm and the interaction region has a width of 30 cm in z,
SVX’ only covers ~ 60% of the interaction region.

READOUT EAR

SILICON
DETECTOR

’f""‘\\,, READOUT END

BULKHEAD

COOL ING
TUBE

DUMMY  EAR PORT CARD

Figure 3.5: Schematic of a SVX’ barrel.
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The impact parameter resolution of the tracks depends on four components: the posi-
tion resolution of the silicon sensors, the geometry of the detector, the alignment of the de-
tector and the material in the detector. The radii of the ladders and their single hit position
resolution sets the absolute scale on the impact parameter resolution. Alignment imperfec-
tions degrade the impact parameter resolution further. Detector material causes multiple
scattering of the particle, which also decreases the impact parameter resolution. The effect
of multiple scattering is inversely proportional to the particle’s transverse momentum. The
SVX’ has about 3% of a radiation length of material for normal incident particles. The
impact parameter resolution of combined SVX+CTC tracks is (19 pum @ 33’“;#) The

first term is due to single hit position resolution, detector geometry and alignment. The

second term describes multiple scattering effects.

3.2.2 Vertex Tracking Chamber

The Vertex Tracking Chamber (VTX) is a time-projection chamber. Its primary pur-
pose is to provide r—z tracking information, which is used to determine the z coordinate
of the inelastic interactions for each event and to seed the r—z fit in the drift chamber. It
consists of 28 octagonal modules, each 9.4 cm in length. Adjacent modules are rotated
by 11.25° in ¢. As shown in figure 3.6, each module has two drift regions, separated by
an aluminum high voltage grid. Near the cathode, sense wires oriented tangentially in the
r—z view are used to measure the drift time and therefore the z position of the track. In
modules with |z| < 85 cm, there are 16 sense wires between r of 11.5 cm—21.0 cm; modules
with 85 em < |z| < 132 cm have 24 sense wires between r of 6.5 cm—21 cm. The VTX

measures the z position of the primary vertex with a 2 mm resolution.
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Figure 3.6: Schematic of a VT'X module.
3.2.3 Central Tracking Chamber

The Central Tracking Chamber (CTC) [60] is a 6156 channel, multi-wire cylindrical
drift chamber. It measures charged particles trajectories in the region 0.3 m < r < 1.3 m
and |z| < 1.6 m. The chamber, shown in figure 3.7, is organized in 9 ’super-layers’. Each
super-layer is divided into cells, a set of sense (anode) wires bounded on both sides by
rows of field (cathode) wires. 5 of the super-layers have cells with 12 sense wires parallel
(axial) to the beam axis, providing r—¢ tracking information. Interspersed between the
axial super-layers are 4 ’stereo’ super-layers, where the wires are tilted +3° relative to
the beam axis. These layers have 6 sense wires per cell, and provide some r-z tracking
information.

The cells are tilted 45° with respect to the radial direction in order to match the Lorenz
angle of the drift electrons; the cells’ tilt is chosen so that the drift electrons’ trajectories
are in the azimuthal direction. The tilted cell geometry ensures that at least one wire per

super-layer will have a short (< 80 ns) drift time, which is used in the level 2 track trigger
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Figure 3.7: Schematic of a CTC end-plate.

(see section 3.2.7). The maximum drift time is 800 ns. The hit residuals in the r-¢ plane
vary from 250 pm in the inner layers to 160 pm in the outer layers. The r—z resolution for

the stereo super-layers is 1/tan(3°) larger. In Run 1b, the CTC had the following tracking

resolution stand-alone: %TT =0.1%, 04, = 0.07 cm, and 0,, = 1.0 cm.

In addition, super-layers 4, 6, and 8 are instrumented with electronics that discriminates
pulse width (TDC). The pulse width is proportional to the amount of energy deposited
in the drift cell by the charged particle (dE/dz), which is a function of the (v of the

particle. Once calibrated [61], the dE/dx is an effective tool for distinguishing electrons

from hadrons in the momentum region of this thesis.
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3.2.4 Calorimetry

Calorimetry is used to measure the energy of incident particles. The central calorimeters
(In| < 1.1) consist of projective towers (“points” back to the nominal interaction point)
of size An x A¢ = 0.1 x 15°, shown in figure 3.8 . The calorimeter is broken up into
two sections in radius. The section at lower radius is designed to measure electromagnetic

showers. At higher radius, the calorimeter is optimized for hadronic showers.

Phototubes

Wave Shifter
— Sheets

Lead
Scintillator
Sandwich

Strip
Chamber

Figure 3.8: Schematic of a calorimeter tower.

Central Electromagnetic Calorimeter

The Central Electromagnetic Calorimeter [62] (CEM) is a sampling calorimeter con-
sisting of a stack of 1/8” thick lead plates interspersed with 5 mm thick polystyrene scintil-
lators. Electrons and photons incident on the calorimeter interact with the lead producing
showers of photons and electrons. The resulting electrons produce blue light in the scin-

tillators. The total amount of light observed is proportional to the energy of the initial
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electron or photon. The light is collected by acrylic wavelength shifters at both azimuthal
tower boundaries and is guided to photo-multiplier tubes. In order to maintain a constant
radiation thickness of Xy = 18 as a function of 7, layers of lead are replaced with acrylic.
At |n] = 0.06, there are 30 layers of lead; at || = 1.0, there are only 20 layers of lead.

The calorimeter is constructed in 4 arches, each which contain 12 15° wedges. A
wedge is made up of 10 towers each. The wedges’ edges have low response and can-
not be used for electron identification. The energy resolution for electrons is op/FE =
13.5%/+/E -sin(f) © 1.5% . The first term is the ’stochastic’ term which depends on
shower fluctuations and PMT photo-statistics. The second term is the ‘constant’ term is
due to calibration uncertainties.

At the approximate shower maximum (5.9 Xy, including the solenoid), the Central
Strip Chambers (CES) measure the shower position and transverse shower development.
It consists of proportional chambers with anode wires parallel to the beam and segmented
cathodes in the z direction. The wires and cathodes provide measurements of position with
a resolution of 0.22 cm in the azimuthal direction and 0.46 cm in the z direction. The CES
shower shape and position are useful for electron-hadron separation.

Another tool for electron identification is the Central Pre-radiator (CPR); a multi-wire
proportional chamber with r—¢ information only. The CPR samples the early development
of electron magnetic showers, using the solenoid as a pre-radiator. The charge collected is

used to distinguish between electrons and other particles.

Central and End-wall Hadronic Calorimeter

The Central Hadronic (CHA) and End-wall Hadronic (WHA) Calorimeters [63] are

made up of layers of 2.5 cm thick steel sandwiched between 1 cm thick plastic scintilla-
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tor. The calorimeter is 4.7 interaction lengths thick. The energy resolution is op/E =
50.0%/+/ E - sin(f) @ 3%. In this analysis, the hadronic calorimeter are not used to mea-
sure the energy of hadrons. Instead, it is used as a veto for the identification of electrons

and an absorber for the muon systems.

3.2.5 Central muon detectors

Muons, due to their larger mass, produce much less bremsstrahlung than electrons and
therefore do not produce electromagnetic showers. The CDF muons systems use this prop-
erty by placing detectors behind enough material that only muons have a large likelihood of
penetrating the material. The central muon systems consist of three separate subsystems:
the original Central Muon Chambers (CMU) [64] built in 1988, and two upgrades [65], the
Central Muon Upgrade (CMP) and the Central Muon Extension (CMX), built in 1992.
The CMU covers 84% of the solid angle with |n| < 0.6. The CMP covers 63% of the solid
angle with || < 0.6, with 53% of the solid angle covered by both systems. The CMX
covers 71% of the solid angle between 0.6 < || < 1.0. A schematic of the muon coverage
is shown in figure 3.9.

The CMU lies directly outside of the central electromagnetic and hadronic calorimeters
at a radial distance of 3.47 m. It is made up of 12 12.6° wedges in ¢ with 2.4° gaps in
between the wedges. There are 3 modules per wedge, each consisting of a 4 x 4 grid of
rectangular drift cells, shown in figure 3.10. Each drift cell has a 50 ym sense wire running
down the middle. Drift time is used to find the ¢ position of the track’s intersection and
charge division is used for the z measurement. The cells have a 250 pum resolution in ¢ and
a 1.2 mm resolution in z.

The CMU has a large fake rate due to non-interacting ’punch-through’ hadrons. Fig-
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Figure 3.9: Schematic of the central muon coverage.
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Figure 3.10: End-view schematic of a CMU modules.

ure 3.11 shows the number of absorption lengths' traversed by normal incident kaons
and pions. About 1 in 20 low momentum KT penetrate the calorimeters, leaving only
a minimum-ionizing particle (MIP) signal in the calorimeter. In an effort to reduce the
punch-through rate, the CMP was constructed behind the CMU with an additional 60
cm of steel shielding. The CMP upgrade is made up of 4 layers of rectangular drift cells
with only r—¢ measurements. The inner and outer surfaces of the detector are lined with
scintillator planes (CSP) to provide timing information of the trigger system.

The CMX provides additional coverage at a pseudo-rapidity of 0.6 < |p| < 1.0. It
consists of 4 arches of drift tubes behind approximately 6.2 absorption lengths of material.
The drift tubes provide both r—¢ and z information used in matching hits in the muon
chamber to tracks seen in the CTC. The arches also are sandwiched between scintillator

counters that provide timing for the trigger.

!The probability that a particle with absorption length (lo) will penetrate to a depth of x is e~*/%.
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Figure 3.11: Plot of the number of absorption lengths vs. energy for a normal incidence
particle. Thin: CMU only. Thick: CMU and CMP. Red: K+. Blue: K~. Black: nt/~.

3.2.6 Luminosity counters (BBC)

CDF monitors the instantaneous luminosity of the Tevatron using two planes of scintil-
lators mounted on the front wall of the forward calorimeters (|z| = 5.8 m). The scintillators,
denoted Beam-Beam Counters(BBC) [66], covers the 3.2 < |n| < 5.9 region and have a tim-
ing precision of 200 ps. The number of events with coincident hits in the forward and the
backward BBC is related to the instantaneous luminosity; the instantaneous luminosity is
integrated over time, yielding the total delivered luminosity. After the removal of stores
with malfunctioning detector subsystems, an integrated luminosity of 86.5 + 3.5 pb~! was

acquired during the Run 1b data taking period.
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3.2.7 Data acquisition and trigger

The Tevatron has a 185 kHz collision rate, but CDF can only transfer < 10 Hz of data
to tape. In order to reduce the data rate while preferentially saving interesting events, CDF
employs a three level trigger. Each level of the trigger has more time to process events and
therefore can use more complex information.

The level 1 trigger [67] uses only calorimeter energy and muon chamber hits. The level
1 trigger decision takes less than 3.5 us and therefore induces no dead time (a period of
time during collisions in which the detector can take no data). The level 1 accepts data at
a rate of 1 kHz.

At level 2, more detector information is available. Calorimeter energies are summed to
form seed towers for jets and electrons. Missing E7 and Y Ep are calculated. Preliminary
tracking information (discussed below) is available to match to muon stubs and EM energy
clusters for electron and muon candidates. The trigger decision is based on combination
of these objects. The level 2 decision time is 40 ps, which causes about 3% detector dead
time. The trigger rate at level 2 is reduced from 1 kHz to 20-35 Hz.

The level 3 trigger [68] is a Silicon Graphics computer farm running FORTRAN-77
code. All detector elements are digitized and readout, taking approximately 3 ms. A
simplified version of the off-line analysis code is run, allowing for a complete reconstruction
of the event. Once accepted, the event is written to 8 mm tape. The level 3 trigger reduces
the data rate to 8 Hz.

Once to tape, the events are re-analyzed using the full off-line code. Precise alignment
and calibration constants are applied. The events are saved with the raw hit information

as well as the processed physics objects (tracks, electron and muon banks, etc.).
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The following subsections detail the di-muon trigger’s used in this analysis.

Level 1 Di-muon Triggers

The level 1 di-muon trigger [69] uses hit information in the CMU and CMX. It iden-
tifies muon candidates by looking at the difference in drift times in two drift cells. The
time difference determines the angle relative to the radial direction in which the particle
traverses the chamber. The angle of the track in the muon chambers (called a ’stub’) is
approximately inversely proportional to the traverse momentum of the particle. The trig-
ger fires at nominal pr of 3.3 GeV. Multiple scattering of muon as it passes through the
calorimeter smears the relationship between the angle of the stub in the muon chamber
and the particles pr; thus, the trigger does not have a sharp turn-on. The point of 50%
efficiency for the stub is 1.7 GeV (2.2 GeV) for the CMU (CMX).

The Run 1B di-muon triggers require either two CMU stubs, two CMX stubs, or one

CMU and one CMX stub.

Level 2 Di-muon Triggers

Preliminary tracking in the CTC is available at level 2 using the Central Fast Track
(CFT) trigger [70]. The CFT uses only r—¢ tracking information from the 5 axial super-
layers. In every super-layer, the track will pass near a sense wire, producing a 'prompt’ hit
(< 90 ns drift time). 2 'delayed’ hits are found in each super-layer using a 530-690 ns drift
time window. CFT first looks in the outermost layers, forming ’stubs’ from a 'prompt’ hit
and two ’delayed’ hits in a cell. The CFT, using a lookup table, adds hits in the inner
super-layers. The track candidates have to have at least 14 of the 15 possible hits to pass
the trigger. The track has a momentum resolution of (Z’—TT = 3.5%.
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The CF'T tracks are projected to the muon chambers using a lookup table. If the track
matches the muon cluster to within A¢ of 5%, it is a muon candidate.

The various level 2 di-muon trigger are summarized in ref. [71]. There are two basic
classes of triggers. The first class requires two muon stubs that match to CFT tracks, the
CFT tracks have a 50% efficiency at pr of 1.9 GeV. The stubs could be in either the CMU
or CMX. The second class of triggers requires two muon stubs with only one matching a
CFT track. The CFT track is required to be stiffer, with the 50% efficiency point at pr of

3.0 GeV.

Level 3 Di-muon Triggers

At level 3, full three-dimensional CTC tracking information is available. The tracks are
more precisely projected to the muon stubs and required to match within ~ 3¢ in both the
r—¢ and z projections, taking into account multiple scattering and measurement precision.

The mass of the pair of muon candidates is required to be between 2.7 GeV and 4.1 GeV.
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Chapter 4

Data Set and Event Selection

The signal searched for in this analysis is b — J/9X,b — £X’ where £ can be an electron
or muon. In this chapter, the Run 1B J/v data set is described. The off-line selection

criteria for both the J/¢ and the additional lepton are described.

4.1 Run 1B Di-muon Triggers and Data Set

This analysis uses the CDF Run 1b J/v¢ data set obtained between January 1994 and
July 1995, with an integrated luminosity of 86.54 3.5 pb~!. The CDF three level di-muon
trigger is described previously in chapter 3. Events which pass the di-muon triggers are
written to 8 mm storage tape. The events are then re-analyzed with the final off-line
alignment constants; the events are then saved in a compact YBOS format [72]. The
YBOS banks are pre-processed specific physics objects, such as tracks, muons, electrons,

etc., which can be unpacked for convenient use.
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‘ Di-muon Trigger ‘ pr requirement ‘

CMU_CMU_TWO_CFT_1B 1.9,1.9
CMU_CMX_TWO_CFT_1B 1.9,1.9
CMUP_CMX_TWO_CFT_1B 2.4,1.9
CMX_CMX_TWO_CFT_1B 1.9,1.9
CMU_CMU_ONE_CFT_1B 3.0,1.65
CMU_CMX_ONE_CFT_1B 3.0,1.65
CMUP_CMU_ONE_CFT_1B 3.0,1.65
CMUP_CMX_ONE_CFT_1B 3.0,1.65
CMU_CMU_SIX_TOW_1B 1.9,1.9

Table 4.1: pp requirements on Run 1b di-muon triggers used. CMU/CMX/CMUP indicate
which muon subsystems had a stub for the two muons. TWO_CFT indicates that both
muon candidates have stubs matched to CF'T tracks, while ON E_C'F'T indicates that only
one muon stub is matched to a CFT track.

4.2 J/¢v — ptu~ Event Selection

The CDF three level di-muon triggers do not require that an event passes all three
levels of the trigger. Instead, ’trigger volunteers’ are allowed, where an event passes some
other level 2 trigger, but has a J/v¢ candidate found in level 3. In order to understand
the trigger efficiencies, the first step of event selection is to confirm that the event passes
a level 2 di-muon trigger, made possible by algorithm DIMUTG [73]. The level 2 trigger
confirmation guarantees that all events used in this analysis have passed all three levels of
the di-muon trigger. The .J/v triggers used in this analysis are shown in table 4.1. The pp
requirements vary for the different triggers and are chosen to be slightly greater than the
50% efficiency point as determined by ref. [71]. These selection criteria are the same as the
B, discovery analysis [31].

After confirming the level 2 trigger, the position of the extrapolated track at the muon
chamber is compared to the position of the muon stub. A y? matching test is made of
these two quantities, taking into account the effects of multiple scattering and energy loss

in material [74]. Table 4.2 shows the y? matching requirements for muon stubs for the
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‘ Muon chamber ‘ r—¢ requirement r-z requirement ‘

CMU X2 <9 Y2 <12
CMP 2 <9 Not applicable
CMX X2 <9 2 <12

Table 4.2: x? matching cuts for muons. Muon candidates with stubs in two chambers must
pass both chambers x? matching.

various muon subsystems. The y? has one degree of freedom.

Next, we require a high quality track for both muon candidates. The pseudo-lifetime
(c7) of the J/v candidates is used in this analysis to determine the bottom purity. SVX
information is required in order to improve the precision of the ¢r measurement. A quality

track is defined as follows:

e 2 axial super layers in the CTC with at least 4 hits in each layer
e 2 stereo super layers in the CTC with at least 2 hits in each layer

e At least 3 of the possible 4 SVX layers have a hit associated with the track

In order to reject J/v candidates with muons originating from different primary inter-
actions, the z position difference between the two tracks is required to be less than 5 cm
at the beam-line.

A time-dependent degradation of the CTC was seen during Run 1B due to aging effects.
A time varying scaling of the error covariance matrix for the CTC track [75] takes into
account the effects of the drift chamber’s degradation. A vertex constrained fit using the
program CTVMFET [76] is performed after the error covariance scaling. The y? probability
of the vertex fit is required to be better than 1%. Figure 4.2 shows the sideband subtracted

x2 probability of the J/¢ vertex before and after the scaling; the time-varying covariance
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scaling clearly yields a more uniform vertex probability. The vertex constrained mass of

the J/1 candidate is required to be 2.9 GeV < M/, < 3.3 GeV.
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Figure 4.1: x? probability of the J/v vertex fit.

A total of 177,650 events pass the above selection cuts. Figure 4.1 shows the .J/v
mass distribution for these events. In order to estimate the number of J/¢ — ptu—
candidates, the mass has been fit with two Gaussians (which fit the .J /¢ signal) and a linear
background term. Two Gaussians are necessary to describe the signal shape because of
final state radiation effects. A linear background has been assumed in many previous CDF
J /1 analyses [31, 77, 78]. The background under the mass peak is caused by: irreducible

decay-in-flight and punch-though backgrounds, Drell-Yang muons and double sequential
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semi-leptonic decays where b — cu~X,c — sutX'. From the fit, 137780 + 440 J/4
candidates are in the sample. For this measurements, the J/1 mass signal region is defined
to be within 50 MeV of the Particle Data Group’s [79] world average value (3096.87 MeV).
The sideband regions are chosen to be 2.900 GeV < Mj,y < 3.000 GeV and 3.200 GeV <
M;j/y < 3.300 GeV. The sideband regions contain 20,180 events. The events in these
regions are used later in the analysis to describe the ¢7 shape of fake J/¢ background in

the mass signal region.
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Figure 4.2: Di-muon invariant mass distribution from events passing selection criteria. Top:
Linear scale. Bottom: Logarithmic scale.

The ratio between the number of fake J/¢ events in the mass signal region to the
mass sideband region (Rg4e) was determined to be Rgg. = 0.501 £ 0.000043' by the
mass fit. To estimate the systematic uncertainty of this ratio, a 2nd order polynomial is

used to describe the background term. The resulting fit value is Rg;q. = 0.545 % 0.008.

Tn this thesis, constraints are always written in a capital letters.
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The difference between the two fits is taken to be the systematic uncertainty yielding

Rsige = 0.501 £ 0.000043(stat) £ 0.044(syst).

4.3 CMUP p Selection Requirements

The additional (non-.J/t) muon is required to have muon stubs in both the CMU and
CMP (a CMUP muon). Requiring both CMU and CMP muon stubs maximizes the amount
of material traversed by the candidate, reducing the background due to hadronic punch-
though of the calorimeter. The x? matching requirements are the same as for the .J/1
muons. The muons candidates are required to have a pr > 3 GeV; muons with lower pp
will typically range out prior to the CMP due to energy loss in the calorimeter and the
CMP steel.

As the impact parameter is used to estimate the bottom purity of the muons, the same
track quality is required as for the J/¢) muons. Additionally, the muon candidate’s track
is projected into the CMU and the CMP chamber regions. Any candidate which projects
more than 2 cm outside of the CMU chamber boundary and more than 5 cm outside of
the CMP chamber boundary are rejected. The z positions of the J/¢ candidate and the
CMUP muon are required to be within 5 cm of each other at the beam-line.

247 CMUP candidate muons are found in the .J/v¢ sample, with 51 in the J/1¢ mass
sideband and 142 in the J/1) mass signal region.

Of the 142 candidates in the .J/1) mass signal region, 64 candidates have the CMUP
muon and the J/¢ candidates in the same hemisphere in the azimuthal angle (which
will be known as toward) and the other 78 candidates are in the opposite hemisphere in

the azimuthal angle (which is denoted away). Figure 4.3 shows the distribution of the
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requirement variables of the candidates.

4.4 SLT Electron Selection Criteria

A method of the finding soft electrons (SLT’s) was developed for bottom flavoring
tagging in By mixing and sin(2(3) measurements [8, 80]. These electrons have a relatively
high purity, low momenta (py > 2 GeV), and an understood efficiency. The rate of hadrons
faking an electron was studied extensively in ref. [31], making it possible to estimate the
background due to fake electrons. The selection criteria is identical to ref. [31] in order to

use these fake rate estimates.

4.4.1 General selection criteria

The soft electron candidates have the same track quality cuts as the J/¢ muons. The
candidates must have a pp > 2 GeV. In order to ensure that the electrons come from the
same primary interaction, the z position of the track at the beam axis must be within 5

cm of the J/1 candidate.

4.4.2 Calorimeter requirements

The difference between electromagnetic and hadronic showers can be used to improve
the purity of the soft electron selection. T'wo quantities which measure the electromagnetic
quality of the shower are E/p and Ejqq/Eem- E/p is defined to be the energy measured in
the electro-magnetic calorimeter (CEM) divided by the track momentum measured in the
drift chamber. The E/p is required to be 0.7 < E/p < 1.5.

Ehad/ Eem is the ratio between the energy measured in the hadronic and electromagnetic

calorimeters. As the CEM is 18 radiation lengths deep, the majority of energy will be
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deposited by an electron in the electromagnetic calorimeter. E}gq/Eep, is required to be

Ehad/Eem < 0.1.

4.4.3 CES and CPR requirements

The soft electron candidates passing the above criteria are extrapolated to the CES
and the CPR. Fiducial requirements are made to ensure a good shower position and shape
measurement. The track extrapolation is required to be at least 2 cm away from the phi
edge of the tower (a tower is 48 cm wide) and lie within 6.22 cm < |Zc¢gg| < 237.45 cm
in the z position within the arch, where Zogg is the local z position in the CES. The
track extrapolation is also required to be away from the edges of the CPR chambers:
| Xcpr| < 17.78 cm, and 9.0 cm < |Zepgr| < 118.0 cm or 125.0 cm < |Zepr| < 235.26 cm
where X¢cpr and Zoppr are the local CPR x and z position respectively.

The CES cluster position is calculated with a energy-weighted mean of the 3 wires and
3 strips around the extrapolated track position. The following cuts are made on the Az

and Az between cluster position and the track extrapolation.

e Az <20 cm

e Az < 1.82—0.1867p cm (p < 6.0 GeV)

e Az <0.7cm (p > 6.0 GeV)

The track is then matched to a cluster within the CES. The energy of the cluster is
measured in both the strips and wires. The energy is calculated by adding the 5 strips
(Estrip) and 5 wires (Eyjres) around the track extrapolation. A requirement is made on
the ratio of the energy measured versus the track momentum (p). The requirement is the

same for both the strips and wires.
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i Estrip,wires/p > 0.24 +0.03p (p <12 GGV)

b Estrip,wires/p > 0.6 (p > 12 GGV)

Finally, a x? comparison is made between the lateral shower shape of 7 channel CES

clusters and test beam data [81] for both the wires (x2,,.,) and strips (thrips).
* X2wires/6 <16
g thrips/ﬁ < 16

The energy in the pre-radiator is measured by summing the energy of 3 adjacent CPR
wires (Qcpr). The amount of energy deposited in the pre-radiator depends on the path
length traversed through the solenoid coil by the incident electron. The requirement of
the CPR energy varies as a function of p/pp, which accounts for the energy variation as a

function of path length.

e Qepr > 4744 — 11592(p/pr) + 7923(p/pr)? £C

4.4.4 dF/dx requirements

Electrons also can be identified by rate of ionization (dE/dX) of the track in the CTC.
A truncated mean of the charge measured in super-layers 4, 6, and 8 is used to measure
the dE/dz of the track. The dE/dx is then corrected for the aspect angle of the track
in the drift cell, the number of dE/dr measurements, aging effects, etc., by the routine
DEDX_MASTER [61], yielding both the corrected dE/dz (Qe.) and the resolution of the
measurement (o). The significance (S,) of the difference between the measured and the
expected dE/dz for an electron(Q.) is calculated (S, = M) The requirement on S,

1S:
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Se>—09 (2<p<3GeV)

Se>—-11(3<p<bGeV)

Se>—-13(5<p<6GeV)

Se > —1.5 (6 <p<8GeV)

Se>—19 (8<p <10 GeV)

Not Applied (p > 10 GeV)

In ref. [31], the required value of S, was optimized as a function of py; the fake electron
fraction increases with decreasing track pp. Thus, the S, becomes more stringent (less
efficient) with decreasing py. As these measurement uses the electron fake rates from

ref. [31], the same S, requirements are used.

4.4.5 Conversion removal

One source of background to electrons from bottom decay is photon conversions, where
a photon interacts with detector material and converts into a eTe™ pair. In addition, 1.2%
of all neutral pion decays into yeTe™ directly (Dalitz decay). To reduce this background,
conversions are searched for and vetoed by looking for a conversion partner track that

satisfies the following requirements:

e r—¢ separation at point of tangency < 0.2 cm

Difference of tracks cotangents < 0.03

z mismatch at point of tangency < 2.0 cm

Radius of conversion between -5 cm to 50 cm
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e A¢ at radius of conversion < 0.01

e Pointing residual to origin < 1.0 cm

The conversion requirements are the same as ref. [8]. The conversion removal is not
totally efficient. Some of the soft electron candidates are residual conversion electrons,
where either the conversion pair track is not found due to tracking inefficiencies at low pr
or the conversion electron selection is not fully efficient. The rate of residual conversions

is studied more in section 5.1.4.

4.4.6 Results of electron selection

514 candidate electrons are found, with 92 in the .J/v¢ mass sidebands and 312 in the J /¢
mass signal region. 107(205) of the events in the mass signal region are in the toward(away)
regions in A¢ between the electron and J/t. In the .J/¢ mass signal region, 6(9) events
were vetoed as conversions in the toward(away) A¢ bin. In the J/¢ mass sideband region,
5(4) events were vetoed as conversions. Figures 4.4 and 4.5 shows the distributions of the

selection variables for SLT candidates and conversions.
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Chapter 5

Physics Analysis

This chapter describes the analysis techniques used to measure of the fraction of the bb
pairs produced in the semi-hemisphere in the azimuthal angle (fiowarq). First, the er and
impact parameter distributions of the signal and backgrounds are described. In addition,
the size of some backgrounds is estimated. Next, the unbinned-likelihood function used to
determine the relative rates of the signal and background components is described. Finally,

the results of the fit is presented along with an estimate of systematic uncertainties.

5.1 Signal and Background Description

The signal and backgrounds for both the J/v + pu and J/v + e samples are very similar.
The basic technique is to determine the amounts of the various signal and background
components of the sample with a simultaneous fit of the pseudo-c7 (defined in section 5.1.1)
of the .J/1 ! and the signed impact parameter of the non-.J /1 lepton. The impact parameter

is signed to distinguish between residual electron conversions and electrons from bottom

!Unless explicitly noted, cr is actually pseudo-cr
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decay?, described more fully in section 5.1.5. The impact parameter is signed positive if
the primary vertex lies outside r—¢ projection of the particle’s helix fit.

The signal in this analysis is b — J/¢X,b — £X' where £ can be an electron or muon.
As the J/1 and additional lepton originate from separate bottom hadron decays, the impact
parameter of the additional lepton and the cr of the J/1 are not strongly correlated for
the signal. The backgrounds in this analysis have two categories: one in which the impact
parameter and c¢7 are uncorrelated, and other where the impact parameter and cr are
strongly correlated. The impact parameter and the cr become strongly correlated when
both the .J/1 and the additional lepton candidate originate from the same displaced vertex.

In uncorrelated sources, the impact parameter and c7 shapes describing the background
are determined independently. .J/¢ candidates are assumed to originate from three sources:
direct J/1 production (including feed-down from x.1, xc2, and ¢(2s)) where the J/¢ de-
cays at the primary vertex, J/v¢ from bottom decay (including the feed-down from higher
cc resonances), and the non-J/v background described by the events in the J/¢ mass
sidebands. Leptons candidates are assumed to originate from the following sources: di-
rectly produced fake or real leptons from the primary vertex, leptons from bottom decay
(including b — ¢X — ¢X'), lepton candidates with the fake .J/¢ candidate, and residual
conversion electrons (for electrons only).

In addition, two correlated sources of backgrounds exist. The first source is B, —
J/f*T X, which is a small but irreducible background. The impact parameter of the
additional lepton and the c7 of the J/4 is described by Monte Carlo techniques and the

overall size of the background is also estimated (see section 5.1.7).

2In this thesis, leptons from bottom decay include sequential charm lepton where b — ¢X — £X’ unless

explicitly noted.
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The other correlated source of background occurs when a bottom hadron decays into a
J/1¢ and a hadron which is mis-identified as a lepton. For electrons, this background is due
to hadrons (mostly 71/~ and K*1/~) showering early in the calorimeter and passing the
electron identification selection. For muons, there are two sources of this background. The
largest source of correlated background is due to decay-in-flight of charged pions and kaons,
which result in a real muon. These real muons are denoted as 'fakes’ in this analysis. The
other, smaller correlated fake muon background is caused by hadrons punching-through the
calorimeter and muon steel shielding. These background sources are more fully described
in section 5.1.8.

The following sections provide a description of the techniques used to determine the
impact parameter and ¢7 shapes of the various sources and to estimate of the number of

B. — J/YlX and b — J/Ylgke X events in the sample.

5.1.1 Direct and bottom decay cr shapes

The direct J/¢ and bottom decay J/¢ cr shapes are determined from a fit to the data.
The relatively long average lifetime of the bottom hadron ((1.564 £ 0.014) x 1072 s [79])
allows one to distinguish between these two sources. First, the signed transverse decay

length L, is determined in the r—¢ plane.

= = L7
(XSV - XPV) S

J
pT/ V¥

Ly

(5.1)

where X sy and X py are the locations of the .J/¢ and primary vertex in the transverse

plane, and ﬁT‘]/ v

is the vector transverse momentum of the .J/¢ (depicted in figure 5.1).
Directly produced .J/1 have a symmetric distribution around zero and bottom .J/1 events

have a positive sign. If the bottom decay was fully reconstructed, one could determine the
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proper decay length exactly (cTppoper) from the measured L, with:

LB mp
CTproper = WT (5.2)
T

. . Bottom Decay
X _ X Vertex
SV PV

Primary Vertex

Figure 5.1: Cartoon of L., measurement in b — J/¢ X decays.

Because the bottom hadron is not fully reconstructed, a 'pseudo-proper decay length’

(c7) is constructed using the kinematics of the J/4 only:

L,,-m
cT = oy I/

J J
pT/w ' Fcorr (pT/w)

(5.3)

Forr (p;/ w), determined by Monte Carlo [77], is the average correction factor for the

partial reconstruction of the bottom hadron. The Fcow(pé/ w) dependence on the J/v

transverse momentum 1s:

Fronr(0Y) = 2.438¢ 1177 | 0.8357 (5.4)
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J/1¢ mass sideband cr fit

The events in the .J/¢ mass sidebands are used in order to model the fake .J/v¢ back-
ground under the .J/¢ mass signal peak. Two components are fit for using an unbinned
log-likelihood technique: events from the primary vertex (direct) and events with lifetime
from heavy flavor (predominantly from b — cu~X — ptX'). The direct events are de-
scribed by a symmetric resolution function chosen to be a Gaussian plus 2 symmetric
exponentials. The events with lifetime are fit with a positive only exponential.

The sideband fit function is:

Gpack(x) = (L= fB)(1=fi—f2)-G(x,0)+ f1-E(|z]|, A1)+ fo- E(|z], A2) ]+ fB-E(2,A) (5.5)

where G(z,0) = ﬁe"ﬂ/mﬂ, E(z,\) = %e“”//\ (z >0.0), and E(|z],\) = %e“’”‘/)‘.
The fit parameters are:

fB: fraction of events in sideband with lifetime

Ap: length scale of sideband events with lifetime

f1: fraction of direct events in first symmetric exponential

A1: length scale of the first symmetric exponential

fo: fraction of direct events in second symmetric exponential

Ag: length scale of the second symmetric exponential

o: width of the direct resolution Gaussian

The log-likelihood function (£ = —2In[] gseck(c7i)) is minimized, returning the fit shown

in table 5.1 and figure 5.2.
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Events per 50.0 um

‘ Parameter ‘ Fit ‘

B 12.7% £ 0.5%
AB 606pm + 23pm
fi 32.3% £ 0.9%
A1 219pm £+ 9pm
f2 8.0% + 0.3%
A2 4142pm £ 151pum
o 46.1pm + 0.7um

Table 5.1: Fit result of J/1 mass sideband data.

CDF Preliminary (1994—1995)
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Figure 5.2: Fit of J /v mass sideband data.
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J/1¢ mass signal region cr fit

Once the c¢r shape of the mass sideband event is found, the c¢7 shapes of directly
produced and bottom decay .J/¢ can be determined. The shape of the directly produced
J/¢ (F§T...(x)) is parameterized by a Gaussian with two symmetric exponential tails; this
shape is the assumed resolution function of the ¢7 measurement. The shape of J/¢ events
from bottom decay (F7(x)) is therefore described as a positive exponential convoluted with
the ¢ resolution function. The background shape (gpger) is fixed to the value obtained
in the fit of the sideband region and the background fraction (fpecr) is fixed to the value
predicted by the J/v candidate mass fit.

The unbinned log-likelihood is:

L= _21nH (fback . gback(CTi) + (1 - fback)[(l - fg) . Ft%"ect(CTi) + fg ’ FbCT(CTi)]) (56)

)

The functional forms of F7 . (x) and F{"(x) are shown below:

Fiireet(®) = (L= f1 = f3)-G(z,0°) + f1 - E(Jz|, A1) + f5 - E([z], A3) (5.7)

F(z) = E(y,A%)*Fiﬁect(x—y)Z/o Fifrect(® —y) - E(y, Ap)dy ~ (5.8)

The fit parameters are:
frack: fraction of background events in the signal region
fg: bottom fraction
A% average bottom proper decay length
fi: fraction of the resolution function in the first symmetric exponential
A7 length scale of the first symmetric exponential
f4: fraction of the resolution function in the second symmetric exponential

A3: length scale of the second symmetric exponential
74



o%: Gaussian width in the resolution function

Table 5.2 and figure 5.3 shows the fit result of the signal region. The fit average bottom

proper decay length of 442 + 5 um is consistent with previous measurements at the Teva-

tron [77, 78]. The fit yields a bottom fraction of 16.6% £ 0.2% or equivalently 22150 + 270

J /1 from bottom decay.
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Figure 5.3: Fit of J/v signal region.

5.1.2 Direct impact parameter shape

In previous analyses [27, 28], the impact parameter distributions for particles originating
at the primary vertex was determined using jet data. Unfortunately, any data sample will
have low level contamination of heavy flavor (charm or bottom) at the ~ 0.1 — 1% level,

which is larger than the non-Gaussian effects in the impact parameter resolution. In this
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‘ Parameter ‘ Fit ‘

fhack 7.04%(fized)
5 16.6% £ 0.2%
A% 442pm + Spum
H 34.2% £+ 1.5%
A 46.7pm + 1.1pm
5 3.60% £+ 0.12%
A5 797pum £ 27pm
o’ 34.2pm £+ 0.2pum

Table 5.2: Fit result of signal region of J /v data.

analysis, the impact parameter shapes of directly produced particles are determined with
a Monte Carlo technique.

PYTHIA is used to generate the light quark and gluon subprocesses, which is then
passed through a detector simulation. To be included in the electron direct shape, the
candidates must be a quality track with a pr > 2 GeV and extrapolate into the electron
fiducial region described in section 4.4. For the muon direct shape, the candidates must be
a quality track with a pp > 3 GeV and extrapolate into the CMUP muon fiducial region
described in section 4.3.

The Monte Carlo events which pass the selection criteria are fit with two symmetric

exponentials and a Gaussian :

FP (@)= (1= fi — f2) - Glz,00) + fi - E(|z],\1) + fo - B(|z], \2) (5.9)

The fit results for both electron and muon samples are shown in table 5.3. Figures 5.4

and 5.5 show the fit results to the electron and muon direct Monte Carlo samples.

5.1.3 Bottom impact parameter shapes

The impact parameter shape of bottom decay leptons is determined by Monte Carlo

simulation, using the prescription from ref. [21] for leading-log order showering Monte
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Figure 5.4: The signed impact parameter distribution for the simulated electron direct
production. Top: Logarithmic scale. Bottom: Linear scale.

‘ Parameter ‘ Electron ‘ Muon ‘
fi 5.1+2.7% 3.0+ 2.7%
A1 42.2 4+ 6.9pum | 76.3 £+ 38.7um
fo 0.7 +£0.1% 0.5+ 0.3%
A2 862 + 109um | 937 + 483um
04 4414+ 04pm | 40.2+1.1pum

Table 5.3: Fit results for the direct electron and muon Monte Carlo samples.
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duction. Top:Logarithmic scale. Bottom: Linear scale.
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Carlo. In this prescription, separate samples of flavor creation, flavor excitation, and gluon
splitting Monte Carlo are generated and then combined with the relative rates predicted by
the Monte Carlo. As will be shown later, the impact parameter from all three mechanisms
are very similar.

PYTHIA [40] with the CTEQ3L [35] parton distribution functions is used. The bottom
quarks are hadronized using the Bowler fragmentation function [43] and using the LUND
string fragmentation model. The resulting bottom hadrons are decayed using the CLEO
decay model [82]. The events are then placed through a detector simulation [83] and the
trigger simulation [73]. The same selection criteria is applied to the J/¢ candidates in
Monte Carlo as in data.

For the bottom decay impact parameter shape for muons, the muons are required to
be fiducial in both the CMU and the CMP muon subsystems (as described in section 4.3)
with a quality track with a py > 3 GeV. The efficiency of y? matching in the CMU and
CMP is constant above 3 GeV [71]3. Since the measurement is a fraction, the efficiency
cancels and is not applied to the Monte Carlo.

For the bottom decay shapes for electrons, the electrons are required to be fiducial (as
described in section 4.4) with a quality track with pr > 2 GeV. The efficiency of the
electron identification criteria is simulated in the same manner as ref. [31]. The CPR, the
CES, and the CTC dE/dx selection criteria do not depend on the isolation of the electron,
due to the fine segmentation of the CPR, the CES and the CTC. Therefore, the efficiencies
as a function of pp of the CPR and the CES selection derived by ref. [84] using conversions
can be used. The CTC dFE/dz efficiency as a function of p is defined by the selection

criteria. Figure 5.6 shows the efficiencies used. The conversion removal over-efficiency, and

3The CMU/CMP efficiency is 97 & 5%
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the Eneq/FErym and E/p efficiencies depend on the isolation of the track; therefore, the

values simulated in the Monte Carlo have to be used to determine the efficiency.
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Figure 5.6: Top: Combined CES and CPR electron selection efficiency from [84]. Bottom:
CTC dE/dX selection efficiency.
Figure 5.7 shows the unsigned impact parameter for direct bottom electrons (b —
ce” ) and sequential charm electrons (b — ¢ — se) in the flavor creation Monte Carlo.

As stated before, the impact parameter distributions are similar and cannot be fit for

separately. Table 5.4 shows the sequential charm fractions (fseq = N ]j(”:clf/ 13{,’;_) zx)
for flavor creation, flavor excitation, and gluon splitting Monte Carlo. The fractions are

slightly higher in the flavor creation Monte Carlo because the py spectra of the non-J/v

bottom hadron is slightly higher. The uncertainty on the sequential fraction is one of the

80



\ | FC | FE | GS
Electron | 16.9 £ 0.7% [ 16.1£0.7% | 13.0£0.5%
Muon | 15.6+1.0% | 12.9+1.0% | 13.2+0.8%

Table 5.4: Sequential charm fractions predicted by PYTHIA Monte Carlo.

systematic uncertainties treated in section 5.4.
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Figure 5.7: The impact parameter of events with electrons passing requirement in the flavor
creation Monte Carlo sample. Top: Direct bottom. Bottom: Sequential charm.

The bottom decay impact parameter shape is fit with two symmetric exponentials and

a Gaussian.

The fit function is:

FP = (1~ fi — fo) - G(do — cv,03) + f1 - E(|do|, \1) + fo - E(|do|, \2) (5.10)
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Figure 5.8: The signed impact parameter distribution for the combined electron bottom
Monte Carlo. Top: Logarithmic scale. Bottom: Linear scale.

The impact parameter distribution is fit separately for each production mechanism as
well the combination of the three mechanisms predicted by PYTHIA for both the electron
and muon samples. The results of the combined fit are shown in table 5.5 and in figures 5.8
and 5.9. Figure 5.10 shows the shapes fit for the three production mechanisms separately

for the electron sample. The fit shapes for the three mechanisms are very similar.

‘ Parameter ‘ Electron ‘ Muon ‘
f1 482+ 4.6% | 57.3 £5.9%
A1 135 &£ 15pum | 129 £ 24pum
fa 30.5+4.6% | 23.1£6.3%
A2 367 £ 22pum | 406 £ 45um
Op 66 + 4pm 64 + 7Tpum
Ch 3.9+ 34pum | 0.7£5.2um

Table 5.5: Fit results of bottom impact parameter shape.
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Figure 5.9: The signed impact parameter distribution for the combined muon bottom
Monte Carlo. Top: Logarithmic scale. Bottom: Linear scale.

5.1.4 Residual conversion background rate (R..,,)

One obvious source of electron background is residual conversions left in the sample, due
to the inefficiency of finding the conversion pair. The number of residual (N,.¢s;4) and found
conversions (N foung) is greatly reduced by the SVX hit requirement on the candidates, as
conversions that occur outside the second layer of SVX do not have enough real attached
hits to pass the requirements. The large impact parameter of conversion electrons at large
conversion radii still allows for the attachment of SVX clusters not associated with the track
at a decreased rate. The large impact parameter leads to large silicon hit search roads,
causing the increase in the attachment of incorrect SVX hits relative to tracks originating
closer to the primary vertex.

In order to estimate the number of residual conversions, a technique similar to ref. [85]
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Figure 5.10: The signed impact parameter distributions of electron Monte Carlo for the
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in included the distribution. Top: Logarithmic scale. Bottom: Linear scale.
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is used. In the technique, one assumes that there are two independent causes for the lack
of removal of a conversion electron: the track pair is lost due to tracking inefficiencies
at low momenta or the selection requirements are not fully efficient. By measuring these
two efficiencies and the rate of conversion removal with the chosen conversion selection
requirements, one determines the residual electrons (Nyes;q¢). The conversion electron that
passes the electron identification criteria is denoted as the SLT conversion candidate, and
other electron that did not pass the electron identification criteria is denoted as the pair
candidate.

The number of residual electrons is equal to:

1 1
Nresia = Ntag * Peny - . -1 (5.11)
pr)

€env(cut)  €eny(

where:

Niqg is the number of the conversions removed, P, is the purity of the conversions re-
moved, €., (cut) is the conversion finding efficiency, and €., (pr) is the tracking efficiency
of the conversion pair.

P, is assumed to be 100% in this analysis and in previous measurements at CDF [31],
when SVX hits are required for the SLT conversion candidate. As an estimate of the
systematic uncertainty, the dE/dz measured in the CTC for both SLT conversion and pair
candidate are fit simultaneously; the fit is described in appendix A. The J/¢ mass and
vertex probability requirements are removed in order to increase statistics. In addition, the
dE /dzx requirement on the conversion leg is removed in order to fit the hadron fractions.
66.5 + 8.2 of the 69 candidates fit to the hypothesis of an conversion (both legs being
an electron). The fit result is consistent with the sample containing only conversions.

The difference between the fraction fit from 100% is use to estimate of the systematic
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‘ Parameter ‘ Tight ‘ Loose ‘ Looser ‘ Loosest ‘

r-¢ Separation 0.2 cm 0.5 cm 1.0cm | 2.0cm
Acot(0) 0.03 0.06 0.12 0.24

Az 2.0 cm 5.0cm 10.0cm | 10.0cm

Conversion radius | -5 ¢cm to 50 cm | -10 cm to 50 cm | -20 c¢cm to 50 cm
A 0.01 0.05 0.1 0.1

Pointing residual 1.0 cm 1.0 cm 20cm | 2.0cm

Table 5.6: Tight and looser sets of cuts used in conversion finding.

uncertainty. Thus, P,.,, = 100.0 & 3.7%.

€env(cut) is measured using different sets of conversion requirements, the standard
(tight) and a loose set cuts. The number of conversions candidates is determined with
the dE/dx fitter using both sets of cuts. First, the events passing the tight selection are
fit. Next, the events passing the loose selection, but not the tight selection are fit in order
to get a statistically independent sample. Assuming that the loose cuts are fully efficient,
the number of conversion pairs fit with tight and loose cuts yields €., (cut). In order to
test this assumption, 2 additional wider sets of cuts are used.

Table 5.6 lists the requirements and the results of the fit are shown in table 5.7. No
events are fit where the SLT conversion candidate is a kaon or proton, and therefore these
quantities are fixed to zero.

Figure 5.11 and 5.12 show the fit results for the tight and loosest conversion selection
requirements. The increased pions and kaon fractions as the selection criteria is loosened
can be seen by the increase in the events with low dE/dx. Table 5.8 shows €.y, (cut)
assuming a given set of selection criteria is fully efficient. The fit number of electron pairs
is same within errors for the three wider set of conversion requirements. The ratio between
the tight and loose selection criteria is chosen to be €qp, (cut) = 72.3 £ 6.5%.

The tracking efficiency of the pair candidates (e.n,(pr)) is estimated with a Monte
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| Cut | N(ee) | N(em) | N(ek) [ N(ep) |
Tight 66.5 + 8.2 0+1.6 0+3.0 0+2.3
Loose 254+77 | 1424114 | 334+11.2|0+14
Looser | 27.0+£10.2 | 4844+144 | 93+12.7 | 0+4.1
Loosest | 26.9+£10.8 | 14444+189 | 29+142 | 0+24

Cut | N(me) | N(mrm) | Nk | N(mp) |

Tight 0+3.0 0+1.5 24+£21 0+3.3
Loose 24+£5.2 19.9+£9.1 0.6 £18.0 0+1.6

Looser 6.5+7.5 53.1+15.2 | 71+£134 | 32+£35

Loosest | 21.7£10.8 | 123.3+20.4 | 16.5+16.8 | 11.9£5.3

Table 5.7: Results of the fitting the dE/dx of conversion candidates using the tight and
looser sets of cuts. For the looser set of cuts, candidates which pass the tight set of selection
requirements are excluded.
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Figure 5.11: Fit of the CTC dE /dx measured of events with the tight conversion selection
criteria. Top: SLT conversion candidate. Bottom: Pair candidate.
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‘ Cut ‘ €cnv(cut) ‘
Loose | 0.723 £0.065

Looser | 0.711 £ 0.082
Loosest | 0.712 4+ 0.086

Table 5.8: The conversion selection requirement efficiency(€qn,(cut)) for the standard
(tight) selection requirements assuming a given set of loosened cuts is fully efficient.
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Figure 5.12: Fit of the CTC dE/dr measured for events passing the loosest conversion
selection criteria, but not the tight selection criteria. Top: SLT conversion candidate.
Bottom: Pair candidate.
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Carlo technique similar to ref. [31]. A sample of ¥ is simulated in the detector. A SLT
conversion candidate is required to have a quality track in the electron fiducial region with
a pr > 2 GeV. The efficiency of electron identification requirements is simulated in the
same manner as section 5.1.3. €. (pr) is estimated by comparing the Monte Carlo truth
information of the conversion partner to the py of the conversion partners found in data.
The simulation is normalized to the data in the pr range where the tracking is assumed
to be fully efficient; in this analysis, pr > 0.5 GeV is the region chosen. The ratio of the
number of events seen in data versus the number of normalized conversion candidates in
Monte Carlo is the estimate of €., (p7). The data sample is the same one used to determine
€eny(cut) with the CTC dE/dx requirement applied to the SLT conversion candidate. 62
of the 69 conversion candidates pass the additional dE'/dx requirement.

The simulated 70 are generated with a power law spectra for pr and a flat 1 distribution.
The order of the power law is varied in order to match the pr spectra of the found SLT
conversion candidates in data. The shape of the found pair candidates’ py is used as a
cross check of the power law description of the conversions. Figure 5.13 shows the Monte
Carlo spectra normalized to the data for a power law of 3, 3.5, 4, and 5. The 3.5 order
power law describes the data well and is used for the calculation of the efficiency. The 3rd
and 4th order power law is used as a estimate of the systematic uncertainty.

The pr of the pair candidates is shown in figure 5.14. The 3.5 order power law describes
the shape of events with pp > 0.5 GeV (where the tracking is assumed to be fully efficient).
Table 5.9 shows the average and rms pr for both conversion legs, which also confirms the
choice of 3.5. Table 5.10 shows the estimated €., (pr) for the different power law Monte

Carlo. Half the difference between the 3rd and 4th order power law spectra is used as the
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Figure 5.13: The pp spectra of the SLT conversion candidates. Top Left: 3rd order power
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systematic uncertainty of the estimate. €., (pr) is determined to be 69=+5(stat) £9(syst)%.
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Bottom Left: 4th order power law. Bottom Right: 5th order power law.

Using equation 5.11, the estimate of the number of residual conversions is Nyegq =
(1.00 £ 0.38) - Nfouna- The ratio of the number of residual to found conversions is called
Reony = 1.00 + 0.38. The conversion veto removes 6(9) SLT electron candidates in the
toward(away) A¢ region. Thus, approximately 6.0(9.0) residual conversion are in to-
ward(away) A¢ region . About 5% of the SLT electron candidates are residual conversions
and have to be included in the eT—impact parameter fit. A total of 9 conversions (4 toward,

5 away) are found in events with the J/¢ candidate in the mass sideband region.

91



\ | Data | 3rd 3.5 4th  5th |
Aveppr SLT leg | 3.32 | 3.46 3.36 3.09 2381
RMS pr SLT leg | 1.74 | 1.99 1.75 134 1.20
Ave pr other leg | 1.91 | 1.97 1.74 1.53 1.40

RMS pr other leg | 2.29 | 2.00 1.69 1.39 1.24

Table 5.9: Average and RMS of py spectra (in GeV) for both the SLT conversion candidate
and the pair candidate.

‘ Power law ‘ €cnv(Dt) ‘

3rd 0.77+£0.04
3.5 0.69 £0.05
4th 0.58 £0.04
oth 0.44 £0.03

Table 5.10: €.y (pt) calculated using the given order of Monte Carlo power law spectra for
the 9.

5.1.5 Residual conversion impact parameter shape

Intially, unsigned impact parameters were used for this measurement. Figure 5.15 shows
the bottom Monte Carlo and the measured impact parameter of the conversion candidates.
The distributions are very similar and attempts at fitting the conversion fraction using
unsigned impact parameters were unsuccessful.

Conversion electrons originate from a massless decay. The two electrons are co-linear
at the point of decay. If the photon originates at the primary vertex, the two tracks also
point at the primary vertex at the conversion point. Using the constraint that the photon
originates at the primary vertex and has a massless decay, one arrives at the following
equation:

R%,, =d3+dy/c (5.12)

where R.ony 1s the conversion radius and c is the curvature of the track. As 1/c is alway

much bigger than the impact parameter, dy = cR2,,,. Dalitz decay electrons have impact
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Figure 5.15: Top: Conversion impact parameter distribution. Bottom: Impact parameter
distribution of bottom flavor creation Monte Carlo.

parameter distribution similar to directly produced tracks.

For conversion electrons from a primary photon, the primary vertex alway lies outside of
the helix projection with perfect tracking. To distinguish between conversions and bottom
decay electrons, the impact parameter is signed such that the impact parameter as positive
if the primary vertex is outside the r-¢ projection of the track’s helix, and the sign of the
impact parameter is negative otherwise. Conversion electrons are positively signed, and
dalitz decay electrons and bottom decay electrons are equally negatively and positively
signed, as shown in figure 5.16

Figure 5.17 shows the impact parameter and conversion radius of the conversion can-
didates. The vast majority of the conversion candidates are signed positive as predicted.
Unfortunately, there is a large positive tail which is not consistent with the number of SVX

hits assigned to the track. Since at least 3 SVX hits are required, one would expect the

93



e
Iﬁ
m Conversior L S peca
AR Point : : Pointy
7 ! \\\ 1 1 '
Piid 1 S 1 1 \
P N : S ! Impact Parameter \\\
—v’/‘/, /\\ \\\\\ : 1 .‘\
- o
Impact Paramete 1 i
1 !
Positively Signed Impact Parameter Negatively Signed Impact Parameter
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conversion candidates are either originate from the first two SVX layers or the beam pipe,
or be a 7 Dalitz decays from the primary. These sources would produce conversions with
a impact parameter less than 0.04 cm. Therefore, a fraction of the conversion candidates
must have mis-assigned SVX hits and originate outside of the SVX. The conversion radius
plot supports this claim?. 25 of the 62 conversion candidates have a radius greater than
6 cm, which is outside of the second SVX’ layer. The SVX track quality is studied (see
appendix B) and no track quality cuts are found which would remove these events. The
dE /dx measurements are consistent with the entire sample being conversions. In addition,
the data lies along the predicted relationship between the impact parameter and the con-
version radius as shown in figure 5.18. The increased scatter relative to the dy = cR2,,,

prediction at large R.on, is due to the fact the SVX hits assigned to the tracks are in-

correct; therefore, the tracks have the impact parameter resolution typical of a CTC only

“The conversion radius calculation only used CTC information and has a resolution of =~ 1 cm.
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track (= 700 pym). At small R.ony, the SVX hits are typically correctly assigned, yielding

an impact parameter resolution of ~ 40 pm.
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Figure 5.17: Top: Signed impact parameter of conversion candidates. Bottom: Conversion
radius of candidates.

As there is not enough conversion candidates in order to determine a conversion impact
parameter shape from data, a Monte Carlo technique is used. The 7% power law Monte
Carlo described in section 5.1.4 is used to derive the impact parameter shape. The Monte
Carlo does not predict accurately number of candidates with mis-assigned SVX hits at large
radius. Thus, the impact parameter shape is constructed to two parts: a component where
the Monte Carlo correctly describes the assignment of SVX hits (mostly low conversion

radius, Reony < 6 cm), and a component where the Monte Carlo does not describe correctly
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Figure 5.18: Top: Signed impact parameter of conversion candidates versus the conversion
radius.

the mis-assignment of SVX hits (mostly at high conversion radius, Re.on, > 6 cm)). The
relative fractions of the two components are determined by data. The fraction of conversions
with Reony > 6 c¢cm in data and Monte Carlo are matched, with the uncertainty in the
fraction in data included as a systematic uncertainty in the fit. fG9%VX = 59.7+6.2% is

the fraction of conversion pairs found in data with a conversion radius less than 6 cm.

“Good” SVX conversion impact parameter shape

To be included in the “Good” SVX conversion shape, the simulated conversion electron
must be in the electron fiducial region, with a quality track and a pr > 2 GeV. The
electron identification efficiency is simulated using the same method as for the bottom
impact parameter template. The true conversion radius of the candidates is required to
be smaller than or equal to the location of the 2nd SVX layer. The resulting events are

fit with four Gaussians. The Gaussians are determined from a single Gaussian fit of the
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Source fi G o

Dalitz 0.313 | 3.0£3.0pum | 49.6+2.0pum
Beam pipe | 0.063 | 47.5£7.0pum | 54.2 +5.0um
SVXlayer 1 | 0.336 | 68.8+3.1ym | 55.0 +2.2um
SVX layer 2 | 0.287 | 139.3 £5.0pum | 82.9 &+ 3.6um

Table 5.11: Parameters used in fit to “Good” SVX portion of the conversion impact para-
meter shape.

conversions from each of the four sources of conversions with at least three real SVX hits
(Dalitz decays, beam-pipe, SVX layers 1 & 2). The relative normalization between the

Gaussian is forced to the relative number of conversions from each source.
4
FSo VX (do) = [T fi + G(dO — ¢, 04) (5.13)
1

where: f; is the fraction of conversions from source i and G(z,0;) is a normalized
Gaussian with center of ¢; and width of g;. Table 5.11 shows the values used in the fit.

The resulting fit is shown in figure 5.19.
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SVX assignment in Monte Carlo. Top: Logarithmic scale. Bottom: Linear scale.
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“Bad” SVX conversion impact parameter shape

The “Bad” SVX conversion shape describes the impact parameter distribution of con-
versions in which at least one SVX hit is mistakenly assigned to the track. To determine
the shape, the same Monte Carlo sample and requirements as the “Good” SVX conversion
shape are used, except that less than 3 SVX hits are required. Figure 5.20 shows the impact
parameter of simulated events that pass this selection. The low impact parameter region
consists of conversion electrons which are inside the radius of the second SVX layer but
missed at least one of the SVX layers, or which converted in the outside two SVX layers.
The large, high impact parameter tail originates from conversion electrons from the VIX

and the CTC inner support structure.
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Figure 5.20: The signed impact parameter distribution for the conversions with less than
3 SVX hits assigned in Monte Carlo. Top: Logarithmic scale. Bottom: Linear scale.

The simulated events which pass the selection criteria are fit with four gaussians with

the same functional forms as eqn. 5.13. Unlike the “Good” SVX fit, the Gaussians do not
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fi Ci 0;
0.296 + 0.042 | 0.0388 £ 0.0022cm | 0.0540 £ 0.0019cm
0.368 4+ 0.032 0.272 £ 0.015cm 0.1864 £ 0.0051cm
0.214 £+ 0.040 0.478 £ 0.019cm 0.0943 £+ 0.0104cm
0.122 £0.031 0.611 & 0.009cm 0.0545 £ 0.0060cm

= W N =

Table 5.12: Parameters used in fit to “BAD” SVX portion of the conversion impact para-
meter shape.

represent different sources of conversions, but instead just parameterize the shape. The fit

results are shown in figure 5.20 and table 5.12.

Combined conversion impact parameter shape

As stated previously, the “Good” and “Bad” conversion impact parameter shape are
combined, such that the fraction of candidates with Ry, < 6 cm is the same in data and

Monte Carlo.

Foonw = fégmy™™ "™ - Fa? V2 (do) + (1 = fona™V™) - Faa™V ¥ (do) (5.14)

Figure 5.21 shows the impact parameter of the candidates found in data and the combined
conversion impact parameter shape normalized to data. The combined impact parameter
shape describes the data surprisingly well, including both the negative tail and large positive

tail.

5.1.6 Sideband impact parameter—cr shape

Events in the J/i¢ mass sideband region in data are used to describe the impact
parameter—cr shape of the fake J/v background in the J/i¢ mass signal region. The
composition of events in the .J/¢ mass sidebands are unknown; therefore, the shapes have
to be fit in a similar manner as section 5.1.1. Due to the limited statistics, the fit shape

assumes that the impact parameter and cr are uncorrelated.
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Figure 5.21: The signed impact parameter distribution for conversions found in data. Red:

Monte Carlo fit using the central value of fG%%VX . Green: Monte Carlo fit increasing

fGoodSVX by one sigma. Blue: Monte Carlo fit decreasing f$2°%5VX by one sigma.

The combined fit function is:

Fiigepanda(do; €7) = Fiideband(do) + Fiideband(cT) (5.15)

The cr fit function is the same for both samples. The fit shape is:
Figebana(cr)® = (1= fi7) [(1 = fi7) - G(do, o) + f1 - E(|do|, AT")] + fo - E(z, AF) (5.16)

For the muon sample, there is no knowledge of the contributions to the muon’s im-
pact parameter distribution. Therefore, the shape has to be parameterized. The impact

parameter fit function for the muon sample is:
Fuidebana(do) = (1 = f{) - G(do, a®) + f{* - E(|do|, A{*) (5.17)

The events with the J/1 candidate in the sideband are then fit to determine the impact
parameter—cr shape for fake .JJ/1 in the muon sample. The fit result is shown in table 5.13.
Figure 5.22 show the fit results projected onto the ¢r and impact parameter axis for regions

in A¢ for the muon sample.
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‘ Parameter ‘ Muon ‘

do 22.4% + 9.4%
Ao 301 pm + 116 pm
odo 60 pm £ 9 pm

or 23.9% + 9.4%
G 1100pm £ 391 pm

o 63.1% + 18.0%
AT 227 pm £ 82 um
ot 49.2 pm £ 2.1 pm

Table 5.13: Fit result of addition muon with the J /¢ candidate in the sideband region.
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Figure 5.22: The fit of the muon sample’s signed impact parameter and ct distributions in
the J/v mass sideband region.
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The sideband impact parameter shape in the electron sample has an additional com-
plication; the electron sample’s sideband contains residual conversions. The number of
found conversions in the signal region is used as a constraint on the number of residual
conversion events in the signal region. Thus, the number of residual conversion event fit
in the sideband region has to be known. In the sidebands, the residual conversion fraction
is fit for feon, = W. Teone aNd Meonvside are the fit ratio of residual to found
conversions, and fit number of “found” conversions. These quantities are constrained by
the estimate of Ry, and the number of found conversions in the sidebands, Neonyside-
Since Teony 1s @ component of the signal region fit, the signal and sideband regions have to
be fit simultaneously. The signal fit (and how the electron sideband component of the fit

is added) are described more thoroughly in section 5.2.

For the electron sample, the impact parameter fit shape is:

Fsideband(dﬂ) = (1 - goonv) ) {(1 - flo) ’ G(d070d0) + f{io 'E(|d0|7 Afo) + féi(?nu  Fronw (:B)
(5.18)
The results of the electron impact parameter-ct shape fit are shown later (along with

the signal fit results) in section 5.3.

5.1.7 B, — J/YltX

B, decay is the only known process that yields a lepton and a J/¢ from the same

0(B.)-BR(B.—J/1tv)

(B BR(BF=>J/0K) and the B, lifetime

displaced vertex. Recent measurements [31] of the

allow one to estimate both the number and impact parameter—c7r shape of this background.

The estimated number of B, — J/1{X events in the samples is used as a constraint in the

fit.
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The number of electron B, events in the sample is estimated to be:

Ne — NK . L-0(B.)  BR(B. — J/{tv) - €, _ NK o(B¢) - BR(B, — J/¢lv) RE/R
~ L-0o(BY)-BR(Bt = J/YK)-ex - R, o(By) - BR(B, — J/YK) ¢
(5.19)
Similarly, the number of muon B, events will be:
B,)- BR(B. — J/ylv) 1
N = i 9B ¢ "RE (= 1) /R, 5.20
0(By,) - BR(B, — J/VK) Re / (5:20)

where: £ is the integrated luminosity, o(B.) and o(BT) are the production cross-

sections for B, and Bt at the Tevatron, ,, €, €x is the efficiencies for the processes

Be. — J/vev, B, — J/Yuv and Bt — J/Yy K+, RK = & R = e;-ﬁee’ R, is the estimated
fraction of B, — J/9IX events passing the selection criteria originating from B, — J/¢lv,
and N¥ is the number of Bt — J/¢)KT events measured in data using selection criteria
described below.

The J/v candidate is required to satisfy the selection criteria given in section 4.2. The
K™ candidate is required to be in the SLT electron fiducial region with a quality track and
pr greater than 2 GeV. The J/1¢ candidate mass is required to be within 50 MeV of the
PDG mass [79], and the BT candidate is required to be within 400 MeV of its PDG mass.
6871 events pass these requirement. The large amount of background makes a systematic
fit of the number of B, — J/¥ K events problematic.

In order to reduce the background, I required the c7 of the J/¢ to be positive. This
requirement removes half of the direct J/v events from the sample with removing minimal
BT events. 4070 events pass the requirement. Figure 5.23 shows mass spectra and the fit

with the additional cut. The fit is a Gaussian signal with a linear background. 245 + 39

signal events are fit.

RK R¢ R, and gégi;:gg%gii%%};)) has all been measured previously in ref. [31].
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o R =0.263 £ 0.035(syst.) 70035 (lifetime)
o R®=0.58+0.04
o R.=085£0.15

o LR e = 0.13270 03 (stat.) & 0.031(syst.) ") 33 (lifetime)

Taking into account correlated uncertainties, the number of B, — J/¢¥¢X events esti-
mated in the sample are N = 10.0733 and Ngc = 7.272% According to Monte Carlo,
over 99% of the B, passing the selection requirements have A¢ < T between the lepton and

the J/1. Thus, this background is only fit for in toward A¢ region in the measurement.
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Figure 5.23: Mass of Bt — J/1% K™ candidates found in the Run 1b J /v sample.

Using a B, — J/¢¢v Monte Carlo sample, the impact parameter—c7 shape is deter-
mined. The B, mesons are generated according to the NLO fragmentation model from
ref. [86] with a flat rapidity spectra. The particles are decayed using the semi-leptonic de-

cay model of ref. [87] and passed through a detector and trigger simulation. The selection
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criteria used is identical to section 5.1.3. The Monte Carlo events passing the selection cri-
teria are fit using a shape described in appendix C. Figures 5.24 and 5.25 show the results
of the fit for the electron and muon samples, which describe the correlations between the

impact parameter and cr well.
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Figure 5.24: Impact parameter—ct contour plots of Monte Carlo B. — J/yev events and
the fit. Top: Monte Carlo. Bottom: Fit to Monte Carlo.

5.1.8 b — J/T/)éfa,ke

The other source of background where the impact parameter and cr are correlated is
bottom hadrons decaying to a real J/¢ with a hadron from the same decay faking an
lepton. The sources and rates for faking leptons were studied extensively in ref. [31] and
are used in this thesis.

The estimates of the amount and shapes of these backgrounds are made using a Monte
Carlo sample of b — J/¢X events. Single bottom quarks are generated according the
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Figure 5.25: Impact parameter—ct contour plots of Monte Carlo B. — J/vuv events and
the fit. Top: Monte Carlo. Bottom: Fit to Monte Carlo.
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next-to-leading order QCD predictions by ref. [37], and fragmented using the Peterson
fragmentation model [42]. The resulting bottom hadrons are decayed using the CLEO
decay model [82], requiring a J/1¢» — p*p~ decay. The events are then placed through
a detector simulation [83] and the trigger simulation [73]. For both the calculation of
electron and muon fake rates, the J/1 is required to pass the same selection criteria as
data. The sample is normalized to the number of .J/1) events from bottom decay fit in data

in section 5.1.1.

Fake electron background

Hadrons can mimic the detector response of an electron in the calorimeter if it interacts
with material in front of the CEM, beginning its hadronic shower early. The rate that a
hadron will fake an electron was studied in ref. [31] using two data samples. The larger
of the two samples is the inclusive jet trigger data with a traverse energy requirement of
20 GeV, as known as the JET20 data set. The other sample used is the Minimum Bias
(minbias) trigger data; this trigger has minimal physics requirements but a large pre-scale.
The rate determined using minbias data set is used in ref. [31] as a measure of the systematic
uncertainty of the fake rate. The fake rate found is parameterized by the track’s py and
isolation (I). The isolation is defined as the ratio between the scaler sum of the momenta of
all tracks within a cone radius of 0.2 of the track in n — ¢ space (excluding the track itself)
and the track’s scalar momenta (I = %). Figure 5.26 shows the fake probability
measured in ref. [31].

As stated previously, the number of b — J/1ege X events is determined by using these

fake rates and a Monte Carlo sample. To be included in the fake rate calculation, an event

must pass the J/1¢ selection and have an charged hadron in the electron identification
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Figure 5.26: Fake SLT electron probability as a function of py from [31].
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fiducial (as defined in section 4.4) with a quality track and a py > 2 GeV. Ideally, one
then would apply the appropriate fake rate for the particle’s pp and isolation for each track
passing the selection, yielding the fake rate. Unfortunately, the Monte Carlo used does not
include particles from the underlying event, fragmentation, gluon radiation or the other
bottom hadron in the event. Thus, the isolation in the simulation does not represent the
data. Figure 4.1 in ref. [88] shows that about ~ 70% of the tracks have a I < 0.2 in the
CDF J/v data set. I apply the Jet20 I < 0.2 fake rates to entire Monte Carlo sample and
use the Jet20 I > 0.2, minbias I < 0.2, and minbias I > 0.2 fake rates to estimate the
systematic uncertainty.

Normalizing the Monte Carlo to the estimated number of b — J/19X events in data
yields a estimate of 2.85 4+ 0.03 events using the jet20 I < 0.2 fake rates. 2.86 + 0.03,
3.41 £0.04, and 2.10 £ 0.03 are the fake electron event estimates using the jet20 I > 0.2,
minbias I < 0.2, and minbias I > 0.2 fake rates. The greatest difference between the
jet20 I < 0.2 fake rate estimate and the other fake rates is used as an over-estimate of the
systematic uncertainty due to modeling (or lack of) of the track isolation, which yields an

estimate of N§

Brage = 2-80 £ 0.03(stat.) & 0.75(isolation).

In order to cross-check the ability of the Monte Carlo to represent the data, a comparison
is made with the fake electron estimate made in ref.[31]. In that analysis, the fake electron
estimate was made using the data. A three track vertex was made between the .J/1
candidate and all tracks in the electron fiducial region with a pp > 2 GeV. The mass of
the candidates was required to be 4.0 < M(.J/ve) < 6.0 GeV and |M(J/ye) — 5.2789] >

0.050 GeV, which is the expected mass region for B, candidates excluding BT — J/{ K™

M(J/4pe)-Lay

pr(Ijwe)| > 60pum was also required. The number of fake electron events

mass region.
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was estimated to be 2.6 £+ 0.3.

Applying the additional requirements and renormalizing the Monte Carlo to the larger
data set used in ref. [31], 1.8 £ 0.6(stat + syst) events are predicted in Monte Carlo. The
estimates agrees at the 1.2¢ level; the Monte Carlo appears to describe the data adequately.

The impact parameter-ct shape of this background is determined by a fit to the Monte
Carlo. The Monte Carlo sample used in the fit are events which can included in the electron
fake rate calculation. The fit shape is described in appendix C. Figure 5.27 shows the fit

result.
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Figure 5.27: Impact parameter—cr contour plots of Monte Carlo b — J/tepqr. X events
and the fit. Top: Monte Carlo. Bottom: Fit to Monte Carlo.

Fake muon background (Decay-in-flight)

Decay-in-flight(DIF) of charged pions and kaons to muons is a source of correlated

background, as long as the track is reconstructible. The probability of a decay-in-flight
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to have a reconstructible track is greatly reduced by the SVX requirements as shown
in ref. [31]. In that study, the probability of a kaon or pion to decay-in-flight (with a
reconstructible track) and ’fake’ an muon was calculated using a full simulation of the
detector. The kaon or pion was forced to decay previous to the calorimeter. The tracking
software was applied to the simulated track and the fraction of events which the hadron
and decay muon were reconstructed as a single track of sufficient quality was determined

as a function of track py. The results of the study is shown in figure 5.28.
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Figure 5.28: Decay-in-flight probability as a function of pp in ref. [31].

The number of correlated background events from decay-in-flight is determined in a
manner similar to the fake electron estimate. The Monte Carlo is normalized in the same
manner as the fake electron calculation. The .J/1 candidate is required to pass the selection
criteria in section 4.2, and the decay-in-flight candidates are required to have a quality
track with pp > 3 GeV and project into the CMU and CMP fiducial volumes (described

in section 4.3). The probability of decaying-in-flight is determined for the given py and
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particle species. 64.2 + 0.3% of the particles passing the requirements are kaons. The
decay-in-flight background is estimated to average 9.9 & 2.1 events. The error includes a
12% Monte Carlo calculation systematic uncertainty and a 17% reconstruction efficiency
systematic uncertainty quoted in ref. [31].

In ref. [31], the decay-in-flight estimate was done using data. The third (non-.J/v)
tracks was required to be in the CMUP fiducial region and the combined three track vertex
x? probability had to be larger than 1%. In that analysis, the kaon fraction was measured
to be (44 £4.4)%. The difference between the kaon fraction in ref. [31] and the simulation
could lead to a large systematic uncertainty due to the difference in the kaon and pion
decay-in-flight probabilities. To estimate this uncertainty, the Monte Carlo events are re-
weighted in order to match the kaon fraction measured by [31]. With the re-weighting,
the estimated number of correlated decay-in-flight background is estimated to be 8.7+ 2.0.
The difference between the two estimates is conservatively used as the systematic error,
yielding a final decay-in-flight estimate of N gf?/f =99+24.

As in the electron fake rate, the Monte Carlo ability to represent the data is tested with
a comparison to the decay-in-flight estimate made with data in ref. [31]. The following

additional requirements where made in the study:

o 4.0 < M(J/ih) < 6.0 GeV

M(J /1) Lay

pr(om] > 00Hm

o |M(J/¢p) —5.2789] > 0.050 GeV

The kaon fraction is re-weighted to match the data and the Monte Carlo is renormalized

to sample used in ref. [31]. 6.0 & 1.3 events are predicted, which agrees well with the
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estimate produced with data of 5.5+ 0.5 & 1.3. This agreement indicates that the Monte
Carlo describes the multiplicity and pr spectra of the bottom decay product well enough

to use it to estimate the decay-in-flight background in this analysis.
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Figure 5.29: Impact parameter—ct contour plots of Monte Carlo b — J/YpupapeX events
and the fit. Top: Monte Carlo. Bottom: Fit to Monte Carlo.

The impact parameter—cr shape of the decay-in-flight background is determined by
the same Monte Carlo sample. In ref. [27, 31], it is shown that the impact parameter
distribution of reconstructible decay-in-flight particles with SVX information have the same
impact parameter distribution of the parent particle. Similar to the fake electron shape,
the Monte Carlo events which could be used in the DIF rate calculation are fit in order to
determine the DIF impact parameter—ct shape, using the function described in appendix C.

Figure 5.27 shows the fit result.
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Fake muon background (Punch-through)

Hadrons can mimic muons by not being completely absorbed by the calorimeter and
leaving hits the muon chambers. The probability of a track punching-through the calorime-
ter was determined in ref. [31]. To summarize their method, a model of the CDF detector
and the absorption cross section for charged pions and kaons were used to determine the
total number of nuclear absorption lengths traversed by a particle. The number of absorp-
tion lengths traversed was corrected for the angle of the track and the ionization energy
loss of the particle. The probability of punch-through is the probability of the particle
punching-through to both the CMU and the CMP plus the probability of the particle
punching-through the CMU and decaying-in-flight before the CMP. Figure 3.11 shows the
number of absorption length traversed by a zero rapidity particle for K+, K~ and 7.

The selection criteria of the punch-through estimate is the same as the the decay-in-
flight estimate. The punch though probability of the tracks passing the requirements is
calculated from its particle type and momentum, yielding the final estimate. An average
1.76 +0.70 punch though events are expected in the data, including a 40% systematic error
used in [31].

As the punch-though rate is much larger for K+ than K~ or 7/~ the large difference
in kaon fraction between [31] and Monte Carlo (shown in the decay-in-flight estimate) is
a significant systematic uncertainty to the punch-through estimate. To be conservative,
we re-weight the data with the kaon fraction measured in ref. [31]; 1.23 £ 0.46 events
are expected. The difference between the two predictions is used as the estimate of the
systematic uncertainty in the prediction. Thus, the final estimate of the average number

of correlated backgrounds from punch though is N ]’;}}:Z; = 1.76 £ 0.88 events. In Monte
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Carlo, more than 99% of the events have the J/1 and the fake muon candidate in the
same azimuthal hemisphere, and therefore this background is only fit for in the toward
A¢ region. In ref. [88], the decay-in-flight and punch-through backgrounds are shown to
have the same lifetime shape in the B, lifetime fit. The decay-in-flight and punch-through
backgrounds are assumed to have the same impact parameter—cr shape. As with the decay-
in-flight background, the number of punch-through background events is estimated using
the [31] analysis cuts as a cross-check of the calculation. 0.83 & 0.33 events is estimated
from Monte Carlo after re-scalings to the kaon fraction measured in ref. [31]. In ref. [31],
0.88 £ 0.13 £ 0.33 is predicted. The two estimates agree within the statistical error on the

measurement in ref. [31].

5.2 Fit Description

In order to make a toward ® fraction measurement in A¢ for bottom production, the
bb component of the data has to be measured in the regions of A¢. In this analysis, a
simultaneous fit of the c7 of the J/1¢ and the impact parameter of the additional lepton ex-
tracts the bb component in the data. The fit is a binned, unbinned extended log-likelihood,
with binning in A¢ (toward/away) and in J/1 candidate mass (signal/sideband). Within
each bin in A¢, the shape of the impact parameter and cr distributions in data is fit with
continuous functions, which describe the signal and the various backgrounds in the sam-
ple. Constraints are used both within the regions of A¢ and My, and over the entire
sample. For each constraint, there is a corresponding fit parameter. The fit parameter is

constrained to the estimate or measurement within its uncertainty, which propagates the

SToward is A¢ < 5. Away is A¢ > 7.
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errors in the constraints properly. The constraints are introduced into the log-likelihood as
additional Gaussian or Poisson terms, depending on the which statistic that the constraint
follows.

The fit parameters will be in lower case, the constraints will be upper case, and the
errors on the constraints (if applicable) is denoted A(Constraint). The superscripts indicate
the additional lepton used (e for electrons, p for muons) and the A¢ region (t for toward, a
for away). For example, Ng’: is the number of B. — J/1eX background events estimated

in the electron sample in the toward A¢ region.

5.2.1 Data

The inputs to the fit on an event-by-event basis are the .J/¢ candidate’s ¢ and the
additional lepton candidate’s impact parameter. In the following sections, x with denote
the impact parameter, and y will denote the ¢r. The number of candidates in the .J/¢) mass
sideband and signal regions in both A¢ regions is used as a constraint in the likelihood.
In the electron sample, the number of found conversions in .J/¢ mass sideband and signal
regions in both A¢ regions is also used as a constraint. Conversion constraints are discussed

later in their respective sections.

=107 and N2? = = 205

The number of candidates in the electron samples is N signal

signal

for the toward and away A¢ regions. The equivalent numbers for the muon sample are

N, S”;’gtn o = 64and N S”;’gan o = 78. The number of candidates in the data is used as a constraint

on the number of candidates fit (nsigml). The constraint is expressed as the Poisson
probability of measuring Ny;gnq; events with mean value of ngigna-

(nsignal)Nsignal

—Nsignal 521
Nsignal! ‘ ( )

P(nsignal: Nsignal) =
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with the appropriate ngignq and Ngjgnqr for the given sample and A¢ region. ngignq is not

a fit parameter, but is a function of the other fit parameters, shown in section 5.2.8.

5.2.2 b— J/¢YX;b— (X' signal

The shapes which are used for the b — J/¢X;b — £X' signal are described by the
fit functions in sections 5.1.1 and 5.1.3. The impact parameter and cr are assumed to be
uncorrelated. Therefore, the shape which describes the signal is the product of the impact
parameter shape (F(fl0 (z)) and the cr shape (F{7(y)) for bottom decay. The parameters
that are used in F,;io (x) are different for the electron and muon fits.

The number of bb events fit is n,; with the superscripts given by sample and A¢ region.
For example, the number of bb events fit in the toward A¢ region in the electron sample

¢

is nZé The bb contribution of the shape component of the likelihood is given by

n,—

b
Nsignal

F,;io (z) - F{™(y) with the appropriate superscripts for the additional lepton type and A¢
region.
5.2.3 Unconstrained, uncorrelated backgrounds

The impact parameter—ct shapes of the three sources of uncorrelated backgrounds
without constraints, considered in this analysis, are constructed using the functions derived

in sections 5.1.1-5.1.3. The fit parameters for these three backgrounds are:

e ng4q: the number of events with the .J/¢ candidate and with the additional lepton

candidate both directly produced

e nyg: the number of events with the J/¢ candidate from bottom decay and with the

additional lepton candidate produced directly
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e ng: the number of events with a directly produced J/¢ candidate and with an

additional lepton candidate from bottom decay

where the superscripts indicate of the sample and A¢ region. The number of events with
a directly produced J/v candidate and an additional lepton candidate from bottom decay
is assumed to be small and ng, is fixed to zero. The parameter is released and fit for as an
estimate of systematic uncertainty due to this assumption.

The shape component of the likelihood for these three backgrounds is assembled in the

7 o . _Nag _, pdo R nle npg . rdo . et
same manner as the bb signal; T F (@) F5T . (y), T Fo . (x) - Ff(y), and

nT-L—db, -F,;io (z)-F§T ... (y) are the forms of the shape components for the three uncorrelated,
signa

unconstrained backgrounds.

5.2.4 Fake J/v¢ backgrounds

The fake J/¢ impact parameter—cr background shape (F%, ) is determined in sec-
tion 5.1.6 from a fit to the data for the muon sample. The predicted number of events
for this background is the ratio between the number of fake J/¢ events in the J/1) mass
signal and sideband region (Rg;qe) times the number of events seen in data with the J/¢
candidate in the mass sideband regions (Ng;q4e) for the given sample and A¢ region.

In section 4.2, the ratio is determined to be Rg;4. = 0.501 & 0.044 from a fit of the total
J /1 data sample. The same value for the fit parameter 744 is used in both A¢ regions in
the sample, but can be different in the electron and muon samples. The fit value of rg;qe 1S

constrained using a Gaussian factor in the likelihood function.

2
1 1 (7side—Rside
e 2

G (rside — Rside, ARside) = NN Rgide
side

(5.22)

The number of candidates found in the .J/¢ mass sideband region for the two samples
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and A¢ regions is N

side

=45, N = 47, N®t — 34 NM% — 17. The corresponding

side side

fit parameter ngqe, for the given sample and A¢ region, is constrained using the Poisson

probability of measuring N4, events for a sample with an average of ng;q. events.

. Nside
Nid s
P(nsideaNside) = (5;\[67)'6 Mside (523)
side-
The contribution of the shape component of the likelihood is Teidelside . Foy0 (2, 7) for

signal

the given sample and A¢ region.

The fake J/v background component in the electron sample is treated differently due
to the presence of residual conversions in the background. The functional form of the
shape of the background is given by equation 5.18. The fake J/v shape is fit at the same
time as the .J/v signal region. The f.,,, component of the fake .J/1¢ impact parameter—cr

shape is a composite of two variables which are constrained. fe.o,, = TC";{;Z%;“& where
sSwdeban

Teonwvs Neonvside, aNd Ngidepand are the fit ratio of residual to found conversion, fit number of

+ N2 Neonvside 1S constrained by the number

. el
“found” conversions, and Ng;gepand = NV.; side:

side

of conversions found in the sideband N,ypyside = 9 using the Poisson probability:

(nconvside)NCOMSide . 4
P(nCOnuside, NconUSid@) = e Neonvside (524)

|
Nconvszde-

Tside 1S constrained by the estimate in section 5.1.6. The form of the constraint is

described in section 5.2.7.

5.2.5 B, — J/Y¢X backgrounds

As stated in section 5.1.7, B, — J/¢¢X background is predicted to only populate the
toward region in A¢. Therefore, this background is only fit for in the toward region in

the two samples. In section 5.1.7, number of B, background events is estimated to be
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Ng’f = 10.01“%:‘;3 and N g’f = 7.23:2 for the electron and muon samples. The constraint is

added to the likelihood as a Gaussian probability factor.

2
1 7%(TLBACNNBC)
G(np, — Np,,ANp,) = NN Pe (5.25)
B.

where ANp, is the positive-sided error of Np, if (np, — Np,) > 0.0, and the negative-sided
error otherwise.
The impact parameter—cr shape (Fg,) of the B, background is fit for in section 5.1.7.

"be . Fg (2,y) and

n&lgnal nsignal

-Fgc (x,y) are the contributions to the toward shape component

of the log-likelihood for the electron and muon samples.

5.2.6 b — J/Yl;. X backgrounds

As in the B, background, b — J/¢lfqr.X background events are only expected to
populate the toward region in A¢, and therefore the background is only fit for in the toward
region in the two samples. In section 5.1.8, the size of b — J /1)l fope X is estimated. For the
electron sample, Ng’;ake = 2.85+0.75 is the expected fake electron correlated background.
The fake muon background has two sources: decay-in-flight and punch-through. As the
impact parameter—c7 shapes for both sources are assumed to be the same, the sum of these
two backgrounds is the fit variable. N g’ftake = 11.7 4+ 2.6 is the estimated number of fake
muon correlated backgrounds. The constraint is added to the likelihood in the same way
as B..

1 ,1( Bfake Bfake)
2
G(anak'e — NBfake’ANBfake) = 7\/§ANB e Bfake (526)
fake

The construction of the b — J/1)€ rqe X contribution of the shape is similar to the B,:

u
(z,y) and f“’“e -F

Bfake lje
l?f ke
stgnal

l?f ke

(x,y) for the electron and muon samples, respectively.

n&lgnal

120



5.2.7 Residual conversion background

The total number of predicted residual conversions is Reony *© Neony, where Reony i the
ratio between the number of residual versus found conversions and N, is the number of
found conversions in the sample. The number of found conversions removed from the two
A¢ regions with the J/1 candidate in the mass signal region is N, = 6 and N!,,, =
9, respectively. In section 5.1.4, Rgon, is estimated to be 1.00 £+ 0.37, using data and
Monte Carlo techniques. Residual conversions are assumed to pair with all three sources
of uncorrelated J/v¢ candidates: fake J/v , directly produced J/1, and bottom decay .J/.
The same value of the fit parameter 7oy, is used for all sources of .J/v¢ candidates that pair
with the residual conversions. The value of 7.4y, is constrained as a Gaussian probability

in the likelihood.

2
1 _1 (Tconv*Rconv )
e 2

G(rconv - Rconv; ARconv) = \/ET ARconv
conv

(5.27)

The fit parameters that set the scale for the number of residual conversions events with
the J/1 candidate from bottom decay and direct production are npeony and ngeony- The
parameters represent the number of found conversions with the J/1 candidate from the
given source. The number of residual conversions fit from these two sources are 7con - "bcony
and 7conyMdeony- 1he number of residual conversions already included in the sideband shape
component is rggenS;; f49,,, where fdo == W is the fit fraction of J/v¢ mass
sideband events where the electron is a residual conversion.

Due the relatively small number of residual conversions, fitting all three pairing of J/v
candidate types with conversions is not possible. In order to constrain this component of

the fit farther, the ratio of between npony and Ngeony 15 assumed to be the same as the

ratio between .J/¢ mesons from bottom decay and .J/¢) mesons produced directly (at the
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primary vertex). The fraction of J/1 mesons from bottom decay is fit to be 16.6%+0.2% in

section 5.1.1, yielding the relationship n(iéﬁm = 0.2-nfi/c';nv. As an estimate of the systematic
uncertainty, n(iéﬁm and ”fi/c‘;nu are fixed to zero in separate fits in order to probe the full

t/a | t/a

range of ratio ny, ..M.

The number of found conversions in the two A¢ regions is used as a constraint on the fit
of the residual conversions. The number of 'found’ conversions fit is the number of residual

conversions fit divided by the ratio of residual versus found conversions:

Tsidenzidenconvside (5 28)

Neonv = Mbeonv + Ndeonv T
N, sideband

The constraint using the number of found conversions is the Poisson probability of finding

Neonp conversion candidates with a mean value of number of found conversion fit.

. (nconv)Nconv —(Neonwv)
P(ncom};Nconv) = N T —€ (529)
conv*

The shape components of residual conversions with a J/¢ from bottom decay and
direct production have the form reetelbcons 7 L (1) FET(y) and feenptdeons o (1) FST L (y),
signal signal

respectively. The residual conversions with a fake .J/1 have already been included in the

sideband fit shape.

9.2.8  ngigng SUMS

The number of events fit in the J/1) mass signal region is a function of fit parameters
described previously in this section. Listed below are the functions for number of events

fit for the two samples and A¢ regions.

st _ . st
nsignal - + n + n + n + Tszde szde + n + anake
1y _ o0
nsignal - + TL + n + n + rszde Nide
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e,t e,t e,t e,t e,t e a6t e,t e,t
signal "bg + Mg + M ap + g4 + Tside " Mside + nBC + anake
t t
t Teonv * Mpeony T Teonv * Ndeony
e,a . e,a e,a e,a e,a e . ea
Ngignal — M T ™a T Mgy T Mgy T Tside " Mgide

t t
t Teonv " Mpeony T Teonv ™ Ngeonw

5.2.9 Impact parameter—cr shape component

The complete functions for the shape components of the fit are given below for the
two samples and A¢ regions. As a reminder, x is the additional lepton candidate’s impact

parameter and y is the J/¢ candidate’s cr.

1

7t E— 7t b d ) 7t b d b
Pl e,y) = | W FE () B4 ) + nlf B () Fit (0)
signal
)t ) d ) )t 3 d 3
g Faireer (W), () + ngly Faite, () Faive ()
it ;t )t
+n%fake Fgfake (il?, y) + n%c Fgc (:Ca y) + rgidengiderl;de (il?, y)
1 d d
Fipape(®y) = —ma— [mg By W) F ™" (@) + mipg By () Fipea ()
nsignal
HQ gnCT [ do 1t HQ 7CT [ do
+ndb Fdirect (y)Fb ’ (I) + Ngq Fdirect(y)Fdi(;"ect (iL‘)
TR TR )
+Tsidensideride ($7 y)
1
’t — 7t ) d ) 7t ) d )
Fape(@y) = —7— [n2 BT () B2 (@) + g By (y) Fie ()
nsignal
7t ) d ) 7t 3 d s
gy Faireer (W) Fy (@) + nigy Faie o (Y) Fgiveer (%)

’ ,t ,t
05, F B (09) + 0B R (2,9) + riaenia Fige (,9)

+Tconun(t)conchonv (I)Fbm—,e (y) + rconvnfjconchonv (I)Fg;gct(y)
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1

) — ) ) d ) ? ’ d !
F:h?zpe(xa y) = Tz nZEaFIfTe(?J)Fb @) + gy By () Fyiee ()
signa
5 s do, ’ ’ do, :
T (1) F 0) ST (F (0) + T o11)

+Tconungcom;Fconv (‘/E)F[)CT’e (y) + rcon’ungconchon’u (‘/E)chz—r’:ct(y)

5.2.10 Bin constraints component

The constraints which are specific to a given region in A¢ and sample are listed below:

it st st . st sty st Arpt st
Cbin - P(nsignah Nsignal) P(nside7 Nside) G(nBC ‘NBC ) A‘NBC )
. it ATt st
G(anak'e ]\[Bfak'e7 Bfake)

Cuaa — P(nﬂra N“aa ) . P(nﬂaa Nﬂaa )

bin signal’ * " signal side’ * " side
et e,t el . el ety . et aret el
Cbz'n - P(nsignal7 Nsignal) P(nside7 Nside) G(nBc NBC ) A‘N’Bc)

e,t e,t e, t t
'G(anake - NBfake ) ANBfake) ) P(nconva Nconv)

oot = P(ne’a N&? ) . P(ne,a N&S ) : P(ngonu: Ngom])

bin signal’ * " signal side’ * ' side

5.2.11 Global constraints component

The global constraints are the simplest component of the likelihood. The functions of

the global constraints are listed below:

" _ u
Corobat = G(Tsige — Rsides ARside)
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Cglobal = G(rgide - Rside; ARside) ’ G(Tconv - Rconv; ARconv)

5.2.12 Log-likelihood function

Finally, the log-likelihood can be assembled from the functions developed in the previous

sections. The likelihood function for the muon sample is:

1t
signal

global H C#z’n H (Fsuhiape( g,j’ yéf])>
J
where 2!’ i and y!' j are the impact parameter of the additional muon candidate and the c7
of the J/v candidate for j** event in the i A¢ region in the .J/1 signal region.
The likelihood function for the electron sample is similar to the muon likelihood. The
electron likelihood includes conversion terms and the fit of the .J/1) mass sideband region.

e,l
signal

e,i e
global H bm H (Fshape ,]" yi,j))
Nsideband
'P(ncom}sidea Ncom}side) ' H (Fcom] (Iz, yli))
k

where 5 and y; j are the impact parameter of the additional electron candidate and the
cr of the J/1) candidate for j* event in the i» A¢ region in the .J/v signal region, and

xj and y; are the impact parameter of the additional electron candidate and the c7 of the

J /v candidate for k' event in the .J/v sideband region.

5.3 Fit Results

The log-likelihood (—21n £) is minimized for both data sets using MINUIT [89]. The

fit parameter errors are defined by +1¢ (AL = 1) contours of the likelihood function using
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the MINOS option. The results of the fit are shown in table 5.14. In order to display the
fit result, the log-likelihood function has been integrated in regions of impact parameter—cr
space. Figure 5.30 shows the fit result of the J/¢ mass sideband region for the electron
sample. Figures 5.31-5.34 show the fit results for the additional electron sample with a 2-d
contour plot and 1-d projections onto the impact parameter and cr axis for the toward and
away A¢ regions. Figures 5.35-5.38 show the equivalent distributions for the additional

muon sample.
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Figure 5.30: The fit of the electron sample’s signed impact parameter and ct distribution
for the J/v) mass sideband.

The toward fraction measured in the two samples are:

ftlf)ward = 3451—2%% (530)
ffoward = 1921—23% (531)

The measurement error includes both the statistical error as well as systematic uncertainties

due to the constraints.
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As a test of the fitting technique, a set of 1000 toy Monte Carlo ’experiments’ is gen-
erated. The results of the study are shown in appendix D. The study shows that the fit

results are unbiased and have proper errors.

CDF Preliminary (1994—1995)

0.2
—0,1
Pseudo—c, (em) —0.2\®

00"?6

Figure 5.31: Result of the ct—impact parameter fit for the electron sample in the toward
bin. Top: Data. Bottom: Fit.

5.4 Systematic Uncertainties

In this section, the systematic uncertainties on the fioyerq¢ Mmeasurement, not already

included in the impact parameter—cr likelihood, are evaluated.

5.4.1 Sequential charm fraction

The sequential charm fraction (fse,) that is used in the bottom impact parameter
shape (F,;io) is derived by the simulation. The uncertainty in the sequential charm fraction

leads to a systematic uncertainty in the determination of Fd"7 as sequential charm leptons

127



Fit parameter ‘ Electron ‘ Electron Constraint ‘ Muon ‘ Muon Constraint

nt; 29.614 T 23.0"58
o 15757 1.6%57
ntons 0.6(fixed) N/A
n', 0 (fixed) 0 (fixed)
nt, 37.0159 113751
Micony 28477 N/A
ntu 45.4759 45 32.9727 34
. 2.8707 2.85+£0.75 10.7132 11.7 +£2.6
'y, 10.0133 10.0135 51723 7.212¢
nt i gnal 107.1 107 68.2 64
1t one 5.6 6 N/A
n 12471179 43.615%2
nfy ~1.47433 8.1780
NG onw 1.2(fixed) N/A
ng, 0 (fixed) 0 (fixed)
ng, 495192 16.0725
Micon 6.0755 N/A
n%.. 47,6771 47 18.2735 17
% gmat 204.9 205 76.8 78
N%me 9.5 9 N/A
T'side 0.5051 0001 0.501 4 0.44 0.501%3-033 | 0.501 +0.044
T eonu 0.9910-34 1.00 + 0.37 N/A
o | 000 N/A
Ao 30329 um N/A
oo 431“? pm N/A
Nconvside 8.9129 9 N/A
cr 0.5470 11 N/A
o 0.3510:9° N/A
o 3827196 ;im N/A
g 8251228 im N/A
foadd 491“50 pm N/A

Table 5.14: Fit results and constraints for the electron and muon samples. ng;gnq and
Neony are not fit parameters but are functions of fit parameters.
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Figure 5.32: Result of the ct—impact parameter fit for the electron sample in the toward
bin. Top: Projection onto impact parameter axis. Bottom: Projection onto cT axis..
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Figure 5.33: Result of the ct—impact parameter fit for the electron sample in the away bin.
Top: Data. Bottom: Fit.
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Figure 5.34: Result of the ct—impact parameter fit for the electron sample in the away bin.
Top: Projection onto impact parameter axis. Bottom: Projection onto cT axis..
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Figure 5.35: Result of the ct—impact parameter fit for the muon sample in the toward bin.
Top: Data. Bottom: Fit.
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Figure 5.36: Result of the cr—impact parameter fit for the muon sample in the toward bin.
Top: Projection onto impact parameter axis. Bottom: Projection onto cT axis..
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Figure 5.37: Result of the ct—impact parameter fit for the muon sample in the away bin.
Top: Data. Bottom: Fit.
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Figure 5.38: Result of the ct—impact parameter fit for the muon sample in the away bin.
Top: Projection onto impact parameter axis. Bottom: Projection onto cT axis..

have a larger impact parameter than direct bottom leptons. In ref. [27, 90] ,the relative
systematic uncertainty in f., was studied. In both measurements, the uncertainty included
the systematic error due to the PDF as well as branching fraction uncertainties. The relative
uncertainty is fseq was £19% in both analyses. As both measurements used samples very
similar to this analysis, £19% is used as the same relative uncertainty in fge,. The effect
on the uncertainty of f,, is estimated by changing the fs., by 10 and re-fitting F,;io. The
new F,;io shapes are then used to re-fit fioward, With the results shown in table 5.15. The
maximum differences of +£0.1% and +0.3% are assigned as the systematic uncertainty for

the electron and muon samples, respectively.

5.4.2 Bottom lifetime

The bottom hadrons’ lifetimes (BT, B, By, and Ap,) and their decay products’ impact

parameters are strongly correlated. In order to estimate the uncertainty in fiparqg caused
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‘ fseq_la ‘ fseq+10 ‘
Electron | 19.0875:9% | 19.13720%
Muon | 34.27792% | 34.43732%

Table 5.15: Fit results of fiowara varying fseq in the bottom impact parameter shape by
+lo.

| | B Lifetime —10 | B Lifetime +10

Electron 18.891'2:?% 19.11f§;3%
Muon 33.401’2:%% 36-75th421%

Table 5.16: Fit results of fioward varying the bottom lifetimes in the bottom impact para-
meter shape by *lo.

by the uncertainties in the bottom hadrons’ lifetimes, two additional Monte Carlo samples
are generated using BGENERATOR. [91], a fast bb Monte Carlo that approximates the
NLO prediction by ref. [24]. In one sample, all the bottom hadrons lifetimes are shifted up
by lo from their PDG values ref. [79]. In the other sample, the lifetimes are shifted down
by 1o. The Fy" shapes determined by these samples are then used in a re-fit of fioward.
Table 5.16 shows the fiyerq values fit. The estimate of the systematic uncertainty due to
the bottom lifetime is chosen to be the greatest differences from the standard fit. +0.3%

and +2.2% are the uncertainties estimated in the electron and muon samples.

5.4.3 Bottom fragmentation ratios

B,, BT, and B~ have proper decay lengths of ~ 470 um, whereas A g has a proper decay
length of 387 pum. Thus, the uncertainty in the fraction of bottom quarks fragmenting to
Ay leads to the largest uncertainty of the F™ shape. Using BGENERATOR, two samples
are generated shifting the A, fragmentation function by +1o, with o given by ref. [7] . The

new Fy7 shapes are used to re-fit fi,uard, with the maximum difference from the standard
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FAb—IU FAb—i-lU

Electron | 19.0875:9% | 19.14750%
Muon | 34.37133% | 34.44733%

Table 5.17: Fit results of fiowara varying the Ay fragmentation fraction in F,flo shape by
+lo.

‘ ‘ Ngeony = 0 ‘ Npeony = 0 ‘

‘ Electron ‘ 19.01’?:8% ‘ 19.21’?:2% ‘

Table 5.18: Fit results of fipwara fixing either ngeony O Npeony tO Z€TO.

fit used as the estimate of the systematic uncertainty. Table 5.17 shows the fioward fit
results, yielding a systematic uncertainty of +0.1% and +0.2% for the electron and muon

samples.

5.4.4  Nyeony/Ndcony Tatio

Due to the limited number of residual conversions in the sample, the ratio between
Npeony aNd Ngeony 18 fixed to the fit ratio between J/1¢ from bottom decay and directly
produced J/1. In order to estimate the systematic uncertainty due to this assumption, the
fit of the data is re-done with either npcony Or Nyeony fixed to zero; the difference between
fits are used as an estimate of the systematic uncertainty. Table 5.18 shows the fipward fit

results, yielding a systematic uncertainty of +£0.1% for the electron sample.

5.4.5 Residual conversion impact parameter shape

The residual conversion shape (Fyy, ) is determined using data and simulation. In data,
the conversion radii of the found conversions indicate that a large fraction (fB2dSVX —

40.3 £ 6.2%) of the conversion candidates have at least 1 SVX hit mis-assigned to the
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BadSV X BadSV X
‘ ‘ fco%v —1lo ‘ fco%v + 1o ‘

‘ Electron ‘ 19.01?8% ‘ 19.3ng2% ‘

Table 5.19: Fit results of fipwara varying fBedSVX

e in the residual conversion shape by £1o.

FGoodSVX

Pt , which describes the shape of residual

track. Flo,, is the sum of two shapes:

conversion where SVX hits are assumed to be correctly assigned (small conversion radii),

and FBSVX "which describes the shape of residual conversion where at least 1 SVX hit is

assumed to be incorrectly assigned (large conversion radii). FG904SVX and FBdSVX are

fGoodSVX i changed by +1o

determined using Monte Carlo in section 5.1.5. The value of
in Fiony in order to estimate the systematic uncertainty due to the Fy,, shape used. The
values of fioward fit using the varied Fi,,, shapes are shown in table 5.19. The maximum

difference of +0.2% is assigned as a conservative estimate of the systematic uncertainty

due to the residual conversion impact parameter shape used.

5.4.6 Direct impact parameter shape

The direct impact parameter shapes (F do ) are determined by a fit to Monte Carlo

direct
samples in section 5.1.2. The finite size of the Monte Carlo samples lead to an uncertainty
in the fit parameters of the shapes. In order to estimate the uncertainty in figqrq due the
F go shape uncertainty, each parameter is fixed to a value +1¢ from the best fit value

irect

and the ng‘} cct Shape is re-fit. The new shape is then used in the impact parameter—cr fit.
Table 5.20 shows the result of the fits. The largest negative and positive differences from

the standard fit is conservatively assigned as the systematic error, Jjg:i% for the electron

sample and T73% for the muon sample.
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Electron Muon
Parameter —lo +1o —lo +1o
fi 19.17185% | 19.15785% | 41.60795% | 34.66732%
A\ 19.16185% | 19.13780% | 41.15793% | 34.25732%
fo 19.15785% | 19.13785% | 34.08752% | 34.83793%
Ao 19.16785% | 19.1675:0% | 41.93751% | 33.54793%
o4 19.20780% | 19.15780% | 34.50792% | 34.52133%

Table 5.20: fiowarq fit values varying the Fd

irect

‘ fbaclc_la ‘ fback+10.

Electron

Muon

19.15783%
34.52t2,§%

19.181%5%
34.5432%

fit values within errors.

Table 5.21: Fit results of fiowaera varying f%* by +1o.
5.4.7 Direct and bottom c¢7r shape

The direct and bottom c7 shapes are determined by a fit to the data. In the fit, the

N,

fraction of fake .J /1 events (f°2°*) is fixed at the predicted fraction given by w In

szgnal
order to estimate the effect on fipward, the value of f%%* is change by +1¢ and the J [
mass signal region c7 fit is re-done. The resulting Fj7 _ , and F{" shapes are used in a re-fit
of fioward- Table 5.21 shows the results of the fit. The greatest difference from the standard

fit is chosen to be a conservative estimate of systematic uncertainty, yielding uncertainty

estimates of £0.015% and +0.01% for the electron and muon channels.

5.4.8 Ny

In this analysis, the number of events with a directly produced J/v¢ with a lepton
from bottom decay (ng) is assumed to be zero. In order to measure the effects of this

assumption, a fit of fioward 1S performed where ng, is a free parameter. The resulting
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Source

Electron ‘ Muon

Sequential Rate +0.1% | +0.3%
B Lifetime +0.3% +2.2%
Fragmentation Fractions +0.1% | £0.2%
Nbconv /Mdecony Tatio +0.1%
Residual Conversion Shape +0.2%
Direct Impact Parameter Shape | 0% 5%
Frack (for & and FE7) | £0.02% | £0.01%
Nap +0.1% +1.9%
Total 0% | %

Table 5.22: Summary of the estimated values of the systematic uncertainty for fioward-

towara Values fit are f¢ o =19.3703% and f! ~ =32.6775%. The difference in this
toward 6.5 toward 4.8
fit from the standard fit is assigned as the systematic uncertainty due to ng. We assign a

+1.9% uncertainty to f}, .., and £0.1% to f£ . ..

5.4.9 Total systematic uncertainty

The individual systematic uncertainties are added in quadrature in order to determine
the combined systematic uncertainty. The systematic uncertainties for the electron and
muon samples are Jjg:‘g% and fg:?%, respectively. Table 5.22 shows the estimates of the

systematic uncertainties.

5.5 Final Results

The fraction of bb pairs produced in the same azimuthal hemisphere at the Tevatron
(froward) has been measured using the event topology b — J/1¥X;b — ¢X'. The toward

fraction in the electron and muon samples is measured to be:

ffoward = 19'21—?3 i—gg% (5'32)
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ftl;)ward = 345tg% irg[l]% (533)

where the first error is the fit error and the second error is the additional systematic

uncertainties due to impact parameter—cr shape uncertainties.
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Chapter 6

Theory Predictions

The following sections compare the measured results to the theory predictions. First, a
description of the correction of the measurement to the bottom quark level is given. The
‘corrected’ measurement is then compared to the next-to-leading order QCD prediction [24]
of fioward for bottom production. A short study of a leading-log Monte Carlo (PYTHIA)
demonstrates the necessity to include all bottom Monte Carlo production mechanisms when

using leading-log Monte Carlo to describe fippard measured in experiment.

6.1 Correction to Quark Level

At the time of this analysis, no fragmenting, NLO QCD calculation of bottom pro-
duction at the Tevatron exists . Therefore in order to compare to next-to-leading order
calculations, one must ’correct’ the experimental measurement to the bottom quark level
(feorr 4)- Due to fragmentation, the conversion from the bottom meson’s kinematics (which

is measurable) to the bottom quark’s kinematics (which is not measurable) does not have a

simple relationship. Thus, the correction from bottom hadron to bottom quark kinematics
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(C's_p) can have large systematic uncertainties. It is a conjecture of this analysis that most
of these uncertainties cancel, as the measurement is a ratio. This assumption is supported
later in this section

The correction is:

bb 90%

toward,mc (61)

b—J/PpX;b—LY
toward,mc

is the fioward prediction by PYTHIA with both the J/¢ and the

Cpsp =
b= /X bty
where: ftoward,mc

bg 90%

additional lepton passing the selection criteria, and f7 . is the fraction of bottom

quarks produced in the same hemisphere by PYTHIA which pass the following criteria:
o Y > py/¥ and [y"] < /Y
o pf > pfand |y*2| <yt

b1 can be either the bottom quark or antiquark. No requirements are made on the

decay products of the bottom quarks. p;,/ v

and pl} are values of the pp of the bottom
quark (decaying to the J/1 or lepton) in which 90% of the Monte Carlo events passing the
selection requirements have a higher pp. Similarly, y//% and ¢! are the rapidities of bottom
quarks decaying to the J/1 or lepton in which 90% of the Monte Carlo events passing the
selection requirements have a smaller absolute value of rapidity. The value of 90% is chosen
as it has been convention in bottom cross section measurements at hadron colliders since
ref. [25].

The prediction is made with the same sample used to estimate the bottom decay impact
parameter shape in section 5.1.3. The distributions of the py and rapidity (y) of bottom
quarks in events that pass J/1¢ and lepton selection are shown in figure 6.1-6.4. Table 6.1

shows the values determined in both the electron and muon samples for three different

production mechanisms. The rapidities of all three mechanisms are very similar and are
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determined by the detector geometry. The pr values are different in the three mechanisms.

Flavor creation produces two bottom quarks with similar momenta, while gluon splitting

I/

and flavor excitation produce quarks with dissimilar py. The values of y//¥, ¢, T,

and pgp used in the correction factor calculation is the average of the three production

mechanisms. As an estimate of the systematic uncertainty, C'g_; is calculated for each

production mechanism separately. The systematical uncertainty is estimated as the largest

difference between the individual and combined production mechanisms.
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Figure 6.1: pp of the bottom quarks in events that pass selection in the electron PYTHIA
samples. The arrows indicate the 90% acceptance value.

Table 6.2 shows the

— 900’
bb 0%
toward,mc’

b—J /X ;LY
toward,mc
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Figure 6.4: |y| of the bottom quarks in events that pass selection in the muon PYTHIA
samples. The arrows indicate the 90% acceptance value.

|Sample | p7/ [y ] p5 |y |
FC 6.8 GeV | 0.66 | 5.3 GeV | 0.98
FE 71 GeV | 0.66 | 3.8 GeV | 1.06
GS 6.4 GeV | 0.70 | 3.8 GeV | 0.92

| Ave [6.8GeV | 0.67 |43 GeV ]0.99 |

|Sample | p/” [y ] ph |y ]
FC 7.3 GeV | 0.66 | 6.6 GeV | 0.60
FE 7.0 GeV | 0.66 | 5.8 GeV | 0.66
GS 6.6 GeV | 0.68 | 5.7 GeV | 0.58

| Ave [7.0GeV | 0.67]6.0GeV |0.61 |

Table 6.1: 90% acceptance requirements on the bottom quarks decaying to a J/v or a
lepton predicting by PYTHIA Monte Carlo and a detector simulation. Top: Electron.
Bottom: Muon.
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‘ FC FE GS ‘ Combined ‘
S e 51+£0.1% | 21.4+05% | 464+05% | 26.4+0.2%
DI 58 £04% | 234+08% | 478+08% | 27.3+0.5%
Cg_sp 0.879 +0.063 | 0.915+0.038 | 0.971 +0.020 | 0.967 +0.019
| FC FE GS | Combined |
B e 3.5402% | 195+0.8% | 472+0.8% | 25.5+0.4%
POTNESOT | 3 440.5% | 204+1.3% | 49.3+1.2% | 26.3+0.7%
Cg_sp 1.029 £+ 0.164 | 0.956 +£0.072 | 0.957 +0.028 | 0.968 + 0.026
Table 6.2: Correction factor between the experimental measurement and the bottom

quarks. Top: Electron sample. Bottom: Muon sample.

the three separate production mechanisms. The values estimated are:

Cg,y = 0.967 +0.019(stat.) £ 0.088(syst.)

C% ., = 0.968+0.026(stat.) + 0.061(syst.)

corr

The measured toward fraction for the bottom quarks (ff" ) extracted using the

correction factor (Cp_yp) is:

roird 18.6793 00 £ 1.7% (6.4)
, . 7.7
Towad 334185 T1T £ 23% (6.5)

where the first error is the fit error, the second error is the additional shape systematic
uncertainties on fiowaerd, and the third error is the uncertainty due to the correction to the

bottom quark kinematics.
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6.2 Comparison to Next-To-Leading Order Theory

The measured forward fraction corrected to the quark level is compared to the NLO

QCD predictions [24], using the same requirements as for the correction of the exper-

NLO

imental measurements (given in table 6.1). The NLO prediction (f;) 54

) is made us-

ing mp = 4.75 GeV, a renormalization/factorization scale p = \/m,% + (p5 —l—pET)/Z and
CTEQ5M [35] and MRST99 [36] PDFs. To estimate the systematic uncertainty in the
NLO calculation, my is varied from 4.5-5.0 GeV and p is varied from 0.5-2.0. To study the
effects of large initial state parton transverse momenta (kr), the NLO prediction is also
made with (kr) values of 0-4 GeV. The kr effects are implemented in the same manner as
described in section 2.5 and ref. [49]. In ref. [49], a (k) of 3-4 GeV per parton is predicted
at the Tevatron. With the lower momenta exchange in the interactions (¢2) in this analysis
relative the direct photon data used to make the predictions in ref. [49], one may expect a
lower (k7) in this analysis. Tables 6.3 and 6.4 show the predicted fgqﬁgﬂd and total cross
sections predicted using MRST99 and CTEQ5M PDFs, respectively, for the different input
values of (kr), my, and p.

Table 6.5 and figure 6.5 show the summary of the predictions. The NLO predictions
do not depend strongly on the PDF selected. The f}?g::;l;r 4 measured is consistent with
the NLO prediction within 1.6 o for all values of (kr), with the best agreement with
(k) =3 GeV. The f;g:gzr , measured differs from the NLO prediction with (k7) = 4 GeV
at the 3.3 o level. The measured value is consistent with all (k7) < 3 GeV at the 1.6 o level,
with the best agreement at (k7) = 0 GeV. Since the NLO prediction for (k1) = 0 GeV and

(kr) = 3 GeV differ by only ~ 2¢ within renormalization/factorization scale uncertainties,

it would not be likely to differentiate between scale and kp effects with a more precise
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NLO,e NLO,u ‘
mp ‘ H ‘ <kT> ‘ Oe ‘ ftoward ‘ Ou ‘ toward

4.75 GeV | 1.0 | 0 GeV | 1.63 ub | 16.5£0.2% | 0.63 ub | 16.8 +0.3%
475 GeV | 2.0 | 0 GeV | 1.33 ub | 13.24+0.3% | 0.52 ub | 13.0 £ 0.2%
4.75 GeV | 0.5 | 0 GeV | 2.14 pub | 20.1 +£0.2% | 0.82 ub | 20.8 +£0.3%
5.0 GeV | 1.0 | 0 GeV | 1.50 ub | 16.0 £ 0.2% | 0.59 ub | 16.2 +0.3%
45 GeV | 1.0 |0 GeV | 1.74 ub | 17.2+£0.2% | 0.65 ub | 18.0 £ 0.4%
475 GeV | 1.0 | 1 GeV | 1.48 ub | 19.1 £0.3% | 0.50 ub | 22.1 +0.5%
475 GeV | 2.0 | 1 GeV | 1.21 pb | 1524+ 0.2% | 0.44 pb | 16.4 £ 0.4%
475 GeV | 0.5 | 1 GeV | 1.89 ub | 23.9+0.3% | 0.65 ub | 27.5 £ 0.5%
5.0 GeV | 1.0 | 1 GeV | 1.37 ub | 18.5£0.2% | 0.49 ub | 20.5 £ 0.4%
45 GeV | 1.0 | 1 GeV | 1.59 ub | 19.9 £ 0.3% | 0.52 ub | 23.2 +0.6%
475 GeV | 1.0 | 2 GeV | 1.49 pub | 23.1+0.4% | 0.55 pub | 23.8 £0.9%
4.75 GeV | 2.0 | 2 GeV | 1.25 ub | 18.2+£0.3% | 0.45 ub | 18.8 £ 0.4%
475 GeV | 0.5 | 2 GeV | 1.93 ub | 28.24+0.4% | 0.67 ub | 30.8 £0.7%
5.0GeV | 1.0 | 2 GeV | 1.38 ub | 22.3+0.4% | 0.50 ub | 23.8 +0.6%
45 GeV | 1.0 | 2 GeV | 1.60 ub | 24.2+0.5% | 0.55 ub | 26.4 +0.8%
475 GeV | 1.0 | 3 GeV | 1.68 pub | 31.7+0.6% | 0.58 ub | 31.9 +£0.9%
4.75 GeV | 2.0 | 3 GeV | 1.40 ub | 26.4 £0.5% | 0.49 ub | 25.7 £ 0.7%
475 GeV | 0.5 | 3 GeV | 2.18 ub | 37.3£0.5% | 0.67 ub | 37.4 £ 0.8%
5.0 GeV | 1.0 | 3 GeV | 1.53 ub | 30.5 £0.5% | 0.55 ub | 29.9 £0.8%
45 GeV | 1.0 | 3GeV | 1.81 ub | 34.0+0.6% | 0.62 pub | 33.3 £ 1.0%
475 GeV | 1.0 | 4 GeV | 2.03 pub | 45.1+£0.7% | 0.71 pb | 44.4 +£ 1.2%
4.75 GeV | 2.0 | 4 GeV | 1.70 ub | 40.8 £ 0.6% | 0.58 ub | 39.5 + 1.0%
4.75 GeV | 0.5 | 4 GeV | 2.63 pub | 50.2 £ 0.6% | 0.91 ub | 50.5 +0.9%
5.0 GeV | 1.0 | 4 GeV | 1.84 ub | 43.6 £0.7% | 0.65 ub | 43.4 £1.0%
45 GeV | 1.0 | 4 GeV | 2.22 ub | 47.7+£0.8% | 0.77 ub | 48.1 +1.2%

Table 6.3: NLO prediction [24] of total cross section and fipyerqd using the fiducial require-
ments from table 6.1 using the CTEQ5M PDF.

measurement of fror .

Figures 6.6 and 6.7 illustrate the effects of varying the PDF, (ky), my, and renormal-
ization/factorization scale on the NLO predictions. Varying m; mass does not affect the
predicted shape, but instead only affects the total cross section predicted. The two dif-
ferent PDFs studied yields very similar shape and total cross section predictions. Only
scale and (kr) variations yield appreciably different shape and total cross section predic-
tions. Varying the renormalization/factorization scale changes the total cross section as

expected, lowering the scale increases the total cross section. In addition, the varying

146



mp

‘M‘(’W)‘

Oe

‘ NLO,e
toward

Ou

NLO,u
toward

4.75 GeV
4.75 GeV
4.75 GeV
5.0 GeV
4.5 GeV

1.0
2.0
0.5
1.0
1.0

0 GeV
0 GeV
0 GeV
0 GeV
0 GeV

1.59 ub
1.32 ub
2.10 ub
1.48 ub
1.72 ub

16.9 £ 0.2%
13.1 £ 0.2%
20.5 + 0.2%
16.3 £0.2%
17.3 £ 0.2%

0.63 b
0.52 b
0.79 b
0.58 pb
0.65 b

16.7 £ 0.3%
13.1+0.2%
21.8 £ 0.3%
16.7 £ 0.3%
18.0 £ 0.4%

4.75 GeV
4.75 GeV
4.75 GeV
5.0 GeV
4.5 GeV

1.0
2.0
0.5
1.0
1.0

1 GeV
1 GeV
1 GeV
1 GeV
1 GeV

1.46 pb
1.21 ub
1.88 ub
1.36 ub
1.55 ub

19.4 £ 0.3%
15.3 £0.2%
24.1 +0.3%
18.8 £0.2%
20.3 + 0.3%

0.49 pb
0.44 pb
0.62 ub
0.49 pb
0.53 ub

22.7+0.6%
16.1 £0.3%
28.8 +0.5%
20.5 +0.4%
23.0 +£0.5%

4.75 GeV
4.75 GeV
4.75 GeV
5.0 GeV
4.5 GeV

1.0
2.0
0.5
1.0
1.0

2 GeV
2 GeV
2 GeV
2 GeV
2 GeV

1.49 ub
1.25 pb
1.89 ub
1.37 ub
1.58 ub

23.2 4+ 0.4%
18.3 £0.3%
28.9 + 0.4%
22.4 4+ 0.4%
24.4 4+ 0.4%

0.53 pb
0.46 pb
0.67 ub
0.50 pb
0.55 pb

24.7+0.6%
18.4 £ 0.4%
31.2 +0.8%
23.3 +£0.5%
26.2 +0.7%

4.75 GeV
4.75 GeV
4.75 GeV
5.0 GeV
4.5 GeV

1.0
2.0
0.5
1.0
1.0

3 GeV
3 GeV
3 GeV
3 GeV
3 GeV

1.65 ub
1.39 ub
2.15 pb
1.52 ub
1.80 ub

31.9 £ 0.6%
26.3 + 0.4%
36.9 £ 0.5%
30.7 £ 0.5%
33.6 £0.7%

0.57 ub
0.49 pb
0.74 pb
0.55 pb
0.62 pb

32.1+£0.6%
25.7+0.7%
38.4 £ 0.8%
29.5 +0.7%
33.1£0.9%

4.75 GeV
4.75 GeV
4.75 GeV
5.0 GeV
4.5 GeV

1.0
2.0
0.5
1.0
1.0

4 GeV
4 GeV
4 GeV
4 GeV
4 GeV

2.01 pb
1.67 pb
2.59 ub
1.83 ub
2.23 ub

449+ 0.7%
40.6 + 0.3%
49.7+ 0.6%
42.8 +0.6%
474+ 0.7%

0.69 ub
0.58 ub
0.90 ub
0.63 ub
0.76 ub

44.9 + 0.9%
38.8 £ 0.9%
49.8 + 0.9%
424+ 1.0%
46.5+1.1%

Table 6.4: NLO prediction [24] of total cross section and fiowarq using the fiducial require-

ments from table 6.1 and the MRST99 PDF.
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fe ,corT
toward

Data 18.618:3 100 +£1.7%

PYTHIA 26.4% + 0.2% (stat.)
NLO MRST99 (kr) = 0.0 GeV | 16.9% + 0.2% (stat.) 555 (sys.)
NLO MRST99 (kr) = 1.0 GeV | 19.4% + 0.3% (stat.) "53¢ (sys.)
NLO MRST99 (k) = 2.0 GeV | 23.2% + 0.4% (stat.) 257 (sys.)
NLO MRST99 (kr) = 3.0 GeV | 31.9% + 0.6% (stat.) 23¢ (sys.)
NLO MRST99 (kr) = 4.0 GeV | 44.9% + 0.7% (stat.) "5 (sys.)
NLO CTEQ5M (kr) = 0.0 GeV | 16.5% + 0.2% (stat.) 552 (sys.)
NLO CTEQ5M (kr) = 1.0 GeV | 19.1% + 0.3% (stat.) "5 0% (sys.)
NLO CTEQSM (kr) = 2.0 GeV | 23.1% + 0.4% (stat.) "22¢ (sys.)
NLO CTEQSM (kr) = 3.0 GeV | 31.7% + 0.6% (stat.) TS0% (sys.)
NLO CTEQ5M (kr) = 4.0 GeV | 45.1% + 0.7% (stat.) 355 (sys.)

boand |

Data 33.418:9 17+ 2.3%

PYTHIA 25.5% i 0.4% (stat.)
NLO MRST99 (kr) = 0.0 GeV | 16.7% + 0.3% (stat.) 52 (sys.)
NLO MRST99 (kr) = 1.0 GeV | 22.7% + 0.6% (stat.) "5 (sys.)
NLO MRST99 (kr) = 2.0 GeV | 24.7% + 0.6% (stat.) "5 gg (sys.)
NLO MRST99 (kr) = 3.0 GeV | 32.1% + 0.6% (stat.) "5t (sys.)
NLO MRST99 (kr) = 4.0 GeV | 44.9% + 0.9% (stat.) "5 (sys.)
NLO CTEQ5M (kr) = 0.0 GeV | 16.8% + 0.3% (stat.) 5500 (sys.)
NLO CTEQ5M (kr) = 1.0 GeV | 22.1% + 0.5% (stat.)">5% (sys.)
NLO CTEQSM (kr) = 2.0 GeV | 23.8% + 0.9% (stat.) 750 (sys.)
NLO CTEQ5M (kr) = 3.0 GeV | 31.9% + 0.9% (stat.) "3 7% (sys.)
NLO CTEQ5M (kr) = 4.0 GeV | 44.4% + 1.2% (stat.)"-3% (sys.)

Table 6.5: Compilation of the corrected data results, the PYTHIA predictions, and the
NLO predictions of fiowarq using the fiducial requirements from table 6.1 for the theory
and the correction factor C'g_,;, from table 6.2. Top: Electron. Bottom: Muon.
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Figure 6.5: NLO prediction [24] of fipward using various kp smearing values. The errors
include the statistical and systematic errors on the calculation. The PYTHIA prediction is
shown as a reference and only includes statistical errors. The experimental result is shown
with the vertical black line. The yellow and red areas indicate the error returned by the fit
and the total error including the additional systematics. Top: Electrons. Bottom: Muons
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the scale changes the prediction rate at large Ac}SbE (> 2.9 radians) relative to the rest of
the distribution, while the shape of < 2.9 radian region varies little. Varying the scale
changes the relative rates of pp — bb to pp — bbg in the NLO prediction. Varying the
(kT) on the other hand, changes the predicted Aqﬁ”g in a more continuous manner. With
the increased number of J/v + ¢ expected in Run II, a differential azimuthal cross section
measurement with 6-12 bins in A¢ should be able to distinguish between scale uncertainty

and k7 smearing.

6.2.1 NLO and PYTHIA pr and rapidity spectra comparisons

The correction to the quark level and the 90% acceptance regions in pr and rapidity
are determined by PYTHIA. These quantities are then used to calculated and compare
to the NLO QCD prediction. One concern for using this prescription would be a sizable
difference in the predicted shapes of the p; and rapidity of the bottom quarks in the two
models. Figure 6.8 and 6.9 show these distributions for the electron and muon acceptance
regions. The NLO predictions and individual PYTHIA contributions are all normalized
to the total PYTHIA predicted cross section. The distributions all agree excellently with
each other. Thus, the prescription of the calculation of the acceptance regions, correction

factors, and NLO predictions is self-consistent.

6.2.2 NLO and PYTHIA A¢, pg§, and R spectra comparisons

The Ag, p’}g , and R spectra of PYTHIA and NLO QCD do not effect the acceptance
calculation or the fits which gives the experimental f;yqrg measurement. It is of general
interest to understand when the predictions of PYTHIA and NLO QCD agree in these

variables. Figures 6.10 and 6.11 show these distributions. Only the NLO predictions are
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Figure 6.6: NLO prediction [24] of bottom spectra with electron fiducial requirements in

table 6.1.

The PYTHIA prediction is shown as a reference.

Top Left: MRST99 PDF

varying the additional kr smearing. Top Right: CTEQ5M PDF varying the additional
kr smearing. Bottom Left: MRST99 PDF varying the renormalization scale p. Bottom
Right: MRST99 PDF varying the bottom quark mass mp.
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Figure 6.7: NLO prediction [24] of bottom spectra with muon fiducial requirements in

table 6.1.

The PYTHIA prediction is shown as a reference.

Top Left: MRST99 PDF

varying the additional kr smearing. Top Right: CTEQ5M PDF varying the additional
kr smearing. Bottom Left: MRST99 PDF varying the renormalization scale p. Bottom
Right: MRST99 PDF varying the bottom quark mass mp.

152



Electron Fid (pT >6.8, Iyl <0.67 p/>4.3 Iy’<0.99)

1

—~ E N B T T
> r fTotol Pythlo 5 6 CTEQ3L*
K [
it [ ——FE Pythia 5.6 CTEQ3L
e — ——GS Pythia 5.6 CTEQ3L
5 v * VNRCTEQSM k=0
C i ® MNR CTEQSM k.
g 4 MNR CTEQ5M k,_4
0
g L
‘&
o
N o
L0
10'2Hm“\“‘\H‘\H‘\“‘\HT(‘P
8 10 12 14 16 18 20
o
Electron Fid (p,'>6.8, lyI'<0.67 p/>4.3 ly*<0.99)
—~ L L B L B B I
K — Total Pythia 5.6 CTEQ3L
s ' — FE Pythic 5.6 CTEQ3L 7
< [ — GS Pythia 5.6 CTEQ3L ]
5 [ ® MNR CTEQ5M k;=0 1
5 F = MNR CTEQSM k=2 1
s H 4 MNR CTEQBM k=4 1
3 % |
Ny #ﬂ’
el
3 ]
) B
i 1

0.2 04 06 038 1
mox

y

do/dp;” ub per bin(0.5 GeV )

do/dy® ub per bin(0.1 rad )

Electron Fid (pT >6.8, ly'<0.67 p’>4.3 Iy*<0.99)

-3

fTotcl F'ythm 5 6 CTEQ3L

—FE Pythio 5.6 CTEQ3L
—GS Pythia 5.6 CTEQ3L
® MNR CTEQSM k;=0

® MNR CTEQSM k;=2

A MNR CTEQSM k;=4

L

6

8

16 18 20

Electron Fid (p,'>6.8, lyI'<0.67 p/>4.3 ly*<0.99)

L B B B B
— Total Pythia 5.6 CTEQ3L

— FE Pythia 5.6 CTEQ3L 7
— GS Pythia 5.6 CTEQ3L ]
® MNR CTEQSM k;=0 1

m MNR CTEQSM k;=2
4 MNR CTEQ5M I<T— 1

04 06 08 1
i

y

Figure 6.8: Comparison of the NLO prediction [24] of bottom spectra with electron fiducial
requirements in table 6.1 to the PYTHIA prediction. The distributions are all normalized
to the total PYTHIA prediction. The uneven binning occurs in pr regions where the NLO
calculation has large negative terms due to virtual diagrams and collinear subtraction.
See section 2.3 for a complete explanation. Top Left: Maximum bottom quark pr. Top
Right: Minimum bottom quark pr. Bottom Left: Rapidity of bottom quark with maximum
bottom quark pr. Bottom Right: Rapidity of bottom quark with minimum bottom quark

pr.
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Figure 6.9: Comparison of the NLO prediction [24] of bottom spectra with muon fiducial
requirements in table 6.1 to the PYTHIA prediction. The distributions are all normalized
to the total PYTHIA prediction. The uneven binning occurs in pr regions where the NLO
calculation has large negative terms due to virtual diagrams and collinear subtraction.
See section 2.3 for a complete explanation. Top Left: Maximum bottom quark pr. Top
Right: Minimum bottom quark pr. Bottom Left: Rapidity of bottom quark with maximum
bottom quark pr. Bottom Right: Rapidity of bottom quark with minimum bottom quark

pr.
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normalized to the total PYTHIA cross section as the individual PYTHIA contributions are
expected to be different.

The first thing to note is that PYTHIA flavor creation only can not be tuned in order
to match to the NLO prediction with (k7) = 0.0 GeV. Increasing the initial or final state
radiation would yield a A¢ distributions that is much to wide at large A¢. Decreasing
the initial state radiation would make the disagreement at low A¢ to be even larger. The
other thing to note is that the NLO QCD and PYTHIA predictions of the shape of Ag,
pgg, and R spectra agree fairly well with a 2 GeV < (k1) < 3 GeV in the NLO prediction.
Thus, the PYTHIA and NLO QCD have very similar kinematical distributions with the

predicted (kr) at the Tevatron in ref. [49].
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Figure 6.10: Comparison of the NLO prediction [24] of bottom spectra with electron and
muon fiducial requirements in table 6.1 to the PYTHIA prediction. Only the NLO predic-
tions are normalized to the total PYTHIA prediction. The uneven binning occurs in pgf’
regions where the NLO calculation has large negative terms due to virtual diagrams and
collinear subtraction. See section 2.3 for a complete explanation. Left: pp of bb system,
electron requirements. Right: pr of bb system, muon requirements.
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Figure 6.11: Comparison of the NLO prediction [24] of bottom spectra with electron and
muon fiducial requirements in table 6.1 to the PYTHIA prediction. Only NLO distributions
are normalized to the total PYTHIA prediction. The individual PYTHIA contributions are
expected to have different distributions. The uneven binning occurs in R regions where the
NLO calculation has large negative terms due to virtual diagrams and collinear subtraction.
See section 2.3 for a complete explanation. Top Left: A¢? . electron requirements. Top
Right: A¢*®, muon requirements. Bottom Left: distance R, electron requirements. Bottom

Right: distance R, muon requirements .
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6.2.3 NLO and PYTHIA total cross section comparison

In ref. [21], the single bottom cross section measurements are found to agree with

leading-log Monte Carlo much better than the full NLO calculations. The ratio between

LNLO,LL — gNLO

next-to-leading order and leading-log cross section ( —rr—) for single bottom

quarks varies between 0.3-0.5. Small value of kNO-LL may indicate a large amount of
"double counting’ in the the leading-log prediction, due to the lack of interference terms
between the three production mechanisms. The ratio between the two predictions while
making requirements on both bottom quarks (as is done in this analysis) provides infor-
mation about the effects of these inference terms. Table 6.6 compiles the PYTHIA and
NLO cross section predictions, and the respective ratio for the given PDF and (kr). The
error on the NLO calculation is from scale and bottom quark mass dependence. The ratio
ENLO,LL

varies between 0.7-1.0 depending on the (k7) used in the NLO calculation. The

ratio is closer to 1 once requirements are made on both bottom quarks.

6.3 Comparison to Leading-Log Order Theory (PYTHIA)

The next-to-leading order QCD calculations of bottom production for the Tevatron
currently available are not practical for many experimental purposes. Typically, the cross
section prediction is histogrammed in pr, y, and ¢ of both bottom quarks. As described
previously, the NLO Monte Carlo uses negative counter-terms to control singularities in
the bb differential cross-section. In order to ensure that the differential cross section has
no negative regions, large number of events have to be calculated and the binning of the
histograms must be done extremely carefully. In order to estimate theoretical systematic

uncertainties correctly, the calculation would have to be re-done varying the renormalization
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NLO CTEQSM (kr) = 2.0 GeV | 149 ub 012 1 | 0.70708% | 0.55 pb (3 10 | 0.73%0:18
NLO CTEQSM (kr) = 3.0 GeV | 1.67 ub*o30 40 | 0.7870%3 | 0.58 pb™ (10 4 | 0775043
NLO CTEQSM (kr) = 4.0 GeV | 2.03 ub g% | 0957039 | 0.71 pb g3y 10 | 0.955035

Table 6.6: PYTHIA and NLO predictions of the total cross section and their ratio (k) using
the fiducial requirements from table 6.1.
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scale, bottom mass, and parton distribution functions. This program has not be done in
previous bottom analyses. Additionally once the bottom quark spectra are determined,
the quarks have to be fragmented, which also adds to the uncertainty.

Instead, most analyses use a leading-log Monte Carlo to estimate acceptances, tagging
power, etc. The leading-log Monte Carlo produce unweighted bottom hadrons which can
be generated relatively quickly and can be input into detector simulations. In addition,
the leading-log Monte Carlo includes the effects of color connection in the fragmentation
process, as well as underlying event and fragmentation particles. If a comparison to NLO
theory is wanted, an acceptance correction of the quark level is made similar to section 6.1.

Unfortunately, the relative cross sections of three production mechanisms have a large
uncertainty in leading-log Monte Carlo when varying PDF's or leading-log generators. This
uncertainty is as large as a factor of 2 increase or decrease in relative rates [92]. The distri-
butions of A¢ and Ay are also dependent on the generator used. The fragmentation model
in PYTHIA and HERWIG include ’color coherence effects’, where ISAJET does not. In
addition, the bottom quark mass is included in HERWIG’s generation of flavor excitation,
where PYTHIA does not. The different leading-log generators include differing amounts
of initial state radiation. All these effects lead to variation of the shapes expected for the
three mechanisms. Therefore, an experimental measurement of these angular distributions
has to be used to tune the leading-log generators, improving their ability to describe bot-
tom production. The large uncertainties in the fioar¢ Mmeasurements does not make an
systematic study of the tuning of leading-log Monte Carlo possible, and is therefore be-
yond the scope of this analysis. In Run II of the Tevatron, the experimental measurement

uncertainties should be small enough to constrain the leading-log generators.
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Electron Muon

Flavor Creation 5.8 £0.4% 3.4+ 0.5%
Flavor Excitation 23.4 +0.8% 20.4 +1.3%
Gluon Splitting 47.8 £0.8% 49.3 £1.2%
Combined 27.3 +£0.5% 26.3 £ 0.7%

Experimental Measurement ‘ 18.61“?:? J_rg:g +1.7% 33.41“?:3 fg:g +2.3%

Table 6.7: PYTHIA prediction of fipyerq and the experimental measurement.

As an example, the prediction of PYTHIA 5.6 using Bowler fragmentation [43] and
CTEQ3L PDF is shown. The sample used for the prediction is the same one used to
determine F,;io in section 5.1.3. The detector simulation is applied in the same manner.
The toward fraction of the events passing the selection criteria is calculated for the combined
samples as well as for each mechanism separately. The Monte Carlo prediction and the
measured values of fo"" . are shown in table 6.7. The Monte Carlo prediction is used for
the calculation of C'z_,; in section 6.1.

The experimental measurements of fiywarg are inconsistent with only flavor creation
at the 2.1 ¢ and 3.4 ¢ level for the electron and muon samples, respectively. The exper-
imental measurements are more consistent with the combination of all three production
mechanisms, 1.3 ¢ and 0.8 ¢ level for the two data samples. The result indicates that all
three mechanisms should be included in order to describe the A¢ shape between bottom
hadrons, which is important for the simulation of opposite side flavor taggers. In ref. [21],
it is shown that the single bottom differential cross section is also described better using

all three mechanisms.
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Chapter 7

Conclusions

In this thesis, the first measurement of bb azimuthal production correlations at a hadron
collider with uniform efficiency over the entire A¢ range is made. The measurement uses
the Run 1B J/v¢ data sample accumulated on the di-muon trigger. An additional lepton
is required in the event that passes the soft lepton selection criteria. The bb purity of the
samples in different A¢ regions is determined by a simultaneous unbinned likelihood fit
of the pseudo-cr of the J/v candidate and the impact parameter of the additional lepton
candidate

The measured values of fraction of bb produced in the same azimuthal hemisphere for
the electron and muon samples, respectively, are f7 . = 19.2fg:g fg:g% and ft’f)ward =
34.5792 T899 where the first uncertainty is the fit error and the second uncertainty is

the additional impact parameter—c7 shape systematic uncertainty. In order to compare to

next-to-leading order theory, the measured value is corrected to the quark level (fforr ).

1 corr,e +6.3 +0.5 corr,
After the correction, the measured values are ftoward =18.6":7 Ty £ 1.7% and ftoward =

33.41“?:3 Jj;:g +2.3% where the first uncertainty is from the fit, the second uncertainty is the
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impact parameter-ct shape systematic uncertainty, and the third error is the uncertainty
on the correction to the quark level. The results are consistent with both leading-log and
NLO QCD predictions. The NLO QCD prediction is consistent with the measurements
with a parton intrinsic momenta in the prediction as large as (kr) = 3 GeV. fﬁZ;Zird
measured differs from the NLO prediction with (k7) =4 GeV at the 3.3 o level.

This analysis also has developed and demonstrated techniques that will be very powerful
in the current CDF Run II bottom program. The silicon system upgrade has increased the
coverage of the interaction region greatly. The muons systems have also undergone a major
upgrade which have increased the efficiency of J/1 di-muon triggers, while decreasing the
triggers’ momentum requirements to the level that a bottom meson at rest can produce
a J/¢ which can pass the trigger. With these improvements along with the increase of
integrated luminosity projected, a very precise bottom azimuthal differential cross section
measurement using this thesis’s techniques will be possible, which should have minimal
theoretical uncertainties. Such a measurement would be able to simultaneously measure the
average initial state momenta of partons ((k7)) at the Tevatron as well as provide valuable

information on bottom hadroproduction, which has not been theoretically understood since

the first measurement of bottom hadroproduction at UA1 [10].
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Appendix A

dF /dx Fit Description

The dF/dx fit is used to determine the conversion selection criteria purity and efficiency.
In this fit, the particle species (et/~, 7/~ K*/= or p*/=)! of the conversion and pair
candidates are fit simultaneously. Events consistent with both the SLT conversion and
pair candidates being electrons are assumed to be conversions.

The fit function is an unbinned extended log-likelihood:

(A1)

where:

|— (Qflt*Qf,ljtﬁ (Qfa”*in”P]
(\/Eo.‘islt)2 e (\/Eo'fa”)2

-Pi —
2mo;

o it _pair pazr L Nijj e (A.2)
3k

The parameters are:
N: the number of events in the data
w2 total number of events fit

N

jk: the number of events with SLT conversion candidates of particle species j and pair

!The mass difference between charged muons and pions makes it impossible to fit these two components

separately. Any muon content of the sample will be fit as pions.
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candidates of particle species k
o' the error on the dE/dx measurement for event i for SLT conversion candidate

Q3! the corrected dE/dx measured for event i for SLT conversion candidate

fl]t predicted dE/dx for particle species j, event i for SLT conversion candidate

pair

g;

: the error on the dE/dx measurement for event i for the pair candidate
QY T, the corrected dE/dx measured for event i for the pair candidate

Qf 76": predicted dE/dx for particle species k, event i for the pair candidate
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Appendix B

Conversion Track Quality Study

A large fraction of conversion candidates with SVX hits have a conversion radius outside
of the SVX. The track’s quality for events with large conversion radius is studied. The
conversion sample is divided into events with radius greater or less than 6 cm, where the
sample with a radius less than 6 cm is assumed to have 3 real SVX hits and the sample with
a radius greater than 6 cm is assumed to have not to have 3 real SVX hits. The number
of hits, the number of shared hits, and the xy?/DOF of the SVX fit have been studied to
these two samples as well as for the conversion Monte Carlos and SLT electron data.
Figure B.1 shows the number of SVX hits for the candidates. The number of SVX hits
in the conversion Monte Carlos agrees well with the conversions in data with radius less
than 6 cm. The large radius conversion data has much more 3 SVX hit tracks. Making
a 4 SVX track requirement would remove approximately 25% of the data, and therefore
the cuts is not applied. Figure B.2 shows the SVX fit y2/DOF. The conversion data with
large conversion radius does have a broader y2/DOF distribution, but the standard cut

of 6 will not do much. Figure B.3 shows the number of shared hits. Again, the number of
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conversion with large radius can not be reduced significantly with a cut.
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Figure B.1: Number of SVX hits. Top Left: SLT electron data. Top Right: Conversion
Monte Carlos. Bottom Left: Conversion data with the conversion radius less than 6 cm.
Bottom Right: Conversion data with the conversion radius greater than 6 cm.
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Right: Conversion data with the conversion radius greater than 6 cm.
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Figure B.3: Number of shared hits. Top Left: SLT electron data.
Monte Carlos. Bottom Left: Conversion data with the conversion radius less than 6 cm.
Bottom Right: Conversion data with the conversion radius greater than 6 cm.
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Appendix C

B.— J/YlX and b — J/1l.x impact

parameter—cr fit shape

The B, — J/¢¥¢X and b — J/¢lge X impact parameter—cr fit shapes attempt to describe
the correlations between the impact parameter of the additional lepton candidate and the
et of the J/v. The shape is constructed by first fitting the e¢r. The impact parameter is
then fit at a given ¢7 with the normalization given by the cr fit.

In section 5.1.1, the calculation of the ’pseudo’-decay length (c7) is described. The
factor Fw,«,«(p;/ 1p) is the correction factor which accounts for the difference of using the J/¢
kinematic quantities instead of a fully reconstructed bottom hadron. The B, meson is much
more massive than the other b mesons, and therefore the correction factor Fi,, (p%/ 1/)) is
different than the other bottom hadrons. In addition, the calculation of F,,; (p;/ w) made no
requirements on the other decay products from the bottom hadron. In the B, — J/¢¢TX

background, the presence of the additional lepton which passes the selection criteria biases

the the average pr of B, to be larger relative to the .J/1; therefore, the pseudo-cr measured
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using Fcorr(p;/ w) for the B, is not a good approximation of the true proper decay length.

The following functional form is used to describe the cr of the B, background
Fi () = fi- Fy] (z) + (1 = f1) - FiF () (C.1)

where F;T and Fy7 has the functional form of equation 5.8.

For the b — J/1lgake background, the factor Fcorr(p%/ w) is also incorrect. As in the B,
background, the additional track from the same vertex biases the ratio between bottom
hadron and J/¢¥ momentum to be larger relative to events with no requirement of the
non-J/1¢ decay products. Fortunately, the function used to fit the ¢ for bottom decay

J/v (equation 5.8) can still fit the ¢ of b — J/1lp,ke events.
Fg (@) = 7 (2) (C2)

The impact parameter distribution widens as a function of the cr of the J/v; the longer
the decay length is, the larger the impact parameter can be. At small c7, the shape of the
impact parameter is described by the impact parameter resolution function. At large cr,
the displaced vertex effects dominate.

The functional form of the impact parameter shape at a given cr is chosen to take
this into account. The function is a gaussian whose width varies with ¢ convoluted with
the impact parameter resolution function. The normalization of the impact parameter
at the given c7 is determined by the ¢7 only fit. The gaussian width has the following

parameterization:

oler) = A (1 — eiCT/B) et >0 (C.3)
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The impact parameter resolution function is assumed to have the same functional form
as Fdo () (equation 5.9). The impact parameter shape at a given c¢r shape for both

correlated backgrounds has the form:
Fil(w,e1) = Gly,0(cr)) * Fgh oy — y) = / Fg oz —y) - Gly,o(cr))dy  (C5)

where x is the impact parameter value.

The combined impact parameter-cr shape fit for the B, — J/9¢X background is:

FBc(xay) = Fl%z(y) : ch(?rr(xvy) (CG)

with x and y being the impact parameter and c7, respectively.
Similarly, the combined impact parameter-ct shape fit for the b — J/¢lfq.X back-

ground is:

Fg,(2,y) = F§, . (y) - Foo(2,y) (C.7)
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Appendix D

Toy Monte Carlos Studies

The impact parameter—cr likelihood is tested using a large set of toy Monte Carlo samples.
First, input means for the fit various fit components are chosen to be similar to the fit
results in data. The constrained terms are chosen to be consistent with the constraint.
The input parameters are shown in table D.1.

These inputs are Poisson fluctuated to determine the composition of each sample. Each
‘event’ is assigned an impact parameter and c¢7 according to the shape function used to
describe that type of event .

Next, the fit constraints not yet varied (Rgige, Reonv, NB Fake Np., Ny, N&,., and
Neonvside) are fluctuated using the appropriate statistic. The fluctuated constraints are
then used in the fit of the toy Monte Carlos sample.

A total of 1000 samples are generated and fit for both the electron and muon samples.
The fit values are not forced to be non-negative. The pull is calculated for each fit value

relative to the non-fluctuated input quantities. The pull is equal to width of the ”T:L/i

distribution where n is the fit value, o, is the fit error returned, and p is the average
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Electron Muon

Toward | Away | Toward ‘ Away

g 20.6 | 124.7 | 23.0 | 43.6
oy 1.5 0.1 0.2 8.1
Mbeon 0.6 1.1 | N/A | N/A
Ndd 37.0 | 495 | 49 | 178

Ndeons 4.3 7.2 N/A | N/A
nSignal 22.5 23.5 17.0 8.5

stde
pSideband | 450 | 47.0 | 340 | 17.0
n' 2.85 0.0 1.7 | 0.00
Bfake
'l 10.0 0.0 7.2 0.0

Table D.1: Average inputs into toy Monte Carlo tests of impact parameter—ct likelihood.
n*9ne g the average number of events generated from the sideband template with a J /v

side N
mass in the signal region. nzgggb‘md is the average number of events generated from the

sideband template with a J/v) mass in the sideband region.

value of the parameter input. The bias, which is the mean of the % distribution, is also
measured. Finally, the average difference between the fitted value and input parameter is
calculated, (z — 7).

Table D.2 shows the pulls, biases and average differences of the fits. The pulls, biases,
and average differences for all variables are acceptable for both test samples. All pulls are
within £6% of 1 and all biases are within +0.120 of 0. Allowing the likelihood to have
negative components yields fit results with meaningful fit values and errors.

Figure D.1 shows the minimum log-likelihood distributons of both samples. 19.6% of the
muon toy Monte Carlos samples and 49.8% of the electron toy Monte Carlos samples have
a higher minimum log-likelihood than the data. The miminium log-likelihood distributions
along with the biases, pulls, and average differences give confidence that the likelihood is
working properly and describes the data.

As a further check, figure D.2 shows the distributions of the fit values of fipwards for the
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Electron Muon
Bias Pull ‘ (zr —7) Bias Pull ‘ (z —7)
Tside 0.049 £0.032 | 1.005+0.023 | 0.002 | —0.008 +0.032 | 0.999 +0.022 | 0.000
NBfake 0.011 £ 0.033 1.028 + 0.022 0.012 —0.013 £0.03 | 1.010 £ 0.026 0.026
na, —0.027+£0.033 | 0.992 +0.022 | -0.030 | —0.044 +0.033 | 0.995 £ 0.026 | -0.040
Teonw —0.089+0.035 | 1.081 +0.027 | -0.013
"25 —0.094 £0.031 | 0.987 +£0.021 | -0.59 | —0.003+0.033 | 1.031 £0.023 | -0.41
nhy 0.086 + 0.033 | 1.006 + 0.026 0.58 0.012+0.034 | 1.050 4+ 0.026 0.17
nh, —0.075+0.033 | 1.007 +£0.023 | -0.18 0.091 +£0.034 | 0.952 +0.022 0.46
nhony | —0.01140.034 | 1.016 +0.023 | 0.171
nt. .. —0.001 £ 0.034 | 1.005 £+ 0.025 0.15 0.117+0.036 | 1.018 £0.024 | -0.49
ng 0.032 £ 0.032 0.995 + 0.02 0.30 —0.046 +0.031 | 0.94240.024 | -0.16
ny, 0.025+0.033 | 1.034+0.025 | -0.17 | —0.046+0.032 | 0.999 +0.022 | -0.23
ng, 0.046 £ 0.032 | 1.000 £ 0.024 | -0.022 0.016 £0.032 | 0.985+0.025 0.12
NG onw —0.047 £0.032 | 0.945 + 0.024 0.06
n% e —0.019+0.032 | 0.998 +0.022 | 0.094 | —0.021+0.035 | 0.999 +0.026 | 0.013
{10 —0.007 £ 0.031 | 1.003 +0.024 | 0.002
)\fo 0.071+£0.031 | 0.985+0.025 | 0.001
oo —0.036 +0.031 | 0.958 +0.025 | -0.000
Neonvside | 0.115+£0.034 | 0.997+0.024 | -0.109
o 0.010 £ 0.031 | 0.990 +0.025 | -0.005
& —0.054+0.033 | 1.033 +£0.023 | 0.004
5T 0.116 £ 0.032 | 0.982 £ 0.026 0.02
A —0.098 +0.032 | 0.938 +0.025 | -0.001
T 0.0714+0.033 | 1.039+0.030 | 0.000

Table D.2: Toy Monte Carlo Test Fit Results
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Figure D.1: The minimium log-likelihood distributions of the toy Monte Carlos Left: Elec-
trons Right: Muons.

assembles of toy Monte Carlos. The muon toy Monte Carlos samples has an input mean

of fimPul =345% and fit a mean of £ =345+ 0.4%. The width of the fit fiowards

owards owards

distribution is 10.9 + 0.3% which is consistent with the error seen in data of T33%. The

electron toy Monte Carlos have a mean of fg;ifmds = 18.6 £ 0.2% with a width of 6.0 :0.1.
The input value is fzgﬁgﬁ 4s = 19.2% and the fit error of fg:g%, both which are consistent

with the fit values.
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Figure D.2: The fit fioward distributions of the toy Monte Carlos Left: Electrons Right:
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