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In the Standard Model, the self-coupling of the Higgs boson is introduced by the electroweak
symmetry breaking mechanism, the strength of which is related to the mass of Higgs boson and
the coupling constant of weak interaction. At the Large Hadron Collider (LHC), Higgs boson
pairs (HH) are dominantly produced through the self-coupling of Higgs bosons and the Yukawa
coupling with top-quarks. The interference of these two processes suppresses the production cross
section of the HH to about one thousandth of that of the single Higgs boson. Nevertheless, many
new physics models predict new scalar particles or anomalous couplings that can change the form
of the Higgs potential and the strength of the self-coupling, thereby increasing the yield of HH
events, and making it possible to observe Higgs boson pair production with the data collected up
to the present. The search for Higgs boson pair production is one of the key research topics of the
ATLAS experiment in recent years since the discovery of the Higgs boson in 2012. It can improve
our knowledge of the nature of the Higgs boson self-coupling and the Higgs potential, as well as
deepen our understanding of the electroweak theory of the Standard Model and the thermal history
of the early universe.

In this thesis, a search for the Higgs boson pair production is performed in events with two b-jets
and two 7-leptons, by exploring the proton-proton collision data collected by the ATLAS detector
at the LHC with a centre-of-mass energy of 13 TeV and an integrated luminosity of 139 bl
The 7,qThaq decay channel in which all 7-leptons decay to hadrons is studied in detail, and the
results are statistically combined with a semi-leptonic decay channel called the 77,9 channel.
Depending on the topology of the final-state physics objects, the analysis is divided into two types
— the resolved and the boosted (a.k.a merged) analyses.

In the resolved analysis, the two b-jets and two 7-leptons can be reconstructed individually.
Both the non-resonant and resonant HH production modes are considered in this analysis. The
signatures of the non-resonant mode are based on those of the Standard Model gluon-gluon fusion
(ggF) and vector boson fusion (VBF) modes, while in the resonant production mode, the Higgs
boson pairs are produced by the decay of heavy, narrow width, scalar particles, with mass be-
low 1.6 TeV. In the search for non-resonant production mode, no significant excesses of events
are observed above the expectations of the Standard Model background. Observed (expected) up-

per limits are placed at 95% confidence-level on the non-resonant HH production cross section,
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which are 5.0 (4.4) times the expected ggF+VBF HH production cross section considering only the
ThadThad Channel, and the corresponding results are 4.7 (3.9) after combining the 7jepth,q channel.
In addition, observed (expected) constraints are set on the strength of Higgs boson self-coupling
in the analysis of non-resonant production mode. The values of self-coupling modifier «; that lie
outside [—2.5,9.7] ([—2.3,9.8]) are excluded at 95% confidence-level. The most significant devia-
tion is observed in the search for resonant production mode at a resonance particle mass of 1 TeV,
corresponding to a local (global) significance of 2.8¢ (1.70) considering only the 7,,47,2q channel,
and 3.00 (2.00) after combining the 7ep7aq channel. At 95% confidence-level, the observed (ex-
pected) upper limits on the cross section of resonant HH production are 27—1600 fb (18—1000 fb)
considering only the 7,,47ha4 channel, and 23-930 b (12—-840 fb) after the combination. The actual
value depends on the mass hypothesis of the resonance particle.

In the boosted analysis, the two small radius jets merge into a single large radius jet, and the
hadronic decay products of two 7’s merge into a single object called di-z, thus only the merged
objects are reconstructed. This analysis focuses on the resonant HH production, and it extends the
search range of resonance mass to 3 TeV by using the di-r tagging technique. Finally, no significant
excesses of events are observed with respect to the Standard Model background prediction. The
observed (expected) upper limits on the cross section of resonant HH production are placed, which
are 28-94 fb (32-74 fb), depending on the mass hypothesis of the resonance particle.

Besides, a novel method is proposed to classify the hadronic decay modes of r-leptons. The
classification method based on a DeepSet neural network architecture improves both the classifica-
tion efficiency and purity by nine percent compared with current method. It is promising to apply

this new method in future physics analyses.

KEYWORDS: ATLAS experiment; Higgs boson pair production; Higgs boson self coupling; tau

lepton; bottom quark
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Introduction

After the discovery of the Higgs boson [1, 2], the properties of Higgs boson have been extensively
studied by the ATLAS and CMS experiment at the Large Hadron Collider (LHC). Great achieve-
ments have been made on the measurement of couplings between Higgs boson and other Standard
Model (SM) particles [3, 4]. In particular, the Yukawa couplings between Higgs boson and z-
leptons as well as bottom-quarks have been observed !. However, we still lack knowledge about
the self-coupling of Higgs boson. The self-coupling of the Higgs boson originates from the Higgs
potential by the electroweak symmetry breaking mechanism. In the SM, the self-coupling strength
is constrained by the mass of the Higgs boson and the coupling constant of weak interaction. The
Higgs potential is the central element in the electroweak theory of the SM, and also a key ingredi-
ent in the thermal history of the early universe, which is related to fundamental questions such as
the stability of electroweak vacuum and the nature of electroweak phase transition. The study of
self-coupling can improve our understanding of these questions.

The LHC uniquely provides an opportunity to determine the self-coupling of the Higgs boson,
that is, to measure the cross section of Higgs boson pair production. At the LHC, Higgs boson
pair (HH) can be produced by the decay of a virtual Higgs boson in trilinear Higgs boson self-
coupling. This production mode is interfered by the production mode that involves two top-quark
Yukawa couplings. The total production cross section is suppressed by the interference to about
1073 times that of the single Higgs boson [5], thus the HH process has not been observed so far.
Nevertheless, the magnitude of Higgs boson pair production cross section is very sensitive to the
presence of physics beyond the SM (BSM). In various BSM theories, the production rate of Higgs
boson pair can be enhanced either by anomalous couplings or by resonant effects [6]. The search

for non-resonant and resonant HH production modes aims to find these signals, respectively.

Several HH decay channels have been explored in the search for Higgs boson pair production
in early Run-2 data-taking period of the LHC [7, 8], using the proton-proton collision data of an
integrated luminosity of 36.1 fb . It is found that the most sensitive decay channels are bbbb, bbyy
and bbr* 7. This thesis focuses on the bbr T~ decay channel, in which the signal events contain
two b-jets and two 7-leptons, each from the decay of the Higgs boson. This decay channel benefits

from relatively less background contamination than the bbbb channel, and higher branching ratio

I'The observed Hbb and Hrr couplings are compatible with the SM prediction. The conclusion is important for this thesis, in
which the branching ratios of H — bb and H — 77 are assumed to be their SM values.



than the bbyy channel. Consequently, the bbr "z~ channel is a very competitive decay channel in the
search for HH production. However, the bbr 7~ channel is also very challenging to be analysed.
Because of the energy carried away by the neutrinos in 7-lepton decays, the signature of signal event
is not as clear as the other channels. Moreover, due to the decay of 7-leptons and the hadronic final
state, multitudinous background processes need to be considered. In the search for non-resonant
HH production, an enlargement of more than 13 times the SM HH production cross section has
been excluded at 95% confidence-level by the ATLAS experiment [9], and the corresponding result
was 30 by the CMS experiment [10]. In the search for resonant HH production, 95% confidence-
level upper limit on the HH production cross section via a heavy resonance particle has been
determined. Although different benchmark signals were used in ATLAS and CMS experiments,
the mass search range did not exceed 1 TeV.

The Run-2 data-taking has been completed in 2018 successfully, during which, the ATLAS
detector collected an integrated luminosity of 139 fb ! proton-proton collision data for physics
studies. Meanwhile, significant improvements have been made in the reconstruction and identifi-
cation performance of b-jets and hadronic r-leptons, and new techniques have been developed to
reconstruct boosted (a.k.a merged) objects. The above advantages not only bring a sizeable gain
in experimental sensitivity, but also open up the opportunity to explore higher energy regions.

The analysis contains 7p,qThad and the 7jep7h,q decay channels based on the hadronic or leptonic
decay products of the r-lepton pair. The 73,4754 channel is studied in-depth in this thesis. Accord-
ing to the topology of the final-state physics objects, the analysis is divided into two types — the
resolved and the boosted analyses.

In the resolved analysis, the two b-jets and decay products of two 7-leptons can be reconstructed
individually. The dominant backgrounds are from vector boson in association with jets, single
Higgs boson, multi-jet, and top-quark processes. Multivariate analysis (MVA) based on the invari-
ant masses and angular relations of the final state objects is performed to extract the HH signal
events. The outputs of the MVA methods are used as the final signal-background discriminant vari-
able. The results from the 7,q7h,aq channel are statistically combined with those from the 7jepThad
channel. Both the non-resonant and resonant HH production modes are searched. Finally, the
sensitivity is improved by a factor of about four in both HH production modes compared with the
sensitivity of that in early Run-2.

In the boosted analysis, the two small radius jets merge into a single large radius jet, and the
hadronic decay products of two 7’s merge into a single object called di-r 2, thus only the merged
objects are reconstructed. It is the first time in ATLAS physics analysis that the hadronic boosted
di-r tagging technique is utilised. The vector boson in association with jets, single Higgs boson,
and multi-jet processes are the major background processes. A cut-based strategy is used to select
the signal candidates. The results are extracted by counting the number of remaining events after

applying the selections. The boosted analysis only searches for the resonant HH production, and

20nly the fully-hadronic di-r is considered.



it extends the resonance mass search range to 3 TeV.

Structure of the thesis

The thesis is composed as follows. The theoretical background of the SM and Higgs boson pair
production is introduced in Chapter 1, followed by an overview of the LHC and the ATLAS detector
in Chapter 2. Definitions of the physics objects that are used in the physics analysis (excepting the
hadronic 7-lepton) and a general description of performing physics analysis in ATLAS experiment
are also described in the same chapter. Chapter 3 introduces the reconstruction and identification
of hadronically decaying r-leptons, with focus on the new decay mode classification method. The
searches for Higgs boson pair production in resolved and boosted bbr "7~ final states are presented
comprehensively in Chapter 4 and 5. Lastly, Chapter 6 encapsulates the thesis and prospects the

future studies.

Clarification of personal contributions

The ATLAS experiment is run by a collaboration of about 3000 scientists and students. Due to the
complexity of the experiment, the work is usually shared by a group of people. Hence, it is useful

to clarify my personal contributions.

Boosted analysis of HH search

I worked on most parts of the analysis, including the background estimations of multi-jet, Z boson
in association with heavy flavour jets, optimisation of sensitivity, event categorisation, and statisti-
cal analysis. I also worked on the development of analysis software and the production of slimmed
dataset. I was one of the editors of the internal documentation. I edited the HEPData entry of this
analysis. I was the statistics liaison to the Di-Higgs physics group, for the combination of all HH
decay channels, and I presented this analysis to the ATLAS collaboration on behalf of the analysis

team for the approval of paper publication.

Resolved analysis of HH search

People in this analysis team worked on either the 7jep7h,q channel or the 7,47, channel, and a
few of them worked on the combination of these two channels. I worked on the (full-top-mass)
generator validation of ggF HH signal, the estimation of fake-ty,,4 tf and Z boson with association
of heavy flavour jets background processes, and the theoretical uncertainty of major backgrounds,
also worked on the development of analysis software and the production of slimmed dataset. 1

developed the tf background re-weighting method, which is also applied in the 7j¢ 759 channel. |



was in charge of the joint statistical analysis of the 7j,,47haq and the 7jep 7,4 channels, and I presented

the whole analysis to the ATLAS collaboration for the approval of paper publication.

Other contributions to the ATLAS experiment

I studied the performance of 7,4 reconstruction and identification at high-luminosity LHC environ-
ment. [ worked on the software for the tuning and testing of 7,4 reconstruction and identification
algorithms in the tau performance working group. I developed the DeepSet 73,4 decay mode clas-
sification method. I served as the machine learning liaison between the tau performance working
group and ATLAS machine learning forum. I worked on monitoring the operation of the ATLAS

distributed computing system.



Chapter 1

Theoretical Background

This chapter gives an overview of the theoretical framework of particle physics with a focus on the
physics of the Higgs boson in the context of the LHC. Furthermore, the motivation to search for
Higgs boson pair production is explained. The main reference literature of this chapter includes
Ref. [11-13].

1.1 The Standard Model

1.1.1 Fundamental particles and interactions

The Standard Model (SM) [14-16] of particle physics is a theoretical framework that provides a
fundamental description of the electromagnetic, weak and strong interactions in a unified picture,
together with the elementary particles. In the past decades, it is extensively tested by experiments.
The results are dominantly in line with the prediction of the SM. It makes SM the most remarkable
triumph of particle physics. The SM is constructed based on Quantum Field Theory (QFT) that
describes the elementary particles and their interactions, the local gauge principle that determines
the nature of these interactions, and the mechanism of Electroweak (EW) symmetry breaking that
gives masses to the particles.

The fundamental interactions are constructed in a SU(3)- x SU(2); x U(1)y symmetry group,
which gives rise to twelve vector fields. The excitations of these vector fields are known as gauge

bosons that propagate the interactions (forces). These gauge bosons are

+ Eight bi-coloured gluons (g) that propagate the strong interaction;
« W* and Z bosons that propagate the weak interaction;

* Photon (y) that propagates the electromagnetic interaction.

The dynamics of the spinor fields is ruled by the Dirac equation. The excitations of the spinor fields
are the building blocks of the matter world, called matter particles or fermions. These fermions

are categorised into leptons and quarks by their interaction behaviours, which are

« Leptons that do not participate in strong interaction, labelled as (V;) (V:) (VT’),

5



6 CHAPTER I THEORETICAL BACKGROUND

* Quarks that participate in both EW and strong interactions, labelled as (s) (i) (Z)

As shown above, there are six leptons and six quarks in the SM, and they are organised into three
generations by their masses and decays. Ultimately, in the electroweak symmetry breaking mech-
anism, scalar fields are required to generate mass to the bosons and fermions. The Higgs boson

(H) arises from this mechanism.

The interactions can be split into two parts — the strong interaction and the joint EW inter-
action. They are briefly reviewed below. Following the formalism of the QFT, the dynamic and

interaction terms of the quantum fields are described by Lagrangian densities ! .

1.1.1.1 Strong interaction

The strong interaction between quarks and gluons is described by the Quantum Chromodynamics
(QCD). The QCD is a gauge theory that is invariant under SU(3) local gauge transformation in the
colour space. The symmetry group is called SU(3)c. The Lagrangian of QCD can be schematically
written as

A 1
Zocp = Qir'DyQ — JGGa' (1.1)

where Q(x) is the quark field. The notation Q(x) represents that the quark field Q is a function of the
four-dimensional space-time x. Similar notation is used throughout this chapter. Eight massless
vector fields, the gluon fields Gj; are introduced to satisfy the requirement of gauge invariance.
They form a covariant derivation

Dy =9, +igsT,G; (1.2)

and a gluon tensor field
GZV = apGg - avGﬁ - gSfachZGwS’ (1.3)

where f,,. and T,(a = 1...8) are the structure constants and generators of SU(3)c. The generators T,

can be conventionally represented by the Gell-Mann matrices % The strong interaction constant

2
gs, more widely known as the strong interaction strength ag = f—i, depends on the energy scale
of the interaction. At high energy, ag is enough small that perturbation calculations become valid.

This property is known as asymptotic freedom.

Free quarks are not experimentally observable due to the hypothesis of colour confinement that
originates from the gluon self-interactions in QCD. Quarks must be confined into colour singlet
states (a.k.a colourless states) called hadrons. High energy quarks and gluons can produce jets of
hadrons by a process including parton shower and hadronisation. Phenomenological models are
used to simulate the picture of this process from the scale of hard process to the scale of hadroni-

sation. They are usually used within parton shower event generators.

'For clarity, Lagrangian is Lagrangian density in the following.
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1.1.1.2 Electroweak interaction

Electromagnetic interaction and weak interaction are unified in a joint gauge theory associated
with SU(2); x U(1)y symmetry group. The first part comes from the SU(2) symmetry of the weak
charged-current interaction, where L indicates that the weak charged-current interaction only cou-
ples to left-handed chiral (LH) particle states and right-handed chiral (RH) antiparticle states. The
unification with the second part incorporates the weak neutral-current interaction with the electro-
magnetic interaction, where Y stands for weak hypercharge. The schematic Lagrangian of the EW

interaction can be written as
=, =, 1 1
5&W:qu;+&wq£—zwm(?—Z@ﬁW, (1.4)
where L(x) = %(l — y°)F(x) denotes the LH spinor (fermion) field that can be termed as weak

()L (/J)L (VE)L’ (ff); (.f/); (J)L- (1.5

The term F(x) represents the generic fermion field. The prime on the superscripts of the quark dou-

isospin doublet

blet indicates that the spinor field is in weak interaction eigenstates. The transformation from mass
eigenstate to weak interaction eigenstate is accomplished by the Cabibbo-Kobayashi—Maskawa
(CKM) matrix for quarks and Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix for neutrinos.
R(x) = %(l +y°)F(x) denotes the RH spinor field which is a weak isospin singlet

6E>#ﬁ:Tﬁ»“R’CRatRadRsSR,bR- (16)

There is no RH neutrino or LH anti-neutrino in the SM. Note that the covariant derivative in Equa-

tion (1.4) acts differently on L and R due to the V-A structure of the weak interaction. They are

.Y :
D,L=1[9, +ig EB” +igT,WilL (1.7)

. ,Y
DyR= [0, + lg/EBﬂ]R‘

In the following equations, g’ and g are associated with the strength of the U(1) and SU(2) cou-
plings, respectively 2. The vector fields Wji(a = 1,2,3) and B, are introduced to ensure the gauge

symmetry. They form tensor fields

By = 3,B,—3,B, (1.8)
Wﬁv = auW\fl - avwﬁ - gfach/le&

2In some literature, the g is also quoted as g, where W denotes the weak interaction. We use g throughout this chapter.
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where fy,. are the structure constants of the algebra of SU(2);; parameter Y = 2(Q — IV3V) is the
weak hypercharge, which combines the electromagnetic charge Q and the third component of weak
isospin Ia,. The T,(a = 1, 2,3) are the generators of SU(2), which can be represented by the Pauli
matrices %

The physical gauge bosons can be obtained by the linear combination of the gauge fields. The

W bosons, W[f, are straightforwardly determined by the charged-current interaction

1
Wi =—Wwl-iw? (1.9)
NG H
1
W, = =Wl +iw?).
H \/E H H

For the photon and the Z boson, A, and Z,, the linear combination is an outcome of the Higgs

mechanism (see Section 1.1.2).

A, =+B,cosby + WE sin By (1.10)
Z, = —B,sinby + Wﬁ cos By, .

Here, 6y, is the weak mixing angle (sin2 Oy = 0.23). It relates to the electroweak interaction

constants

gsinty, = g’ cosby. (1.11)

1.1.2 Spontaneously electroweak symmetry breaking

The Lagrangians shown in the previous section describe massless gauge bosons and fermions. In
fact, adding mass terms such as %m}%AyA“ and —mpFF violates the local gauge symmetry. In the
SM, the Higgs mechanism [17-22] spontaneously breaks the electroweak SU(2); x U(1)y local

gauge symmetry, generates mass to particles, and predicts a physical massive scalar particle.

The SM chooses the most economic form for the Higgs field — a weak isospin doublet (Higgs
doublet) with weak hypercharge Y = 1. The Higgs doublet consists of four real scalar fields

+ +i
é = ¢0 _ 1 (Prtig2) (1.12)
¢ V2 \$3 +igy
Therefore the gauge invariant Lagrangian of the Higgs field can be termed as
gHiggs = (DpQS)T(DMb) - V(QS), (1.13)

with the covariant derivative
.Y )
D, =9, +ig EB” +igT,W{, (1.14)
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and the Higgs potential
UORIR RN (1.15)

In the Higgs potential, the coefficients satisfy the condition y? < 0 and A > 0. This indicates
degenerated minima of the Higgs potential at
2 2

¢T¢:V_: H

—-—. 1.16
2 2 (1.16)

The minima are called the vacuum. An one-dimensional illustration of the Higgs potential is shown

in Figure 1.1.

x108

H (6]

V(P) — Vimin [GeV?]

—~300 =200 —100 O 100 200 300
¢ [GeV]

Figure 1.1: One-dimensional illustration of the Higgs potential V(¢) = p2¢? + A¢*, with 2 < 0
and A > 0. The degenerated minima are at i%. The constant minimum value is subtracted from

the potential.

The U(1) gauge symmetry of the electromagnetic interaction must remain unbroken for the
photon to be massless. Therefore the choice of the vacuum expectation value (VEV) of Higgs
doublet is ¢y = %(3) The value of v is fixed by the Fermi coupling strength Gg (v = (\/EGF)_I/ 2 =

246 GeV). Due to gauge invariance, the expansion from the vacuum can be written in unitary gauge

_ 1 0
P(x) = ﬁ(wh(x))’ (1.17)

where h(x) is the Higgs field. By substituting it into the Higgs Lagrangian, the massive scalar field

h, the terms related to the masses of electroweak gauge fields, the coupling of Higgs field to gauge
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bosons fields (see Section 1.2.1) and the self couplings of h are derived

. p
=(ZHiggS = E(a,uh)(auh) — MW2h2 — k3 — Zh4

massive scalar field h h self-interaction
2 2
VT 2wiwl 21072 v 3 3
+ ?g (WuW H+ WiW ) + E(gWu — g'B,)(gW>H — g’ BH) (1.18)
terms that generate the mass of gauge bosons
+ gh, gauge
| —

h, gauge boson interaction

The mass of the physical scalar field h (the Higgs boson) is
my, = V2. (1.19)

Therefore the parameter A that relates to the self-interaction of Higgs field can be determined by
measuring the mass of the Higgs boson, which is A = 0.13. The self interaction of Higgs boson is

illustrated in Figure 1.2, where the coupling strengths are labelled near the Feynman vertex.

h h h
4 N 7/
/ N 7
/ N\ 7/
/ N 1
h-=-=-=--- $—ilv AN
\
\ 7 N
\ 7/ N
\ 7 N
(a) h h h

Figure 1.2: Feynman rules for the self interaction of Higgs boson. (a) Trilinear (b) Quartic.

The masses of the physical gauge bosons can be obtained from the second row of Equation (1.18).
The mass of the W2 fields can be read from the Lagrangian directly. It is the same for the phys-
ical W* bosons. The masses of photon and Z boson can be derived by diagonalising the mass
matrix of the quadratic term of B and w2, Concurrently, the linear combination aforementioned

in Equation (1.10) is obtained. The masses of physical gauge bosons are

1 1 , My +
My = Egv my, =0 mz = valgz +g%= cos Oy (1.20)

The Lagrangian of interactions between 4 and gauge fields £}, gauee cOntains terms in form of AVV

and hhV'V, where V denotes a vector boson field. These couplings are shown in Figure 1.3.
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w- A
h----- 18y 8Mw h----- gy Ci?z
(@) wT (b) Z
h W h Z
N AN N AN
N 1 9 N 1 2
S8 , _lggyv@
7 ‘ 7 ‘ ’
h wT h Z

Figure 1.3: Feynman rules for the interaction between Higgs boson and W= /Z boson. (a) (W W™,
(b) hZZ, (¢) hhW*W~, (d) hhZZ.

1.1.2.1 The mass of the fermions
The mass of fermions are also generated via Higgs mechanism. The Higgs doublet is embedded in

the Dirac Lagrangian while retaining the SU(2); x U(1)y gauge invariance of the Lagrangian. It is

gFermion = - GD(I:(]SR + R¢TL) - GU(I-'QSCR + RQSCTL) > (1-21)

for down type fermions  for upper type fermions

where L(x) and R(x) are the weak isospin doublet and singlet fermion fields, ¢, = —ioy¢™ is the
weak hypercharge conjugate of the Higgs double ¢, Gp and Gy; are fermion flavour dependent cou-
pling constants for down type and upper type fermions, respectively. By substituting the vacuum

expansion of Higgs doublet, the Dirac Lagrangian of one of the fermions (denoted as F) becomes

G - _ G, - _
Zrermion = — =VWELFr + FRFL)—  —h(FLFg + FrFL) . (1.22)
fermion mass h, fermion Yukawa coupling

This Lagrangian consists of the following two terms. The fermion mass term where mp = %Gv,
and the coupling term that describes the coupling between Higgs boson and the fermion. The
coupling is called the Yukawa coupling, as shown in Figure 1.4. The Yukawa coupling constant

G’s are determined by the observed fermion masses.

Figure 1.4: Feynman rule for the coupling between Higgs boson and fermion.
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1.2 Higgs boson and pair production

1.2.1 Properties of Higgs boson

In 2012, ATLAS [1] and CMS [2] experiment discovered a resonance particle with a mass of ap-
proximately 125 GeV. It is the only scalar particle ever observed, whose properties are highly
consistent with those of the Higgs boson predicted by the electroweak symmetry breaking mech-
anism. Thus, this particle is known as the SM Higgs boson (H) 3. The experimental value of the
mass of the Higgs boson is my; = 125.10 + 0.14 GeV and the spin-parity is J* = 07 [23].

At the LHC, the Higgs boson is dominantly produced via the following processes: gluon-gluon
fusion via a loop of t/b-quark (ggF); vector boson fusion (VBF); vector boson associated process
(VH, i.e. WH and ZH); top-quark pair associated process (ttH). The Leading Order (LO) Feynman
diagrams of these production modes are summarised in Figure 1.5 with the theoretical prediction
of the cross sections with a centre-of-mass (COM) energy of /s = 13 TeV and Higgs boson mass
of 125 GeV. The cross sections are calculated with state-of-art theoretical prediction in the high

order perturbation calculation of QCD and EW theory [5].

49 pb 3.8 pb
N3LO QCD + NLO EW NNLO QCD + NLO EW
---—- H
’
(a) ggF q (b) VBF
1.4 pb (WH) 0.88 pb (ZH) 0.51 pb
NNLO QCD + NLO EW NLO QCD + NLO EW

1

1 (c) VH H (d) ttH

Figure 1.5: The leading order Feynman diagrams of the major production modes of Higgs boson
via p-p collision at the LHC. The corresponding cross sections with high order QCD and EW
theory corrections are shown at the top of each sub-figures [5]. ‘N’ denotes ‘next-to’.

As implied by Section 1.1.2, the SM Higgs mechanism fixes the couplings of the Higgs boson to
vector bosons and fermions, and the coupling strengths are proportional to the mass of the particles.

Based on that, the decay mechanism of Higgs boson can be predicted. Note that one of the vector

3To clarify the notation. Last chapter uses lowercase 4 to denote the Higgs field as well as the physical particle Higgs boson.
From this chapter on, the capital H refers specifically to the physical Higgs boson.
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boson must be off-shell in H — VV due to the mass threshold, and the Higgs boson only effectively
couples to massless photon and gluons via a loop diagram #. Table 1.1 summarises the theoretical

prediction of the branching ratios of major Higgs boson decay channels, assuming my = 125 GeV.

Table 1.1: The branching ratios of major Higgs boson decay channels assuming my =
125 GeV [23].

Decay channel Branching ratio

H — bb 58.2%12 %

H->W'w~ 21.4£1.5%
H—- 1t 6.27£1.6 %
H—>ZZ 2.62+1.5%
H —yy 0.227£2.1 %

The mass of the Higgs boson is a free parameter in the SM. It also determines the value of
Higgs boson self-coupling constant A. Direct measurement on A, is one of the desire to search for
Higgs boson pair (HH) production because varying A can significantly change the production cross
section of HH (denoted as oy ). The relation between o and A is explained in Section 1.2.2.
Conventionally, the measurement is usually on the coupling modifier k3 = ﬁ, where Agy =
0.13 is the SM value of A. A constraint on « is set using the HH — bBTﬂ;dr};d decay channel
in Section 4.8. In the next subsection, a detailed description of the production and decay mechanism

of Higgs boson pair is given.

1.2.2 Production and decay of Higgs boson pair

Similar as the production of a single Higgs boson, the dominant production modes of Higgs boson
pair are gluon-gluon fusion and vector boson fusion. The LO Feynman diagrams are summarised
in Figure 1.6. The labels for the Feynman diagrams are the same as Figure 1.5 for the single Higgs
boson case. They are not displayed here for clarity.

The state-of-art theoretical prediction of the ggF cross section is calculated at Next-Next-to LO
(NNLO) precision > [5] using FTapprox [24] method, whose uncertainty is given by Ref. [25]. The

cross section is
Oggf = 31.05 fb + 3.0%(PDF and ag +22%(Scale f‘llg’%(mtop). (1.23)

In the FTApprox method, real radiation corrections are calculated with finite top mass, while the
virtual loop corrections are based on Higgs Effective Field Theory (HEFT). The uncertainties are
from the parton distribution function and ag of proton based on PDF4ALHCNNLOMC, the scale of

renormalisation and factorisation, and the choice of renormalisation scheme and scale in the cal-

4See Figure 2.4 and 2.7 of Ref. [13]
3In this section, the precisions are QCD precision if no specification. Electroweak calculation is always at NLO precision.
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(a) ggF

(b) VBF

Figure 1.6: The leading order Feynman diagrams of ggF (a) and VBF (b) production modes of
Higgs boson pair via p-p collision at the LHC.

culation of top-quark mass. For VBF, the cross section is calculated at Next-Next-Next-to LO
(N3LO) [26],
oyer = 1.726 fb + 2.1%(PDF and a5)*5037(Scale). (1.24)

The cross section of Higgs boson pair production is about one thousandth of that of the single
Higgs boson, because of the destructive interference between the ‘triangle’ and ‘box’ diagrams
in Figure 1.6(a). The suppressed cross section makes the search very challenging. The production
cross section can be modified by varying the Higgs boson self-coupling constant. Figure 1.7 shows

the production cross section as a function of k.

103 i

UggF [fb]

10! - - - - - - - -
-15 -10 -5 0 5 10 15 20

Ka
Figure 1.7: The production cross section of Higgs boson pairs via gluon-gluon fusion as a function
of 'k, calculated based on Ref. [5]. The red vertical line represents the SM case k) = 1.

The cross sections are used to normalise the simulated HH samples used in Chapter 4, which
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are generated by POwHEG Box V2 [27] with full top-quark mass (FT) at Next-to LO (NLO) pre-
cision. In the FT method, finite mass of top-quark is used for both real and virtual corrections.
The FT method is used to generate the HH samples because it provides better predictions of Higgs
boson kinematics [28]. Comparisons between the kinematics of the HH system in this sample and
that in the FTApprox-based sample generated using MADGrRAPHS aMC@NLO [29, 30] are shown
in Figure 1.8. This results are reported in Ref. [31]. They are important materials for the decision

of the ggF sample generators for HH physics analysis in ATLAS.

2 2 E
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. = = =
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F ————
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Figure 1.8: Distribution of invariant mass of HH system mpyy (left) and the transverse momentum
of the leading Higgs boson pITq (right) of the ggF production at \/s = 13 TeV. The samples generated
using FT by POwHEG Box V2 and those generated using FTApprox by MADGRAPHS aMC@NLO
are compared.

The decay of a pair of Higgs boson is essentially the combination of the decays of each Higgs
boson. Therefore, the branching ratios of the main decay channels of HH can be calculated based

on Table 1.1. They are summarised in Table 1.2.

Table 1.2: The branching ratios of the major Higgs boson pair decay channels, assuming my =
125 GeV

Decay channel Branching ratio
HH — bbbb 33.8%
HH — bbW*W~ 24.9%
HH — M_/+W‘W+W‘ 4.58%
HH — bbr*1~ 7.30%

HH — bbyy 0.264%
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1.2.3 Global properties of the Higgs potential

Measuring the self-coupling of the Higgs boson is of great importance in the understanding of
the electroweak symmetry breaking mechanism. More intriguingly, the self-coupling reveals the
global information of the Higgs potential. The information is crucial to profound physics problems.
Two interesting topics intimately related to the global properties of the Higgs potential are briefly
introduced below. The main goal of the search for Higgs pair production in this thesis is to probe

any processes that might affect the global properties of the Higgs potential.

1.2.3.1 Stability of vacuum

The shape of the Higgs potential determines the phase of the SM (see Figure 1.9). At EW scale,
the tree level potential described in Section 1.1.2 is a good approximation. However, as the value
of the Higgs field h moving towards the higher energy, the quantum correction must be taken into

account, by assuming that the SM is valid up to the Planck scale Ap; ~ 10!° GeV.

Original , Stable

EW vacuum Metastable

True vacuum

¢

Figure 1.9: Schematic illustration of the effective Higgs potential in different phases of SM. The
value of h starts from the EW vacuum of the SM h = 0. The black dashed line represents the tree
level potential, shown as a reference. The blue, red and orange solid lines represent the potentials
whose shapes correspond to the stable, metastable and unstable phases of SM, respectively. A
true vacuum at high value of h exists in the metastable phase. The scale in the figure does not
correspond to the real scale of h or V(h).

The SM parameters are calculated at NNLO precision at the EW scale and extrapolated to the
Planck scale using Renormalisation Group Equations (RGE) in Ref. [32]. Due to the evolution of
the parameters from low to high energy scale, the shape of the Higgs potential changes vitally. It
is found that the Higgs quartic coupling constant and the top-quark Yukawa coupling constant is
very sensitive to the energy scale (e.g. Figure 1 of Ref. [33]). In fact, the current measurements

on the masses of the Higgs boson and the top-quark show that the phase of the SM is near the
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boundary of stable and metastable phase and is compatible with a metastable vacuum [32]. As a
consequence of that, there is a probability for the SM to transition to the true vacuum by quantum
tunnelling effect. This is particularly interesting from the cosmological point of view, because our
universe would be a completely different place if the tunnelling rate is sufficiently high to induce a
phase transition. As discussed in Ref. [34], the decay rate of our EW vacuum is enormously small.

Thus, we’re safe unless the decay rate is significantly changed by new physics mechanism.

1.2.3.2 Electroweak baryongenesis

The evolution of the Higgs potential in the thermal history of early universe can be simulated by the
finite temperature quantum field theory. It implies the dynamics of the electroweak phase transition
(EWPT), by which the EW theory transforms from the symmetric phase to the symmetry breaking
phase. In particular, the evolution reveals the type of the EWPT — first-order or second-order
phase transition.

First-order EWPT is required by the electroweak baryongenesis (EWBG) [35], which is one
of the most promising theory that may explain the observed matter-antimatter asymmetry in the
universe. Figure 1.10 schematically demonstrates how the form of the Higgs potential changes
as the universe cools down, assuming that the EWPT is first-order phase transition. When the
temperature T is very high, only phase with zero VEV exists. Once the temperature reaches a
critical value T, a degenerated vacuum with VEV=¢, is created. As the universe further cools down
to T — 0, the symmetric phase tunnels to the symmetry-breaking phase. Finally, the minimum field

value converges to the EW vacuum v.

V(g, T)

Figure 1.10: Schematic illustration of the effective Higgs potential under different thermal scenar-
ios of the universe, assuming the first-order electroweak phase transition. The scale in the figure
does not correspond to the real scale of h or V(h).

Furthermore, the phase transition needs to be strong (so-called strong first-order phase transi-
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tion) otherwise the baryon numbers are washed out by sphalerons. The necessary condition is

sy (1.25)

c

However, the measurements on the Higgs boson indicate that the EWPT under the SM is a second-
order phase transition (a.k.a crossover) [36, 37], by which the VEV smoothly transition from 0 to
v. Thus, new physics beyond the SM are needed to produce the desired strong first-order phase
transition. For instance, it is predicted by Ref. [38] that if there is an enhancement of more than
50% to the strength of SM Higgs boson self-coupling, i.e. k3 = 1.5, then the EWPT can become

strong first-order phase transition.

1.2.4 Beyond-the-SM physics and Higgs pair production

Whilst aspiring to probe the global properties of the Higgs potential, the actual approach of the
collider is to search for the production of Higgs boson pairs. This is because modifications to the
Higgs potential can change the cross section of Higgs boson pair production. And conversely,
if deviations on the cross section of Higgs boson pair production are observed against the SM
prediction, it will renew our understanding of the nature of Higgs potential.

In this thesis, both the resonant and non-resonant HH production mode are searched. The
searches are conducted in a model-independent way, meaning that they are sensitive to any new
HH production signals. The baseline signal model in the search for resonant HH production is
a heavy, narrow-width, scalar particle X with a mass of my > 2mp that decays to a pair of SM
Higgs bosons, as illustrated in Figure 1.11), while that for the non-resonant HH production is the
SM ggF+VBF HH production shown in Figure 1.6.

Figure 1.11: Feynman diagrams of the resonant production of Higgs boson pairs via the decay of
a scalar particle considered in the thesis.

1.2.4.1 Resonant production

New heavy resonant particles that decays to a pair of Higgs boson are predicted by various BSM

models, a review can be found in Ref. [6]. For instance, a real scalar singlet £ can be added in a
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simple extension of the SM [39—41]. The extended Higgs potential can be written as

V(&) = 1?¢T¢ + AT $)?
+ 2 ptgE + gt gt (1.26)

b_4§4'

by , b
FhE+ =824 284
1§+ 28+ 8+

After the spontaneous symmetry breaking, by taking the unitary gauge ¢ = %(Vf +s)and ¢ =

), the h and s fields are mixed in the form

hy cosf sinf)\ (h
= ) ; (1.27)
hs —sinf cosf/ \s

where v is the VEV of £ and s is a new physical scalar field, and hy, h, are the mass eigenstates with

1 0
ﬁ (v+h

eigenvalues my, m,. If h; is the SM Higgs boson (m; = my) and the mass of h, satisfies my > 2my,
then the resonant production of HH via the decay of h, — hyh; is allowed. Attractively, with the
help of the new scalar, the new Higgs potential in its effective form under the finite temperature
QFT can provide the conditions for a strong first-order EWPT, while giving compatible predictions
on the Higgs boson with the SM. This feature is a strong motivation to search for resonant Higgs

pair production.

1.2.4.2 Non-resonant production

Various BSM models predict enhancement of Higgs pair production rate via non-resonant pro-
cesses, either by new particles that contribute to the loop diagram in the ggF production mode [6],
or by anomalous coupling, e.g. non-SM Higgs boson self-coupling or non-SM top-quark Yukawa
coupling [42, 43]. We consider the non-SM Higgs boson self-coupling coupling parameterized by
the modifier x; in the ggF HH production mode. In this case, the variation of x linearly alters
the amplitude of the ‘triangle’ diagram in Figure 1.6(a). Thus, the total amplitude of the ggF HH
production can be written as

A(Kky) = Ay + 134, (1.28)

where o/, and &/, are the amplitude of ‘box’ and ‘triangle’ diagrams. The production cross section

OggF 18 proportional to

OgeF 1A () = |ty + 10, (1.29)
= |=Q[\:\|2 +K) (ﬂSdA +ﬂ:dm)+7<§ |dA|2
‘box’ term interference term ‘triangle’ term

The total cross section oggp as a function of x; has been shown in 1.7. In addition, it is found

that the differential cross section over the kinematics of the Higgs boson (pair) is also affected by



20 CHAPTER I THEORETICAL BACKGROUND

the variation of k. As shown in Figure 1.12, when k; = 0, i.e. the scenario with no Higgs boson
self-coupling, the HH invariant mass myy mostly distributes above the double top-quark mass
2m; = 346 GeV. When k, = 5, the self-coupling is enhanced and the ‘triangle’ diagram dominates
the HH production. In this case, the my mostly distributes at the threshold of double Higgs boson
mass 2my = 250 GeV. The scenario of k3 = 2.4 corresponds to the case of maximum interference

between ‘box’ and ‘triangle’ diagrams. A dip is produced between 2my and 2m,;.
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Figure 1.12: Distributions of the invariant mass of Higgs boson pair at various value of k; [44].

To set constraints on the value of x, its value needs to be finely scanned. Therefore the simu-
lated HH samples with arbitrary k) values are required. Practically, samples with specific [ Ivalues
are represented by a linear combination of three basis samples. An empirical choice of the basis
samples is three samples generated with k) = 0, 1, 20. The coefficients are derived by substituting
the ‘box’, ‘triangle’ and interference terms in Equation (1.29) with the basis amplitudes. The final

linear combination is

1
AP = (1 — ==K + —«2)|L(0)|?
[ Genl” = (1 = 22w+ Dl (0))
20 1
-+q;a—;;ﬁﬂﬂﬁﬂz (1.30)

1 1
+ (oK
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k)| (20).
380 380 VI (20)



Chapter 2

The ATLAS Experiment

This chapter provides a brief introduction to the foundations of performing physics analyses in the
ATLAS experiment at the LHC. The concepts in the LHC and the ATLAS experiment are from
Ref. [45] and [46].

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [47—49] is a platform of advanced hadron accelerator and col-
lider. The prime usage is to collide protons with a designed maximum centre-of-mass energy of
Js = 14 TeV and peak luminosity of & = 103 cm™2s7!, and it also runs with heavy-ion beams.
The LHC ring is 26.7 kilometres long, installed between 45 and 170 meters underground. The ring
is linked to the CERN accelerator complex by two 2.5-kilometre-long transfer tunnels. The hadron
beams are injected in the ring through the tunnels.

The hadrons are bunched together while being transferred. In proton runs, there are 2808
bunches in the ring. Each bunch contains about 108 protons. The interval between the bunches is
typically 25 nanoseconds, corresponding to a bunch crossing frequency of 40 MHz.

The injected beams are captured, accelerated and stored in superconducting radio frequency
cavities. Two beams travel with almost the speed of light in opposite direction and in separate
cavities. They collide at four interaction areas of the LHC ring, supporting four largest experi-
ments and several smaller ones. Among the four major experiments, the ATLAS [50] and the
CMS [51] experiments are general-purpose experiments that are designed to explore SM, Higgs
boson, supersymmetry and various exotic physics, while the LHCb [52] experiment is designed to
study B-physics and ALICE [53] experiment is dedicated to study quark-gluon plasma using ion
collisions.

Figure 2.1 outlines the accelerator complex and the experiment sites of the LHC. In the case
of proton beams, the injection chain is Linac— Proton Synchrotron Booster (Booster) — CERN
Proton Synchrotron (PS)— Super Proton Synchrotron (SPS). The flow of the proton is labelled by
p and grey-blue arrow in the figure.

The operation of the LHC is scheduled in periods. In the first period in year of 2011 and 2012,

21
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Figure 2.1: The accelerator complex and the experiment sites of the LHC [54].

namely Run-1, the protons were collided at COM energy /s = 7 and 8 TeV, delivering p-p collision
dataset of integrated luminosity L =28.3 fb~! to the ATLAS detector. The discovery of the Higgs
boson took place in this period. Data-taking from 2015 to 2018 is the Run-2 period of LHC. The
instantaneous luminosity was increased, especially for the runs in 2017 and 2018, and the COM
energy was upgraded to 13 TeV. Finally, LHC delivered L =156 fb ! p-p collisions to the ATLAS
detector, from which 139 b are qualified for physics analysis. The cumulation of luminosity and
the average number of interactions per proton bunch crossing () (so-called pile-up) in Run-2 of
LHC are summarised in Figure 2.2. The majority of the data are taken in 2017 and 2018, during
which (p) is also higher than the previous years.

At the moment, the LHC is during its second Long Shutdown (LS2) and is under preparation
for the Run-3 period. In Run-3, the LHC is expected to run with a setup of \/s = 13.5 TeV or 14 TeV
and £ = 2x10%* cm 257!, and to accumulate 300 fb ' p-p collision data. After that, the LHC will
be upgraded into the High-Luminosity LHC (HL-LHC) [56], where the instantaneous luminosity
will be increased to more than 5x 103 cm™2s™1. A dataset of an integrated luminosity of 3000 fo !

is expected to be delivered.

2.2 The ATLAS detector

The ATLAS (A Toroidal LHC ApparatuS) detector [50] locates at one of the interaction points of
the LHC. This scientific machine is surprisingly large — 25 meters in height, 44 meters in length and
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Figure 2.2: Left: The cumulation of luminosity as a function of date during the Run2 p-p collision
data-taking. The green, yellow and blue curves correspond to the data that were delivered by LHC,
recorded by ATLAS detector, and pass the good quality criteria by ATLAS experiment. Right: The
mean number of interactions per proton bunch crossing of the ATLAS recorded dataset [55].

7000 tons in weight. As demonstrated in Figure 2.3, from near the beamline to the outermost layer,
the particle detectors include the inner detector, the electromagnetic and hadronic calorimeters and
the muon spectrometer.

The ATLAS detector measures the energy and direction of the outgoing particles inside very
dense fluxes of particles produced by a bunch crossing. At the same time, it provides excellent
identification and energy resolution for all kinds of particles (electrons, muons, photons, pions,
neutrons, protons). An overview of the targeted performance of each component of the ATLAS

detector is shown in Table 2.1.

Table 2.1: An overview of the targeted performance of the components of the ATLAS detector [46].

. . 1 coverage
Component Resolution (pr and E in GeV) Measurement Trigger
Inner Detector 0,./pr = 0.05% - pr P 1% Inl < 2.5
Electromagnetic calorimeter oy /E = 10%/VE @ 0.7% Inl < 3.2 Inl < 2.5
Hadronic calorimeter
Barrel and end-cap op/E = 50%/VE @ 3% Inl < 3.2 Inl < 2.5
Forward ox/E = 100%/\E D 10% 31< g <49 31<lpg <49
Muon spectrometer o,./pr = 10% at pr =1 TeV nl < 2.7 Inl <24

Another crucial part is the magnet systems. The ATLAS detector has two magnetic systems —
the solenoid system and the toroid system. The solenoid system serves the inner detector with a
2 T magnetic field parallel to the beamline, while the toroid system provides 0.5 T and 1 T toroidal
magnetic field with respect to the beamline for the muon spectrometers in central and end-cap
region, respectively.

The ATLAS experiment uses right-handed coordinates. The nominal interaction point is de-

fined as the origin. The x-axis points to the centre of the LHC ring; the y-axis points upwards;
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Figure 2.3: Demonstration of the ATLAS detector [57].

and the z-axis is aligned to the beamline. The azimuthal angle ¢ and the polar angle 6 are defined
based on this coordination system. More commonly, the pseudorapidity n = — In(tan g) is used
instead of 6 to describe the Lorentz boost in the z—direction. Besides, a angular distance defined

as AR = \/(A¢)? + (An)? is often used to measure the distance of two four-vectors in ¢ — 1 space.

2.2.1 Inner Detector

The Inner Detector locates closest to the beamline. Charged particles travel through the discrete
layers of the inner detectors and interact with the material (so-called a hit), causing ionisation
signal. The pattern of those hits is recognised to reconstruct the vertex and the track of the outgoing
charged particles, which are used to determine the momentum, impact parameters and charge of
these particles.

From the innermost to the outermost, the inner detector consists of three detector systems —
the pixel detector, the silicon microstrip tracker (SCT) and the straw tube tracker called Transition
Radiation Tracker (TRT).

The pixel detector is segmented in R — ¢ and z. Originally it has three layers in the barrel
region. An additional Insertable B-Layer (IBL) [58] was installed before Run-2 to improve the
primary and secondary vertex reconstruction. It also has three disks that are placed at both end-cap

regions, perpendicular to the beamline. The SCT layouts similar as the pixel detector but extends
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the radial measuring space. It consists of eight strip layers and nine disks. The TRT cannot render
information on the z direction due to its nature (the straws are parallel to the z-axis). It detects
transition radiations, which is particularly useful to identify electrons. The pixel detector and the
SCT can detect tracks with a pseudorapidity of || < 2.5, while the TRT only covers tracks within
In| = 2.0.

2.2.2 Calorimeters

Next to the inner detector system are the sampling calorimeter detectors. Electrons, photons, and
hadrons interact with the calorimeters and produce cascaded particles, called showers. The showers
are categorised into electromagnetic ones and hadronic ones, depending on the original particle that
initiates the shower. As the result of the showering, the energy of the particles is deposited in and
absorbed by the calorimeter, therefore can be measured.

The electromagnetic calorimeter (ECal) is right next to the solenoid magnet that surrounds the
inner detector. The active material of ECal is liquid-argon (LAr), with lead absorber and kapton
electrodes plates designed in accordion-shape. It is segmented into a presampler layer and three
ECal layers (EM1, EM2, EM3) with different designs. Table 2.2 summarises the typical thickness
(in depth), typical granularity and main purpose of each layer !. The structure of ECal is sketched
in Figure 2.4. In general, the thickness can make sure the energy of the shower is fully collected
and the fine granularity can provide precise measurement of the energy of electrons and photons.
The extra fine granularity of the first layer EM1 is used to discriminate neutral pion (7% — yy) and
photon. The segmentation in 7 is finer than the average separation of the photons from 7° decay,

which helps to distinguish the individual photons.

Table 2.2: The typical thickness, granularity and main purpose of each layers in the electromagnetic
calorimeter system. The unit of thickness is mm or radiation length (X, = 14.2 cm) [46, 59].

Name Thickness Granularity (An x A¢g) Purpose

Presampler 11 mm 0.025 x 0.1 Correct the energy loss ahead of the ECal.
EM1 4.2X, 0.003 x 0.1 Discriminate neutral pion and photon.
EM2 16X, 0.025 x 0.025 Collect the majority of the energy.

EM3 2.0X, 0.05 x 0.025 Collect the energy of the tail of the shower.

The ECal covers the barrel and end-cap in the region of 0 < || < 1.475 and 1.375 < || < 3.2
(divided into two wheels that cover 1.375 < |p| < 2.5 and 2.5 < || < 3.2), respectively. The region
In| < 2.5 is dedicated to precision physics. The transition between barrel and end-cap is called the
crack region, which is defined to be 1.37 < || < 1.52.

Outside the electromagnetic calorimeter, there are also the hadronic calorimeters (HCal). It con-
sists of the scintillator-tile calorimeter that is placed at the barrel region, the liquid-argon hadronic

end-cap calorimeter (HEC) and the liquid-argon forward calorimeter (FCal). Plastic scintillators

I'The thickness and granularity depends on 7. Here we take the case of 7 = 0.
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Figure 2.4: The accordion structure of the EM calorimeter [59].

are used as the active material and steel as the absorber in the tile calorimeter. The lights are col-
lected by wavelength shifting fibres and are transported to photomultiplier tubes to measure the
amount of energy of the hadronic shower. It has two parts that covers |g| < 1.0 and 0.8 < || < 1.7.
By its name, the HECs are installed in the end-cap region, covering 1.5 < |p| < 3.2 It also utilises the
LAr technique as ECal but uses copper as the absorber in a flat-plate design. The FCal covers the
forward region to || = 4.9. It is designed to be able to measure both electromagnetic and hadronic

showers, and to be dense to stop the radiation background in front of the muon spectrometer.

2.2.3 Muon spectrometer

The muon spectrometer (MS) lies in the outermost region of the ATLAS detector, where the mo-
mentum of muons whose trajectories are bended by the toroid magnets is precisely measured. The
system contains two types of detectors. The Monitored Drift Tube (MDT) in the barrel region and
the Cathode Strip Chamber (CSC) in the end-cap region cover |g| < 2.7, providing precise mea-
surements on the tracks. The Resistive Plate Chamber (RPC) and the Thin Gap Chamber (TGC)

that are installed in the barrel and the end-cap region serve as triggering chambers.

2.2.4 Trigger and data acquisition

The protons collide at a rate of approximately 1 GHz under a bunching crossing rate of 40 MHz.
There is no technology to transfer and store all of the data. In fact, ATLAS reduces the rate of data
recording to an average rate of 1 kHz using a two-level trigger system [60, 61]. A trigger and data

acquisition (TDAQ) system is devoted to process, select and store the events for offline usage.
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The Level-1 (L1) trigger is based on hardware. There are two types of L1 triggers. The L1
calorimeter trigger uses the information from the calorimeters. The information is processed by
the Cluster Processor (CP) which selects the electron, photon and tau-lepton candidates, and the
Jet/Energy-sum Processor (JEP) which selects the jet candidates and calculates the total transverse
energy. The L1 muon triggers uses information from the muon trigger chambers to select muon
candidates. The decision is made by the Central Trigger Processor (CTP) which combines the
inputs from L1 calorimeter and L1 muon, as well as L1 topological processor (L1Topo) [62] and
some other systems. The L1Topo is a processor with a number of algorithms that select events of
interest by the kinematics and angular relation of the candidate objects. After this stage, the data
rate is reduced to 100 kHz.

The data are then further processed and formatted to the High-Level Trigger (HLT), which is
based on software. More detailed and precise algorithms run on a computer farm to make the trigger
decisions. This stage is very similar to the offline physics analysis. To reduce the event rate, the
HLT triggers usually require a high transverse momentum threshold of the objects or multi-objects.

Finally, the data that passes the HLT requirements are stored for offline physics analysis.

2.3 Definition of physics objects

Collisions result in outgoing particles interacting with detectors, on the other hand, searches start
with probing the final state particles. Defining the physics objects by the response of the detector
is therefore a crucial step. This section gives an overview of the definition of tracks [63, 64],
electrons [65, 66], muons [67, 68], jets [69, 70] and missing transverse energy (ErTniSS) [71] in the
context of the search for HH — bBT}LdT};d' Hadronic z-leptons (73,,4) are not mentioned here

because they are discussed in Chapter 3 dedicatedly.

2.3.1 Track and vertex

Tracks are reconstructed from the hits in the inner detectors fired by charge particles. They are
the building blocks of the reconstruction, identification and calibration of the charged particles.
Tracks are also used to reconstruct the primary and secondary vertex of a collision. It is particularly
important for b-jet tagging.

The track reconstruction in the pixel detector and SCT consists of the following steps. [72].
Firstly, clusters of hits are created from pixels and strips. Next, the tracks are reconstructed by
an iterative track finding based on the seeds built from the clusters. Multiple tracks per seed are
built by the combinatorial approach [73]. Thus, in the last step, an ambiguity solver is utilised to
compare and score the tracks, in order to choose the best track candidates .

The tracks are selected by the Loose quality criteria described in Ref. [64] except that the

minimum pry is increased to 500 MeV to handle the denser collision condition in Run-2. Primary
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vertex is reconstructed by the vertex that has the largest sum of squared pr over associated tracks.
For physics analysis, events are required to have at least one primary vertex with at least two

associated tracks.

2.3.2 Electron and Muon

Electrons leave trajectories in the inner detector and deposit energy in the ECal. The electron
candidates are reconstructed by seed clusters of energy deposit that matches to the tracks fitted
with the Gaussian-sum Fitter [74] in 1 — ¢ space. They are then identified by a likelihood-based
(LH) identification (ID) requirement, which is constructed using variables of the tracks, the clusters
and the matching between them.

Muons travel through the entire detector, deposit a small amount of energy in calorimeters and
leave trajectories in the inner detector and the muon spectrometer. Based on different combinations
of information from the inner detector, the calorimeters and the muon spectrometer, four types
of reconstructed muons are defined [67], which are combined muons, segment-tagged muons,
calorimeter-tagged muons and extrapolated muons. The muon candidates are identified by a set of
requirements on the quality of the track reconstruction in each detector.

The electrons and muons that are produced in the processes of interest are usually isolated from
the other particles in n—¢ space while those from background processes are not. Applying isolation
requirements can efficiently reject backgrounds. The isolation requirement can be defined using
track-based or calorimeter-based information. In each case, the variable related to the isolation
requirement is defined by the sum of momentum or energy of the tracks or clusters within a given
cone around the electron or muon.

Selection requirements with different level of targeted signal efficiencies called working points
are defined for the ID and isolation of electrons and muons. Details can be found in the correspond-
ing references.

Table 2.3 summarises the selection requirements of electrons and muons in the search for Higgs
boson pair production. In the 7j,,47,q decay channel, events with one or more such electrons or

muons are vetoed.

Table 2.3: The requirements on the kinematics (pr, ), identification and isolation of the electrons
and muons in the search for HH — bBT}TadT};d' The boosted analysis does not apply isolation
criteria to electrons in order to reject boosted Z — ee background. For muons, the resolved analysis
selects |5 < 2.5 to be harmonised with the search for HH — bl_arfgpql_ad where muon triggers are
utilised.

Variable ‘ Electron Muon
PT >7GeV >7GeV
n < 2.5 (not 1.37-1.52) < 2.7 (see captain)
1D Loose Loose

Isolation | Loose (see captain) FixedCutLoose
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233 Jet

Jets are cones with a number of hadrons inside. The hadrons mainly consist of pions, and there
also can be kaons, protons, neutrons and other hadrons. It is challenging to reconstruct the de-
tector response of the hadrons or their decay products under the high pile-up condition. Jets are
reconstructed using the anti-k; algorithm [75] with radius parameter R. The reconstruction and
calibration of jets are based on the inputs constructed by either the topological cell clusters (topo-
clusters) [76] method or the particle flow (PFlow) [69] method.

The topo-cluster method uses the information provided by calorimeter cells. It generates topo-
clusters by finding significant signal cells over pile-up induced noises. Initially, the hadronic clus-
ters are calibrated at electromagnetic scale (EM scale) to give the same response as electromagnetic
showers. To correct the hadronic clusters to the correct scale, the local cluster (LC) weighting
scheme is employed.

The PFlow method combines the topo-clusters with the tracks in the inner detector. It can split
the energy of different particles by subtracting the energy deposits of the charged particles in the
calorimeters. After the subtraction, the particle flow objects (PFO) are defined. PFO includes
the tracks of charged hadrons and the remaining part of the topo-clusters after the subtraction.
Currently, the PFlow method still uses the EM scale for the topo-clusters. The PFlow method
usually can provide more precise energy reconstruction.

Several types of jets are used in the search for Higgs boson pair production. In the resolved
analysis, the jets from H — bb decay can be reconstructed individually. PFlow jets with R = 0.4
are used, namely small-radius(R) jets [69]. Jet cleaning algorithms are applied to remove jets from
non-collision backgrounds and noises in the calorimeters [77]. The jets originate from pile-up are
suppressed by the jet-vertex-tagger (JVT) [78].

Our analysis relies on the b-quark-initiated jets (b-jets). The b-jets are identified against the
jets initiated by other sources by b-tagging algorithms. The b-tagging is performed mainly based
on the distinctive secondary vertex created by the decay of long-lived b-hadrons. The algorithm
is powered by a deep neural network called DL1r [79, 80], which combines several low-level
algorithms that extract information from associated tracks, primary and secondary vertices, and the
reconstructed jet. The momentum of the b-tagged jets is further corrected by the p-in-jet and PtReco
methods described in Ref. [8§1]. These methods can improve the resolution of the invariant mass
of two b-jets (myy,). The resolutions of my;, with and without the corrections are compared using the
simulated HH — bBTﬁ;drh_ad non-resonant ggF+VBF HH samples (see Section 4.1) in Figure 2.5.
The mass resolution is estimated by the full width at half maximum (FWHM) of the best-fit Bukin
function [82]. It is found that the resolution improves by about 10%.

In the boosted analysis, two small-R jets are merged into one fat jet. In this case we use the
LCTopo jets with R = 1.0, known as the large-radius(R) jets [70]. These jets are further trimmed
to remove the effects of pile-up and underlying event. The trimming [83] is done by re-clustering

the original constituents of a large-R jet into a collection of R, sub-jets using the k; algorithm
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Figure 2.5: Comparison of my,, resolution with and without the b-jet momentum corrections on the
simulated HH — bbrﬁ;dr};ld non-resonant ggF+VBF signal samples.

[84—86]. The sub-jets are then discarded if their pr is less than a specific fraction ( f.,;) of the pr of
the original large-R jet. The values of the parameters for this analysis are R, = 0.2 and f.,; = 5%.
They are found to the optimal in Ref. [87]. The mass of the large-R jet is calculated by the combined
mass technique [88]. The b-tagging of the large-R jet is performed with the variable-radius(R)
track jets [70]. These jets are reconstructed from the inner detector using anti-k; algorithm with
a transverse momentum dependent radius parameter R(py) = p/pr, the parameter p determines
how fast the effective jet size decreases with the jet pr [89]. Here p equals to 30 GeV and R is
allowed to vary from 0.02 to 0.4 [90]. The variable-R track jets are assigned to large-R jets by the
ghost association [91, 92]. The b-tagging of a large-R jet is determined by the b-tagging of the two
leading variable-R track jets ordered by py. Here the b-tagging is based on a Boosted Decision
Tree (BDT) method called MV2¢10 [93], which is very similar to the DL1r.

Similar as the ID of the leptons, the b-tagging also provides working points with specific b-jet
signal efficiencies. The selection requirements on the jets in the search for Higgs boson pair pro-
duction are listed in Table Table 2.4.

Table 2.4: The requirements on the kinematics (pr, 1) and b-tagging of the jets in the search for
HH. The b-tagging selection is defined by the working points based on b-tagging efficiency.

Variable ‘ small-R jet large-R jet variable-R track jet
T > 20 GeV > 300 GeV > 10 GeV
n <25 <25 <25

b-tagging | 77% eff. (DL1r) see variable-R track jet 70% eff. (MV2c10)
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2.3.4 Overlap removal

Geometric overlap between reconstructed objects creates the chance of double counting. This

situation is avoided by the following overlap removal requirements.

* Reject electron against muon if they share inner detector track. If the muon is a calorimeter-

tagged muon, reject the muon.

* Reject small-R jet against electron if AR(jet,e) < 0.2. For the remaining jets, reject the
electron if AR(jet,e) < min(0.4,0.04 + 10 GeV/pr(e)).

* Reject small-R jet against muon if those two conditions are satisfied (1) the muon Inner
Detector track is ghost-associated to the jet or AR(jet, #) < 0.2. (2) The jet has less than
three associated tracks. For the remaining jets, reject the muon if AR(jet, 1) < min(0.4, 0.04 +
10 GeV/ pr(p)).

Additional overlap removal requirements are applied in the resolved analysis because of the 7j,,4’s:

* Reject 1,4 against electron if AR(7j,,4,€) < 0.2 and the electron passes Loose ID criterion.

* Reject 1,4 against muon if AR(z,,q, ) < 0.2.

» Reject jet against 73,,4 if AR(jet, 15q) < 0.2.

* Rejectanti-1j,4 (see Section 3.2.2) against jet if AR(anti-j,,4, jet) < 0.2 and the jet is b-tagged.
For the remaining anti-zj,,4’s, reject non-b-tagged jet is AR(anti-tj,4, jet) < 0.2.

2.3.5 Missing transverse energy

Missing transverse momentum ﬁTmiSS is defined from the negative vector sum of the transverse
momenta of all reconstructed visible objects [71]. In addition, soft terms from all tracks matched
to the primary vertex but not associated with the higher-pr reconstructed objects, are considered
by the track-based soft term (TST) algorithm.

The pr  can be written as

ﬁrmiss __ [;1‘8 B Z j;ru _ Z j;)TY _ Z j;rjet _ Z ﬁrSOft, 2.1)

The missing transverse energy (E%liss) represents the magnitude of ﬁTmISS. In the search for HH
in the bbrt7~ decay channel, the main contribution to E%liss is the neutrinos from the decays of

7-leptons.

2.4 Physics analysis with the ATLAS experiment

The physics analysis in this thesis is performed using the LHC Run-2 proton-proton collision data

of an integrated luminosity of 139 fb~! and a centre-of-mass energy of /s = 13 TeV. Only the data



32 CHAPTER 2 THE ATLAS EXPERIMENT

identified as in good quality for physics analysis purpose are used. The list of datasets is provided
by the Good Run List (GRL) [94].

To make predictions on the overall and differential composition of the data, simulated samples
(a.k.a MC samples) are generated based on Monte Carlo technique. The generation of simulated

events involves several steps [95]:

* Predict the distributions of the kinematics of the final state particles by calculating the Matrix
Element (ME) of the hard interactions. Randomly generate events following the distribution.
The tools for this step are called ME generators. The calculation is performed at a certain
precision.

+ Use phenomenological models provided by Parton Shower (PS) generators to simulate the

parton shower and hadronisation of the final state particles come from the first step.

» Simulate how the outgoing particles from the last step interacts with the detectors and digi-

talise the response of the detector.

In the first step above, the underlying hard interaction in a p-p collision is the interaction of
partons. Parton distribution functions (PDFs) are used to predict the energy fraction x; carried by
parton i. The evolution of PDF with energy scale is described by DGLAP equation [96]. PDFs are
determined experimentally therefore uncertainties of the measurement needs to be considered. The
o 1s also determined in experiments and it affects the measurement of PDFs, so the uncertainty of
o 1s usually combined with that of the PDFs. A factorisation scale pf is defined to separate the
scale to use PDF and the scale to calculate the ME of hard scattering. A renormalisation scale g
is set for the renormalisation of the strong coupling constant . The nominal scale is set to the
mass of Z boson m;. In ATLAS physics analysis, it is recommended to vary these two scales to
estimate the uncertainty due to missing higher order corrections in the calculations of the DGLAP

and the matrix element. The final interaction cross section depends on all the components above.

ATLAS minimum bias (MB) event and underlying event (UE) data are used to tune the param-
eter of the PS generators. The tunes to UE can be used in the simulation of UE of an interaction,
and the tunes to MB is important for the simulation of pile-up. The pile-up is simulated separately
with respect to the main interaction.

In ATLAS, the third step is done by GEANT4 [97] or Atlfast-II. The latter uses FAsTCALOSIM
package [98] to simulate the calorimeter response with parametrizations of the energy distributions,
which reduces the simulation time by a order of magnitude, making it possible to quickly generate
a specific sample. Samples simulated by GEaNT4 are called Full-Simulation (FullSim) samples,
while those simulated by Atlfast-1I are called Fast-Simulation (FastSim) samples.

After these steps, the simulated samples are processed in the same way as the real collision data,
passing through the physics object reconstruction routines to produce a data format for physics
analysis. This format is called an Analysis-Oriented Dataset (AOD) format. To make precise pre-

dictions in downstream physics analysis, the simulated samples are calibrated to the data samples
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at reconstructed object level (see Ref. [66, 68, 71, 99—101]). Besides, the amount of pile-up is
reweighted to that of the real data, given the fact that the simulated samples are usually gener-
ated before the actual data-taking. Systematic uncertainties arising from the calibrations of the
detector responses are propagated to the physics analyses. They are categorised as experimental
uncertainties in the following.

The HLT and offline software of ATLAS experiment is contained in ATHENA [102]. Release
version 22.x (R22) of ATHENA is used in the development of 7;,,q decay mode classification in Sec-

tion 3.3, and the release version 21.x (R21) of ATHENA is used everywhere else.






Chapter 3

Performance of Hadronically Decaying

r-leptons

Reconstruction and identification of hadronically decaying r-leptons (7,,4) are essential ingredients
in the search for HH in the bbr ™t~ decay channel. This chapter outlines the current standard
procedure of the reconstruction and identification and describes at length the design of the 7,4
decay mode classification and its performance. As multivariate analysis (MVA) techniques are
widely employed in this chapter and the next chapter, a brief introduction of the MVA is presented
at the beginning. Finally, the reconstruction and identification of full-hadronic boosted di-z objects

are encapsulated.

3.1 Multivariate analysis

In the recent years, Machine Learning (ML) techniques have thrived rapidly and made a revolution-
ary impact to the society. Many tasks in the data analysis of particle physics can be converted into
ML problems. Since decades, particle physics has adopted and developed ML-based algorithms
to improve the operation of experiments and the analysis of data [103]. Alongside breakthroughs
in ML, and in particular Deep Learning (DL), these applications in particle physics are superseded
by even more advanced techniques, as reviewed by Ref. [104—-106].

In particle physics, ML-based data analysis is also known as multivariate analysis (MVA). In
a complicated data analysis (usually involving many variables), data analysis using the traditional
method in which the algorithms are fully invented by our prior knowledges is sometimes imprac-
ticable. MVA method approaches the problem in a different direction, where the algorithms are
learned by machine from data with much smaller needs for prior knowledges. Thus, it is a powerful
tool to deal with complicated problems. Despite being criticised because the algorithms learned
by MVA methods are hardly fully explainable, the promising improvements that they bring cannot
be denied, as long as they are used with care.

In this thesis, MVA plays important role in the reconstruction of physics objects (this chapter)

and the extraction of HH signal events (Section 4.2.4). To support later discussion, the basic

35
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concepts of machine learning and two specific models used in this thesis are introduced below,
referring to Ref. [107].

3.1.1 Basic concepts in multivariate analysis

Many problems of data analysis in particle physics, including those in this thesis, can be translated
into supervised learning problems in ML. In these problems, an adaptive model f,,, (vector w stands
for the parameters of the model) is determined by a training set which includes both the input
features (input variables) x and their paired ground truth (targets) y.,«,. There are two major types
of supervised learning problems. Regarding the training set, if the vector y, 4, 1s one or multiple
discrete classes (categories), the problem is called a classification problem. If y. ¢, 1s one or
multiple continuous values, the problem is called a regression problem.

The learning (training) phase is operated on the training set. In this phase, the parameters
w of the model f,, are tuned by the {x, y;,} pairs. This process is repeated several iterations
(epochs) until it is stopped by a specific condition, which is called an early stop. It is common to
preprocess the input features to extract the most important information and make them less noisy
for computing, such that the training can be faster and more stable.

After the training phase, the model is examined on an unseen dataset called the testing set,
namely the inference phase. It may contain the ground truth y,,, for instance, if it consists of
simulated events which contains all the generator level information. And it may not contain Y,
e.g., the testing set is the real collision data. In any cases, the goal is to find the optimal model
which can make equivalently good predictions (labelled as y,.q) of the x in both the training and
the testing set. This is known as the generalisation of the model. If the performance with the
training set is close to the ideal performance but the generalisation is poor, it usually indicates
an overtraining issue. In our applications, the overtraining issue needs to be avoided as much as
possible [105].

3.1.2 Methods

This subsection introduces two of the most popular machine learning methods used in particle
physics experiments, the Boosted Decision Tree (BDT) [108, 109] and the Neural Network (NN) [110,
111].

3.1.2.1 Boosted decision tree

Decision trees are models that traverse a binary tree structure and perform selection on a chosen
variable at a certain optimised threshold at each node along the path. The process recursively
divides the space of the input feature vector x into cuboid regions, labelled as a vector R. Once the
partitioning stops, predictions yﬁred are made for each region R. In classification problems, J’;Ifred

is a class, while in regression problems it is a constant value.
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The learning of a decision tree is performed by constructing the tree structure in a greedy
manner. Starting from the root node, the variable and the threshold for division are decided by
finding the ones that provide the best performance at the current node. There are various ways to
quantify the goodness of the performance., the metric is denoted as G. In a classification problem,

the Gini index is often used. For a binary classification problem, it is

G=p-(1-p), (3.1)

where p is the purity of one of the classes regarding the events in that node. In a regression problem,

the average residual sum-of-square is used. It is,

N
1 i N
G =~ 2 Olrunn = 9% (3:2)
1

where N is the number of events, and y is the average value of y,,4, in that node. The growing of
the tree is often stopped by requiring a minimum number of events in the node or maximum depth
of the tree. The procedure can be easily extended to weighted datasets.

A single decision tree is well readable and explainable, but the performance is limited by the
rigid partitioning approach. However, it can benefit from model combination methods, such as
boosting. For example, the signal-background discrimination in Section 4.2.4 uses the gradient
boosting algorithm. This algorithm defines a differentiable loss function L(y, F(x)) (note that the
subscript ‘truth’ of y is omitted) I where F(x) is the weighted sum of M decision trees, which can
be written as

M
F(x) = Z Ymhm(x) + const. (3.3)
m=1
Here, the y,, are the weights and the h,, are the decision trees. The loss function can be interpreted
as a negative log-likelihood function. The goal is to find the F(x) that minimises the loss function.

This algorithm starts at a constant value, and then iteratively

* Calculate the pseudo-residual for each event, which is

im = —[M]F:Fm_l, (3.4)

dF(x;)

where i is the index of events (this is the ‘gradient’ of gradient boosting);
 Use a decision tree h,,(x) to estimate the pseudo-residual;
* Find the y, that minimises the loss function at that iteration;

» Update F(x): E,(x) = Fp_1(x) + ymhm(x).

After M iterations, the final model F(x) is learned, which is called a BDT model. The BDTs used

'In TMVA implementation it is In(1 + e 27®).
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in this thesis are implemented by the TMVA [112] package. For the BDT in Section 4.2.4, the input
y is —1 for backgrounds and +1 for signals, therefore the output of BDT, also called a BDT score
or a BDT response, is between —1 (stands for background-like) and +1 (stands for signal-like).

3.1.2.2 Neural network and deep learning

Neural networks (NNs) are models that imitate the mechanism of human’s neurons and synapses
based on simple linear models together with non-linear operations. In the first layer (known as the

input layer) of the NN, the input D-dimensional vector x is linear transformed into

Z where j=1,...,M. (3.5)

() (1)

The transformed vector a is a M-dimensional vector. The parameters w;; ~ and wj,” are called
weights and biases, respectively. The superscript (1) indicates that they are the parameters of the
linear transformation acting on the first layer (input layer) of the NN. A differentiable, non-linear

function h(") called activation function acts on each a; and produces
2V = h(ay), (3.6)

which are called hidden nodes. Multiple hidden nodes form a hidden layer of the NN, supposing

that there are M hidden nodes. Using z( ) as input, another hidden layer can be derived

O ( Z @0 (2)). (3.7)

The process can be repeated until the final output layer with y is defined. Neural networks con-
structed in this way are called feed forward neural networks. With the development deep learning
technique, the neural networks may have many hidden layers (deep neural networks). Various
architectures are invented apart from the most common feed forward NNs. For instance, the recur-
rent neural networks used in b-jet tagging and 7;,,4-1D are NNs that operate on a sequence of input
vectors. The sequence is looped over in the forward information propagation so that the hidden
layer is calculated based on all the previous steps. The weights and biases are shared for each step

of the sequence.

For the hidden layers, a popular choice of activation function is ReL U function 2. For the output

layer, no activation function is needed for regression problems, while logistic (sigmoid) function 3

a a>0
0, a<o0

3The logistic activation function is o(a) = = which can be considered as a special case of softmax function.
€

2The ReLU activation function is ReLU(a) =
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and softmax function 4 are used for two-class (binary) and multi-class classification problems. For
the classification problems, the outputs are considered as the probabilities of being in that class.
Loss functions (Error functions) E(w) are negative log-likelihood functions of the weights and

biases w defined based on these probabilities. For regression problems, it is

N
E0) = 2 3" 1909 = Vi (38)
n=1

The summation over N is usually operated on part of the dataset called a batch, the value of the

loss is thus calculated per batch. For binary classification problems, it is

N
Ew) = — Y [Yntruth 1 30 (W) + (1 = Y trun) In(1 — 3,(w))], (3.9)

n=1

where ¥, iy 18 0 or 1. In the multi-class classification problems, the loss function is

N C
EW) = = 37 >, Yonsruth In Yen (W), (3.10)
n=1c=1
where ¢ sums over the C categories. The vector y,, i (Ventruth are the elements of the vector) is
a C-dimensional vector called a one-hot label, i.e. If the truth category is c, then only y,, tryh = 1
and the values of the rest of the elements are all zero.

The goal of the NN algorithm is to find the parameters w that minimise the loss function.
Optimisation algorithms are developed to meet this purpose, which try to make small steps in
the opposite direction of the gradient of the loss function (—VE(w)) per batch to get closer to the
global minimum value as much as possible. The gradients of a feed forward NN are evaluated by
the error back-propagation technique which is based on the chain rule of derivatives. In practise,
the optimisation problem can be highly complicated. Therefore, finding a small enough local
minimum is considered to be sufficiently good. The parameters w are updated in the optimisation
process. In the most common stochastic gradient descent (SGD) algorithm, the weights and biases

are updated in the form
witl = w? — - VE(wP), (3.11)

based on a randomly sampled mini-batch from the current batch, where 7 indicated the index of
current step. The parameter 7 is called learning rate, which scales the size of the update. More
advanced optimisation algorithm finds the minimum faster, e.g. Adam algorithm, which is based
on SGD but also considers the updates in the previous iteration by a moment, and the size of the

moment is self adaptive.

The value of the loss function is monitored during the training, presented as a function of

“The softmax activation function is o(a;) = ):Ceﬂi m for the i-th category, where C is the number of categories.
j=1¢
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epoch 3. After each epoch of training, the value of loss is calculated on an independent dataset
called validation set. The value is expected to first decrease and then increase when the over-
training starts. For the purpose of generalisation, the training is stopped when the validation loss

reaches its minimum.

3.2 Hadronic 7 object

3.2.1 Properties of r-leptons

Tau-lepton (z-lepton) is the third-generation lepton in the standard model, with a mass of 1.777 GeV
and a proper lifetime of 290 fs, i.e., proper decay length of 87 ym [23]. It either decays leptonically
(t = vy, t = e, p, labelled as 7i¢p) or hadronically (r — hadrons v;, labelled as 7,59). The 7iep
and 7,4 represent the visible components of the decay products. In ATLAS detector, the decay
typically happens inside the beam pipe. Only hadronic 7 decays are considered in this chapter. It
contributes about 65% to the total 7 decays. The decay products of 7,4 are dominantly consists of
one or three charged particles. They present about 77% and 23% of all 73,4 decays, respectively. In
the following, they are labelled as /-prong (or 1 P) and 3-prong (or 3P) 1j,,4’s, indicating the number
of charged particles in the decay products. Five major decay modes of 7,4 and their branching
ratio with respect to all of the hadronic 7 decays are summarised in Table 3.1. The labels for each
decay modes are shown for later discussion in Section 3.3. They are in form of ‘ApBn’, where
‘A’,‘B’ are the number of prongs (the ‘p’) and neutral pions (the ‘n’) and ‘X’ stands for more than

one or more than zero accordingly.

Table 3.1: Five major decay modes of 73,4 and the corresponding branching ratio (BR) with respect
to total 7 decays [23]. h* stands for 7% or K* (the latter contributes about 3%). Neutrinos are
omitted. Decays with neutral kaons are excluded.

Decay mode Label ‘ BR (w.r.t total 7 decays)

h* 1pOn 11.5%
h*r° Ipln 25.9%
h* > 27° 1pXn 10.6%
3h* 3p0On 9.46%
3h* >17°  3pXn 5.09%

3.2.2 Reconstruction and identification

The reconstruction of 73,4 defines the coordinate system for 7,4 variables, the number of prongs,

electric charge and four-momentum © of 7;,,4. In the identification stage, 7,54 is discriminated from

SHere, an epoch is the number of iterations over the entire training set

®The mass of 7,4 is defined as 0.
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backgrounds from quark-/gluon-initiated jets and electrons. The full reconstruction and identifica-
tion chain of 7,4 is briefly introduced below.

The 7,,4’s in ATLAS experiments are seeded from the anti-k; (R = 0.4) topo-cluster jets with
LC energy correction [113]. A minimum py of 10 GeV and |5| < 2.5 is required for the seeding jets.
On this stage, the energy of 7,4 is the total energy of topo-clusters within the AR < 0.2 cone with
respect to the seeding jet direction. It is called the LC scale energy. The topo-clusters consist of two
components in 7,4 reconstruction. The hadronic component contains the calorimeter cells in the
last layer of the electromagnetic and the hadronic calorimeters; The electromagnetic component
contains those in the other layers of the ECal.

To improve the reconstruction in the high pile-up environment, the 7 vertex is defined to be
the primary vertex candidate that has the largest fraction of the summed momentum of track candi-
dates 7 in the AR < 0.2 cone around the seeding jet direction [113]. The variables for 7,,q and 7,54
tracks are derived based on the coordinate system built by this 7 vertex. For instance, the direction
(n or ¢) of 7,54 1s defined by the vector sum of the topo-clusters within the AR < 0.2 region using
the 7 vertex as origin. The reconstruction of 73,4 using 7 vertex is more efficient than using the
primary vertex at low pr and high pile-up [113].

The track candidates with the AR < 0.4 region around the direction of 7,4 1s classified into
four categories using a BDT-based algorithm based on the variables related to the transverse mo-
mentums, directions, impact parameters, number of hits in different layers of the inner detector

and probability of being a track from electron [114]. The four categories are

* 1344 tracks: from the charged particle(s) in 7 decay;
* isolation tracks: from underlying events of the p-p collision;
* conversion tracks: from photon conversion process (y — e*e”);

* fake tracks: from other sources, e.g., from pile-up.

The reconstructed (classified) 7,4 tracks are used to define the electric charge and number of prongs
of the 1,4 that the tracks are associated with. The others types are not directly used in the physics
analysis, but they are useful for the 7,4 identification and 7,4 decay mode classification that are
discussed later. For 1-prong 7j,,4’s, the rate of correct reconstructing the number of prongs is about
85%, while for 3-prong 7p,,4’s it is 30%—70% depending on the pr of 7,,4. The performance for
3-prong 7,,q degrades at high pr because the tracks are so collimated that it is difficult for the
detector to resolve individual tracks.

There are two calibrations of 7,4 energy available, the baseline calibration and the Boosted
Regression Tree (BRT) calibration [101]. Their goal is to correct the measured energy in the de-
tector to the real generator-level energy. In the baseline calibration, the contribution from pile-up
is subtracted from the energy at LC scale, and the corrected energy is divided by a response factor

calculated from the Gaussian mean of the ratio of that and the generator-level visible decay prod-

"Tracks with p; > 1 GeV and satisfy quality criteria based on the number of hits in the inner detector (> 2 hits in pixel detector
and > 7 hits in pixel and SCT detectors).
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ucts of 7-lepton. The energy resolution of the baseline calibration is good for high pr 73,4 but poor
for low pr 1ha4, because it only use the energy deposits in the calorimeters. The low pr perfor-
mance is largely improved by the 7,4 particle flow reconstruction method [115]. In this method,
the individual charged and neutral hadrons in the 7 decay can be reconstructed, and the momentum
of charged hadrons are from the significantly more precise measurement in the inner detector. The
Thad particle flow method will be discussed further in Section 3.3. A BRT is trained based on the
information from both the baseline calibration and the particle flow calibration plus a few more
variables from the topo-clusters and tracks to predict the true energy of 7,,4. The final prediction
is called BRT-based energy scale. It is the energy scale used by the physics analyses in this the-
sis. Thanks to the information from the particle flow calibration, the energy resolution of the BRT

calibration is about twice better than the baseline calibration at lower LI pr (pr < 100 GeV) region.

The main background of 7,4 1s jets originates from quarks and gluons, the above reconstruction
only provides limited background rejection ability. Dedicated identification algorithm is developed
to discriminate 7,4 and these jets, namely 7,,4 1dentification, or 7j,4-ID. In Ref. [113], an BDT-
based 7,,4-1D is presented, which is based on several variables constructed with the tracks and
the electromagnetic and hadronic components of the topo-clusters. These variable describe the
energy factions, electromagnetic shower shape, the m; component in the 7 decay, etc. During
Run-2, a Recurrent Neural Network (RNN) 7,,4-1D is developed, where the features of each track
and topo-cluster that are associated to the 7,4 are considered in the MVA model are added for
the classification [116]. The RNN learns additional information from sequences from tracks and
sequences of topo-clusters, therefore it provides better performance compared with the BDT 7j,,4-
ID. The improvement in background rejection is about 75%—-100% depending the 73,4 pr. In both
methods, the models are trained and evaluated on 1- and 3-prong 7,,4’s separately. Four working
points (VeryLoose, Loose, Medium, Tight) are provides for both 1-prong and 3-prong RNN 7j,4-
IDs, with baseline efficiencies of (95%, 85%, 75%, 60%) and (95%, 75%, 60%, 45%) in that
order, respectively. At the Loose working point, the jet background mis-identification efficiencies

are 0.01 and 0.05 for 1- and 3-prong 73,4 candidates. The identification efficiency is stable against

Thad PT, 1 and pile-up.

Another BDT-based model is employed to discriminate 1-prong 7j,,4’s from electrons, which
is called a eVeto [117]. It uses the information from the TRT, the angular distance between track
and 7,4 direction and energy fractions in different components of the calorimeter. Three working
points are provided. They are Loose, Medium and Tight, which correspond to signal efficiency
of 95%, 85% and 75%, respectively. Contamination from muons can be reduced by the muon

identification [117]. It is sufficient for the physics analyses in this thesis.

Basic requirements that are applied on 7,4 in the search for HH are summarised in Table 3.2.
The 13,4 that fails the Loose ID working point and passes the VeryLoose ID working point is called

a anti-7,,4. They are used in the estimation of backgrounds that contain misidentified 7j,4’s.
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Table 3.2: The requirements on the kinematics (pr, n) and identification of 7,,4’s in the search for
HH. Selection on 7p,4-1D is inverted to define anti-7j,4. 'n-prong’ stands for the number of prongs
(thaq tracks associated to 7j,4).

Variable | Thad anti-z,q
T > 20 GeV
n-prong lor3
Inl < 2.5 (not 1.37-1.52)
Thad-1D Loose VeryLoose not Loose
eVeto Loose

3.3 Decay mode classification of 7,4

3.3.1 Introduction

The standard reconstruction procedure of 7,,4’s described in the last subsection only reconstructs
the number of charged hadrons in the 7,4 decay. However, various physics analyses require infor-
mation of the neutral hadrons as well. For example, the measurement of CP mixture of the Yukawa
coupling between Higgs boson and z-lepton via the spin effects in the H — 77 decay relies on pre-
cise identification of 7,y decay modes [118, 119], especially h*, h*17° and 3h* (see Table 3.1).

ATLAS has developed a method called the 7,4 Particle Flow (TPF) reconstruction [115], which
can be used to reconstruct the individual charged and neutral hadrons in the 7,4 decays. This
method provides a way to classify the five primary decay modes in Table 3.1 and reconstruct
the momentum of 7,4 using these reconstructed hadrons. It significantly improves the energy
resolution of 7,4 with pt lower than around 100 GeV 8,

In the TPF reconstruction, the 7,,4’s with pr between 15 GeV and 100 GeV is mainly consid-
ered. That is the energy scale of 7,4 pr in most of the electroweak and SM Higgs boson. The
typical pr of the hadrons is about 4 GeV and with an average separation of AR = 0.07 [115].

The charged hadrons are reconstructed from the tracks in the inner detector, which provides
significantly better energy resolution than the calorimeters at lower pr scale, as indicated in Ta-
ble 2.1. The origin of the tracks is classified by the method described in Section 3.2.2. Charged
hadrons (h*) correspond to the reconstructed 7,4 tracks. The main misclassification and contam-
ination are due to the conversion tracks produced by the y — e*e™ background. The h*’s deposit
a small fraction of energy in the ECal and most energy in the HCal, with highly irregular shower
shapes.

The neutral hadrons (7°’s) which immediately decay to photon pairs. Consequently, the 7°°s
are reconstructed by the energy deposits in the ECal created by the photons. The separation between
hadrons is similar to the width of the 7 shower in the ECal, which makes it difficult to disentangle

energy deposits from 7° and h*. The 7° candidates are created by clustering ECal cells around

$The energy scale is used as input to the BRT 7,4 energy scale algorithm (see Section 3.2.2).
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the 7,,9. The energy of 7° candidates is corrected by subtracting the energy deposits of the nearest
reconstructed A*’s in the ECal. Many 7° candidates come from h* remnants, pile-up process and
other sources. Minimum pr selection (around 2.1-2.7 GeV) and identification criterion are applied
to improve the purity of 7°. The identification is based on a BDT, using information from the topo-
clusters (e.g. energy density, shower shape)’. The counting of h* and 7° provides a preliminary
decay mode classification. However, about half 7,,4’s in h* > 27° mode are misidentified as h* .
In these cases, the photons from the 7%’s can not be resolved, such that only one cluster is built.
The information from EM1 layer of ECal (see Section 2.2.2) is used to improve the h* > 27°
reconstruction. Local energy maxima of the energy deposits in EM1 around the 7,4 are searched.
The number of local maxima associated with a 7° candidate is counted based on the transverse
energy Ep of it 0. Finally, the kinematic and #° identification information from the selected h*
tracks, 7° candidates and local maxima in EM1 are combined using a BDT-based decay mode
classification algorithm called PanTau. PanTau utilises three BDTs to discriminate h* against
h*tn®, h*r® against h* > 27° and 3h* against 3h* > 17°. Figure 3.1 illustrates the efficiency
matrix that presents the probability for each generated decay mode (x-axis) to be reconstructed as
a particular decay mode (y-axis), and the purity matrix that shows the fraction of generated true
decay mode (x-axis) in each reconstructed decay mode (y-axis). The performance is evaluated

using the same simulated y* — 77 samples and selections introduced in Section 3.3.2.

\ \ \ \
§ Diagonal: 73.5% § Diagonal: 73.5%
= Efficiency = Purity
7 - - 7 - .
g g
O3h*>1°| 0.0 0.4 0.3 5.2 56.9 O3h*>1°| 0.2 4.5 15 18.8 75.0
3 3
[ = = [ = =
° °
€ 3| 01 0.1 0.0 - 33.4 € 3 01 0.3 01 | 878 117
=] =}
@ * 7 @ * i
s s
8 h*=27°| 1.6 11.6 41.5 0.5 2.8 2 h*=2n’| 25 40.3 55.6 0.5 11
4 | | a4 | |
h*n®| 16.7 78.6 55.8 1.6 6.1 h*m®| 6.7 72.5 19.8 0.5 0.6
h*| 81.6 9.3 2.3 15 0.8 h*| 76.7 20.2 1.9 1.0 0.2
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Generated Tau Decay Mode Generated Tau Decay Mode
(a) Efficiency (b) Purity

Figure 3.1: Efficiency (a) and purity (b) matrices of PanTau evaluated on simulated y* — 77
samples.

The TPF reconstruction was developed using Run-1 simulated samples and calibrated using

Run-1 5 fb ! data collected at Js = 8 TeV [115]. The algorithm is re-optimised using Run-2 sim-

“Many of the input features are also used in the decay mode classification (see Section 3.3.2.1).
0Counted twice if E; > 10 GeV) [115].
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ulated samples to gain the best performance for the studies in the current data-taking period. The
four-momentum reconstruction using TPF approach can be found in Ref. [115], where the h* and
7 candidates summed according to the reconstructed decay mode. As mentioned in Section 3.2.2,

the TPF energy scale is used by the BRT energy scale.

3.3.2 Improvements in decay mode classification

The BDT-based PanTau decay mode classification outperforms the counting-based approach by
about 3.8% in terms of diagonal efficiency/purity. However, it does not exploit the information
from all the relevant objects that are associated with the z,,4. To fully capture the complexity and
further improve the performance of the classification, a particular type of Graph Neural Network
(GNN) [120] called the DeepSet neural network (DeepSet NN) [121] is utilised. The DeepSet is
able to consider all the objects associated with the 7,4 and process their information in a permuta-
tion invariant manner. The architecture and training of DeepSet NN for decay mode classification
are detailed in Section 3.3.2.2. The input features that are considered for each objects are presented
in Section 3.3.2.1. Finally, in Section 3.3.3, the expected performance of DeepSet NN classifica-
tion is summarised.

The improved model supersedes the PanTau BDTs in the future Run-3 reconstruction software,
e.g., starting from version R22 of ATHENA. The underlying reconstruction algorithms (track and jet
reconstruction, etc.) that the decay mode classification is based on are not expected to make a sig-
nificant impact, thus the changes in these underlying algorithms are not covered here. Dedicated
samples are produced by R22 reconstruction software for the training of the DeepSet NN and eval-
uation of both the PanTau and the DeepSet NN. The y* — 77 events are generated using PYTHIA 8
as the ME and PS generator with A14 [122] set of parameters tunes and NNPDF2.3LO [123] as
the PDF. It also handles the generation of the underlying events and z-lepton decays. Only fully
hadronically decaying 77 are considered in the event generation. Unlike the physical Drell-Yan
process Z/y* — tr, the y* — 77 process is generated with a smooth and flat invariant mass spec-
trum of my+ and consequently, provides a smooth and flat spectrum of 7,59 pr. The beam spot
weights [124] are considered in both training and evaluation to account for the difference of the
beam spot width in data and simulated samples. The PanTau BDTs are not re-optimised using the
R22 samples, but it is found that the performance of PanTau is consistent between the simulated
samples produced using R21 and R22 reconstruction facilities, because it is stable against pile-up

by nature.

3.3.2.1 Input features for classification

According to the TPF reconstruction, four sets of objects that are associated with z,,4’s are impor-

tant in the decay mode classification:

* The h* that are the tracks in 71,54 decay, called reconstructed 7,4 tracks;
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« The selected 7° candidates that can come from the 7,4 decay or h* remnants, pile-up, etc.,
called neutral particle flow objects (neutral PFOs);

+ The local energy maxima in the EM1 layer of ECal associated with the 7° candidate, called
photon shot particle flow objects (shot PFOs);

« The reconstructed conversion tracks produced by y — e*e™.

The kinematic variables of the four types of objects are used as input features. Here, ‘object’ refers

to a 1,9 track, neutral PFO, shot PFO or conversion track. The pr of the 73,4 1 and the object are

used, which is transformed to their logarithm values (log;,). The angular distances between the

object and the 7,4 are also considered. Besides, the angular distance between the object and the ex-

trapolated direction of the leading- pr 7,,4 track into the ECal is considered as an extra information.

It accounts for the fact that the direction of 7,4 fully rely on the calorimeter information, but the

Thad track (hadrons) and conversion tracks (electrons) undergo different interactions with the ECal.

The name of the variables are summarised in Table 3.3. The variables can be visualised by a 7,4

decay display as shown in Figure 3.2 (only An(:, 1,4) and A@(:, thaq), for Ag(object, trackECal) and

An(object, trackECal) see Figure A.1). The prime in Ap” and A¢” indicates that they are transformed

from the original Ay and A¢ for better visualisation, where Ax” = /0.42 — (0.42 — x2), x = 7, ¢.

The circles represents the relative position of the object in the Ap’—A¢’ plane, with radius propor-

tional to /% Diftference types of objects are displayed in different colours. As reference,
had

the grey rings shows the original AR = /An? + A@? at various values. We can assume that the
DeepSet NN is able to learn the topology of the objects as what is displayed. In fact, it is found
that the preliminary DeepSet NN which only takes the kinematic variables already outperforms the

PanTau model by about 3% in terms of diagonal efficiency/purity.

Table 3.3: Name and description of the kinematic variables as input features to the DeepSet NN
decay mode classification. ‘Object’ refers to a 1,4 track, Neutral PFO, Shot PFO or conversion
track. The 7},,4 1s the one that the objects are associated to by the TPF reconstruction. ‘TrackECal’
refers to the extrapolation of leading- pt 7,4 track to ECal.

Name Description
Ap(object, thaq) Distance between the object and 7,4 in ¢
An(object, th54) Distance between the object and 7,4 in 5
A¢(object, trackECal) Distance between the object and the extrapolation of leading-
PT Thad track to ECal in ¢
An(object, trackECal) Distance between the object and the extrapolation of leading-
PT Thad track to ECal in p
P1(Thad) P1 of Thag-
pr(object) pr of the object.

For the (7,4 and conversion) tracks, the impact parameters d, and z; sin € are utilised. The cor-

responding impact parameter significance Sig(d,) and Sig(z, sin 0) are also exploited, which are the

"Here the pr of 5,4 are defined by the baseline energy scale.
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Figure 3.2: Visualisation of kinematic variables in displays of various generated r decay modes
with the simulated y* — 77 sample. Details on the figures are explained in the text.
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ratios of the impact parameters to their resolutions. The parameter d; is the closest distance of the
track to the 73,4 vertex in the transverse plane and z, sin 8 is the longitudinal closest distance. The
distribution of the impact parameters and impact parameter significances of the leading-py tracks
in different decay modes is shown in Figure 3.3. These variables provide about 2% improvements

in the diagonal efficiency/purity.
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Figure 3.3: Distribution of the impact parameters and impact parameter significances of the leading-
pr tracks in different decay modes, normalised to unit integral.

For the neutral PFOs, the variables for cluster classification (distinguish clusters dominated by
electromagnetic and hadronic interactions) [125] are exploited. Many of the variables are also the
input features in 7 identification [115]. These variables describe the energy density and shower
shape of the topo-cluster of the 7° candidates. They are added to distinguish the 7°’s from 7},
decay and those from the other sources. The definition of these variables is outlined in Table 3.4.
In the table, the cluster moment of a certain degree n (first, second) for an observable x is defined

as

1
(x") = > Ex"Eyom= », Ei (3.12)

norm £ >0} {i|E;>0}
where i sums over the ECal cells with positive energy. The distribution of cluster variables of
the leading-p neutral PFOs in different decay modes are shown in Figure 3.4. There are more
cluster classification variables, but it is found that some variables are not suitable for the decay
mode classification. This is tested by comparing the performance of the DeepSet NN trained with
random values assigned to a variable with the DeepSet NN trained with that variable as its original
value. Variables are discarded if the performance of the ‘random’ version is better. The choice of

the cluster variables are not further optimised.
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In summary, input features consist of kinematics, track impact parameters and cluster properties
for 1,4 tracks (10 variables), conversion tracks (10 variables), neutral PFOs (22 variables) and
shot PFOs (6 variables). The values of the variables are standardised by subtracting the means
and scaled by the standard derivations. For each type of objects, only the leading n objects are
considered, ordered by pr. The maximum number of objects is three, four, eight and six for 7,54

tracks, conversion tracks, neutral PFOs and shot PFOs, respectively.

Table 3.4: Name and description of the cluster classification variables for neutral PFOs as in-
put features to the DeepSet NN decay mode classification. The ones with log are transformed to
the logarithm values (log;) in training and evaluation. More details are described in Ref. [125]
and [126].

Name Description
(m First moment in 7 in shower axis
log((r*)) Second moment in r in shower axis
i) Distance in 6 between the EM shower axis and the vector point-
ing from the primary vertex to the centre of the shower
log(Acentre) Distance of the shower centre from the calorimeter front face
measured along the shower axis
longitudinal Normalised second longitudinal moment
log({ p2>) Second moment in energy density
feore Sum of energy fractions in the most energetic cells per sampling
EMI Same as f.q.e but only consider EM1
Npos,EM1 Number of cells with positive energy in EM1
Npos,EM2 Number of cells with positive energy in EM2
Eemi Energy in the EM1 layer
Eenvp Energy in the EM2 layer

(nem1) W.r.t. cluster
(nEm2) W.r.t. cluster
log({n¥n ) W.r.t. cluster
log({néyp ) W.r.t. cluster

First moment in 7 in EM1 with respect to the cluster
First moment in 1 in EM2 with respect to the cluster
Second moment in n in EM1 with respect to the cluster
Second moment in 77 in EM2 with respect to the cluster

3.3.2.2 DeepSet neural network

Multiple objects of different types associate with a 7,4, which form a graph-like structure. Deci-
sion trees are not suitable to extract the full information from such structure because it is almost
dedicated to vector-like inputs. Nevertheless, GNNs are designed for this situation. It can extract
information and make predictions on the node-, edge- and graph-level. Due to this feature, GNNs
are becoming increasingly interested in particle physics community [127].

In the decay mode classification, the information is extracted at node-level (from each object),
and the classification is made at graph-level (for each 7,,4), and there are no edge-level variables
involved. Recurrent neural networks might be suitable, but one cannot avoid to define a non-

physical order of sequence. If the order changes, RNN may yield different and unpredictable



50 CHAPTER 3 PERFORMANCE OF HADRONICALLY DECAYING t-LEPTONS

1 h* CJ h*n® [ h*=2n" [ 3h* 3h* = 1n° [ h* 3 h*n® ) h*=2n° ] 3h* 3h* = 1n° . h* [ h*n® [ h*=2n° ] 3h* 3h*=1n°
0.030 0175
= ;E&.-.,EP—;EIJQ 0.25 H
0.025 oLE & g 0.150
- = - o 020
5 0.020 8 01 = 5 ==
=] [E:
> a 2015
@ 0015 i Eg 5 i
) = C o0
S o010 0 0 =
g5 g
0.05
0.005 0 5 0.025 q o
o = — o o — L.
-3 -2 -1 0 1 2 : 5000 10000 15000 20000 25000 30000 35000 40000 7-100 -0.75 -0.50 -025 0.00 025 050 075 100
Neutral PFO (n) Neutral PFO (r?) Neutral PFO A6
[ h* O h*n® CJ h*=z2n° [ 3h* 3h*z1n° [ h* T h*n® CJ h*=z2n® CJ 3h* 3h*z1n° [ h* T3 h*n® CJ h*=2n® [ 3h* 3h*=1n°
0.16 0.07 0.07
014 0.06 1 0.06
Eo12 £ J £
o c c
5. k Soos 1 5o0s
2% L] 20,04 o 2004
o008 Jﬂf g i g
50 =] =]
€006 T 5003 H = 5003
o =i 2 2
< 5 < = <
0.04 | t 0.02 1 0.02
0.02 | tttqi 0.01 0.01
= | o
o. 0 = 0 =
200 400 600 800 1000 0.0 0.2 0.4 0.6 0.8 10 -8 - -4 -2 [4
Neutral PFO Acentre Neutral PFO longitudinal Neutral PFO log1o({p?))
1 h* [ h*n® [ h*=2r" [ 3h* 3h* = 1n° . h* T h*n® CJ h*=2r° ] 3h* 3h* =1n° CJ h* 3 h*n® [ h*=2n° ] 3h* 3h* =1n°
0.08 0.08
0.06
0.07 0.07
2006 2005 2006
=) =) =)
0.05 0.04 0.05
fal Pl fal
I I Il
Soos o003 Soos
Soo03 £ 2003
< 0.02 <
0.02 0.02
0.01 H
0.01 "_J: Al 0.01
0. 0. — = 0.
0.0 02 0.4 06 08 1 0.0 02 04 06 08 1.0 20 40 60 80 100 120 140
Neutral PFO feore Neutral PFO 1 Neutral PFO Npos, ew1
[ h* T h*n® CJ h*=2n° [ 3h* 3h* = 1n° [ h* T h*n® CJ h*=2n® [ 3h* 3h*=1n° [ h* T3 h*n® CJ h*=2n® [ 3h* 3h*=1n°
0.08
04 0.30
0.07
2 0.06 = 2025
< €03 c
2005 2 2,020
G © ©
oo So2 5015
So03 g 2
< < o010
0.02 0.1 L il
g g
001 f;b;‘;\ 0.05
0. 0. = 0.
20 40 60 80 100 0 10000 20000 30000 40000 [ 20000 40000 60000 80000
Neutral PFO Npos, em2 Neutral PFO Egpy [MeV] Neutral PFO Egyz [MeV]
1 h* [ h*n® [ h*=2r" [ 3h* 3h* =1n° [ h* 3 h*n® [ h*=2r° [ 3h* 3h* = 1n° CJ h* [ h*n® [ h*=2n° [ 3h* 3h*=1n°
o016 035
: 0.30
014 030
025
2012 F 202 L 2
=1 =1 =} il
0.10 ™ 0.20 —‘
ﬂ >0.20 > 1
Sooe = = s Lois
oo I g g B g 0.10
= E 0.10 -
0.04 a b 4 &
=] B B
o I e - 7 5 N T
5| &
o. o. S S o
-0.03  -002  -0.01 0.00 0.0 0.02 0.03 -0.04 -0.02 0.00 0.02 0.04 0.000 0.001 0.002 0.003 0.004 0.005
Neutral PFO (nem1) w.r.t. cluster Neutral PFO (nemz) w.r.t. cluster Neutral PFO {ny;) w.r.t. cluster
1 h* T3 h*n® 3 h*=z2n° 1 3h* 3h* =z 1n°
025
020
c
=)
2
[
i
<
0.000 0.001 0.002 0.003 0.004 0.005

Neutral PFO (nZ,,) w.r.t. cluster

Figure 3.4: Distribution of cluster variables of the leading-pr neutral PFOs in different decay
modes, normalised to unit integral.
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performances. Meanwhile, RNN is notorious for the difficulties in its training stage. Because
each time step depends on the last one, it is slow to train and hard to parallel. DeepSet neural
network is a better choice for this kind of problems. It is a special type of GNN, which takes
permutation invariant sets (with arbitrary finite size) as inputs and can predict either a regular output
or a permutation invariant output. The former is called a invariant model, and the latter is called a
equivariant model. Only the invariant model is utilised in the decay mode classification problem.
A notable application of DeepSets in ATLAS is the impact parameter based b-jet tagging [128].

The DeepSet architecture is inspired by the following theorem [121]. Given a function f(X)
that operates on a countable set X. The function is invariant to the permutation of elements in X,
iff it can be decomposed in the form p(},cx ¢(x)), for suitable transformations ¢ and p. Intu-
itively, the summation guarantees the permutation invariant property. The f(X) is the decay mode
classifier to be learned. In DeepSets, the suitable ¢ and p are fitted by training neural networks.
The input features x; of a set of objects X = {x;} are processed by the ¢ NN, outputting ¢(x;). The
outputs are added together and the summation is processed by another neural network p. Both ¢
and p are feed forward neural networks. For each type of objects, one DeepSet is utilised to pro-
cess the input features and the output of each DeepSet need to pass a batch normalisation layer to
standardise the values in that layer. Lastly, the processed information are merged into one vector
to give the final classification after passing several layers of feed forward neural networks.

The implementation and training of the DeepSet are powered by deep learning library Keras [129]
with Tensorflow as backend. The architecture and training parameters are summarised in Fig-
ure 3.5, where the number of nodes and training parameters are optimised. Only the 7,,4’s with
generated and reconstructed pr greater than 15 GeV, and geometrically matched to the generated-
level visible decay products of 7-leptons are used in for the training. The output is a vector of
five probabilities corresponding to each decay mode, expressed as ‘NN Score (decay mode)’. The
scores of each generated decay mode are shown in Figure 3.6. The multi-class cross-entropy (CE)
loss function ( Equation (3.10)) is used. The maximum number of epochs is set to 100, but the
training will stop when the loss evaluated on an independent validation sample does not improve
in the recent ten epochs . Meanwhile, the learning rate is reduced by a factor of 0.4 when that does
not improve in the recent four epochs. The values of the (averaged) CE loss as a function of epoch

on training and validation samples are shown in Figure 3.7. No overtraining issues are observed.

3.3.3 Expected performance

The decay mode with the largest probability in the DeepSet output and has a reconstructed number
of prong consistent with that based on the 7,4 track classification 12 s assigned as the reconstructed
decay mode. The performance of decay mode classification is evaluated with independent simu-

lated y* — 77 samples against the samples for training. The 7,4 for evaluation need to pass the

12Rate of inconsistency is around 1%.
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DeepSets Merge Output
K P \ 8 — g Training Parameters
(o)
P &
i
p[X ¢(Thaa tracks)] = S A Parameter Value
¢:10, 20, 20, 20; p: 20, 20, 20 S H
- — S o Epochs 100%*
p[Y ¢(neutral PFOs)] 3 s N ,
B h 1
¢:22, 80, 80, 60; p: 60, 60, 40 | |:> ] it Batchsize 000
g — |::> g |::> % Optimizer Adam
p[X ¢(shot PFOs)] “z = 3 N
¢:6, 20, 20, 20; p: 20, 20, 20 g g l:l 3 Learning rate 0.01%*
/M e Ej softmax |~— 0.9. 0.999
p[Y ¢ ( conversion tracks)] = Té :’.I: By, B, 9,0.
Qlo, 20, 20, 20; P: 20, 20, 20 J i =) Activation function ReLU
— +H
-~

Figure 3.5: Architecture (left) and training parameters (right) of the DeepSet NN decay mode
classifier. p, ¢ and the layers after merging are feed forward NNs. The numbers indicate the
number of nodes in each layer. Details about the epoch and learning are described in the text.
Adam is a stochastic gradient descent (SGD) optimisation algorithm, which is self adaptive in
terms of estimating first and second order moments. f; and S, are the decay rates for first and
second order moment estimates. More information about the parameters can be found in Keras
documentation [129].
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Figure 3.6: Output scores of the DeepSet NN of each generated decay mode. The error bar stands
for the statistical uncertainty of simulated y* — r7 samples.
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Figure 3.7: Values of the CE loss as a function of epoch on training and validation samples.

pr»> n and number of prong (for both generator-level and reconstruction-level variables) require-
ments in Table 3.2 and the Medium t,,4-1D working point, which is used in the standard model
H — 7 physics analysis. The performance of PanTau decay mode classifier is evaluated with
the same samples and selections. The efficiency and purity matrices are shown in Figure 3.8. It
outperforms the PanTau by 9% on the diagonal efficiency/purity, showing a significant improve-
ment in all decay modes. Figure 3.9 and Figure 3.10 present the improvement as functions of 7,4
pr1»> 1 and average number of bunch crossing (pile-up). The most significant improvements are in
the h*7° purity and h* > 270 efficiency in the lower pr region (pT < 200 GeV). In general, the
improvements are stable with respect to n and pile-up. Detailed performances especially for the

non-diagonal parts of the efficiency/purity matrices can be found in Appendix A.

\ \ \ \
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Figure 3.8: Efficiency (a) and purity (b) matrices of DeepSet NN evaluated on simulated y* — 77
samples.
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Figure 3.9: Comparison of the decay mode classification efficiency as functions of 7,4 pr, 7
and average number of bunch crossing between the PanTau and DeepSet decay mode classifiers,
for different generator-level decay modes (in each row). The error bar stands for the statistical
uncertainty of simulated y* — 77 samples.
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Figure 3.10: Comparison of the purity of classified decay modes as functions of 7,4 pr, # and
average number of bunch crossing between the PanTau and DeepSet decay mode classifiers, for
different generator-level decay modes (in each row). The error bar stands for the statistical uncer-

tainty of simulated y* — 7z samples.
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3.4 Full-hadronic boosted di-r object

In the search for resonant HH — bBTITadTI;ld produced via a heavy scale particle X in Chapter 5, the
separation of two 7j,,4 from the decay of the Higgs boson become smaller as the X (my) is heavier,
because the Higgs boson is more Lorentz boosted. It is predicted by the simulated X — HH
samples that if my is larger than 2 TeV, the angular separation of two 7,4 Will be smaller than 0.4.
Therefore, the standard 7,4 reconstruction algorithms will become inefficient because it cannot
resolve them individually. To recover those events, a novel technique '3 is developed to reconstruct
the merged 73,474 Object, referred to as a full-hadronic boosted di-z object or di-r for short in the
following content.

Boosted di-7 objects are seeded by untrimmed anti-k; large-R jets (R = 1.0) with a transverse
momentum pr > 300 GeV. The constituents of the large-R jets are re-clustered into smaller radius
(R = 0.2) anti-k; sub-jets. It is required to have two sub-jets such that the di-r system can be
constructed by the two pr-leading sub-jets. The four-momentum of di-7 is also calculated by the
two pr-leading sub-jets. Each sub-jet must have pr > 10 GeV and at least one geometrically
matched track that fulfils the same track-vertex matching as the standard z,,4 track selection and

the following track selection

s pr > 1GeV;
* Number of hits in the pixel detector > 2;
* Number of hits in the pixel detector + in the SCT > 7.

The matched tracks within the R = 0.2 cone around the axis of a sub-jet are called ‘r tracks’, while
those that have AR > 0.2 but still inside the cone of the seeding large-R jet are called ’iso-tracks’.
Figure 3.11 shows the di-r reconstruction efficiency as a function of the separation AR(7y vis, T2 vis)
and pr of the two generator-level visible products of the two 7,4 (7yis) that the two leading sub-
jets are matched to. The selection before calculating the efficiency on the generator level objects
is shown in the figures. The efficiency is estimated with X — HH — bbrgdr{ad simulated sam-
ples generated with my = 2 TeV (see Section 5.1). The standard resolved 7,4 reconstruction
acting on each 1,4 1s compared with the boosted di-r method. It shows that the boosted di-z recon-
struction recovers the sharp efficiency loss of the standard method when the separation is about
0.2 < AR(7q vis» T2,vis) < 0.4 and when pr of di-7 is greater than about 300 GeV.

The energy of the reconstructed di-z objects is compared with that of the generator-level di-
Tyis- They are found to be close, the energy scale as a function of the pr of di-z;s is given in Fig-
ure 3.12(a). The energy resolution as a function of the pr of di-zy;s is shown in Figure 3.12(b). It
is found that better resolution is reached at higher energy of di-r. The performances are evaluated
using the same X — HH (my = 2 TeV) samples. In Section 5.3.3, it is found that the kinematics
of reconstructed di-z is well modelled by the simulated samples, therefore the (sub-jets of) di-r is

calibrated by the LC weighting scheme mentioned in Section 2.3.3.

B3Reported in Ref. [130] together with the HH — bbr;', 7,4 boosted analysis Chapter 5
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Figure 3.11: Reconstruction efficiency of di-z system using standard resolved reconstruction in red
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requirement in the boosted analysis.

Reconstructed di-t is separated against the jets initiated from quarks and gluons. It is the
identification of di-r (di-z-ID), similar as the 7j,,4-ID for resolved zj,,4. In di-z-ID, a BDT variable
is trained to separate boosted di-z from jets based on input features built by the information about
tracks, vertices and energy deposits in the calorimeters. More details about the input variables can
be found in [130]. In the training of the BDT di-z-ID, the di-7 objects are simulated from a spin-2
graviton G sample with various mass mg, where G > HH — (r7)(zr7), and the jets are selected
from real data recorded in 2015 with an integral luminosity of 3.2 fb~'. The di-r signal efficiency
and its corresponding jet background rejection power (inverse background efficiency) are shown
in Figure 3.13. The red cross on the figure represents the 60% efficiency (10* rejection) working
point of the di-r identification. It corresponds to a di-r BDT score greater than 0.72, which is used
in Chapter 5 as the baseline di-r identification selection. The performance of di-z-ID efficiency is
found to be stable for di-r with pt > 300 GeV and for different number of pile-up interactions.

Finally, same as resolved 7,54 selection, the number of the matched ’r tracks’ of the leading
two sub-jets must be either one or three. The efficiency of this selection at this stage is about 80%,
estimated using the same X — HH (my = 2 TeV) samples. Additionally, it can further reduce

quark/gluon-initiated jet backgrounds.



Chapter 4

Search for Higgs Boson Pair Production

Run: 339535
Event: 996385095
2017-10-31 00:02:20 CEST

I

gy >
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Figure 4.1: Event display of a selected non-resonant HH — bl_arﬁ;drl;d candidate event.

This chapter elaborates the HH — bbr* 7~ analysis using the resolved final state topology. This
analysis searches both the non-resonant and resonant Higgs boson pair production modes. The
fully-hadronic decay channel 7,,47,,q 1S presented in detail (expressed as the HH — bi)rﬁ;drh;d
analysis). This decay channel is combined with the semi-leptonic channel 7j¢p7,q into the final
results of the bbr ™~ final state, which is published in [131]. The search for the non-resonant
production mode is extended to constrain the Higgs boson self-coupling strength. Related results
are published in [132].
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4.1 Data and simulated samples

The HH — bi)f};dr}gd analysis is performed based on the Run-2 proton-proton (p-p) collision data
collected by the ATLAS detector (see Section 2.1). Simulated samples (see Section 2.4 for general
descriptions) are produced to model the contributions of SM backgrounds and the expectations
of HH signals. An overview of the production procedure can be found in Section 2.4. A certain
amount of simulated events is generated for each signal and background processes. To be compared
with the real data, the simulated events are normalised to the integrated luminosity of Run-2 data
and the most precise cross sections by theoretical calculation. A mass of 125 GeV is assumed to
the Higgs boson in the simulation. The production and decay of the Higgs boson are according to
this value of mass (see Section 1.2.1).

The SM ggF and VBF production modes of HH are considered in the search for non-resonant
HH production, as discussed in Section 1.2.2. The ggF samples are generated with full top-quark
mass (FT) at NLO by PowHEG Box V2 with the PDF4ALHC15 [133] PDF set, and the VBF samples
is generated by MADGRAPHS aMC@NLO at LO with NNPDF3.0nLo [134] PDF set. The parton
shower and hadronisation are produced by PyTHia 8 [135].

A heavy, narrow-width, scalar particle X that is produced via ggF mode and decays to HH is
considered in the search for resonant X — HH production, as shown in Section 1.2.4. The scalar
is assumed to have narrow width (10 MeV) so that the interference between X — HH and SM
HH production can be ignored [6]. The sample is generated at LO by MADGRAPHS aMC@NLO
using NNPDF2.3r0 [123] and the PS generator is HERwIG 7 [136]. Several mass hypotheses are

generated to cover mass search range from 251 GeV to 1600 GeV. These mass points my include

251, 260, 280, 300, 325, 350, 400, 450, 500, 550,
600, 700, 800, 900, 1000, 1100, 1200, 1400, 1600.

The unit is GeV. Under my =1100 GeV, the samples are simulated with FastSim which is usually
valid for BSM searches. At my =1100 GeV and above, the FullSim simulated samples are used .
The difference between FastSim and FullSim is introduced as a systematic uncertainty.

The SM backgrounds in consideration are W /Z boson produced associated with jets (W+jets,
Z+jets), multi-jet production, single top-quark production, top-quark pair production (tt), top-
quark pair produced in association with W /Z (ttW, ttZ), diboson production (WW, W Z, ZZ) and
single Higgs boson production (with Higgs decays to bb or 777~). The major production modes,
ggF, VBF, VH and ttH samples, are considered in the production of simulated single Higgs boson
samples. Multi-jet production is a purely QCD process, whose cross section is overwhelmingly
large in the p-p collision. This process tightly suppressed by the z,,4-ID, but the contribution to

the total background is still not negligible. It is unrealistic to generate simulated sample with the

I'This is due to technical reason. The high mass FullSim are borrowed from the boosted analysis Chapter 5. The interaction
between the 7,,4’s and the detector material is studied in the boosted analysis therefore the FullSim samples are needed.
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required luminosity. Section 4.3.3 describes the estimation of the amount of multi-jet events by a
data-driven approach. Apart from that, all the other background processes are modelled by the sim-
ulated samples that are centrally produced by ATLAS experiment for all ATLAS physics analysis.

The ME and PS generators for the simulated background samples are summarised in Table 4.1.

Table 4.1: Generators for the simulated background samples.

Process ME generator (PDF set) PS generator

W /Z+jets SHERPA 2.2 [137] (NNPDF3.0NNLO) SHERPA 2.2
Top-quark PowHEG Box V2 (NNPDF3.0nLO)  PYTHIA 8
Diboson SHERPA 2.2 SHERPA 2.2
Single-Higgs PowHEG Box V2 (NNPDF3.0NLO)  PyTHIA 8

4.2 Signal region selections

To extract the HH signal events from the background events, a signal-enriched region called signal
region (SR) is defined by applying a sequence of selections from the trigger-level to object- and
event-level. Finally, multivariate analysis techniques are used to further discriminate HH events

and background events.

4.2.1 Trigger selections

The trigger system is introduced in Section 2.2.4. The L1+HLT z,,4 triggers are used according to
the signature of this decay channel. On the basis of the L1 seed triggers, the Single-7,,4 (STT) and
the Di-rj,,4 HLT Triggers (DTT) with the lowest pr threshold are utilised [138]. To sustain suffi-
ciently low event triggering rates (trigger rates), the pr thresholds are tuned and some additional

objects are considered. In the HLT, the 7,,4 candidates are selection in three stages [138]:

 Perform a calo-only reconstruction and a dedicated tau energy scale and then selection 7,4
candidates with a minimum pr.

* Add track information to 7,4 using the two-stage fast tracking [61] method. Select the 7,54
candidates with 1 < NI < 3 and ]\]ltsr(l)( > 1, where NUK_ and l\lltsr(l)‘ are the track multiplicities

in AR < 0.2 and 0.2 < AR < 0.4 around the 7},,4 direction.
* Applying offline-like 7,,4-ID selection, the Medium working point is chosen.

After each stage of selections, the trigger rates are reduced so that the next stage is able to be
executed. At the same time, events with real 7j,,4’s are kept as much as possible. Offline selections
are applied based on the HLT selections. The offline selection criteria are tighter than those of
the HLT to insure that only the fully efficient region (i.e. plateau of the trigger efficiency turn-on

curve) is used. The offline 73,4’s are requirement to be matched to the HLT 7,,4’s that triggered the
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event. This is done by a geometrical matching with AR < 0.2. The 7,,4’s that pass this requirement
are called trigger-matched 7p,,4’s. The STT and DTT trigger selections are described below.

The STT triggers require at least one 73,4 candidate with a minimum pt of 80, 125, 160 GeV
(depending on the data-taking period) and pass the track and Medium BDT-based 7,,4-ID selection
as mentioned above, namely mediuml_tracktwo. The offline pr thresholds are 20 GeV higher
than the online thresholds. In 2018, a tighter selection is applied on the track to improve the efti-
ciency of selecting 3-prong 7j,,4’s. This set of selections is named as mediuml_tracktwoEF. After
a technical stop during the 2018 data-taking (i.e. starting from period K of 2018 data-taking),
MVA-based energy scale and RNN-based 7},,4-ID superseded the prior algorithms. This new
set of selections is named as mediumRNN_tracktwoMVA. A logical or between the triggers using
mediuml_tracktwoEF and mediumRNN_tracktwoMVA selections are used in this period.

The DTT triggers require at least two 7,4 candidates with minimum py of 35 GeV and 25 GeV.
The offline pr thresholds are 40 GeV and 30 GeV, respectively. For each of the 7,,4’s in DTT,
the configuration of selections in 2018 is the same as that for the 7,,4’s in STT. Additional offline
selections need to be applied to the events triggered by DTT, because extra objects and topologies

between objects are required in DTT. They are summarised as follows:

* For events in 2015-2016, an additional L1 jet with minimum py of 25 GeV is attached to
the DTT triggers. An offline selection of pr > 80 GeV is applied to the pr-leading jet, to
minimise the inconsistency of trigger efficiencies in data and simulated samples.

* For events in 2017-2018, two categories of additional requirements are used, 4//2 and
L1Topo. The 4J12 requires two additional L1 jets with minimum pt of 12 GeV. In 2018, the
two additional jets are further required to be have a || smaller than 2.3. The L1 Topo requires
the same jet as in 2015-2016 but also a AR between two 7},,4 smaller than 2.8.

« For an event triggered by DTT, if the py’s of the 15! and and pr-leading offline jets are greater
than 45 GeV, then the event is categorised into the 4//2. If an event is not categorised
into 4J12 but the pr-leading jet has pr > 80 GeV and the AR(7y,4, Thad) < 2.5, then it is
categorised into the L1Topo 2.

The efficiencies of the trigger selections are measured in both data and simulated samples. The

efficiencies of simulated samples are calibrated to data samples by trigger scale factors [138, 139].

4.2.2 Event selections

Events that survive the trigger selections enter the stage of offline event selection. Event-level
variables are constructed from the physics objects that are selected in Section 2.3 and for 7,4
in Section 3.2. The events are required to have no electrons or muons, exactly two z,,4’s with
Loose t,4-1D quality and opposite-sign of electric charges (OS), and at least two jets of which
exactly two are tagged as b-jet by the DL1r algorithm operating at 77% b-tagging efficiency. The

2¢.g. The two DTT categories are orthogonal.
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selections that correspond to the trigger selections (see Section 4.2.1) are applied at this stage.
The mass of the di-7 system estimated by the Missing Mass Calculator (MMC) [140] is required
to be larger than 60 GeV to suppress the low mass Drell-Yan process. Due to the neutrinos in the
decays of the 7-leptons, the invariant mass of di-z system cannot be fully reconstructed. The MMC
defines additional kinematic constraints by a likelihood approach to estimate the most probable

mass mMMC,

4.2.3 Summary of the signal region selections

The SR selections are summarised in Table 4.2. The table is separated into STT and DTT columns
to show the different selections. For the events that pass both the STT and DTT triggers (with 7j,,4’s
trigger-matched), the offline selections of STT are applied. There is always a trade-off between
selecting signal events more efficiently and rejecting background events more tightly. At this
stage of event selection, the goal is to keep as much signal events as possible while suppressing a
sufficient amount of background events. The strategy is to let the MVA models perform the more

stringent discriminations.

The analysis acceptance times selection efficiency (expressed as & x €) of signal events is
mainly limited by the trigger selections, the reconstruction and identification of 73,4’s, and the
tagging of b-jets. The cumulative & x € at each stage of the selection chain is estimated on the
simulated non-resonant and resonant signal samples in Table 4.3. After applying all the selections,
the & x e for ggF+VBF non-resonant signal events is 4.0%, while for resonant signal events, it

varies from 0.61% to 10% depending on the mass, as shown in Figure 4.2.

The SR selections can be altered to define regions that are orthogonal to the SR but contain
events with similar signatures as those in the SR. These regions are usually designed to be enriched
in a specific background process and free of signal events, such that they can be used to estimate
the contribution of that background (in this case the regions are called Control Regions, CRs) or to
validate the goodness of the estimation of that background (in this case the regions are called Vali-
dation Regions, VRs). Section 4.3 is dedicated to the background estimation, where the definition
of the CRs/VRs for background studies will follow.

4.2.4 Multivariate analysis

The MVA models are employed to discriminate signal processes from background processes and
maximise the sensitivity of the search. It is a supervised binary classification problem in machine
learning, where the output is a scalar score that measures the likelihood of the event being a signal

event (see Section 3.1).
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Table 4.2: Summary of object-level and event-level selections that defines the SR of HH —
bbry), 4Tiq @nalysis. N(X) denotes the number of object X. The values of pr that are separated
by commas indicates that they correspond to the online threshold. The py selection of the leading

(sub-leading) pr objects are referred to as plTe ad (P%Ubl).

Variable STT DTT

Thad
piead > 100, 140, 180 GeV > 40 GeV
piue! > 25 GeV > 30 GeV

Jet
plTead > 45 GeV Trigger dependent
pivo! > 20 GeV (see Section 4.2.1)

Event-level
Trigger Pass and 1y,4 trigger-matched
N(e/p) =0
N(thad) = 2, with opposite-sign electric charge
N(jets) > 2, exactly two b-tagged
mMMC > 60 GeV

Table 4.3: Cumulative analysis acceptance times selection efficiency at each stage of the selec-
tion chain estimated on the simulated non-resonant (ggF and VBF) and resonant (X(my in GeV))
signal samples. The efficiencies are calculated with respect to HH — b_br}i;dq;d events. Due to
technical reason the selections are not applied in the natural way. The ‘Pre-selection’ contains
a loose kinematic selection on 7,4, at least one 7j,,4 to pass Loose 1,,4-1D requirement, the veto
of electrons and muons and other basic selections. The ‘Object selections’ requires exactly two
Thad and at least two jets with the kinematic requirements mentioned in previous chapters (2.3.3
and 3.2). The ‘DTT oftline jet selections’ refers to those mentioned in Section 4.2.1.

Selection stage gegF VBF X(300) X(500) X(1000)
Pre-selection 31%  26%  22% 32% 41%
Trigger 13% 10%  6.5% 15% 29%
Object selections 12% 8.9% 6.0% 15% 29%
Loose t,4-ID 10% 7.3% 4.7% 12% 23%
Opposite-sign of 7,4 charges 9.9% 7.1% 4.7% 12% 23%
Two b-tagging jets 4.6% 29% 1.9% 5.3% 11%

Sub-leading 7,4 pr > 25 GeV 45% 29% 19%  53% 11%
At least one jet with pt > 45GeV  4.4% 2.7% 1.7% 5.2% 11%
DTT offline jet selections 42% 23% 1.1% 5.2% 11%
mMMC 60 GeV 41% 23% 1.1%  51% 10%
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Figure 4.2: Analysis acceptance times selection efficiency of the full signal region selections sim-
ulated with the simulated resonant signal samples as a function of the mass of the resonant particle

my.

4.2.4.1 Input variables

Input variables and targets are needed in the supervised learning problem. The targets are ap-
parently known, which are true signal or background by the way that the simulated samples are
produced. The input variables are constructed by the distinctive signatures of the signal processes.

Five variables are chosen in this analysis;

* mypy: the invariant mass of the HH system constructed from the four-momentum of di-zj,4
(using MMC) and four-momentum of di-b-jet;
* myy: the invariant mass of the di-b-jet system;

mMMC. the invariant mass of the di-zj,,4 system estimated by MMC;

AR(b,b): angular distance between two b-jet;

* AR(Thad, Thaq): angular distance between two zj,54.

They provide good separation between signals and backgrounds, as illustrated in Figure 4.3. No
clear linear correlation patterns are found between the variables, thus these variables are directly
used without extra transformations. For the neural networks (see Section 4.2.4.2), the input vari-
ables are normalised by subtracting medians and dividing by interquartile ranges 3 for numerical

stability.

4.2.4.2 Configuration of the MVA models

In the search for non-resonant HH signal, the BDT model (implemented by TMVA) is chosen

as the classifier. The neural network based method is also checked and it shows almost identical

3The medians and interquartile ranges are derived on the simulated signal+background samples.
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Figure 4.3: Distribution of the MVA input variables of various signals and the most important
backgrounds normalised to identity. The X(my) denotes the resonance signal generated with mass

my.
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performance as the BDT-based one. The configurations for the BDT training are listed in Table 4.4,

where the parameters are found to be optimal.

Table 4.4: The parameters of the non-resonant HH BDT model. Definitions of the parameters can
be found in [112].

Parameter Value
NTrees 1500
MaxDepth 2
MinNodeSize 1%
BoostType GradientBoost
Shrinkage 0.2
IgnoreNegWeightInTraining Yes

In the resonant X — HH case, the performance needs to be optimised for a wide range of
resonance mass (251-1600 GeV). Traditionally, different models are trained for difference signal
mass hypothesis my. To simplify the training procedure, a new structure called Parameterized
Neural Network (PNN) [141] is utilised. Compared with the plain NN models, the PNN adds one
or more macroscopic parameters of a classification problem to the list of input features, such that
the output of the PNN is a function of those parameters and the performance of the PNN is optimal
for those parameters. Thus, the optimisation can be accomplished in a single parameterized model.
Another advantage is that the optimisation is not only for the parameter values that appear in the
input, but can also be generalised to the interpolated values smoothly. This is also the reason that
BDT is not suitable for this problem , because it is a discrete algorithm. Here, the parameters is
the mass hypothesis of the resonance particle (my). In practise, signals of all mass points are used
in the training and they are rescaled to have equal sum of weights to create a (discrete) uniform
distribution of my for the training. The backgrounds do not have definition of my therefore it is
randomly assigned according to the same distribution as the signal. The architecture of the PNN
is sketched in Figure 4.4, in which the optimal configurations of the PNN training are indicated.
The training of the PNN is powered by Keras with Tensorflow as backend.

In both cases, the weights of the simulated samples are considered in the training and events
with negative weights are ignored. The signal and background events are scaled to the same sum
of weights in order to have balanced classes for training. The full dataset is randomly split into
two sets and trained independently. In the evaluation stage, the predictions of the events in one set
are made by the model trained by the events in the other set. For real data, one of the models is

used randomly.

4.2.4.3 Output

The non-resonant BDT score and the resonant PNN scores (together expressed as MVA scores)
with my = 300, 1000, 1600 GeV (labelled as PNN300, etc.) of the signals and the major back-
grounds are depicted in Figure 4.5. The MVA models show powerful separation of signal and

background processes. Discriminations of the single Higgs boson and Z+jets processes are worse
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Figure 4.4: Illustration of the architecture (left) and training parameters (right) of the PNN, where
x; (i = 1..5) are original input variables (mgg, mp,, mMMC AR, b), AR(thag, Thad)), and my is
the resonance mass parameter of the PNN. It is a feed forward neural network. ReLU and logistic
are the activation functions. The logistic function provides a parameterized scalar score f(x,my)
which range from 0 to 1. The score measures the possibility of the event of being a signal event.
SGD stands for the optimizer using a stochastic gradient decent algorithm. More information about
the parameters can be found in Keras documentation [129].

than the that of other processes. This is because these processes are irreducible 4 and the kinemat-
ics signature of these processes is very similar to those of the signal processes. It is found that the
MVA score distributions on training and testing samples are compatible. Therefore the models are

not overtrained.

4.2.4.4 Importance ranking of input features

Importance ranking of the input features is checked to understand the relative contribution of each
variable to the discrimination. The ranking is estimated by the relative sensitivity loss (AZ/Z)
caused by the removal of that feature in the training of the MVA model. The sensitivity is measured
by a combined asymptotic significance [142] calculated based on the optimal binning of the MVA

score. The combined asymptotic significance is

Z = /Zz,ﬁ, (4.1)
k

ZE = \/Z(sk + by) 11’1(1 + Z—i) — 28 (4.2)

where

“For single Higgs boson, the ‘irreducible processes’ refer to VH and ttH.
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Figure 4.5: MVA scores of the signals and most important backgrounds — BDT score for non-
resonant HH and PNN score for resonant HH. The integral of the distributions are normalised to
one.
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is the asymptotic significance of the k-th bin, and s and by are the number of signal and background
events in the k-th bin, respectively. The optimal binning is represented by a sequence of MVA
scores {g;} which form the bin edges. The bin edges are selected from another sequence of MVA

scores {¢;}, called the bin edge candidates. The binning is decided by the following routine:

* The highest MVA score is defined as the first bin edge candidate ¢, and the first bin edge e,
while the lowest score is defined as the last bin edge ej,g;.

* The MVA score is scanned from highest to lowest value with a stride of %. If the signal
and background events in the bin between the current score and the latest bin edge candidate
¢j satisfy nj, > 5 and 0, < min(20%, e%), then the current score is a new bin edge candidate
Cjt1 3. Here ny, o, are the number andsstatistical uncertainty of the background events in that
bin. The n; is the number of signal events in that bin and n'®®! s the total number of signal
events.

* Once the scan is finished, the bin edge candidates {¢;} are found. A significance Z,,,5x can be
calculated based on {¢;}, it is approximately the maximum expected significance.

* Starting from a single bin, which can be labelled as {eja, €9}, choose ¢; from {¢;} that gives
the largest Z under the binning of {ejg, ¢j, ¢9} and add ¢; to the bin edges. Next, choose ¢
from {;[i # j} that gives the largest Z under the binning of {ej,, ¢k, ¢j, €0} 6 and add ¢ to the

bin edges.

Y4
Zmax
by adding new bin edges. When the routine stops, the optimal binning {e;} is found.

* Bin edges are added repeatedly until 1 — < 1072, i.e., the significance does not improve

The requirement nj, > 5 is applied in order to use the asymptotic formula [142]. The purpose of

op < min(20%, € - ﬁ) is to insure sufficiently large size of background samples and to control
the number of bins with very few signals (by the parameter € that is set to 1 here). The binning is
then transformed to have equal bin width between the maximum and minimum scores for better
visualisation in the figures that follow, such as in Figure 4.25.

The rankings of the input features in various MVAs are summarised in Figure 4.6. The input
features are of roughly equal importance in the non-resonant HH BDT. The mass variables stand
out in the resonant X — HH PNN:ss, in particular, the myy contributes the major discrimination in

the high mass PNNs.

4.3 Background estimation

Many background processes can produce bbr 7™ in their final state. The largest contributions to
the background are from Z — 77 produced in association with heavy flavour (hf) jets (Z — 77 +

hf), top-quark pair with/without generator-level true 7,,4’s (called true/fake-ry,4 tf, respectively)

>The bin edge candidates satisfy i1 <€

%The binning can also be {eq, ¢;, & €}
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Figure 4.6: The importance ranking for the MVA input features. Features with larger AZ/Z are
more important.
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and multi-jet. Estimations of these background processes are explained thoroughly below and the
validations are summarised in Appendix B.3. The relatively minor processes are directly estimated
by simulated samples. These processes include Z — 77 produced in association with light flavour
(If)jets (Z » tr +1f), Z - et +jets (L =e/pu), W — v +jets, W — fv + jets, single top-quark,
diboson, ttW /Z and single Higgs boson. Table 4.5 lists the pre-fit event yields of data, expected
background and SM HH processes after the SR selections.

Table 4.5: Number of data, expected background and SM HH events in the SR. The uncertainty
includes all the theoretical, experimental and statistical uncertainties.

Process Yield +Uncertainty
Z—>1t+hf 1200 £210
True-t,,q tt 3600 £310
Fake-ty,q tt 2500 £330
Multi-jet 1400 £150
Single Higgs boson 74 £15
Other backgrounds 500 +£96
Total background 9200 +640
Data 8400
SM gegF HH 5.4+0.92
SM VBF HH 0.17+£0.014

4.3.1 Z — 77 + heavy flavour jets

THe Z — tr + hf process is one of the largest background components in this analysis, and it
is irreducible. Vector boson + heavy flavour jets is one of the most interesting and challenging
processes to be modelled, because the associated heavy flavour jets can be initiated from the sea
quark of the incoming proton or from a gluon splitting into a pair of heavy flavour quarks [143].
The flavour (heavy or light) is labelled according to a geometrical matching between the generator-
level hadrons and the b-jet candidates. If a b-hadron is matched then label the jet as b-jet. Otherwise
if a c-hadron is matched then label the jet as c-jet. Finally, if neither b- or c-hadrons are matched
then label the jet as I-jet (light flavour). After applying this procedure, Z — 77 + jets can be split
into Z — r7 +bb, be, cc, bl, cl, Il. In this analysis, we define heavy flavour as A f = bb, b, cc and light
flavour as If = bl, cl,1l 7.

There is a known under-estimation of Z + hf events by the SHERPA 2.2 simulated sample as
reported by the V(— 20)H(— bb) (£ = e/ ) analysis [81]. A Z + hf control region (CR) targeting
bbt™ ¢~ final state is defined to derive the normalisation correction factor for Z + hf process. The
bbt* ¢~ final state can be used because the production of jets is independent of the decay of the Z
boson. At the same time, the size of a bbtT¢~ CR is much larger than that of a bbr* 7~ -based CR

"In the future, we may consider to move bl to hf category as the boosted analysis (see Chapter 5). Nevertheless bl is only 4%
of the total Z — 77 so the impact of categorisation is expected to be negligible.
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because of the excellent efficiency and purity of electron and muon selections. The Z + hf CR is

defined by the following criteria:

* Pass single electron/muon (SET, SMT) or di-electron/muon (DET, DMT) or electron+muon
(EMT) triggers [144, 145]. Online and offline pr thresholds and listed in Table 4.6;

 Exactly two electrons or muons with same flavour and opposite-sign charges;

» Exactly two b-tagged jets;

* Invariant mass of di-lepton system my, (£ = e, i) is close to the Z boson mass, 75 < my <
110 GeV;

« myp < 40 GeV or my, > 210 GeV (to reject potential contamination of HH — bbe™¢~ signal

events).

Table 4.6: The pr thresholds of the lepton triggers employed in Z + h f CR. The online and offline
pr thresholds are displayed outside and inside the brackets and the pairs are separated by commas.
The pr threshold depends on the data-taking period. The form ‘A + B’ indicates the pi¢3d + psubl
in the case of di-lepton triggers and pf + p% in the case of electron + muon triggers.

Trigger Online (Offline) pr threshold [GeV]

SET 24 (25),26(27), 60 (61), 120 (121), 140 (141)
SMT 20 (21), 26 (28), 50 (53)

DET 12 (13) + 12 (13), 17 (18) + 17 (18), 24 (25) + 24 (25)
DMT 18 (19) + 8 (10), 22 (24) + 8 (10)

EMT 17 (18) + 14 (15), 26 (27) + 8 (9), 7 (9) + 24 (26)

The normalisations of Z +hf (uz1p ), tf (p47) and the signal (signal strength, ) are free param-
eters in the (binned) profile likelihood model. They are determined by the maximum likelihood
estimation (a.k.a likelihood fit) in the SR + Z + h f CR joint model (see Section 4.5.1). The model
is built based on the BDT/PNN score (SR) and my, (Z + hf CR) distributions. In the likelihood
fit of the model under background-only hypothesis (z = 0) using the BDT score template, the
best-fit values and 1o confidence intervals are pzp¢ = 1.4 + 0.13 and 7 = 0.96 + 0.042. Fig-
ure 4.7 illustrates the data—background comparison of the my, distribution after applying the above
normalisation factor in the Z + hf CR, where good agreement is achieved 8,

As shown later in Section 4.6, the Z + h f process is the most important background in the most
sensitive BDT and PNN score bins. Therefore, it is crucial to validate the BDT and PNN responses
of the Z + hf process. This is performed by emulate the MVA inference in the Z + hf CR, where
the input variables that are constructed with 7,,4’s are replaced by the ones that are constructed by
the electrons or muons. A validation region is designed to be enriched in Z + hf events and to
be close to the signal region, which is called a bbt*¢~ Z + hf VR. This VR is defined by closely
following the Z + hf CR, but with some different selections listed below.

$The experimental uncertainty in the figures are explained in 4.4
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Figure 4.7: Data—background comparison of the my, distribution with the normalisation factor of Z+
hf (1.4) and tt (0.96) applied. The uncertainty includes statistical and experimental uncertainties
of the simulated samples. Distribution of the total background before applying the normalisation
factors (‘Pre-norm. Bkg.”) is displayed in the dashed red line.

* Tighter my, selection and additional A(¢, £) selection to further target at Z + hf events: 85 <
mge < 97 GeV, AR(L, £) < 1.5;
* Select my, mass window to get close to signal region topology: 50 < my, < 150 GeV;

« Require small EFS to reject contamination of HH — bbZZ events: EFSS < 45 GeV.

Figure 4.8 shows the distribution of BDT and some exemplary PNN scores, where the Z + hf is
found to be well modelled.

The estimations of the generic Z+jets and Z + hf are validated in the validation regions listed
in Table B.1 . Data—background comparison of the MVA input variables in these VRs is shown
in Figure B.3 and Figure B.4.

4.3.2 Top-quark pair

A pair of top-quark can produce two real 7,,4’s viaatt — WTbW b(W' — ttv,W™ — 777) decay
chain. This process is named as the true-z,,q tf process '°. If one or both of the W bosons decay
hadronically, one or both of the reconstructed 7,4 candidates are likely to be misidentified from

jets initiated from W — qg’. These processes are called the fake-ry,4 tf process. We use Fake

The validations are collected in Appendix B.3, so as for the other background processes described below.

19If both W bosons decay to real electrons or muons. It’s also considered as true-r,,4 t£, but the fraction of this process is small
because of the electron veto (see Section 3.2)
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Figure 4.8: Distribution of BDT and several exemplary PNN scores in the bbt™¢~ Z + hf VR.
The Z + hf is scaled by a normalisation factor of 1.2 so that the total background is compatible
with the data. The binnings are the same as those used in the SR. In the lower panel, the ratio of
data and the total background prediction is displayed in black dots. The hatched area indicates
the statistical uncertainty of the simulated samples and the Z + hf theoretical uncertainties are

PNN1000 score

described in Section 4.4.2.2.

PNN1600 score



76 CHAPTER 4 SEARCH FOR HIGGS BOSON PAIR PRODUCTION

Rates (FRs) to quantify the rate for jets to be misidentified as zj,,q.

4.3.2.1 Reweighting of the simulated tf samples

The POowHEG Box V2 generates tt at NLO precision. According to the ¢ cross section measure-
ments [146, 147], the missing high order calculation leads to discrepancies between the predicted
and observed pr distributions of the top-quark and its decay products. The discrepancy is espe-
cially pronounced in the high jet multiplicity and high pr region. This can cause problems when a
significant amount of ¢# is subtracted in the derivation or application of the fake-z;,,4 estimations,
for both 7547haq and 7jepThaq channel. Thus, tf needs to be corrected in prior to fake-7y,q estima-
tions.

The discrepancy can be mitigated by the NNLO QCD corrections to generator-level top-quark
pr and tt invariant mass distributions [148]. Instead of using the NNLO corrections, we perform
an in situ ¢f correction using events in the 7¢p7aq channel. The 7p7,q channel is used because
it is difficult to define a tt-enriched region in 73,4754 Channel. The signal region selections of the
TlepThad Channel are described in Section 4.7

A control region called ¢t-noID-CR is defined to derive the ¢ correction reweighting factors
(named as tf reweighting). The selections of t£-nolD-CR closely follow the single-lepton-trigger
category of the 7jep7aq channel, but without requiring 7j,,4-ID of the 7,54 candidate. This is be-
cause the tt reweighting is designed to correct both true and fake-z,,4 tt events, thus it must be
independent of 7;,,4-ID. Besides, the t#-nolD-CR requires my;, > 150 GeV and transverse mass of
W boson ! m‘fv > 40 GeV. These two requirements are deployed to select a tt-enriched region and
to eliminate the contamination from potential multi-jet process, respectively.

Firstly, the tt is normalised such that the overall background is compatible with the data, the
normalisation factor is 0.93+£0.023. The uncertainty is obtained by the statistical uncertainty of data
and simulated samples (0.1%), the subtraction of non-t processes 2 (1.4%) and potential missing
multi-jet in the subtraction (2%) [146].

Next, a two-dimensional shape correction parameterized by the jet multiplicity (Njets) and the
scalar sum of the transverse momentum of all visible final state objects (Hp = ), pgl-e Sy pfr/ i p?lad)

is derived by
N(data) — N(MC, non-tt)

N(MC, tt)

where N stands for the number of events. The reweighting factors are visualised in Figure 4.11.

fi(Hr, Niets) = (4.3)

The following sources of systematic uncertainties are considered for the reweighting:

* Full difference between reweighted and not reweighted ¢t samples;

« Statistical uncertainties of data and simulated samples;

Uml = \/ZP%E’T‘“SS(I — cos Ag(ph, EMiss)), where € represents an electron or a muon.

12 A relative uncertainty of 20% on single top and 40% on all of the other minor backgrounds (mostly W+jets).
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 Residual discrepancy between data and background in the z,,q pr distribution (non-closure

uncertainty).

The first term is the dominant uncertainty. The third term is introduced given the fact that the
reweighting parameterized with Hy is not optimal for 7,,4 pr because 7,4 pr contributes less to
the Hr. It is derived as a function of 7,4 pr and n-prong by applying the reweighting back to the t-
nolD-CR (so-called closure check), as shown in Figure 4.10. The background modelling of ¢ after
the reweighting is compared with that before the reweighting in Figure 4.9 for the distributions of
variables that are sensitive to the reweighting, in the t#-noID-CR. Same reweighting is applied on

true-7y,,q4 and fake-r,4 tt simulated events. The reweighting shows a good closure in ¢tt-nolD-CR.

The tt reweighting is validated in two VRs, one of them checks the independence of the
reweighting on myy,, and the other one checks exclusively the performance of the reweighting on
true-1y,,4 tt events. The definition of those VRs can be found in Table B.2, where different selec-
tions with respect to ti-nolD-CR are explained. Data—background comparison of the distributions

of variables that are sensitive to tf reweighting are depicted in Figure B.5-B.6.
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Figure 4.9: The tf reweighting factors as functions of Hr and Njets. The uncertainties shown are
the statistical uncertainties of data and simulated samples.
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4.3.2.2 Estimation of fake-z,,4 tf background

The fake rate of the fake-z,,4’s in tf events can be measured after applying the t reweighting on both
the true- and fake-r,4 tf events. There are two approaches to measure it — MC-based approach
and data-driven approach. In the MC-based approach, the fake rate is measured by the simulated
fake-tp,q tt events (fake-ty,4 tt MC). The FR is defined as

Npass(fake-rhad tt MC)

FRyvce = - ,
Me Niotal (fake-7y,q tf MC)

(4.4)

where N, stands for the number of events that pass the Loose 7,,4-1D selection, and Ny 1s the
total number of events before applying the 7;,,4-1D selection. Note that there is one 73,4 candidate

per event in the 7jep7aq channel. In the data-driven approach, the FR is defined as

Npass(data) — Nyass(other MC)
Motal(data) - Motal(Other MC) ’

FRata-driven = (4.5)
where ‘other MC’ stands for MC events of all other processes except fake-rj,,4 tf. After applying
the tf reweighting, the denominator of Equation (4.4) and Equation (4.5) are equal. Therefore, a
scale factor called the fake-7y,4 tt SF (labelled as SF for clarity in the following) can be defined in

the form of
— FRdata-driven _ NpaSS(data) - Npass(other MC)

SF = -
FRyc Npass(fake—rhad tt MC)

(4.6)

The SF can be used to correct the simulated fake-z,,4 tf samples in the 7,47, channel. As in-
dicated in Equation (4.6), unlike the measurement of the fake rate, the measurement of SF' only
require events that pass ,,4-1D. A control region labelled as t#-ID-CR can be defined by applying
the Loose 1,4-1D selection on top of the t-nolD-CR. Figure 4.12 illustrates the data-MC back-

ground comparison in ¢£-ID-CR.
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Figure 4.11: Comparison of the distributions of the kinematics of final state objects before and after
tt reweighting. The shape of total background before reweighting (Pre-reweight) is displayed in
dashed red line. The statistical uncertainty of simulated samples is shown in hatched boxes (Stat.),
while the impact of systematic uncertainties of tf reweighting is indicated in the blue lines (Syst.
+ Stat.). Overflow of events is included in the last bin.
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Figure 4.12: Data-MC background comparison of 7,4 pr (left) and mIfV (right) distributions in tt-
ID-CR. tt reweighting is applied to both true and fake-z,,4 tf processes. The uncertainty includes
statistical and experimental uncertainties of the simulated samples.

The SF needs to be measured for 7,,4’s with different trigger selections according to the 7j,,4’s
that are used in the 73,4754 channel. For the events that pass a specific 7,4 trigger, the offline 7,4
must be trigger-matched. The SF's are only measured for 7j,,4’s that pass triggers with 25 GeV pr
threshold. For 7,4 that pass triggers with higher pr thresholds, the corresponding SF as 25 GeV
threshold triggers are applied. The generator-level truth origins of the 7,4 candidates with different
kinematics and n-prongs can be different. Thus, the SF's are also measured in categories of 7,4 pr

and n-prong '3. The different triggers and the corresponding SFs are summarised in Table 4.7.

Table 4.7: Different triggers considered in the SF measurement. The available periods of the trigger
selections and abbreviations of the SFs are listed. Each SF is a function of 7,4 pr and n-prong.
Note that there is a logical OR between the mediuml_tracktwoEF and mediumRNN_tracktwoMVA
triggers starting from period K of 2018 data-taking.

Trigger Available period Abbreviations Thaq t0 be applied in 7,474

No trigger requirement All periods SF(off) sub-leading-pr 7,4 in STT events

HLT_tau25_mediuml_tracktwo All periods SF(tau25) leading- pr 7,4 in STT events and
all 7,4 in DTT events

HLT_tau25_mediuml_tracktwoEF 2018 SF(tau25 EF) same as above

HLT_tau25_mediuml_tracktwoEF OR >2018 period K SF(tau25 EForMVA) same as above
HLT_tau25_mediumRNN_tracktwoMVA

The SF's are measured separately for each trigger-selection scenario by the likelihood fits, us-
ing the data in the corresponding available period. In each fit, and for each pt, n-prong category,
one SF is assigned as a normalisation factor to the fake-z,,4 tt events. The fit is performed simul-

taneously across all pr and n-prong categories using the m%v distribution. The m%v is used because

BThe 7,4 pr are categorised in [25, 30), [30, 35), [35, 40), [40, 45), [45, 55), [55, 70), [70, oo) for 1-prong 7,4, and [25, 30), [30,
40), [40, 50), [50, 70), [70, o) for 3-prong. The unit is GeV.
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the factions of true- and fake-ty,q4 tt varies significantly from low to high m%v values, as shown
in Figure 4.13 in the case of measuring the SF(off) in the categories of pr € [40,45) GeV and 1-
or 3-prong. The distributions in other pr categories are similar. The experimental uncertainties,
the ¢t reweighting uncertainties and the theoretical uncertainties in the other minor processes are
profiled. The normalisation of ¢f is a free parameter. Figure 4.14 shows the best-fit values and 1o
confidence intervals of the tf SF's of 7,4 candidates with different trigger selections, as functions
of 1haq4 pr and n-prong. Good agreement is found between data and post-fit background, as shown

in Figure 4.13, for t#-ID-CR with different trigger selections.
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Figure 4.13: The m‘fv template used to measure SF(off) in the categories of 7,4 pr € [40, 45) and
1- (left) or 3-prong (right). The post-fit background distribution is shown in stacked histogram
while the pre-fit background is shown in the dashed blue line. The uncertainty band includes all
sources of uncertainties as mentioned in the text.

The SF's in each fit are not independent because the (pr, n-prong) categories are correlated by
the nuisance parameters related to ¢ normalisation and systematic uncertainties. To preserve the
correlation of SF's in the application to the 7,,47,q channel, eigen-variations are calculated from
the covariance matrix of the SF's. The two largest eigen-variations '4 on SF(tau25) for 1-prong and
3-prong 73,54 are illustrated in Figure 4.15. Additionally, a relatively small uncertainty accounting
for difference between SFs derived by triggers with a py threshold of 25 GeV and 35 GeV is
considered.

The SF's are also measured for anti-z,,4 offline selection. The procedure is very similar as the
case of passing Loose 1j,,4-1D selection. These SFs are applied to correct the fake-z,,4 tf distribution
in the anti-ID region of multi-jet FF application (see Section 4.3.3).

The estimations of true and fake-z,,q ¢t are validated in the VRs listed in Table B.3 with the

They correspond to the two largest eigenvalues of the covariance matrix.



82 CHAPTER 4 SEARCH FOR HIGGS BOSON PAIR PRODUCTION

Vs=13 TeV, L=139 fb™ (s=13 TeV, L=139 fb™

R R m e o o e e o e A I
S [ fID-CR —£- SF(off) ] S | ,F fiDcr - SF(off) E
w12 . -2&- SF(tau25) 7 w e T -7&- SF(tau2s) E
s 1i L i . SFtauSER) ] S 12 -4 SF(tau25EF)
3 Foode ' 45 SF(tau25 EFOrMVA) & :Z{" -3 SF(tau25 EForMVA) J
" CT odrde T ' ] - 1= ) ]
e e s ~R 1 % F ]
v ooek ! -t I e S S S E
< r e ] < 06 S A S—
Y oaf = * F ]
’ r 3 0.4— $~_ —]
0.2 E 0.2~ : =
r | [ 1 B
07 cle v b b b b e b b 0 GT P IR R AR RS REN SN SRR B TR B

30 40 50 60 70 80 90 100 30 40 50 60 70 80 90 100
Thad Py Thag P,
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different selections compared with SR listed. Note that in all the 747,54 channel VRs and SR,
the ¢ reweighting is not applied to be consistent with 7j¢,7h,4 and bbt™ ¢~ final states for later
combination. Alternatively, the theoretical uncertainty is employed to add degrees of freedom to
manipulate the shape of tt. It is also found that the ¢ reweighting does not have obvious shape
effects on the 7,424 channel. Data—background comparison of the MVA input variables in the tf

VRs are depicted in Figure B.7.

4.3.3 Multi-jet

Multi-jet events can be selected as signal candidates when two quark/gluon-initiated jets are misiden-
tified as 7,4’s. This process is estimated by a data-driven Fake Factor (FF) method. The FF is
the ratio of multi-jet events in ID and anti-ID region. The regions with both 7,4 passing the Loose
Thad-1D are called ID regions, while the regions with one of the 7,4 being an anti-z,,4 are called
anti-ID regions. The anti-z;,,4 objects are also required to be trigger-matched. If multiple anti-z,,4
objects are found, one of them is selected randomly. The ID and anti-ID region that are used to
calculate the FF's are defined based on the SR but with a 1-b-tagged same-sign (SS) selection.
Here, the SS represents the same-sign of the electric charges of the two 73,4 candidates. The FF's

are measurement by subtracting the simulated non-multi-jet events from data

FF - Nip(data) — Njp(non-multi-jet)

- . . B (4'7)
Nangi-ip(data) — Nppgiip(non-multi-jet)

where N denotes for the number of events and the subscript stands for the regions. Figure 4.16
shows the distributions of 7,4 pr for 1-prong 7p,,4’s in 1-b-tagged SS ID and anti-ID regions. The
discrepancy between data and MC prediction is supposed to be the missing multi-jet process. For

3-prong 73,,4’S, the distributions are similar.
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Figure 4.16: Distributions of 7,4 pr for 1-prong 7,4’s in 1-b-tagged SS ID and anti-ID regions.
The discrepancy between data and MC prediction indicates the missing simulation of multi-jet
process which will be estimated by the fake factor method.

The FF's are derived as functions of 7,4 pr, 1, n-prong and triggers (STT and DTT). They are
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also split by years to account for the different trigger configurations between data-taking periods.
For the DTT category, the FF's are originally derived separately for pr-leading and sub-leading 7,4
candidates, but the FF's are found to be compatible so the average of them is used. Different FF(s)
are derived in the barrel (0 < || < 1.37) and endcap (1.52 < || < 2.5) areas split by n according
to the geometry of the EM calorimeter. Due to the limited number of events of STT category, the
FFs are calculated inclusively in 7,,q4 pr and n but separately based on whether the 7,4 candidate

is pr leading or sub-leading. These FF's are summarised in Figure 4.17.

The FF's are derived in 1-b-tagged SS regions and applied to the 2-b-tagged SS and OS regions.
A set of Transfer Factors (7F's) is used to account for the extrapolation from 1- to 2-b-tagged SS
region. It is defined as the ratio of F/F's measured in 2-b-tagged and 1-b-tagged SS regions

_ FF. 2—b-tagged

TF (4.8)

~ FF 1-b-tagged .
Other than the FF's, TF's are measured inclusively in trigger categories and 7,4 pr, n but separately
based on whether the 7,4 candidate is p leading or sub-leading. The 7F's are shown in Figure 4.18.
Finally, the estimation of the shape and normalisation of multi-jet background in the SR (2-b-tagged
OS ID region) is constructed by applying the FF's and TF's to the events in 2-b-tagged OS anti-ID

region, i.e.,

Nggr(multi-jet) = TF
X FF)_p tagged (4.9)

X [NAnti—ID region(data) — Nanti-ID region(non'multi'jet)] 5

where ‘Anti-ID region’ stands for 2-b-tagged OS anti-ID region.

Figure 4.19 shows the distribution of 7,4 pr for 1-prong and 3-prong 7,,4’s in 2-b-tagged OS
anti-ID region. A significant amount of fake-y,,4 tf is subtracted in this region, which is corrected
by dedicated anti-ID fake-z,,4 tf SF's mentioned in Section 4.3.2.2. Besides, the extrapolation
from SS to OS region is considered by introducing an uncertainty based on the comparison of FF's
calculated in 1-b-tagged SS and 1-b-tagged OS ! regions. Other sources of uncertainty are from
the statistical uncertainties in the calculation of FF's and TF's and from the subtracted non-multi-jet

samples.

Good closure is found when the FF's are applied back to the 1-b-tagged SS regions, as shown
in Figure 4.20. The estimation of multi-jet is validated in the regions defined in Table B.4. Distri-

butions of MVA input variables in those regions are shown in Figure B.8 and Figure B.9.

SWith additional requirements of mMMC > 110 GeV and EF'** significance < 3 to selected high multi-jet purity region, see Ap-
pendix B.3.
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4.4 Systematic uncertainties

4.4.1 Overview of uncertainties

Uncertainty originates from several sources. A large fraction is from the statistical nature of the
collision data. All the other uncertainties are considered as systematic uncertainties. These uncer-
tainties can affect the total event yields in the SR and can also distort the shape of the distributions
of, e.g., the MVA scores that are used in the binned likelihood fit to determine the statistical results,
where the binning is decided based on the algorithm discussed in Section 4.2.4.4. The contribu-
tion of each source of uncertainties to the total uncertainty of the parameter of interest is presented
in Section 4.6.

Firstly, the MC simulation samples are generated with finite number of events, therefore the
statistical uncertainty needs to be taken into account.

Besides, the simulated samples are also generated with fixed precision of calculations and spe-
cific configurations of the generators. As described in Section 2.4, the total and differential cross
sections depend on those setting and uncertainties need to be considered for each components of the
simulation. For ATLAS physics analyses, it is recommended to tune the parameters within certain
range or compare the outcomes of different generators to determine the impact of the systematic
uncertainties from the theoretical aspects. For a given observable N, the uncertainty is defined by

the difference between the alternative sample or configuration and the nominal one,
AN = Njjternative — Nnominal- (4.10)

The uncertainties in total cross sections that are used to normalise the simulated samples are con-
sidered ', as well as the uncertainties in the analysis acceptance times selection efficiency & x e.
The latter can affect both total (normalisation effect) and differential yield (shape effect) of the
simulated events. The normalisations of Z + hf and tt are determined in the likelihood fit and are
driven by the Z + hf CR. Following the procedure described in Ref. [149], relative normalisation
uncertainties on & x € is derived to account for the residual differences in the extrapolation of
normalisation from CR to SR (CR — SR), which is defined as

A X €sr A X €sr
Adl x écR—SR = (—) - (—
alternative

) : (4.11)
9 X €cr 9 X €CR /nominal

The remaining shape effects are derived separately and they vary coherently with the normalisation
effects. The uncertainties for individual processes are elaborated in Section 4.4.2.

The uncertainties of background estimation are discussed in Section 4.3. For Z + hf and ¢
the uncertainties of the normalisation factors are given by the likelihood fit. The uncertainties in

fake-7y,,4 tt and multi-jet estimations are summarised in Table 4.8. The sources of uncertainties are

6Not for Z + hf and # as their normalisations are determined by the likelihood fit.
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reviewed in the descriptions.

Table 4.8: Summary of systematic uncertainties related to fake-z,,4 t# and multi-jet estimations.

Name of uncertainty

Description

FAKETTBAR OFFL_EIGEN[0-11]
FAKETTBAR TAU25_EIGEN][0-9]
FAKETTBAR TAU25EF_EIGEN[0-9]
FAKETTBAR TAU25RNN_EIGEN][0-9]
FAKETTBAR _TAU25_TAU35_DIFF
FAKETTBAR TAU25EF_TAU3SEF_DIFF
FAKETTBAR TAU25RNN_TAU35RNN_DIFF

Uncertainties in fake-z,,q ¢ estimated by the SFs derived with
different ‘trigger+offline’ conditions of 7,,4. The number
indicates multiple eigen-variations from the diagnonalisation of
the covariant mastrx of SFs.

Uncertainties that account for the difference of SFs calculated
with 7,4 with pr thresholds of 25 GeV and 35 GeV.

FF_Stat HadHadSR

Statistical uncertainty of the FFs

FF_0SSS
FF_TRUE_TTBAR_SUBTRACTION
FAKETTBAR_ANTITAU_DIFF
FAKETTBAR_ANTITAU_OFFL_EIGENO
FAKETTBAR_ANTITAU_TAU25 EIGENO !
FAKETTBAR_ANTITAU TAU25EF_EIGENO
FAKETTBAR_ANTITAU TAU25RNN_EIGENO
FF_OTHER_SUBTRACTION

TF_STAT IP_LEAD

TF_STAT IP_SUBL

TF_STAT 3P_LEAD

TF_STAT 3P_SUBL

SS to OS region extrapolation uncertainty

Uncertainty of the subtracted true-z,q tf

Uncertainties in the subtracted fake-7;,4 t# estimated by the SFs
derived with different ‘trigger+offline’ conditions of the
anti-7,q. The full difference between applying and not applying
the SFs is considered as uncertainty (DIFF). ‘EIGENO’ is the
dominant variation of the eigen-variations.

Uncertainty of other subtracted non-multi-jet processes

Statistical uncertainty in the 1- or 3-prong TFs (fake 7,4 is pr
leading (LEAD) or sub-leading (SUBL) 7,,4)

Finally, experimental uncertainties are considered, as encapsulated in Table 4.9 and 4.10. They
are related to the responses of the ATLAS detector to the physics objects and are derived from dedi-
cated measurements. These uncertainties are applied to all the simulated events. The origins of the
uncertainties are shown in the descriptions. The uncertainty in the LHC Run2 integrated luminosity
is 1.7%, obtained by the LUCID-2 detector [150]. The uncertainties in the trigger, reconstruction,
identification, isolation efficiencies and the energy of electrons [151], muons [68] and 73,4 [101]
are estimated using tag-and-probe approach in analyses of Z — £, J/{ — tt and tt — buv,brv,
events, where ¢ = e, y1, 7. For muons and 7,4 the uncertainties in track-to-vertex-association and
electron-veto are also considered, respectively. The uncertainties related to the trigger, reconstruc-
tion, identification and isolation efficiencies of electrons and muons are only used in the Z + hf
CR with bbt*¢~ final state and the TiepThad decay channel. Jet energy scale and resolution uncer-
tainties [99] are estimated from the primary jet energy calibration based on simulation followed by
an in situ correction based on data. The jet vertex tagging efficiency uncertainty [152] is measured
using tag-and-probe method in Z — pptjets events. The uncertainties in b-tagging efficiency [79,
153, 154] are derived as functions of b-jet and c-jet py using tt events, and as functions of pr and

n of light-flavour jets using di-jet events.

4.4.2 Theoretical uncertainties
4.4.2.1 Theoretical uncertainty of signals

For the SM non-resonant HH signals, the uncertainties in the cross sections of productions and the

branching ration of H — bb and H — 77 decays are discussed in Section 1.2.2. For the resonant
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Table 4.9: Summary of experimental systematic uncertainties (Part I). The uncertainties related to
the trigger, reconstruction, identification and isolation efficiencies of electrons and muons are only
used in the Z + hf CR with bbt*¢~ final state and the TlepThad decay channel.

Name of uncertainty

Description

LUMI_Run2
PRW_DATASF

Uncertainty in Run2 integrated luminosity
Uncertainty in reweighting pile-up distribution to data

EL_EFF_TRIG_TOTAL INPCOR_PLUS_UNCOR
EL_EFF RECO TOTAL INPCOR_PLUS_UNCOR
EL_EFF ID TOTAL_INPCOR_PLUS UNCOR
EL_EFF ISO TOTAL INPCOR_PLUS_UNCOR

Uncertainty in electron trigger efficiency
Uncertainty in electron reconstruction efficiency
Uncertainty in electron identification efficiency
Uncertainty in electron isolation efficiency

EG_RESOLUTION ALL
EG_SCALE_ALL
EG _SCALE_AF2

Uncertainty in electron energy resolution
Uncertainty in electron energy scale
Uncertainty in electron energy scale for FastSim samples

MUON_EFF TrigStatUncertainty
MUON _EFF TrigSystUncertainty
MUON_EFF_RECO_STAT
MUON_EFF RECO SYS
MUON_EFF RECO _STAT LOWPT
MUON_EFF RECO SYS LOWPT
MUON _EFF ISO_STAT
MUON_EFF ISO_SYS
MUON_EFF TTVA STAT
MUON_EFF TTVA SYS

MUON ID

MUON_MS

MUON_SCALE
MUON_SAGITTA_RHO

MUON_ SAGITTA RESBIAS

Uncertainties in muon trigger efficiency

Uncertainties in muon reconstruction efficiency

Uncertainties in muon isolation efficiency

Uncertainties in muon track-to-vertex association (TTVA)
efficiency

Uncertainty in muon Inner Detector (ID) track resolution
Uncertainty in muon Muon Spectrometer (MS) track resolution
Uncertainty in muon energy scale

Uncertainties in muon charge dependent energy scale

TAUS_TRIGGER STATDATA[16]17/18]
TAUS_TRIGGER_STATMC[1617|18]
TAUS_TRIGGER SYST[16]17]18]
TAUS_TRIGGER SYSTMU[16]17|18]
TAUS_RECO_ HIGHPT

TAUS_RECO TOTAL

TAUS_RNNID IPRONGSTATSYSTPT2025
TAUS_RNNID IPRONGSTATSYSTPT2530
TAUS_RNNID_IPRONGSTATSYSTPT3040
TAUS_RNNID IPRONGSTATSYSTPTGE40
TAUS_RNNID 3PRONGSTATSYSTPT2025
TAUS_RNNID 3PRONGSTATSYSTPT2530
TAUS_RNNID 3PRONGSTATSYSTPT3040
TAUS_RNNID 3PRONGSTATSYSTPTGE40
TAUS_RNNID HIGHPT

TAUS_RNNID SYST
TAUS_ELEBDT STAT

TAUS_ELEBDT SYST
TAUS_ELEOLR_TOTAL
TAUS_HADTAU SME_TES INSITUEXP
TAUS_HADTAU SME_TES INSITUFIT
TAUS_HADTAU SME_TES MODEL CLOSURE
TAUS_HADTAU SME_TES PHYSICSLIST

Uncertainties in 7,4 trigger efficiency

Uncertainties in 7,4 reconstruction efficiency

Uncertainties in 7,4 identification efficiency

Uncertainties in 7,4 electron-veto efficiency

Uncertainties in 7,4 energy scale

MET SoftTrk ResoPara
MET SoftTrk ResoPerp

MET_SoftTrk Scale

Uncertainty in the longitudinal energy resolution of the soft term
of Emiss

T
Uncertainty in the transverse energy resolution of the soft term of
Eﬁrrniss
Uncertainty in the energy scale of the soft term of EM*
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Table 4.10: Summary of experimental systematic uncertainties (Part II). The uncertainties related
to the trigger, reconstruction, identification and isolation efficiencies of electrons and muons are
only used in the Z + hf CR with bbe* ¢~ final state and the TlepThad decay channel.

Name of uncertainty

Description

JET Etalntercalibration Modelling
JET Etalntercalibration TotalStat

JET Etalntercalibration NonClosure highE
JET Etalntercalibration NonClosure negEta
JET Etalntercalibration NonClosure posEta
JET Pileup_OffsetMu

JET Pileup_OffsetNPV

JET Pileup PtTerm

JET Pileup_RhoTopology

JET Flavor Composition

JET Flavor Response

JET PunchThrough MC16

JET PunchThrough AFII

JET EffectiveNP_Detectorl

JET EffectiveNP_Detector2

JET EffectiveNP_Mixed1

JET EffectiveNP_Mixed2

JET EffectiveNP_Mixed3

JET EffectiveNP_Modelling1

JET EffectiveNP_Modelling2

JET EffectiveNP_Modelling3

JET EffectiveNP_Modelling4

JET EffectiveNP_Statisticall

JET EffectiveNP_Statistical2

JET EffectiveNP_Statistical3

JET EffectiveNP_Statistical4

JET EffectiveNP_Statistical5

JET EffectiveNP_Statistical6

JET SingleParticle HighPt

JET RelativeNonClosure AFII
JET BJES Response

JET Etalntercalibration NonClosure 2018data
JET JER DataVsMC _MC16
JET JER DataVsMC_AFII

JET JER EffectiveNP_1

JET JER EffectiveNP 2

JET JER EffectiveNP_3

JET JER EffectiveNP_4

JET JER EffectiveNP_5

JET JER EffectiveNP_6

JET JER EffectiveNP_7

JET JER EffectiveNP_8

JET JER EffectiveNP_9

JET JER EffectiveNP_10

JET JER EffectiveNP_11

JET JER EffectiveNP_12restTerm
JET JVT_EFF

JET FIVT_EFF

- Uncertainties in jet energy scale

- Uncertainties in jet energy resolution

Uncertainty in jet vertex tagging efficiency

FT_EFF Eigen B [0-2]

FT_EFF Eigen C [0-3]
FT_EFF FEigen Light [0-4]
FT_EFF_extrapolation
FT_EFF_extrapolation_from charm

Uncertainties in b-tagging efficiency for b-jets

Uncertainties in b-tagging efficiency for c-jets

Uncertainties in b-tagging efficiency for light flavour (u, d, s) jets
Uncertainties in b-tagging efficiency for high-p; jets
Uncertainties in b-tagging efficiency for jets initiated from 7,4
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HH signals, these uncertainties are not considered because they are BSM processes. However,
an additional uncertainty to account for the difference between FastSim and FullSim samples is
applied as mentioned in Section 4.1. It is a 6.5% overall uncertainty.

Commonly for non-resonant and resonant HH signals, the uncertainties in the parton shower
and hadronisation (PS uncertainty) are estimated by comparing the nominal samples generated
by PyTHIA 8 (HERWIG 7 for resonant signals) to the alternative samples generated by HERWIG 7
(PyTHIA 8 for resonant signals). They are found to be the dominant source of uncertainty and only
have normalisation effect in all cases. For resonant signal the magnitude of the uncertainties is
estimated using several exemplary mass points and interpolated to the other mass points in between.
Other sources of uncertainties are found to be negligible, the following describes the procedure to
derive them. The uncertainties in renormalisation and factorisation scales (SCALE uncertainty) are

estimated by varying the values pr and pg by a factor of 2 or 0.5 in 7 points

(i, pp) = (0.5,0.5),(0.5, 1), (1,0.5), (1, 1), (1, 2), (2, 1), (2, 2). (4.12)

The maximum variation among the 7-point variations represents the final uncertainty. PDF4ALHC is
used for these samples. The uncertainties of PDF and o (PDFalphas) for the signals are estimated
in the approach recommended by Ref. [133], where total PDF+¢ uncertainty is estimated.

Table 4.11 summarises the & x € uncertainties for the simulated signal samples in the SR. The
relative uncertainties are presented. Non-resonant SM ggF and VBF signals and resonant signals
with mass hypotheses of 500 and 1000 GeV are shown as examples.

Table 4.11: Summary of the &f x € uncertainties of the simulated HH signal samples in the SR. The

numbers in the table are the relative uncertainties of the source on that column and the process in
that row. The abbreviations for source of uncertainties are explained in the text.

Process PS  SCALE PDFalphas
SM ggF HH 43% 1.4% 0.1%
SM VBF HH 3.0% <0.1% 1.0%

X — HH(my =500GeV) 6.0% <0.1% <0.1%
X — HH(my = 1000GeV) 5.3% <0.1% <0.1%

4.4.2.2 Theoretical uncertainty of Z + h f background

The simulation of Z+jets is studied in Ref. [143, 155]. Large discrepancies are found between
the nominal samples generated by SHERPA 2.2 and the alternative samples generated by MaD-
GraPHS aMC@NLO + PyTHIA 8 for processes involving heavy flavour jets in Ref. [143]. Thus,
an uncertainty of the comparison of predictions made by different generators is introduced as an
uncertainty (GENERATOR uncertainty). As discussed in Section 4.4.1, the relative normalisation
uncertainty on &/ x € and the shape uncertainty are derived separately in the SR. The normalisa-

tion uncertainty, together with those from other sources, is summarised in Table 4.12. It is found
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that the shape uncertainty can be linearly parameterized using myy;, as shown in Figure 4.21(a) and
propagated to the MVA output scores.

Similarly as for the signals, the SCALE and PDFalphas uncertainties are considered. The varia-
tions of pr and pg affect the shape of the distributions of MVA score outputs. Following the same
“7-point’ approach, the shape variation is estimated by treating the largest shape variation in MVA
score distribution (using the binning for likelihood fit) as shape uncertainty, as illustrated in Fig-
ure 4.21(b)— 4.21(d) for several MVA scores. For Z + hf baseline samples, the NNPDF3.0NNLO
is used as the PDF model, the uncertainties are derived following Ref. [134]. In addition, the sam-
ples generated using alternative PDFs (MMHT20142014nNL068cL and CT14NNLO) are compared
with the baseline sample. The differences are treated as PDFChoice uncertainty to account for the
choice of PDF. This uncertainty can be ignored if it is significantly smaller compared with the
PDFalphas uncertainty.

Two more sources of uncertainties are required for V+jets as recommended in Ref. [155]. The
first one is CKKW uncertainty which accounts for the configuration of CKKW [156] merging scale
used in the calculation for double counted jets from ME calculated at NNLO precision and PS.
The second one is QSF uncertainty which relates to the resummation scale used in the PS model to
begin the process of soft emission.

The relative normalisation uncertainties in the SR with respect to the Z+h f CR are summarised
in Table 4.12. The ones that are correlated with shape uncertainties are marked with ‘Has shape’.
The shape variations in the distributions of various MVA scores are illustrated in Figure 4.22.
Table 4.12: Summary of the relative normalisation uncertainties on & x € of the simulated Z + h f

samples in the SR with respect to the Z + hf CR. The abbreviations for source of uncertainties are
explained in the text.

Source of uncertainty Relative Uncertainty Has shape

GENERATOR 7.0% J
SCALE A J
PDFChoice 0.98%
PDFalphas 0.77%
CKKW 5.3%
QSF 6.0%

4.4.2.3 Theoretical uncertainty of :f background

The simulation of tf process is presented in [157]. Theoretical uncertainties are estimated for the
true-1y,,4 ¢t simulated samples. For fake-1,,4 tf samples, the theoretical uncertainties are not applied
as they are corrected by data-driven scale factors.

To estimate the uncertainties arise from different approaches to the ME calculated at NLO preci-
sion and PS matching (ME uncertainty), the POWHEG Box V2 +PyTHIA 8 nominal samples are com-
pared with the MADGRrAPHS aMC@NLO +PyTHIA 8 alternative samples [ 158]. The uncertainty of
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Figure 4.21: (a) Shape only comparison of the nominal and alternative Z +h f samples, the discrep-
ancy is parameterized as a piecewise linear function shown in cyan line. (b,c,d) Shape variations
of renormalisation and factorisation scale uncertainties estimated in comparison of ‘7-point’ vari-
ations. For each MVA score distribution, the largest shape variation is considered as the shape
uncertainty. Three MVA scores are shown; non-resonant HH BDT (left), resonant HH PNN with
my = 500 GeV (middle) and my = 1000 GeV (right).
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Figure 4.22: Shape variations of the uncertainties on non-resonant HH BDT, resonant HH PNN
with my = 300, 500 and 1000 GeV for the simulated Z + hf samples in SR. The distributions are
normalised to unit integral to visualise the shape variations. The hatched areas are the statistical
uncertainty of the baseline the simulated Z + hf samples. Solid and dashed lines stand for 1o up
and down variations.
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the hgamp parameter in POWHEG Box V2 is estimated by varying its nominal value (1.5mop_quark)
by a factor of 2 and 0.5. The hg,mp parameter is used to regulate the first quark/gluon emission of
the ME generator. The estimation of the PS uncertainties is the same as that for the signal processes.
The uncertainty in the tuning configuration of the initial-state radiation of the PS generator (ISR
uncertainty), as well as on the tuning configuration of the final-state radiation of the PS generator
(FSR uncertainty) are estimated by varying the corresponding parameters in PyTHia 8. The SCALE
uncertainty is estimated jointly with the ISR uncertainty. The PDFalphas uncertainty is estimated
by the same procedure as that for the signal processes.

Table 4.13 outlines the relative in the SR with respect to the Z + hf CR. The ones that are
correlated with shape uncertainties are marked in ‘Has shape’, whose shape variations on the dis-

tributions of various MVA scores are illustrated in Figure 4.23.

Table 4.13: Summary of the relative normalisation uncertainties on &/ x € of tf simulated samples
in the SR with respect to the Z +h f CR. The abbreviations for source of uncertainties are explained
in the text.

Source of uncertainty Relative Uncertainty Has shape

ME 3.7% J
PS 2.2% J
ISR 0.30% J
FSR 1.9% J
PDFalphas 0.011%

4.4.2.4 Theoretical uncertainty of other backgrounds

The other background simulated samples in consideration of theoretical uncertainties are single top-
quark, single Higgs boson, Z+1 f, W+jets, VV. Uncertainties on the cross sections for normalisation
are considered for all these processes, as listed in Table 4.14. Single top-quark and single Higgs
boson, the uncertainties on & x € are estimated in the SR. Branching ratio uncertainties on H — bb
and H — 77 are considered for the single Higgs boson processes.

Same generators are used to generate the single top-quark and top-quark pair processes. Hence,
the of x e uncertainties are derived using the same approach. They are only derived for the Wt pro-
duction channel as the contributions of s-channel and t-channel is negligible in the SR. According
to Ref. [159], an additional uncertainty needs to be considered for the methods that are used to
calculate the interference between the LO diagram of tf and the NLO diagram of the Wt-channel
of single top-quark in the generator (Top_Interference uncertainty). The recommended way is
to estimate the uncertainty by the difference between the Diagram Removal (DR) and Diagram
Subtraction (DS) methods [160]. This uncertainty is the dominant uncertainty for single top-quark
modelling. It is found that only Top_Interference uncertainty has shape effects on the MVA

scores, and it can be parameterized by the transverse momentum of bb system pf’rb and propa-
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Figure 4.23: Shape variations of the uncertainties on non-resonant HH BDT, resonant HH PNN
with my = 300, 500 and 1000 GeV for tt simulated samples in SR. The distributions are normalised
to unit integral to visualise the shape variations. The hatched areas are the statistical uncertainty
of the baseline ¢ simulated samples. Solid and dashed lines stand for 1o up and down variations.
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Table 4.14: Uncertainties on the cross sections for normalisation are considered for various pro-
cesses.

Process Relative Uncertainty
Single top-quark (Wt-channel) 5.4%

Single top-quark (s-channel) 3.7%

Single top-quark (t-channel) 4.2%

Single Higgs boson (ggF) +3.2%(PDF and ) + 3.9(Scale)
Single Higgs boson (VBF) +2.1%(PDF and a5)9:3%(Scale)

Single Higgs boson (qq — ZH)  +1.9%(PDF and ag)*)27%(Scale)
Single Higgs boson (gg — ZH)  +2.4%(PDF and ag)*757(Scale)

Single Higgs boson (WH) +1.9%(PDF and a5)*057(Scale)
Single Higgs boson (ttH) +3.6%(PDF and as)fg:%‘j(Scale)
Z+1f 5.0%
Wjets 5.0%
VvV 6.0%

gated to the MVA scores. The parametrization and shape variation of the Top_Interference
uncertainty on MVA scores are shown in Figure 4.24. Normalisation uncertainties are summarised
in Table 4.15.

Table 4.15: Summary of the normalisation uncertainties on & x € of the Wt production channel
of single top-quark simulated samples in the SR. The abbreviations for source of uncertainties are
explained in the text.

Source of uncertainty Relative Uncertainty Has shape

Top_Interference 27% Vv
ME 4.9%
PS 16%
ISR i
For Bt
PDFalphas 3.2%

For the single Higgs boson processes that have major contribution to the SR, the &/ x € uncer-
tainties are evaluated in the similar way as above. These processes include ZH and tfH. Besides,
to account for the difficulty in the modelling of single Higgs boson processes produced with heavy-
flavour jets initiated from radiations [161, 162], a 100% uncertainty is applied to ggF, VBF and
W H single Higgs productions where the Higgs boson decays to 7-leptons (HF uncertainty). All the
& x € uncertainties are found to only have normalisation effect, the magnitudes are summarised
in Table 4.16.

For the rest of the processes, their contributions are so minor that are not feasible to estimated
in the bbrt7~ SR, instead, the uncertainties are learned from the estimation in VH(H — bb) analy-

sis [163]. The values are listed in Table 4.17, only normalisation effect is considered.
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Figure 4.24: Parameterization of the Top_Interference uncertainty in the Wt production chan-
nel of single top-quark simulated samples in the SR using pffb variable (a). The parameterized
uncertainty is propagated to Non-resonant HH BDT and PNN at various mys in (b), (¢) and (d).
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Table 4.16: Summary of the normalisation uncertainties on &/ x € of the single Higgs boson simu-
lated samples in the SR. The abbreviations for source of uncertainties are explained in the text.

Process Source Relative Uncertainty
ggF, VBF, WH with H — 77 HF 100%
PS 5.6%
ZH,H — 11 SCALE 2.6%
PDFalphas 1.0%
PS 12%
ZH,H — bb SCALE 1.8%
PDFalphas 1.0%
ME 3.3%
FH PS 1.1%
FSR iy
SCALE 1.0%

Table 4.17: Summary of the normalisation uncertainties on &/ x € of the simulated samples of
various minor background processes in the SR. The values are from the estimation in VH(H — bb)
analysis [163]. The abbreviations for source of uncertainties are explained in the text.

Process Relative Uncertainty
Single top-quark (s-channel) 20%
Single top-quark (t-channel) 20%
Wjets 50%
Z+I1f 23%
ww 25%
zZZ 26%

wZzZ 20%
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4.5 Statistical analysis

Distributions of the output scores of MVA algorithms are used in the procedure in determining
the signal strength and performing other statistical interpretations, as the high MVA score regions
efficiently locate the areas that are sensitive to the presence of signal processes. The MVA score
distributions are binned following the descriptions in Section 4.2.4.4 such that the number of bins
and statistics in each bin are controlled to ensure numerical stability of the minimization programs
used in maximum likelihood parameter estimation and the validity of the asymptotic approximation
(see Section 4.5.2), and simultaneously, to achieve close to optimal sensitivity of searching signals.
The MVA score distributions in the chosen binnings are demonstrated in Figure 4.25. The my,
distribution of the Z + hf CR is used to control the normalisation of Z + h f and tt background, as
discussed in Section 4.3.1. It is combined with the SR in the analysis.

Each bin of the distributions are treated as counting experiments that are described by Poisson
random processes. The (nuisance) parameters are constrained by random distributions that relate
to the auxiliary measurements on the corresponding systematic uncertainties. The probability den-
sity functions (p.d. fs) are built based on the predictions of the signal and background components
simulated as discussed in Section 4.1 and Section 4.3, and the uncertainties in Section 4.4. Conse-

quently, the likelihood model is constructed by the product of the p.d. fs.

4.5.1 Likelihood function

According to the introduction above, the likelihood function constructed from the SR and Z + h f

CR can be schematically written as
"
L, 0) =] s &) [ T o™ (a3 60), (4.13)
i a

where i is the index of the counting experiment in the i-th bin and a is the index of the auxiliary
measurement on the systematic uncertainty related to the a-th nuisance parameter. Each ingredient
in Equation (4.13) is elaborated in the following.

The likelihood £ is in terms of parameters p and 8, where p is the parameter of interest (POI)
that measures the normalisation of the magnitude of signal known as the signal strength, and 0 is
the nuisance parameters (NPs) that parametrise the impacts of the systematic uncertainties. The
set of NPs consist of y, which relates to the normalisation of the background processes, y which
relates to the statistical uncertainties of the simulated samples and a which relates to the other

systematic uncertainties, i.e.
0 ={,y,at. (4.14)

More details about their roles in the likelihood function are introduced in the next paragraphs.

The nuisance parameters can be profiled out by maximising & (u, 6) with a fixed value of p. The
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Figure 4.25: Distributions of the BDT score for the non-resonant HH search and PNN evaluated at
my = 300,500,800,1000,1600, by which the likelihood functions are constructed. The cross section
of non-resonant HH signal is scaled to the SM value while those of the resonant X — HH signals
are scaled to 1 pb, and they are further scaled by the numbers shown in the legend. In the lower
panel, the ratio of data and the total background prediction is displayed in black dots. The hatched
area indicates the total systematic uncertainty of the backgrounds.
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maximum likelihood estimators of  given a fixed y can be written as

A

0, = arg meax 2,0, (4.15)

where p in the subscripts indicates that the value of 4 is fixed in the evaluation of the estimators.
This results in a likelihood in the form of £ (g, éu)’ which is called a profile likelihood. It is a
function only about the parameter u that are interesting to our analysis. A mathematical review on
the principles of profile likelihood functions can be found in Ref. [164].

In the construction of the likelihood function, the p.d.fs are separated into two categories to
illustrate that they are defined by different approaches in an experimental point of view. In the first
part, p; describes the probability distribution of the counting experiment in the i-th bin. It follows
the Poisson p.d.f!7,

i 1. y.) = Potsson(m [ 5@) + 3 wBu@)] ). (4.16)
b

where n; 1s the random number of events; S; stands for the expected number of signal events; By,

stands for the expected number of background events of b process '5.

1119

Uy 1s the normalisation
factor of background b, which only exists if b is Z + hf or tt 7. y; is motivated by the Beeston-
Barlow technique [165] that provides an approach to consider the statistical uncertainties of the
simulated samples in the likelihood function. The original Beeston-Barlow method assigns a y for
each process and bin. A simplified version is used in HISTFACTORY where y is assigned per bin to
account for the total statistical uncertainty of all processes. Note that y; is not applied to the signals
because the statistical uncertainties on signals are known to be negligible.

In the second part, the probability distribution of the auxiliary experiments related to the a-

th nuisance parameter 6, is described by pf,l

uiliary =y auxiliary experiments are the dedicated
measurements that estimate the effect of the systematic uncertainties, which can be parameterized
by the corresponding nuisance parameters such that the effect can be interpolated from the esti-
mated case (considered as +1o variation) to the nominal case (no variation). Default interpolation
algorithms described in [166] are employed.

Strictly, the full probability distributions of the auxiliary experiments, or in other words, the full
likelihood functions of the nuisance parameters need to be included. However, this is usually un-
workable because there are many auxiliary experiments, for instance, to measure detector response
in ATLAS. As a good approximation, one can assume that if the auxiliary experiment is repeated
many times, the maximum likelihood estimators (the measured value) of the nuisance parameters

uxiliary
(mg;

will follow a certain distribution pZ 0,). The distribution measures the probability dis-

tribution of the randomly fluctuated measurement of 6,, denoting as m,. The best-fit value éa of

—y

7 poisson(n; v) = ‘r'l—':e
Beg. b=2Z+hf
“The same parameter is applied on true-g,,4 and fake-z;,4 t processes.
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auxiliary experiment is considered to be the true value of 6,.

Two kinds of auxiliary experiments are involved in the likelihood function in the analyses of
this thesis. The same concept is widely used in ATLAS physical analyses. A detailed explanation
is provided below. The first one measures the statistical uncertainty of the simulated samples.
If the +10 relative statistical uncertainty in the i-th bin is §;, defining 7; = 1/§; and considering
the generations of samples as auxiliary experiments, the measurement of 72 — random variable m;

should follow a Poisson distribution
Poisson(my; y;7;), 4.17)

where y; is the nuisance parameter introduced by Beeston-Barlow method that parametrise the
uncertainty, whose true value is 1; 7; is a constant that equals to the inverse of +10 relative statistical
uncertainty, i.e., 7; = 1/8;. Equation (4.17) is called a Poisson constrain term in the sense that the

auxiliary measurement constrains the estimation of y.

The second one relates to the other source of systematic uncertainties, whose effect is param-
eterized by a. For instance, in an auxiliary measurement of observable O, §(«) are the measured
relative uncertainties parameterized by « (by some interpolation algorithm), where & = +1 cor-
responds to the +1c variation 8 and |§| = |8(a = 1)| 0. Therefore, the true value © can be
parameterized by «

O(a) = (1 + ()0, (4.18)

where O, is a constant. So the 1o variance is §0, and the measured value of O(«) is O(«,,), where
o, denotes the measured value of . It is a good approximation that by repeating the auxiliary

measurement many times, O(«,,) follows Gaussian distribution

| [0(am) — 6(@)P

J27(86,)? =P 2(56,)*

Furthermore, § - « is a good approximation of §(«) for the piecewise linear and exponential inter-

Gaussian(O(ay,); O(a),60,) = (4.19)

polations that are used. It is valid to scale the observable by a factor of 1/50, and substitute O(«a)
with Equation (4.18) and the approximation §(a) = - «, i.e.,
Scal
O, 22 /0

Scale

0, —>1/8 + a, (4.20)

Scal
@£1/5+a.

20The variation is assume to be symmetric in the +1o directions in this example. The interpolation can handle asymmetric cases
and this example can be generalised to that case.
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Consequently, after the scaling, Equation (4.19) can be written as
Gaussian(O(a,,); 0(a),50,) = 1 ex [—M] (4.21)
m/» s C m p 2 b .

which can be denoted as Gaussian(ay,; a, 1), known as the Gaussian constrain term.

In summary, by integrating all the ingredients into Equation (4.13), the likelihood function can

be expressed as

LAy, v, a}) = H Poisson(ni; yi[,uSi(a) + Z ,ubBbi(a)])
i b
X H Poisson(m;; yi7;) (4.22)

X | | Gaussian(oy, 4; &g, 1),
a

where the functional forms of S;(a) and By;() are determined by the interpolation algorithms in
use.

The software implementation of the likelihood function is powered by HisTFACTORY [166].
The function minimisation in the likelihood fit (maximum likelihood estimation) is executed by

MINUIT [167], which provides the best-fit values and confidence intervals for the parameters.

4.5.2 Statistical interpretation

The result of a search for new phenomena can be statistically interpreted from two aspects. One
of them quantifies the significance level (Z) of observing the new phenomenon. Translating into
the terminology of frequentist hypothesis test, in the context of the analyses in this thesis, the null
hypothesis (Hy) where only background is expected is tested against the alternative hypothesis

(Hp) where a certain amount of signal is expected, measured by signal strength 1, i.e.,

Hy:p=0 (4.23)

Hy @ p=pa,

where p14 1s the hypothetical (positive) signal strength by Hs. Rejecting the background-only
hypothesis is one of the most recognizable standard to claim the discovery of a new phenomenon,
which corresponds to a p-value of 2.87 - 1077 and a significance level Z of 5, known as the 50
metric. Here p-value is converted to Z by the quantile of a normal distribution, Z = ®~!(1 - p), in
which @ is the cumulative distribution function (c.d.f.) of the normal distribution. The p-value and
significance derived in this way is dedicated to a single signal point. In the case that the searching
space is a range, they are named as local p-value (p'°°) and local significance (Z1°°). To consider

the probability of seeing an excess anywhere in the search range, global p-value (pgl"b') need to be
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calculated, and the corresponding significance is called global significance (Z glob.) “Since a wide
range of signal space is considered, p&l°P- is always higher than p°¢@! (i.e. Z&0b- < zlocaly Thjg js
known as look elsewhere effect [168]. The global p-value is defined by the p.d.f of the maximum

local significance (f (Zlocalyy of the full search range

+o0

pot = | ks azi (429)

‘max,obs.

where zlocal

max,obs, 15 the observed maximum local significance.

The other one aims to set an upper limit on the parameter of interest, which is p in this context.
In this case, the null hypothesis expects a certain amount of signal, which is tested against the

alternative hypothesis that expects less signal. It can be expressed as

HO U= (425)
Hyp :op < pyp.

To find the upper limit of p at a specified confidence-level, which is often set to 95% by ATLAS
convention, we scan various null hypotheses H, with various values of 4, to find a upper bound
pgp, such that for all Hy with g less than ,u(l)lp, the p-value calculated by the CL; technique [169]
satisfies p; < 1 — CL;. The CL, technique provides a way to interpret the problem as a test on
the signal-only null hypothesis, instead of a test of the background+signal hypothesis. The latter
causes issue when the background contamination is high. Suppose the test statistic of the problem
is t, and its distributions under signal+background and background-only hypotheses are t,,; and

t,, respectively. Given an observed ¢, denoted as ¢, the corresponding p-values are

P = | towsdt = CL (4.26)

fobs

pb=1—J tbthI—CLb.
t,

obs

To approach a test on signal-only, CL, is defined by the conditional probability

Ps = Ptsip > tobslty > tobs)

= ps+b/(1 = pp) (4.27)
CL
_ s+b — CLS.
CL,

The profile likelihood ratio test statistic is used, which generalises the application of Neyman-
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Pearson lemma to the case in which nuisance parameters are involved. It is

=—-2InA,=-2In —, (4.28)

where the numerator inside the logarithm is the profile likelihood in which é is equivalent to the 0 u
that was introduced in Equation (4.15) 2!; the denominator is the maximum likelihood in which /i
and 0 are the estimators of p and 0, respectively. By definition, larger value of ¢, stands for stronger
inconsistency between the prediction of the hypothesis and the observed data. Considering that the
signal has a positive contribution, ¢, is defined in the following form, denoting as fﬂ to distinguish
from the common case,

g(y,é) N
. -2 h’l — H 2 0
= —2In}, = (9
—2In —3(‘”’?)
Z(0,0)

(4.29)
[a<0.

The test statistics used in the statistical interpretations of this thesis are detailed in Ref. [142],
where the test of background-only hypothesis is stated as the problem of discover a positive signal,
and the test of signal using CL; technique is stated as the problem of setting upper limits. In the

discovery of a positive signal, the test statistic is denoted as gy = 1, i.e.,

. 200 -
—2In A0 >0 —21In - >0
9 = @ =20 vGé) " (4.30)
0 p<o (o [i <0,
while in the setting of upper limits, that is denoted as g, which is
L)
y n = <0
o A—emid, p<u 5"(0’3)
0 a>p Z(19)
0 a> .

The p-value of the test is determined by the p.d.f (equivalently, c.d.f.) of the test statistics, re-
ferred to as f(#,|p’), which indicates the p.d.f of test statistic ¢, under the hypothesis H” : p = p/’.
Accordingly, the significance Z and the upper limit ,u(l)lp at 95% confidence-level (CL,) can be de-
rived following the procedure mentioned above. The p.d.f of the test statistics can be sampled by
randomly generating pseudo experiments, which can be very computationally expensive. How-
ever, it can also be approximately described by simple analytical functions studied in Ref. [142],
based on the asymptotic approximation theorems established by Wilks [170] and Wald [171]. The

approximation can only be used when the approximation is good enough, which is guaranteed by

2'Here we adapt to the notation in [142]
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the binning algorithm in this analysis. Here we only show the generic p.d.f for z,. That is

1 1 1 1
t ) = ———[exp(==(Jt, + VA)?) + exp(—=(Jt, — VA)?)], 4.32
which is a non-central chi-square distribution with one degree of freedom, where A is the non-

centrality parameter
_ =y

A TR

(4.33)

o
where o is the variance of the maximum likelihood estimator ji. The asymptotic p.d.f(c.d.f.)
of Equation (4.30) and Equation (4.31) can be found in [142] (Chapter 3).

The statistical interpolations discussed above are related to the observed results. The expected
results are evaluated on an imaginary sample called ‘Asimov dataset’ which is made artificially
from the prediction. Hence, the parameter estimations performed on this dataset will obtain the
true values of the parameters. Using the Asimov dataset produced with a specified p, one can find
the median significance of signal with strength of p and claim it as the sensitivity of discovering
a positive signal. In the case of setting limit, using the Asimov dataset produced with p = 0, the
median and +1/20 (from Gaussian confidence intervals) upper limits can be scanned, these can be

interpreted as the expected upper limits and the variations of the expected upper limits.

4.6 Results

This section shows the final results of the 7,,47,,4 decay channel, after performing the likelihood
fits (post-fit results). As comprehensively discussed in Section 4.5.1, the likelihood model includes
the SR (of 7j,47haq) and the Z + hf CR. The signal strength y is the parameter of interest and all
other parameters are considered as nuisance parameters. The signal strength can be translated into
physical cross sections by

p = Tmes, (4.34)
o

where 0,0, 1S the cross section to be measured and o is the cross section that normalises the signal
template.

Although the SR events are the same in the searches for different non-resonant and resonant
signals, various MVA score distributions are used in the construction of the likelihood functions.
Therefore, likelihood fit is performed for each search.

Table 4.18 shows the expected number of events after the likelihood fit based on the non-
resonant BDT score under the background-only hypothesis in the inclusive signal region and in
the highest two BDT score bins, referred to as 1% and ond highest bins. These bins are expected
to bring major contributes to the sensitivity. The post-fit number of events are very close in non-
resonance and resonance searches. The results are interpreted into CL-based upper limits on the

HH production cross section. The methodology is described in Section 4.5.2.
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Table 4.18: Post-fit expected event yields and uncertainties of signal and background processes in
the inclusive SR and in the 1% and 2" highest BDT score bins. The likelihood fit is performed
on non-resonant BDT score distribution in the SR and the my, distribution in the Z + hf CR under
background-only hypothesis. Due to correlations of the uncertainties on the backgrounds, the
uncertainties on each background process can be larger than the total background uncertainty.

Process Inclusive SR 2" Highest 15t Highest
Z - trt+hf 1500 £ 160 5.9+ 0.89 2.2+041
True-ty,q tF 3000 + 170 2.3 + 0.40 0.54 +£0.11
Fake-1y,q tt 2100 + 200 2.5+ 0.43 0.28 + 0.067
Multi-jet 1300 + 137 1.5+ 0.40 0.48 +0.17
Single Higgs boson 65+ 12 2.6 £ 0.65 1.7 £ 0.45
Single top-quark 230 £ 68 0.36 £ 0.29 0.34 £ 0.20
Other backgrounds 200 + 34 1.2 £0.31 0.43 £0.11
Total background 8400 + 90 16 + 1.6 6.0+ 0.8
Data 8400 15 8

SM ggF HH 5.0+ 0.84 0.87 £ 0.15 1.5+0.25
SM VBF HH 0.15+0.012 0.017 £0.0014 0.021 £ 0.0016

The difference between the searches for individual signals are embodied in the MVA models
that are used to optimise in particular for that signal process. The distributions of the MVA input
variables and the exemplary MVA output scores are illustrated in Figure 4.26 and Figure 4.27-
4.29, including the BDT score for the non-resonant HH search and PNN evaluated at various mass
points for the resonant X — HH search, where the event yields and uncertainties are obtained from
the corresponding likelihood fits under background-only hypothesis. The distribution of data is
compatible with the prediction of background-only hypothesis, except for the highest PNN score
bins in the search for resonant X — HH with my = 900 and 1000 GeV. For these two mass
hypothesis, the distributions of the PNN input variables of the events in the highest PNN score

bins are shown in Figure 4.30 and 4.31 to visualise the excess.

The impact of different sources of uncertainties is evaluated by likelihood fits to data under
signal + background hypothesis. The relative contribution of each source is shown in Table 4.19,
for non-resonant HH and resonant X — HH at various mass points. The statistical uncertainty
of data dominates the uncertainty. Theoretical uncertainty in single Higgs boson and SM HH are
more important in the non-resonant HH case. Experimental and fake-zj,,q4 background estimation

uncertainties impact more on the lower mass points of resonant X — HH.

4.6.1 Results in the search for non-resonant HH production

In the non-resonant search, the observed (expected) upper limit on the signal strength of SM HH
at 95% confidence-level (CL) is 5.0 (4.4). As the baseline signal is the SM HH production via



4.6 RESULTS 109
P e s o B B o e
= C_ _ _ 1 ¢ Data _7
3000 = =
E E S\/FR 13 TeV, L =139 fb Em z-teh ]
r [ True-IhadtI ]
2500{— [ FakeT,, ]
C m Multi-jet J
r ] Others ]
2000~ [ Single Higgs —
---  Pre-itBkg.
C -++-100. X SMHH
1500~ 77 Uncertainty —]
1000~ —
500F —
L < bio—ole—ol
T | q
o ) 4 7 P
= 1] W{/)/%WW / //
© Z
o 0.8 R “ l
0 200 400 600 800 1000 1200 1400 1600 1800
m,,, [GeV]
P R B R AR B L R @ R T T
S 1200 (s = - -1 ¢ Data _| S 5000 (s = _ 1 ‘. Data 7
g — Vs=13TeV,L=1391b Bz weni ] 5 8 Vs=13TeV,L=1391fb TR TE
w r SR T Truet ff ] W 3800 SR C1 Truet, tt—
1000 — — Fake-rhadﬁ% C — Fake-rhadtf 3
r m Multi-jet | 1600[— = Multi-jet —|
L ! ! (] Others | 1400i - [} Others _J
800|— 4 [ Single Higgs — = [ Single Higgs J
C --- PrefitBkg. ] 1200 --- Pre-fit Bkg.
L - -++-100. X SMHH ] E - -++-100. X SMHH 7
600[— R 77 Uncertainty —| 1000— L2 - 77 Uncertainty —
400/—
200/—
5 : . : . T . T ‘, . e 5 . T ‘ . ‘ 1
& 1.2 2/ ] i 1.2 . ) T + / ]
~ 2 ~ Yy /
5 i WWMM/WM{W /////(//( % : g WA A W ) :
O 08 * ! 5 o o8 1 |
0 50 100 150 200 250 300 350 400 450 500 0 100 200 300 200 500
m,, [GeV] mc [GeV]
@ e o o o e o oSS @ 14Q0CTTTTTTT T T e
1600{— —
c [ _ _ -1 . Data c - — _ -1 L] Data |
g E Vs=13TeV,L=1391fb Bz ahf ] 5 E Vs=13TeV,L =139 fb B - wehi ]
W 1400 SR 0 True,,, & W 1200/ SR ] Truet,, f—
r [0 Fakettt o L __, [0 Fake-t  tt |
1200— = Multi-jet —| 1000/ = Multi-jet_7
E e, Il Others ] [ m Others -
1000/— .y ' [] Single Higgs 7 r [ Single Higgs 7
F ---  Pre-fitBkg. 7 800{— ---  Pre-fit Bkg. —
800~ -=-100. X SM HH r -++-100. X SMHH ]
- 77 Uncertainty - 600 %7 Uncertainty —
600F E
400
400 -
200 200
T 3 IAE
< l ¢ & ] . + ! ]
% 1 ////‘%//‘WMMW%&”/{///////‘////I//W% /// % " gk ; + %/%
la} 0.8 la}

ol by

0 05 1 185 2 25 3 35 4 45

AR, b)

AR(T, 1)

Figure 4.26: Distributions of input variables for MVA after the background-only-hypothesis like-
lihood fit. The non-resonant ggF+VBF HH signal is scaled by a factor of 100 with respected to its
cross section. In the lower panel, the ratio of data and the total background prediction is displayed

in black dots. The hatched area indicates the total systematic uncertainty of the backgrounds.
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Table 4.19: Breakdown of the relative contribution of different sources of uncertainties in the best-
fit signal strength determined by the likelihood fit, for non-resonant HH and resonant X — HH
at various mass points. The percentage contributions are obtained by letting out a particular group
of nuisance parameters in the likelihood fit and subtracting the obtained uncertainty in the best-fit
signal strength in quadrature from the total uncertainty, and then dividing the difference by the total
uncertainty. The sum in quadrature of the individual components differs from the total uncertainty
due to correlations between the groups of uncertainties. The best-fit value and uncertainties of the
signal strength is shown in the last row, the resonant X — HH events are normalised with respect
to a cross section of 1 pb.

Source of uncertainty

Non-resonant HH

Resonant X - HH

300 GeV 500 GeV 1000 GeV
Data statistical 87% 81% 94% 93%
Systematic 50% 58% 35% 36%
Z + HF normalisation 3% 4% 6% 2%
tf normalisation 4% 4% 6% 5%
MC statistical 24% 36% 25% 13%
Experimental 14% 25% 10% 16%
Jet/ET" 8% 20% 7% 1%
b-tagging 5% 10% 3% 7%
Thad 6% 8% 6% 13%
Others 3% 4% 3% 5%
Background estimation 8% 17% 4% 6%
Multi-jet 4% 4% 2% 1%
Fake-r,,q4 tt 7% 16% 3% 6%
Theoretical 38% 28% 19% 29%
Z+hf 7% 15% 9% 12%
tt 5% 17% 4% 4%
Single top-quark 7% 2% 5% 2%
Single Higgs boson 24% 17% 14% 25%
Other backgrounds 5% 4% 5% 7%
Signal 27% 17% 9% 22%
Best-fit 1 + g, 0.71 +£1.8 0.12 +£0.38 0.0064 +0.021 0.023 £0.011
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Figure 4.27: Distributions of the BDT score for the non-resonant HH search after the background-
only-hypothesis likelihood fit. The signal is scaled by a factor of 100 with respected to the SM
cross section. In the lower panel, the ratio of data and the total background prediction is displayed
in black dots. The hatched area indicates the total systematic uncertainty of the backgrounds.

ggF and VBF, the observed (expected) upper limit on the SM HH production cross section 22 at
95% CL is 150 fb (130 tb). Together with the expected upper limit under +1, 2-¢ variations, the
numbers are summarised in Table 4.20. The observed upper limits are found to be compatible with

the expected within 1o variation.

Table 4.20: Observed and expected upper limits on the SM HH signal strength p and production
cross section apry. The expected limits under +1, 2-o variations are also listed.

Observed —20 —1o0 Expected 1o 20

95% upper limits on y 5.0 24 32 4.4 6.2 8.2
95% upper limits on O’E% [fb] 150 70 95 130 180 240

4.6.2 Results in the search for resonant X — HH production

In the search for resonant X — HH production, upper limits are set on the cross section of gg —
X — HH at 95% CL for each mass hypothesis of the narrow-width scalar particle. The observed
and expected upper limits, as well as the +£1, 2-¢ variations on the expected limits are visualised

as a function of my in Figure 4.32, where the values are summarised in Table 4.21. Just as the

22To obtain the upper limit on the cross section, the uncertainties in the theoretical calculation of SM HH cross section, by which
the number of SM HH signal events are normalised, is not considered.
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Figure 4.28: Distributions of the PNN evaluated at my = 300-800 GeV for the resonant X - HH
search after the corresponding background-only-hypothesis likelihood fits. The cross section of
the resonant HH signal is assumed to be 1 pb, and the signals are scaled by a factor of 0.1. In the
lower panel, the ratio of data and the total background prediction is displayed in black dots. The
hatched area indicates the total systematic uncertainty of the backgrounds.
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Figure 4.29: Distributions of the PNN evaluated at my = 900-1600 GeV for the resonant X - HH
search after the corresponding background-only-hypothesis likelihood fits. The cross section of
the resonant HH signal is assumed to be 1 pb, and the signals are scaled by a factor of 0.1. In the
lower panel, the ratio of data and the total background prediction is displayed in black dots. The
hatched area indicates the total systematic uncertainty of the backgrounds.
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Figure 4.30: Distributions of input variables for MVA after the background-only-hypothesis like-
lihood fit, in the highest PNN(mx=900 GeV) bin. The cross section of the resonant HH signal is
assumed to be 1 pb, and the signals are scaled by a factor of 0.01. In the lower panel, the ratio of
data and the total background prediction is displayed in black dots. The hatched area indicates the
total systematic uncertainty of the backgrounds.
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Figure 4.31: Distributions of input variables for MVA after the background-only-hypothesis like-
lihood fit, in the highest PNN(mx=1000 GeV) bin. The cross section of the resonant HH signal is
assumed to be 1 pb, and the signals are scaled by a factor of 0.01. In the lower panel, the ratio of
data and the total background prediction is displayed in black dots. The hatched area indicates the

total systematic uncertainty of the backgrounds.
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patterns in the comparison of the MVA output distributions of data and background prediction,
the observed upper limits are compatible with the expected upper limits for the searches of all
mass points except for 900 GeV and 1000 GeV, where the observed limits are larger than the +20
expected limits. In fact, a wide excess of upper limits on the X — HH production is observed at
my from 700 GeV to 1200 GeV.

LIRS B B N B Y N N N Y N N B Y N B B N B B B

B —— Observed
1088 e Expected
[ ] Expected +lo
[ ] Expected +20

102

10
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95% CL limits on o (pp - X — HH) [fb]

Figure 4.32: Observed (solid line) and expected (dashed line) upper limits on the cross section
of gg = X — HH at 95% CL in the search for resonant Higgs boson pair production via a
narrow-width scalar particle (X) as a function of my. The markers indicate that the upper limits
are calculated based on the signal templates generated by simulated samples with the corresponding
mass. The intermediate upper limits are linearly interpolated. The green and yellow bands stand
for the +1, 2-¢0 variations on the expected limits, respectively.

4.6.3 Checks on the excess

This wide excess is expected if the X — HH signal with my equal 900 GeV or 1000 GeV exists.
This is checked in Figure 4.33, where the limits are calculated by replacing the real dataset with
the Asimov dataset build under the signal+background (S+B) prediction with the cross section of
the signal set to the corresponding expected upper limits. The pattern originates from the fact that
the same events are used for the statistical interpretation of the searches for all mass points. This
approach brings correlated fluctuations of events between different mass points. The correlation
effect is stronger for the events in the high PNN score region, where the number of events is lower
and the same events are likely to be selected by the PNNs evaluated with nearby masses, especially
for the high mass PNNs. As demonstrated in Figure 4.34, the PNN500 selects events with myy
close to 500 GeV, while PNN1000 treats all events with high myp as signal-like events.

The results on the search for resonant X — HH production are also interpreted into the sig-
nificance of discovering a new signal. Local and global significances are derived following the

procedure introduced in Section 4.5.2. Figure 4.35 depicts the local p-value of the background-
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Table 4.21: Summary of the observed and expected upper limits, as well as the expected upper
limits under +1, 2-¢ variations on the cross section of gg — X — HH at 95% CL in the search for
resonant Higgs boson pair production via a narrow-width scalar particle (X) of various my.

95% CL upper limits on o,,_, x_, gy [fb]

my [GeV] Observed —20 —lo Expegfed i 20
251 970 270 360 490 690 920
260 1600 560 750 1000 1500 1900
280 890 560 750 1000 1400 1900
300 900 430 570 800 1100 1500
325 430 290 380 530 740 990
350 260 220 290 400 560 750
375 150 130 170 240 330 440
400 100 85 110 160 220 300
450 62 41 55 77 107 140
500 56 28 38 52 73 98
550 26 21 28 40 55 74
600 27 17 23 32 45 60
700 32 13 17 24 33 45
800 33 11 15 20 28 38
900 42 9.8 13 18 25 34
1000 44 9.6 13 18 25 33
1100 36 11 14 20 28 37
1200 35 12 16 22 30 41
1400 35 17 23 31 44 58
1600 38 25 34 47 65 87
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Figure 4.33: Observed (black solid) and expected (black dashed) upper limits on the cross section
of gg = X — HH at 95% CL in the search for resonant Higgs boson pair production via a narrow-
width scalar particle (X) as a function of my. And the expected upper limits if X — HH signal
with my equal 900 GeV (purple dashed) or 1000 GeV (cyan dashed) exists. The resonant signals
are assumed to have cross sections equal to the upper limits.
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Figure 4.34: Two-dimensional distribution of PNN score and myy on data sample. The high
PNNS500 (a) and PNN1000 (b) score region are shown. The colour and number indicate the number
of events.

only hypothesis, as a function of the mass of the scalar particle X, where the 14 significances
are indicated in orange horizontal lines. The most significance excess is at the mass hypotheses of
my = 1000 GeV, with a local significance of 2.80 and a global significance of 1.7 £ 0.02.

In the derivation of the global significance, the distribution of Z19%8! is sampled by generating
10 pseudo experiments. Firstly, one needs to generate pseudo-data in the SR of all mass hypothe-
ses. The pseudo-data follows the distribution predicted by the background-only hypothesis. The
goal is to find the joint distribution of the counting experiments of all mass hypotheses (PNN
score bins) while preserving the correlation between different counting experiments. Based on the
Sklar’s theorem [172], the joint distribution can be expressed in terms of its marginals and a cop-
ula C. The copula is a multivariate cumulative distribution function (c.d.f), in which each variable

(Uy,Us, ..., Uy) has a uniform marginal p.d.f on [0, 1]. It can be written as
C(u) = PrlU; <uy,Uy < uy, ..., Uy < uyl. (4.35)

The copula is a useful tool to describe the correlation between random variables. Pseudo-data can

be generated given a certain copula [173]. A Gaussian copula is used in this analysis. It is
CR™(w) = DR (uy), ..., D (uy)), (4.36)

where R is the input correlation matrix R € [—1, 1194 the @ g 1s the c.d.f of the multivariate normal
distribution with covariance matrix equals to the correlation matrix R, and &~ ! is the inverse c.d.f of
normal distribution. The correlation matrix R can be estimated based on the expected backgrounds.

For Poisson counting experiments i and j with parameters 4; and 4; set to the post-fit 23 expected

BLikelihood fit based on non-resonant HH BDT and background-only hypothesis.
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number of background event, and random variables X; and Xj, the correlation coefficient of X; and

Xj can be derived as
Ain j

S wh

where A;,; is the parameter of the Poisson counting experiment for the overlapped events between

(4.37)

i and j. The correlation coefficient between any pair of mass hypotheses and PNN score bins can
be calculated, the covariance matrix R is thus formed, part of R is shown in Figure B.10. Once
the Gaussian copula is constructed, a vector uniformly distributed random variables (Uy, Us, ..., Uy)

can be generated. Then the pseudo-data can be constructed by
(X1, Xo .., Xg) = (FT LU, By H(Wy), ..., Ey H(UY)), (4.38)

where F! are the inverse c.d.f of the desired p.d.f, which is Poisson counting p.d.f of that bin.
For the ZCR, a bootstrap method [174] is used to generate the pseudo-data (see Appendix B.4).
The observables correspond to the auxiliary experiments are also resampled randomly according
to their constrain terms, and the fluctuations of these observables are correlated between different
mass hypotheses by the bootstrap method. The same background and signal templates are used to
calculate the local significances for each pseudo-experiment. Finally, the distribution of Zrlr?g,?l is
sampled and Z glob. 5 derived by Equation (4.24), as shown in Figure 4.36. The quoted uncertainty

of Z&°b i due to the finite number of pseudo-experiments.
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Figure 4.35: P-value of the background-only hypothesis in the search for resonant Higgs boson
pair production via a narrow-width scalar particle (X) as a function of my. The markers indicate
that the p-values derived based on the signal templates generated by simulated samples with the
corresponding mass. The intermediate p-values are linearly interpolated. The dashed orange lines
stand for the converted significance of local excess up to 4o.
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Figure 4.36: Distribution of the maximum local significance of 10* pseudo-experiments. The ob-
served maximum local significance (at my = 1000 GeV mass point) is indicated in the red vertical
line. The corresponding global p-value and significance are shown in blue text. The vertical error
bar shows the statistical uncertainty of the pseudo-data.

4.7 Combination of 7h,347had and 7jepThad channels

4.7.1 Overview of 7jep 7154 channel

The results of the full bbrt7~ decay channel are given by combining the results of the 7},547haq and
the 7¢pThaq decay channels. The 7jepth,q channel is very similar as the 7,,47haq channel, but with
one of the r-lepton decaying leptonically. The analysis strategy of this decay channel is outlined
below.

The 7¢pmhaq events are triggered by single-lepton triggers (SLT) or leptontry,q triggers (LTT).
In 7¢p7haq channel, the events are split into these two trigger categories. The criteria to select signal
candidates are identical to those in 7p,47haq channel, but exact one electron or muon and one 7,4
is required instead of two 7j,,4. Furthermore, my,, is required to be less than 150 GeV to reject the

contamination of tf background. The 7j¢p7haq SR selections are as summarises as follows:

* Pass single lepton trigger (denote as SLT, same SET, SMT) or lepton + 7,4 trigger (denote as
LTT, including electron (ETT) and muon (MTT) + 7,4 triggers; For SLT the pr thresholds are
identical to those used in Table 4.6 for Z+h f CR; For LTT the py thresholds are summarised
in Table 4.22;

» Same jet selection as in 7,474 LTT trigger has analogous additional jet requirements as
DTT;

 Exactly one 7ight electron or one Medium muon, plus one Loose t,q;

» Same event-level selections as 7j,,q7haq (€/ ¢ and 7,54 have opposite-sign charges);

 Additional requirement of my;, < 150 GeV to reject ¢t background.
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Table 4.22: The pr thresholds of the lepton + 7,4 triggers in 7jepThaq channel. The online and
offline pr thresholds are displayed outside and inside the brackets. The specific configurations of
the triggers depend on the data-taking period. The form ‘A + B’ indicates p%‘ad + pff (t=e/p).

Trigger Online (Offline) pr threshold [GeV]

ETT 25 (30) + 17 (18)
MTT 25 (30) + 14 (15)

Slightly different binning optimisation algorithms and MVA algorithms are used in this chan-
nel, but the purposes are the same. In the search for non-resonant HH, a deep neural network
(NN) is used to extract the signals, based on input features constructed by the momenta of the final
state objects. Similar composition of backgrounds as the 7,,47h,q channel is expected, however,
the fraction of contribution from the ¢ background is significantly larger in the 7jop7haq channel.
The multi-jet and tf events with 7,4 misidentified by quark/gluon-initiated jets are estimated by a
data-driven method which is similar as the fake factor method discussed in Section 4.3.3. The tt
FFs and the multi-jet FFs are calculated separately. The reweighting of true-tt described in Sec-
tion 4.3.2.1 is applied in the derivation of the FFs. The FF's for fake-1,,4’s from tt and multi-jet are
combined into one FF by a factor called rocp. Nuisance parameters arise from the uncertainties of
this fake-1,4 estimation are summarised in Table 4.23. The contributions of the other background
processes are estimated by simulated samples. The systematic uncertainties are derived following

the same procedure as in the 7j,,47,,4 channel.

Table 4.23: Summary of systematic uncertainties related to fake-ry,4 t# and multi-jet estimations.

Name of uncertainty Description

FFStatTtbar Statistical uncertainty of the tf FFs

FFStatQCD Statistical uncertainty of the multi-jet FFs

Subtraction_bkg Uncertainties in the subtracted background when applying the combined FFs
ttReweighting Total uncertainty of the ¢ reweighting

FFStatrQCD Statistical uncertainty of the rocp

FFVarrQCD Conservative uncertainty that considers the possible variation range (0-0.5) of the rocp

4.7.2 Treatment of tf parameters in the combination

Eventually, the signal regions from the two trigger categories of the 7je, 73,54 channel are integrated
into the likelihood function Equation (4.13). The bins in each SR are added to the counting exper-
iment and the parameters are correlated between two 7jepThad SRS, the 7347had SR and the Z + h f
CR. The correlation of the normalisation factors and nuisance parameters of the ¢t background in
different region needs to be treated with caution, because the kinematics of ¢t are diverse in these
regions. This can be seen from the distribution of the scalar sum of the transverse momentums of
the visible final state objects (St) as depicted in Figure 4.37. It shows that the St of £ in the TjepThag
SRs is softer than the 7,47,,q4 and the Z + Af CR. On the other hand, because a my;, sideband is
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selected in the Z + hf CR, it may also cause differences in the kinematics of tf. Therefore, three

different tf normalisation correlation schemes are tested:

* Correlate all regions (scheme A);
* Decorrelate 7j¢p a4 SRs from other regions (scheme B);

* Decorrelate Z + hf CR from the signal regions (scheme C).

Likelihood fits are performed for each scheme, Table 4.24 summaries the best-fit tf normalisation
factors. Despite the discrepancies in ¢t normalisation factors, the post-fit yields of tf under the three
schemes agree with each other within the total uncertainty of tf. Expected upper limits on non-
resonant and resonant HH production cross sections are also derived based on each scheme, the
results are also found to be compatible with each other. The scheme A is chosen for clarity. Besides,
each nuisance parameter of tf is checked by comparing their best-fit values and 1o intervals between
correlated and uncorrelated scenarios. The tf PS uncertainty shows the largest difference between
TlepThad @Nd ThadThad SRS, as summarised in Table 4.25. Tt is more constrained in the 7jephaq SRS,
especially in the SLT SR. To avoid unduly introducing constraints on the ¢t PS uncertainty, also
considering the different phase spaces and contributions of ¢f in the 7y3qThad and TiepThad SRS, this

nuisance parameter is uncorrelated between the three SRs.
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Figure 4.37: Distribution of the scalar sum of the transverse momentums of the visible final state
objects in different regions.

4.7.3 Combined results

Other technical details about the combined likelihood fit can be found in Appendix B.5.1. Fig-
ure 4.38-4.41 shows the ranking of the nuisance parameters obtained in the non-resonant and
several exemplary resonant likelihood fits to data. The nuisance parameters are ordered by the

impact on the j (expressed as Ap), divided by the confidence interval of i (expressed as Apgot)-
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Table 4.24: Best-fit tt normalisation factors of each scheme. The likelihood fit is performed with
non-resonant likelihood function under background-only hypothesis.

Scheme Normalisation factor fi; + Az
Z+hf CR  7yadthad SR TlepThad LTT SR 7jepthad SLT SR
Scheme A | 0.96 + 0.04
Scheme B | 0.97 + 0.04 | 0.92 + 0.05
Scheme C | 0.99 + 0.04 0.88 + 0.04

Table 4.25: Best-fit nuisance parameter related to ¢ PS uncertainties in 7,3q%had and 7jepThad SRS.
The ‘Correlated’ means the nuisance parameter is used publicly for all SRs. The likelihood fit is
performed with non-resonant likelihood function under background-only hypothesis.

Correlated ThadThad SR TlepThad LTT SR TlepThad SLT SR

—-0.12 +£0.30 —0.21 +0.88 —0.13 £ 0.62 —0.18 + 0.33

Table 4.26 shows the expected number of events after the likelihood fit to the combined likeli-
hood model based on the non-resonant BDT score (zaqhad) @and NN score (7jepmhad) under the
background-only hypothesis in each signal region, while Figure 4.42 shows the distributions of
the MVA output scores after the likelihood fits to the corresponding BDT/NN/PNNSs.

Table 4.26: Post-fit expected event yields and uncertainties of signal and background processes in
the SRs of 7j,,q7had and 7iepmhad channels. The likelihood fit is performed on non-resonant BDT
score and NN score distribution in the 7j,,q7haq and 7epThaq (SLT and LTT categories) SRs and the
my, distribution in the Z + hf CR under background-only hypothesis. Due to correlations of the
uncertainties on the backgrounds, the uncertainties on each background process can be larger than
the total background uncertainty.

Process ThadThad SR TlepThad SLT SR TlepThad LTT SR
Z —>tt+hf 1600 £160 2600 +190 580 +61
True-ty,q tt 3000 £150 57000 +1300 3800 £190
Fake-tj,4 tt 2000 +£200 - -
Multi-jet 1300 +130 - -
Fake-1j,,4 (Multi-jet and tf) - 34000 1500 1600 +170
Single Higgs boson 66 +£13 150 +18 23 +4.3
Other backgrounds 460 £76 4100 £500 260 +42
Total background 8400 +90 98000 +390 6400 £79
Data 8400 98000 6400

SM ggF HH 5.0 +£0.83 5.7 +0.99 1.4 £0.24
SM VBF HH 0.15+0.012  0.19+0.016 0.053 £0.0034

The same statistical interpretations as those used in the 7j,,47,q channel are performed on the
combined model. Upper limits are derived for the non-resonant HH production cross section in

individual channels and in the combination, which are summarised in Table 4.27. The observed



124 CHAPTER 4 SEARCH FOR HIGGS BOSON PAIR PRODUCTION

A“/Autot
-04-03-0.2-01 0 0.1 0.2 0.3 04

7 '
Background stat., T, 1,4 SR, bin 12 /

. 7
Single top acceptance (Top_Interference) »—;—Q—W
; : /

Single Higgs (ggF) acceptance (HF) /

Background stat., TiepThad SLT SR, bin 14

B!

Z+hf acceptance (SCALE)

|
N
}\\\ \
l

%
HH (ggF) cross section (SCALE and myg)
: 7
Background stat., T, T4 SR, bin 11 —0—
7/

\_}\_\
|

l
B

tt acceptance (ME)

N

\

Background stat., TiepThad LTT SR, bin 14

tt acceptance (PS) Tep EadSLT

Background stat., TlepThadSLT SR, bin 13

FT_EFF_Eigen_B_0

FF_OTHER_SUBTRACTION

JET_EffectiveNP_Mixed1

Background stat., 1,1, _, SLT SR, bin 9

. »
. T T

R SNENR AN

lep “had
Vs =13 TeV —e— Pull: 3-6,)/00
1
139fb //// A +1o Postfit Impact on p
SM HH [ -10 Postfit Impact on p
co o b b b L
-2 -1 0 1 2

Figure 4.38: Ranking of the nuisance parameters obtained in the non-resonant likelihood fits to
data, ordered by the impact on the i divided by the confidence interval of 1 (Ap/Apyot). The £10
impacts are expressed by hatched and and empty blue box, respectively. The black error bars
shows the pulls of the nuisance parameters, which stands for the degree of deviation between the
best-fit value and the value from the corresponding auxiliary measurements. The description of
the nuisance parameters can be found in the text.
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Figure 4.39: Ranking of the nuisance parameters obtained in the my = 300 GeV resonant likeli-
hood fits to data, ordered by the impact on the /i divided by the confidence interval of i (Ap/Apor).
The +10 impacts are expressed by hatched and and empty blue box, respectively. The black error
bars shows the pulls of the nuisance parameters, which stands for the degree of deviation between
the best-fit value and the value from the corresponding auxiliary measurements. The description
of the nuisance parameters can be found in the text.
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Figure 4.40: Ranking of the nuisance parameters obtained in the my = 500 GeV resonant likeli-
hood fits to data, ordered by the impact on the /i divided by the confidence interval of i (Ap/Apyor).
The +10 impacts are expressed by hatched and and empty blue box, respectively. The black error
bars shows the pulls of the nuisance parameters, which stands for the degree of deviation between
the best-fit value and the value from the corresponding auxiliary measurements. The description
of the nuisance parameters can be found in the text.
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Figure 4.41: Ranking of the nuisance parameters obtained in the my = 1000 GeV resonant likeli-
hood fits to data, ordered by the impact on the /i divided by the confidence interval of i (Ap/Apor).
The +10 impacts are expressed by hatched and and empty blue box, respectively. The black error
bars shows the pulls of the nuisance parameters, which stands for the degree of deviation between
the best-fit value and the value from the corresponding auxiliary measurements. The description
of the nuisance parameters can be found in the text.
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Figure 4.42: Distributions of the BDT/NN scores for the non-resonant HH search and PNN eval-
uated at my = 500 and 1000 GeV for the resonant X — HH search after the corresponding
background-only-hypothesis likelihood fits in 7q7hag SR (left), 7jepThag SLT (middle) SR and
TlepThad LTT SR (right). The signals are scaled to their expected upper limits. In the lower panel,
the ratio of data and the total background prediction is displayed in black dots. The hatched area
indicates the total systematic uncertainty of the backgrounds.
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(expected) upper limit on the signal strength at 95% CL is 4.7 (3.9) and the observed (expected)
upper limit on the SM HH production cross section is 140 fb (120 fb). The observed and expected
are compatible within the 1o variation.

For resonant X — HH production, upper limits and significances are obtained for individual
channels and for the combination as well. The results are visualised in Figure 4.43 and in Fig-
ure 4.44 for the upper limits on the cross section of gg — X — HH at 95% CL as a function of
the mass of the scalar particle X and the local significances of observing the particle (local p-value
of the background-only hypothesis), respectively. There is a wide excess at my from 700 to 1200
GeV driven by the results from 7,,47,,q channel as discussed in Section 4.6. The most significance
excess is also at the mass hypotheses of my = 1000 GeV, with a local significance of 3.00 and a
global significance of 2.0 &+ 0.03. The global significance is derived using the same method as that

in the 7,,qThag channel.

Table 4.27: Observed and expected upper limits on the SM HH signal strength p in individual decay
channels and in the combination. The expected limits under +1, 2-o variations are also listed.

95% upper limits on 1 Observed —20 —1o0 Expected 1lo 20
ThadThad 5.0 2.4 3.2 4.4 6.2 8.2
TlepThad 9.6 42 5.6 7.8 11 15
Combination 4.7 2.1 2.8 3.9 54 72
3‘ 7T T T I T T T { T T T { T T T { T T T { T T T { T T T M
5 B —— Observed 7
I 10° L Expected E
1 - ' [ ] Expected +lo 7
>: B N [ ] Expected 20
o i “xh“ ------ Expected T,,4Tj0q |
2 102 == N EXpeCted TlepThad E
o E ]
c L
] C
@ L
£ 10 =
— = =
©) - 7
NS [ Vs=13TeV, 139 fb™ ]
8 1 1 1 I 1 1 1 l 1 1 1 l 1 1 1 l 1 1 1 l 1 1 1 l 1 1 1 I

400 600 800 1000 1200 1400 1600

m, [GeV]

Figure 4.43: Observed (solid line) and expected (dashed line) upper limits on the cross section
of gg - X — HH at 95% CL in the search for resonant Higgs boson pair production via a
narrow-width scalar particle (X) as a function of my. The markers indicate that the upper limits
are calculated based on the signal templates generated by simulated samples with the correspond-
ing mass. The intermediate upper limits are linearly interpolated. The black, blue and red lines
corresponds to the results in the combination, the standalone 7j,47,,4 channel and the standalone
TiepThad channel. The green and yellow bands stand for the +1, 2-¢ variations on the expected limits,
respectively.
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Figure 4.44: P-value of the background-only hypothesis in the search for resonant Higgs boson
pair production via a narrow-width scalar particle (X) as a function of my. The markers indicate
that the p-values derived based on the signal templates generated by simulated samples with the
corresponding mass. The intermediate p-values are linearly interpolated. The black, blue and
red lines corresponds to the results in the combination, the standalone 7j,,47h,4 channel and the
standalone 7jep7aq channel. The dashed orange lines stand for the converted significance of local
excess up to 4o.

4.8 Constraints on Higgs boson self-coupling strength

The search for non-resonant HH is extended to constrain the Higgs boson self-coupling strength
A. By convention, the constraints are set on the coupling modifier k) = ﬁ instead of A. Only the
ggF production mode is considered. The same ME generator of SM ggF HH (k) = 1) is used to
generate ggF HH with different k). Three base samples, k; = {0, 1, 20}, are produced at generator
level. Samples with an arbitrary value of k; can be represented by the linear combination of these
three samples, as shown in Equation (1.30). Because myp distribution is particularly sensitive to

the variation of k;. Weights are derived at the generator level in the form

AN(x) = x)

) (4.39)
AN(xy = 1) —

w(mpy) =

which is the ratio of the number of events in the linear combined sample of k; = x to the events
in the SM samples in a certain interval (10 GeV) as a function of mypy. At reconstruction level,
only the simulated SM and k) = 10 ggF HH samples are available to date. The non-SM «; signal
events that are used in this analysis are represented by weighting the SM events. Uncertainty
due to limited size of simulated samples in the derivation of the weights and the non-closure of
the weighting are considered. The latter is estimated by comparing the weighted and generated

K, = 10 events, which is 3.7% on the total signal yield.

The non-SM signal events must pass the same selection requirements as the SM events. Fig-
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ure 4.45 depicts the &/ x e for signals with various values of x. It reaches a maximum of 4.7%
around k; = 2, while the lowest value is 1.6% around x; = 5. The non-resonant HH BDT and
the optimised binning are reused to extract the ggF HH signals with different «;’s. It is found
that it can efficiently select these signals. No dedicated optimisation is considered so far. In Fig-
ure 4.46, the signals are overlaid in the same post-fit background (see Figure 4.27) BDT score
distribution. Upper limits are calculated based on the same method for various x; hypotheses,
which is shown in Figure 4.47. The theoretical prediction of the ggF HH cross section and its
uncertainty as functions of k; are discussed in Section 1.2.2, which is shown in red line and error
band. The k; hypotheses where the theoretical predicted cross section is larger than the observed
upper limit are excluded at 95% CL. In other words, the coupling modifier x;, which stands for
the strength of Higgs boson self coupling, is constrained at 95% CL to the interval [—2.5,9.7]. The
expected interval is [—2.3, 9.8].
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Figure 4.45: Analysis acceptance times selection efficiency of the same signal region selections as
SM HH case, simulated with weighted samples with various values of k.
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Figure 4.46: Distributions of the non-resonant HH BDT score evaluated with the SM and non-SM
(k) ={0,2,5}) ggF HH events after the background-only-hypothesis likelihood fit. The signals are
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and the total background prediction is displayed in black dots. The hatched area indicates the total
systematic uncertainty of the backgrounds.
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stand for the +1, 2-0 variations on the expected limits, respectively.
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Search for Higgs Boson Pair Production
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Figure 5.1: Event display of a selected boosted X - HH — bBrﬂ;‘dq;d candidate event.

Boosted H — bb and H — 77 objects are used to extend the mass search range of resonant
X — HH production up to 3 TeV. In this scenario, both Higgs bosons produced by the heavy X
particle are highly Lorentz boosted. Consequently, the decay products of each Higgs boson cannot
be resolved as two b-jets or two 7,,4’s by the detector. Instead, they need to be reconstructed
as a doubly b-tagged large-radius jet and a boosted di-r object, as introduced in Section 2.3.3
and Section 3.4. Only the 7,47,q channel is considered in this study. It is the first analysis that
uses boosted di-7 objects in ATLAS experiment. In terms of timing, this work happens after Ref. [9]
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(predecessor of the resolved analysis in this thesis) and before the studies in Chapter 4. However,

it is written after the resolved analysis for logical flow. This work is published in [130].

5.1 Data and simulated samples

This analysis is also based the 139 fb~' LHC Run-2 p-p collision datasets. The simulated samples
are generated in the same way as the resolved analysis, and the majority of the simulated samples
in use are identical to those in the resolved analysis. Here only the differences are listed, the rest
can be found in Section 4.1 and a general description of simulated samples in ATLAS experiments
in Section 2.4.

This analysis is designed only for searching the resonant X — H H production, where the Higgs
pairs are produced by narrow-width scalar resonance particles that are produced by ggF mode. The

generated mass hypotheses of the BSM resonant signal include
1.0,1.1,1.2,1.4,1.6,1.8, 2.0, 2.5, 3.0.

The unit is TeV. As mentioned in Section 4.1, these samples are simulated with FullSim.

The same SM background processes are considered as in the resolved analysis. They are
W /Z + jets, multi-jet, top-quark, diboson and single Higgs boson. Multi-jet is estimated by a
fake factor method which is detailed in Section 5.3.2, the rest is simulated by the same simulated
samples as resolved analysis except for diboson. Top-quark production processes are found to be
negligible in the signal region, whose treatment will be discussed in Section 5.3.4. Different sam-
ples are used in the boosted analysis for diboson processes compared with the resolved analysis
in order to have more statistics. In preference to SHERPA 2.2, the diboson events are generated
using POWHEG Box V2 using CT10 PDF set and interfaced with PyTHiA 8 for parton shower and

hadronisation.

5.2 Signal region selections

The size of data is much smaller in the boosted analysis as we are focusing on Higgs bosons with
high pr. Hence, unlike the resolved analysis, cut-based approach is used to extract the signal

candidates in the boosted analysis, and different triggers are used as well.

5.2.1 Trigger selections

A signal event must contain two large-R jets, one is the seed jet that is further reconstructed and

identified as a boosted di-r object !, the other one is the large-R jet that is doubly b-tagged which

'In this chapter, di-r always means a fully-hadronically decaying boosted di-r object.
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arises from the H — bb decay. Thus, large-R jet triggers with lowest HLT trigger thresholds are
utilised 2, which have a transverse energy (Et) thresholds from 360 to 460 GeV, depending on the
data-taking period.

Similar as in the resolved analysis, an offline requirement on the large-R jet pt with a value of
40-50 GeV larger than the online trigger threshold is applied in order to ensure a constant trigger
efficiency. The offline py selection is applied on the leading pr large-R jet, regardless of whether
this jet is matched to the boosted bb or 7j,47haq. The online/offline selection criteria and the corre-

sponding data=taking periods are summarised in Table 5.1.

Table 5.1: Online HLT large-R jet trigger Et threshold and the corresponding offline pr selection,
according to the data-taking period.

Period Online Et threshold [GeV] Offline py selection [GeV]

2015, 2016 360 >410

2016 400 >450
2016, 2017 420 >460
2016, 2017 440 >480
2017, 2018 460 >500

5.2.2 Event selections

The events that pass the trigger selections are further selected. The observables are defined by the
objects described in Section 2.3 and for boosted di-7 in Section 3.4. Firstly, the events are vetoed if
they contain an electron or muon that reach the quality defined in Table 2.3. Also, they are required
to contain at least one reconstructed boosted di-z object. In addition to the basic selections on di-7

described in Section 3.4, the di-r candidates also need to fulfil the following requirements:

* The number of sub-jets of di-7 is less or equal to three;

* The two pr-leading sub-jets are required to have pr > 50 GeV to reject the contamination
of multi-jet background;

* The angular distance AR between the two pr-leading sub-jet is less than 0.8 to insure they
are fully contained in the same seed jet;

* The electric charges of the two pr-leading sub-jets have opposite signs (OS);

* The pr of di-r is larger than 300 GeV 3, which is calculated from the two pr-leading sub-jets,
and the pseudorapidity satisfies |n| < 2.0 (not 1.37-1.52).

Besides, a large-R jet which corresponds to the H — bb decay is required to have pt > 300 GeV 4
In| < 2.0 and a combined mass m > 50 GeV. The large-R jet must separate from the selected di-z by

2There are no dedicated boosted di-r triggers implemented in Run2.
30r the trigger related offline py selection if the jet that fires the trigger is matched to the seed jet of the di-r object.
40r the trigger related offline py selection if the jet that fires the trigger is matched to the seed jet of the di-r object.
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a distance of AR > 1.0 to avoid double counting of objects. If there are multiple di-z or large-R jet
candidates, for both objects the one with largest pr is selected.

Events are required to have a E%ﬁss greater than 10 GeV, which is used to define the direction
of the missing transverse momentum and to reject the contribution from the multi-jet background.
The selected di-z object needs to pass the 60% efficiency identification working point, and the
selected large-R jet must be doubly b-tagged (see Table 2.4). Events are removed if there are more
than one 2-b-tagged large-R jets. This criterion is applied to insure orthogonality to the searches in
bbbb final state.

To further extract the signal, the azimuthal angle between the selected di-r and the missing
transverse momentum (JA¢(di-z, EITniSS)D is required to be less than 1.0 in order to further reduce
the contamination of multi-jet background and to define a control region enriched in multi-jet
events. And the combined mass of the large-R jet must lie between 60 and 160 GeV. Finally,
different thresholds are applied to the visible invariant mass of the HH system to improve the
sensitivity for higher mass hypotheses, which are 0.9 TeV for mass points from 1.6 to 2.0 TeV and
1.2 TeV for mass points from 2.5 to 3.0 TeV. The above object-level and event-level selections are
summarised in Table 5.2. The cumulative analysis acceptance and selection efficiency &f xe at each
stage of the selection chain is estimated with simulated resonant signal samples with various mass
hypotheses in Table 5.3. The limiting factors are the high online and offline p threshold of di-r and
large-R jet for the lower mass signals as the Higgs bosons are less boosted, and the reconstruction
and identification efficiency of di-r tagging and double b-tagging for the higher mass signals as
the underlying tracks become difficult to resolve. The final expected &f x € varies from 0.29% to
3.2% depending on the mass, as shown in Figure 5.2. In the end, the expected number of events is
much lower than the resolved analysis. Prior to the myp selection, only 1.4 background event is
expected (see Table 5.8 in the next subsection). Therefore, the number of total events is used for
the final signal extraction, i.e., counting experiment with a single bin.

As what is done in the resolved analysis, CRs and VRs are defined by varying the selection
criteria of the SR, in order to estimate or validate a specific process. The definition of these regions

are followed in Section 5.3 where the predictions on background processes are discussed.

5.3 Background estimation

With the selection criteria, especially the requirement of one di-r and one large-R jet with high
transverse momentum, the background contamination becomes much lower compared with re-
solved analysis. It is found that Z — 77 + hf and multi-jet are the main background processes
in the signal region. The methodology of estimating them are detailed in the following subsections
( Section 5.3.1 and 5.3.2) respectively, while the other background processes are modelled by MC
simulation. Besides, the scale factor of true boosted di-r tagging efficiency is evaluated as part of

this analysis, which is described in Section 5.3.3.
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Table 5.2: Summary of object-level and event-level selections that defines the SR of HH —
bbr 47i.q boosted analysis. N(X) denotes the number of object X.

Variable Requirement
Di-7
T > 300 GeV (or 410-500 depending on trigger)
Inl Iyl < 2.0 (not 1.37—1.52)
N(sub-jet) <3
Two pr-leading sub-jets) > 50 GeV
opposite-sign electric charge
AR < 0.8
large-R jet
PT 300 (or 410-500 depending on trigger)
Inl Il < 2.0
Combined mass > 50 GeV
AR(di-z, large-R jet) > 1.0
Event-level
Trigger Pass and di-7 or large-R jet trigger-matched
N(e/w) =0
N(di-7) = 1, pass 60% identification working point
N(large-R jet) = 1, two b-tagged
Emiss > 10 GeV
|A@(di-, EISS)| <10
Miarge-R jet 60 — 160 GeV
mygy >0, 0.9, 1.2 TeV depending the signal mass hypothesis

Table 5.3: Cumulative analysis acceptance times selection efficiency at each stage of the selection
chain estimated using the simulated resonant (X (my in TeV)) signal samples. The efficiencies are
calculated with respect to HH — bBrﬁLadTl;d events. Due to technical reason the selections are
not applied in the natural way. ‘Di-r selection’ includes all requirements on di-7 and its sub-jets
except the opposite-sign requirement on the charges of the leading two sub-jets, which is included

in ‘other event-level selections’

Selection stage X(1.0)

X(1.2) X(1.6) X(2.0) X(3.0)

Trigger and object definitions at pre-selection  24%
level

Di-7 selections 5.0%
Trigger-dependent pr requirements 1.7%
Large-R jet selections 1.4%
Doubly b-tagging of the large-R jet 0.43%
Other event-level selections 0.28

40%

9.9%
7.3%
6.2%
2.1%
1.6%

56%

16%
14%
13%
3.9%
2.9%

61%

17%
17%
15%
4.1%
3.1%

53%

9.6%
9.5%
8.6%
1.9%
1.5%
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Figure 5.2: Analysis acceptance times selection efficiency of the full signal region selections esti-
mated with simulated signal samples as a function of the mass of the resonant particle my.

5.3.1 Z+heavy flavour jets

Similar as the resolved analysis, Z — 77 + hf is also the largest and irreducible background in the
boosted analysis. Using the same generator level parton matching procedure is employed, splitting
Z — tr +jetsinto Z — t7 + bb, be, cc, bl, cl, ll. Here we define heavy flavour as hf = bb, be, cc, bl
and light flavour as [ f = cl,ll. As discussed, there is a known discrepancy between the number of
Z + hf events in the prediction of SHERPA 2.2 simulated sample and in data. Instead of including
the Z + hf CR in the likelihood function, the data-driven normalisation correction factor pizp ¢ is

measured in a Z + hf CR separately, which is,

_ N(data) - N(MC, not Z + hf)
HZ+hf = N(MC, Z + hf) ’

(5.1)

where N is the number of events. Non-Z + hf are subtracted from data and the subtracted event

yield is compared with the prediction by simulated Z + hf samples.

Following the same idea as the resolved analysis, the Z + hf CR is defined in bbt* ¢~ (¢ = e/ )
final state. Events in this region are triggered by one of the single electron triggers and single muon
triggers listed in Table 4.6, where the online and offline pt thresholds are shown. The di-lepton
system is required to have an invariant mass 81GeV < my, < 101GeV and a transverse momentum
pfrf > 300GeV. These selections are analogous to the selections on the boosted di-7 object in the
SR. Also, the events must have at least one 2-b-tagged large-R jet with mass m; > 50GeV and
transverse momentum p% > 250GeV. After the event selections, the fraction of Z — & + hf

events is about 80%. Table 5.4 summarises the event yields in the Z + hf CR.
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Table 5.4: Event yields of data and background prediction in the Z + hf CR.

Process Yield +MC Stat. Unc.
Z—>W+hf 150 +£2.5
Z->u+lf 6.8 +0.95
Diboson 27 +0.76
VH(H — bb) 11 +£0.04
Others (W+jets, top-quark) 1.1+0.47

Total Background 200 +£2.8

Data 230

The normalisation factor is calculated based on the yields. It is
Hzinf = 1.2 £ 0.10(stat.) £ 0.28(syst.), (5.2)

where the statistical uncertainty (stat.) accounts the limited size of the data and simulated samples,
dominantly from data. The systematic uncertainty (syst.) arises from the experimental uncertain-
ties > and the extrapolation uncertainty from the Z + hf CR to the SR, dominantly from the latter,
which is estimated by the difference between the pr distribution of the visible decay products of
Z — ¢ and Z — 77 events. Comparison between data and the Z + hf prediction after applying
the normalisation factor is shown in Figure 5.3, with the prf distribution. pi7, is found to be
compatible with the normalisation factor of Z + hf in the resolved analysis (see Section 4.3.1) and
in a VH(H — bb) analysis using boosted H — bb topology [175] (1.32 £ 0.16), therefore it can be
applied in the SR with confidence despite the lack of dedicated Z — 7z + hf validation regions.

5.3.2 Multi-jet

As shown in Section 3.4, The di-r identification algorithm is very efficient at rejecting quark or
gluon initiated jets against multi-jet events. However, there is an approximately probability of 1074
for a jet to be misidentified as a di-r. The misidentified jet is called a fake di-z in the following
descriptions. As a consequence of the large cross section of the multi-jet process, the contamination
of multi-jet events that contain fake di-r is not negligible.

Similar as the fake-1j,,q4 multi-jet in the resolved analysis, the contribution of fake-di-r multi-
jet in boosted analysis is also estimated by the fake factor (FF) method. A region with a zero
b-tagged large-R jet and same-sign (SS) of the electric charge of the two leading sub-jets in the
di-r are selected, which is called a fake factor control region (FF-CR). It is enriched in multi-jet
events and it has enough data statistics to derive FF. The other selections are same as those for the
signal region, but the mass window selection (60-160 GeV) on the mass of the large-R jet (m) and

the selections on myp are not applied in the FF-CR. Besides, analogous to the FF method in the

SSame as the uncertainties considered in the signal region (see Section 5.4) and the uncertainty for electron, muon (see Sec-
tion 4.4.1) and small-R jet (reduced version of the terms listed in Table 4.10.)
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Figure 5.3: Comparison of the distribution of pfrf between data and background prediction after
applying the normalisation factor of Z + hf in the Z + hf CR. The ratio is shown in black dots in
the lower panel. The total background before applying the normalisation factor is displayed in the
dashed red line. The uncertainty shown in hatched bands includes all the experimental uncertainties
and the uncertainties in the normalisation factor.

resolved analysis, the ID region is defined by requiring the di-r to pass the identification ©, while
the Anti-ID region is defined by requiring the di-r to fail the identification but pass a very loose
working point /. The di-7 in the anti-ID region is call an anti-di-z. Given the region defined, the
fake factor is derived by Equation (4.7) as a function of di-z pr, as shown in Figure 5.4. It is found
that there is no significantly dependency for the FF on the other variables, e.g., the pseudorapidity
of di-r. The subtracted non-multi-jet processes contributes about 24% and 3% of the total event
yields in the numerator and the denominator, respectively.

Systematic uncertainties are taken into account for different selections in the FF-CR where
the FF is calculated, and the SR (or VRs) where the FF is applied. One is introduced to account
the extrapolation from same-sign charges of di-r sub-jets selection to opposite-sign selection, and
another one to account the extrapolation from 0-b-tagged large-R jet selection to 1- and 2-b-tagged
selections. They are derived from the difference between the FF calculated in the regions with
alternative selections. Another source of uncertainty is due to the statistical uncertainty of data
and the uncertainty of the subtracted simulated non-multi-jet samples, dominantly from the limited
statistics of the data. The overall impact of the FF uncertainties on the multi-jet background is about
12%—-62%, depending on the py of di-.

60% efficiency working point.
799% efficiency working point.
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Figure 5.4: Fake factors as a function of the pr of the di-z objects. The error bar indicates the
uncertainty of the FF that originates from the statistical uncertainty of data and the uncertainty of
the subtracted simulated non-multi-jet samples, dominantly from the limited statistics of the data.

The FF is validated in zero and one b-tagged regions (FF-OS-VR) whose definitions are out-
lined in Table 5.5, where the different selections with respect to the FF-CR are shown. For the VRs
and SR, the number of multi-jet events (N|p regjon) 1S predicted by

NID region = FF X [NAnti—ID region(data) — Nanti-ID region(non'mum'jet)] > (5-3)

where ‘Anti-ID region’ stands for the corresponding anti-ID region. Comparisons between data
and background predictions on the distributions of myy are shown in Figure 5.5. In 1-b-tagged FF-
OS-VR, we only count the total number of events due to the limitation of statistics. Good agreement
is observed in 0-b-tagged FF-OS-VR. Considering the discrepancy observed in 1-b-tagged FF-OS-

VR, an additional non-closure uncertainty of 50% is assigned for 1- or 2-b-tagged multi-jet events.

Table 5.5: Definitions of the validation regions of the fake factor in the boosted analysis. The
last two selections in 1-b-tagged FF-OS-VR are intended to eliminate the contamination of signal
events.

Region name Selections different from FF-CR

0-b-tagged FF-OS-VR  Sub-jets of di-r have opposite-sign charges
[AG(di-r, ETISS)| > 1.0
1-b-tagged FF-OS-VR  Sub-jets of di-r have opposite-sign charges
large-R jet is 1-b-tagged
[AG(di-r, ETIS$)| > 1.0
Mass of large-R jet m € (50, 60) ()(160, ) GeV (mass sideband)
mygyg < 1500 GeV
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Figure 5.5: Distribution of the visible invariant mass of the HH system in the 0- and 1-b-tagged
FF-OS-VR. The x-axis of the figure for 1-b-tagged FF-OS-VR indicates the selection applied on
mpyp. The data is compared with the background prediction, where the multi-jet is predicted by the
FF method. The ratio is shown in black dots in the lower panel. The uncertainty shown in hatched
bands includes all the experimental uncertainties and the FF uncertainties.

5.3.3 Calibration of di-r tagging

For the di-7 tagger to be applicable to the physics analysis, the tagging efficiency on the di-z that
is matched to generator level true di-z (truth-matched) in simulated samples needs to be corrected
by measuring the response on the di-7 in real data. A dedicated region enriched with Z — 7j,47had
events that contain boosted di-z objects, labelled as Zz7 CR, is defined to measure the scale factor

that quantify the difference on tagging efficiency between di-7 in read data and in simulation. It is

N(data) — N(di-t is not truth-matched)
N(di-7 is truth-matched)

SF = , 5.4
where N stand for the number of events ®; N(di-z is not truth-matched stands for the events in
which the di-7 is from mis-identification, they are subtracted from the data. The scale factor is

applied to the truth-match di-r in all background and signal processes.

The Zrt CR is defined based on the SR selections, but without the mass window selection on
mj and the mass thresholds on mgy. On top of that, it selects a 0-b-tagged large-R jet and require
the visible di-r mass ? to lie between 30 and 90 GeV to get a higher purity of truth-matched di-r

events in this region.

No significant dependences of the SF and its uncertainties on the kinematics of di-r are found,

$Note that there is one di-r per event.
The visible mass of di-z equals to the invariant mass of the two pr-leading sub-jets in the di-r.
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therefore the SF is a single number with overall uncertainties, which is
SF = 0.84 + 0.09(stat) ") 14(Z+jets modelling) 313 (syst), (5.5)

where the following sources of uncertainties in the SF are considered:

« Statistical uncertainty due to the limited size of the data and simulated samples (stat);

* The theoretical uncertainty of the Z+jets processes (Z+jets modelling). The uncertainty on
the cross section is 5%. The uncertainty on & xe is derived in the same approach as described
in Section 4.4.2.2 for the Z + hf in the resolved analysis, which is found to only impact the
normalisation of Z+jets.

» The other uncertainties, including the experimental uncertainties (see Section 5.4) and FF
uncertainties in multi-jet process (syst). The theoretical uncertainties in other processes are

found to be negligible.

It is only different from the FF-CR in the selection of |A@(di-7, ErTniss)L

Figure 5.6 shows the data and background prediction comparisons in the distribution of various
di-r kinematic observables in the Z77 CR. The total background before applying the SF is displayed
in the dashed red line. Good agreement is achieved after the SF is applied. The SF is validated
in a 1-b-tagged validation region (1-b-tagged Zzr VR), this region is same as the 1-b-tagged FF-
OS-VR but with an opposite selection of |A¢(di-, E%liSS)L to select a Z — 1,,4Thag €nriched region
and to reject multi-jet events. Due to the limitation of the sample size, only the event number
counting is compared, as shown in Figure 5.7. Good agreement is observed in this region, giving

the confidence to apply it in 2-b-tagged regions.

5.3.4 Top-quark background

The tt process in the boosted analysis is not as contributory as in the resolved analysis. This can be
explained by two facts. Firstly, the two 7,4 candidates and two b-jet candidates are less unlikely
to be close to each other in a tf event. Which is predicted in Figure 4.3, where the AR(tja4, Thad)
and AR(b, b) distributions of ¢t events (majority of the background labelled as ‘Top-quark’) result
in a most probable value of about 3. Secondly, the di-r identification algorithm is very efficient
in rejection of ¢ background, as illustrate in Figure 5.8. The events shown are before applying
the selection on the 60% efticiency di- identification working point (corresponding to a di-r BDT
score 0of 0.72), as well as no requirement on the number of b-tagging of large-R jet, A¢(di-, ErTniss),
mj mass window or mgp. A good rejection of tt background is predicted and the single top-quark
background is found to be negligible.

Using the largest available tf samples, there are still no raw MC events passing the SR selec-
tions. In order to account for possible contribution from tf, a +1c uncertainty of 0.12 events in

introduced to the event yield of ¢ process. The number is estimated by the number of remaining
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Figure 5.6: Distribution of the pr, n and visible mass of di-r after applying the SF in the Zz7 CR.
Data is compared with the background prediction in the ratio shown in black dots in the lower panel.
The total background before applying the SF is displayed in the dashed red line. The uncertainty
shown in hatched bands includes all the experimental uncertainties and the uncertainties in SF.
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Figure 5.7: Comparison of the counting of event number between data and background prediction
after applying the SF in the 1-b-tagged Zzr VR. The main contribution to the background labelled
as ‘Others’ is the tt process (about 3.6 events). The ratio is shown in black dots in the lower
panel. The total background before applying the SF is displayed in the dashed red line. The x-axis
indicates the selection applied on myy. The uncertainty shown in hatched bands includes all the
experimental uncertainties and the uncertainties in SF.
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tt events prior to the m; mass window and myp selection.
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Figure 5.8: Distribution of di-z identification BDT score on various background processes in a
pre-SR selection stage. The 60% efficiency di-r identification working point selection correspond
to a score of 0.72.

5.4 Systematic uncertainties

The statistical uncertainty of the collision data is the dominating uncertainty because of the small
number of observed events. The systematic uncertainties are considered and they only affect the
total number of events. Similar as the resolved analysis, the statistical uncertainty of the MC
simulation samples is accounted. The two leading background processes, Z + hf and multi-jet,
are estimated using the data-driven approach, so the uncertainties on them originate from those
on the normalisation factor of Z + hf and the fake factor of multi-jet, detailed in Section 5.3 and
summarised in Table 5.6. The uncertainty in & x e for the simulated X — HH signal samples are
evaluated by the same approach as for the X — HH signal in the resolved analysis. It is 2%—4%
for most of the mass hypotheses. For the other simulated processes, the uncertainty in the cross
section and & x € is found to be negligible. The impact of each source of uncertainties to the final
results is discussed in Section 5.6.

The experimental uncertainties include those for the resolved 7,424 channel analysis that are
listed in Section 4.4.1 except those for the resolved 7,,q and small-R jet '°. Uncertainties are also
accounted for the scale and resolution of the energy and mass for the large-R jets. Each is measured
in a dedicated analysis with large-R jet events in situ using the early Run-2 dataset, as reported in

Ref. [100]. Moreover, the uncertainty in the di-7 tagging efficiency is measured together with the

9Uncertainty of small-R jet affect the energy scale of E™* but the impact are found to be negligible, therefore it is not included.
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this analysis in Section 5.3.3. The uncertainty in the energy scale of di-7 is estimated by varying the
passive material in the GEANT4 simulation and physics list in the parton shower generation using
simulated samples. Table 5.7 outlines these additional experimental uncertainties with respect
to Table 4.9 and 4.10.

Table 5.6: Summary of systematic uncertainties related to fake-z,,4 t# and multi-jet estimations.

Name of uncertainty Description

ZhfSF_Stat Statistical uncertainty of the Z + h f normalisation factor

ZhfSF_Syst Systematic uncertainty of the Z +h f normalisation factor including experimen-
tal uncertainty and the extrapolation from Z + hf CR to SR

FF_Stat Statistical uncertainty of the FFs

FF_Transition_Sign
FF_Transition_Btag
FF_1btag Sideband

SS to OS region extrapolation uncertainty
0-tag to 1/2-tag region extrapolation uncertainty
1-b-tagged FF-VR non-closure uncertainty

Table 5.7: Summary of experimental systematic uncertainties additional to the boosted analysis.

Name of uncertainty

Description

FATJET Medium JET Comb Baseline Kin
FATJET Medium_JET_Comb_Modelling_Kin
FATJET Medium JET Comb Tracking Kin
FATJET Medium_JET Comb_TotalStat_Kin
FATJET JER

FATJET JMR

Uncertainties in mass and energy scale of large-R jet

Uncertainties in large-R jet energy resolution
Uncertainties in large-R jet mass resolution

TAUS_TRUEHADDITAU_EFF _JETID_TOTAL
TAUS_TRUEHADDITAU_SME_TES_TOTAL
DiTauSF_Stat

DiTauSF_Syst

DiTauSF_ZMODEL

MC-based di-r tagging efficiency uncertainty

MC-based di-7 energy scale uncertainty

Statistical uncertainty in the di-z tagging efficiency scale factor
Systematic uncertainty in the di-r tagging efficiency scale factor including
experimental uncertainty and multi-jet uncertainties

Systematic uncertainty in the di-r tagging efficiency scale factor from the

theoretical uncertainty of Z+jets

5.5 Statistical analysis

5.5.1 Likelihood function

The likelihood function in the boosted analysis is constructed in the same scheme as described
in Section 4.5. However, there is only one counting experiment (one bin) and there are no free
parameters for the normalisation of backgrounds in the boosted analysis. Consequently, Equa-
tion (4.23) can be simplified to

iy, a}) = Poisson(n; y[ uS(a) + Z Bb(a)]) x Poisson(m;yT) (5.6)
b
X H Gaussian(ey, q; 0g, 1).

5.5.2 Test statistics with pseudo experiments

As discussed in Section 4.5.2, the asymptotic approximation on the p.d.f of the profile likelihood

ratio test statistic can only be used in its valid region. In the resolved analysis, the requirement on a
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Figure 5.9: Illustration of the distribution of the profile likelihood ratio test statistic (—logA,,|p)

sampled by pseudo-experiments in black and by asymptotic approximation (half y2-distribution
with one degree of freedom) in red, for hypothesis tests in various mass points.

minimum expected background events of 5 in the binning optimisation algorithm insure that, while
in the boosted analysis, the number of expected background events is too low. Therefore, the p.d.f
of the test statistic has to be generated by pseudo experiments. A demonstration of the validation

on asymptotic approximation is shown in Figure 5.9. The discrepancies support the conclusion.

5.6 Results

Table 5.8 summarise the event yields of data and expected background processes after the SR
selections and the background estimations. Figure 5.10 shows the distribution of myy in the SR
before the selection on that variable. Two events are observed with the value of myy at 1012 GeV
and 1114 GeV. The bin edges indicate the thresholds of the my selections.

To extract the observed and expected upper limits on the cross section of X — HH, the p.d.fs
of the test statistic under both signal+background and background-only hypotheses are generated
at each scanning point of the POI p, with 10k pseudo experiments. Using the sampled test statistic
distributions, the same approach as introduced in Section 4.5.2 is used to extract the CLs-based
upper limit at 95% confidence-level on the cross section of resonant HH production via a narrow-

width heavy scalar particle X. The results are shown in Figure 5.11, which is derived based on the
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Table 5.8: Number of data and expected background events in the SR. The uncertainty includes all
the theoretical, experimental and statistical uncertainties.

Selection on myy >0TeV  >09TeV >12TeV
Z -t +hf 0.89%0%3 0757034 0.17 +£0.09
Z s rr+lf 0.05+0.05 0.05+0.05 -
Multi-jet 0.18+0.14 0.17+£0.13 0.09 £0.07
ZH 0.11+0.04 0.09+£0.03 0.02+0.01
Other backgrounds ~ 0.137935  0.13%038  0.0570:83
Total background 147932 1275938 033%01]
Data 2 2 0
%) —'VL'I"'I'"I"'I"Isatla"'l"'—
< E Vs=13TeV, 139 fb?! * _ ]
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Figure 5.10: Pre-fit data—background comparison of the myy distributions of in the SR prior to
myy selection. The uncertainty includes statistical and experimental uncertainties of the back-
ground, shown in the hatched band. Two X — HH signals are overlaid in dashed lines, normalising
to their cross section at corresponding upper limits. The first and last bins contain the underflow
and overflow contents.
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event yields in Table 5.8. The detailed numbers are summarised in Table 5.9. The discontinuities
of the upper limits at mass hypotheses equals 1.6 and 2.5 TeV are due to different selections that
are applied on myy (see Section 5.2.2).

The relative impact of different sources of systematic uncertainties on the upper limits is mea-
sured by let in or out a particular group of systematic uncertainties in the upper limit calculation.
At mass hypotheses lower than 1.2 TeV, the largest impact is from the uncertainties in large-R jet
energy and mass scales. The total impact for 1 TeV mass point is 85%. For mass hypotheses from
1.2 to 2.0 TeV, the total impact is about 20%, dominated by the uncertainties in di-r tagging. For
2.5 TeV and beyond, the total impact is less than 10%.

2 Lol _
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Figure 5.11: Observed (solid line) and expected (dashed line) upper limits on the cross section of
g8 — X — HH at 95% CL in the search for resonant Higgs boson pair production via a narrow-
width scalar particle (X) as a function of my in the boosted analysis. The markers indicate that
the upper limits are calculated based on the signal templates generated by simulated samples with
the corresponding mass. The discontinuities of the upper limits at mass hypotheses equals 1.6 and
2.5 TeV are due to different selections that are applied on my . For the mass hypotheses with the
same myp selection, the intermediate upper limits are linearly interpolated. The green and yellow
bands stand for the +1, 2-o variations on the expected limits, respectively.
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Table 5.9: Summary of the observed and expected upper limits, as well as the +1, 2-¢ variations
of the expected upper limits on the cross section of gg — X — HH at 95% CL in the search for
resonant Higgs boson pair production via a narrow-width scalar particle (X) of various my. The
upper limits are calculated in the SR with different requirements on myp, as stated in the table.

| 95% CL upper limits on o, x_ripr [b]

T
mx [TeV] | Observed —20 —1lo Expected 1o 20
mygyg > 0 TeV
1.0 820 294 390 624 1300 2900
1.1 190 73 99 150 260 500
1.2 94 41 49 74 120 220
1.4 58 23 32 46 74 130
1.6 49 19 27 39 63 110
mygyg > 0.9 TeV
1.6 52 23 28 39 60 100
1.8 49 21 27 37 56 95
2.0 49 21 27 37 57 96
2.5 61 26 34 46 71 120
mygyg > 1.2 TeV
2.5 28 21 24 32 47 80
3.0 49 30 39 53 80 130







Chapter 6

Conclusion and Outlook

A search for non-resonant and resonant Higgs boson pair production in the bbr*7~ decay channel
is carried out, using an integrated luminosity of 139 b proton-proton collision data collected
by the ATLAS experiment during the Run-2 era of the LHC. Two analyses targetting at different
topologies of final-state physics objects and different production mode of HH are presented — the
resolved analysis and the boosted analysis. The 7,,47,,4 decay channel is studied at length. This
channel is statistically combined with the 7jep7h,4 channel in the resolved analysis.

The resolved analysis improves the expected sensitivity by a factor of four compared with
the previous ATLAS search in the same HH decay channel [9]. Half of that is due to the larger
dataset, and the other half profits by the advanced reconstruction and identification of b-jets and
hadronic r-leptons, as well as the improved multivariate analysis and background modelling. The
boosted analysis extends the sensitive search range of resonance particle mass in the resonant HH
production by using a novel hadronic boosted di-r tagging technique. In the same analysis, the
efficiency of di-r tagging is calibrated.

No significant excesses of events are observed above the expectations of the Standard Model
background. The most significant deviation is observed in the search for resonant HH production
at a resonance mass of 1 TeV in the resolved analysis, which corresponds to a local (global) signifi-
cance of 2.8¢0 (1.70) considering only 7},,47,,4 channel, and the results are 3.00 (2.00) after combin-
ing the 7j¢p7hag channel. Upper limits on the HH production cross section at 95% confidence-level
based on CL, technique are determined in both the search for non-resonant and resonant HH pro-
duction.

In the search for non-resonant HH production, the observed (expected) upper limits on the
production cross section are 5.0 (4.4) times the SM expectation of ggF+VBF HH production cross
section using the 7j,q7had channel. Combined with the 7je 71,4 channel, the corresponding observed
(expected) cross section upper limits are 4.7 (3.9) times the ggF+VBF HH production cross section.
The bbr*r~ decay channel has so far the best expected sensitivity compared with other HH decay
channels in ATLAS [176].

The same analysis strategy as that in the search for non-resonant HH production is utilised

to constrain the strength of Higgs boson self-coupling. Only the ggF HH production mode is
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considered. The values of self-coupling modifier k that lie outside the observed (expected) ranges
of [-2.5,9.7] ([—2.3,9.8]) are excluded at 95% confidence-level. Recently, the results are updated
with the inclusion of the VBF production mode and the combination with the 7j¢, 7,4 channel in
Ref. [132], where the values of k; are constrained to the observed (expected) ranges of [—2.4, 9.2]
([-2.0,9.0]).

In the search for resonant HH production, the upper limits on the HH production cross section
via the decay of a heavy, narrow-width, scalar resonance particle are determined. In the resolved
analysis, for resonance particle mass between 251 and 1600 GeV, the observed (expected) upper
limits are 27-1600 fb (18—1000 fb) considering only the 7,,47,,q channel and 23-930 fb (12-840
fb) after combining the 7jop7h,4 channel. In the boosted analysis where only the 7j,,q7aq channel
is exploited, the observed (expected) upper limits are 28-94 fb (32-74 fb) for resonance particle
mass between 1.2 and 3.0 TeV. The exact value depends on the mass hypothesis of the resonance
particle. The upper limits are equally or more stringent compared with other HH decay channels

in most of the mass search range [176].

The next step in the search for non-resonant HH production mode is to optimise the analysis
strategy to constrain the strength of Higgs boson self-coupling. This is not yet done in the analysis
presented in this thesis (Section 4.8), in which the analysis strategy is optimised for the SM-like
HH kinematics, i.e., a single point of k; = 1. Meanwhile, the constraints on k; determined by the
precision measurement on single Higgs boson production can be combined with those determined
by the search for Higgs boson pair production, as reported in Ref. [177] using part of the Run-2
data. Searching for the quartic coupling of Higgs bosons and vector bosons (see Figure 1.3) is
another interesting topic about the non-resonant HH production mode. The VBF HH production
mode uniquely provide a way to directly measure the strength of this coupling [178—180]. Regard-
ing the search for resonant HH production, there is much room for improvements in the boosted
analysis. The signal acceptance in the boosted analysis is mainly limited by the pr thresholds of
the large-R jet triggers and the offline pr selections, as well as the efficiency of di-r reconstruction
and identification. The choice of triggers may be revisited to gain more signal acceptance, and
the di-r tagging algorithms can be tuned to optimise the sensitivity. It is also expected that the

improved b-tagging method [79, 80] can further improve the sensitivity.

Improved performance in the reconstruction and identification of physics objects are foreseen
in the upcoming Run-3 data-taking. In this thesis, a new DeepSet 7,,4 decay mode classification
method is developed. The implementation of this method has been integrated into the ATLAS soft-
ware for Run-3 physics analysis. The method significantly improves the classification efficiency
and purity for all 7,4 decay modes in most regions of interest (e.g. 7,4 With low pr), compared
with the previous PanTau method. The relative improvement in both classification efficiency and
purity is about 9%. The application of this new method in future physics analyses is promising,
for instance, in the analysis of the CP structure of the Yukawa coupling between the Higgs boson

and 7 leptons.
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Looking ahead to future studies, we expect to see evidence of Higgs boson pair production via
SM processes in the era of the high-luminosity LHC. The sensitivity of the bbr*7~ decay channel in
the high-luminosity LHC has been projected based on the combined results of 7347had and 7iepThad
channels in this thesis [181]. The expected significance of observing an excess of SM HH events
over the SM background events is 2.8c !. Combining with the bbyy decay channel of HH, the
expected significance reaches 3.20 [182]. While we are excited about the possible observation of
the SM H H production, we would also wish to see excesses or anomalies originating from resonant

HH production or non-SM couplings that would break through the dominance of the SM.

!These numbers are derived by assuming the b-tagging and theoretical uncertainties are halved, and the 7,4 uncertainties that
originate from data statistics are ignored.
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Appendix A

Details on 7,4 decay mode classification

Figure A.1 shows the visualisation of particle flow objects in A@(object, trackECal)-An(object, trackECal)
plane.

Figure A.2 summaries the efficiency of identifying the correct decay modes as functions of
the generator-level 7,4 pr, 7 and average number of bunch crossing. Figure A.3 summaries the
mis-identification rate of the decay modes. The former and latter correspond to the diagonal and
off-diagonal elements in the efficiency matrix (see Figure 3.8(a)). Figure A.4 summaries the purity
of the correctly identified decay modes as functions of the generator-level 7,,q pr, 7 and average
number of bunch crossing. Figure A.5 summaries the contamination rate of the decay modes. The
former and latter correspond to the diagonal and off-diagonal elements in the purity matrix (see Fig-
ure 3.8(b)). The figures shown are performed on the DeepSet neural network decay mode classifier
with the simulated y* — 77 samples. The vertical error bars indicates the statistical uncertainty of
the simulated sample. Figure A.6 compares the signal efficiency and the corresponding 1— back-
ground efficiency of the DeepSet and PanTau classifiers in the classifications of h* against h*7°,
h*7° against h* > 270 and 3h* against 3h* > 12°.
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Figure A.1: Visualisation of kinematic variables in displays of various generated 7 decay modes
with the simulated y* — 77 sample. Details on the figures are explained in Section 3.3.2.1.
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Figure A.3: Mis-identification rate of the decay modes as functions of the generator-level 7,4 pr,
n and average number of bunch crossing for each generated decay modes. The error bar stands for
the statistical uncertainty of simulated y* — 77 samples.
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Figure A.4: Purity of the correctly identified decay modes as functions of the generator-level 7,4
pr, 11 and average number of bunch crossing for each generated decay modes. The error bar stands
for the statistical uncertainty of simulated y* — 77 samples.
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Figure A.5: Contamination rate of the decay modes as functions of the generator-level 1,4 pr, 7
and average number of bunch crossing for each generated decay modes. The error bar stands for
the statistical uncertainty of simulated y* — 77 samples.
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Appendix B

Details on the search for Higgs boson pair

production

B.1 Generalisation of MVA models

Figure B.1 confirms that there are no sign of overtraining by checking the compatibility of the MVA
score distributions on training samples and testing samples in a binned Kolmogorov-Smirnov test
(K-S test) '. The p-values of the tests are displayed in the legend. They are found to be close to 1

therefore the hypothesis of being compatible cannot be rejected.

B.2 MVA output distributions

The distribution of the non-resonant HH BDT and the resonant X — HH PNNs of twelve repre-
sentative mass points after the likelihood fit under background-only hypothesis have been shown
in Section 4.6. The distribution of the resonant X — HH PNNss for the rest of the mass points are

shown in Figure B.2.

B.3 Validation of background estimation

This section summarised the validation of the background estimations described above. Experi-
mental uncertainties are shown in the figures, but they will be explained in Section 4.4. The event
yields and uncertainties shown in the figures are before the likelihood fits (pre-fit).

The Z+jets process is validated in the regions defined in Table B.1. The 2-b-tagged ZVR over-
laps with the SR but the signals are excluded by the tight mMMC selection. Distributions of MVA
input variables are shown in Figure B.3 and Figure B.4. Normalisation factors of 1.4 and 0.96 are

applied to Z + hf and tt process.

'The K-S test is implemented by ROOT [183]. X’ option is used.

177
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Figure B.1: Potential overtraining checked by testing the compatibility of the MVA score distribu-
tions on training samples and testing samples. The p-value of the hypothesis of being compatible
is estimated by K-S test on signal and background classes are displayed on the legend of the figures
as psig and ppyg, respectively.

Table B.1: Definitions of Z+jets and Z + hf validation regions.

Region name Selections different from SR

1-b-tagged ZVR 80 < mMMC < 100 GeV, AR(Thad, Thaq) < 1.5, exactly one b-tagged jet
2-b-tagged ZVR 80 < mMMC < 100 GeV, AR(t54, Thad) < 1.5
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Figure B.2: Distributions of the PNN evaluated at my = 251-550 GeV for the resonant X — HH
search after the corresponding background-only-hypothesis likelihood fits. The cross section of
the resonant HH signal is assumed to be 1 pb, and the signals are scaled by a factor of 0.1. In the
lower panel, the ratio of data and the total background prediction is displayed in black dots. The
hatched area indicates the total systematic uncertainty of the backgrounds.
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Figure B.3: Data and predicted background comparison in the 1-b-tagged ZVR. The uncertainty
band includes the statistical uncertainty and the experimental uncertainty of the simulated sample.
Overflow events are included in the last bin.
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Figure B.4: Data and predicted background comparison in the 2-b-tagged ZVR. The uncertainty
band includes the statistical uncertainty and the experimental uncertainty of the simulated sample.
Overflow events are included in the last bin.
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The tt reweighting is validated in t#-VR1 and t-VR2. Their selections are listed in Table B.2. -
VR1 is defined using the same selection as ti-nolD-CR but invert the selection on my, (and veto the
region near the mass of Higgs boson). t£-VR2 requires Loose ID 7,4 and m%’ > 140 GeV, which
is designed to exclusively check the performance of tf reweighting on true-r,,4 tf. Figure B.5

and Figure B.6 show the distribution of the pr and jet multiplicity variables which are sensitive to

tt reweighting.

Table B.2: Definitions of tf reweighting validation regions in e, final state.

Region name Selections different from tt-nolD-CR

tt-VR1 myy € (50, 80) u (140, 150) GeV
t-VR2 Thad Pass Loose ID, m¥ > 140 GeV

The estimation of true- and fake-1y,,4 tt is inclusively checked in tt-1j,,q7haq- VR in the 74,,4Thad
channel (see Table B.3). It also overlaps with SR but signals are excluded by the selections. Fig-
ure B.7 illustrates the distribution of MVA input variables. Normalisation factors of 1.4 and 0.96
are applied to Z + hf and ¢t process.

Table B.3: Definitions of ¢t validation regions in ;4724 channel.

Region name  Selections different from SR

t-ThadThad- VR mMMC > 110 GeV, mMMC + myp, > 300 GeV

The estimation of multi-jet is validated in several regions with different signs electric charges
of 11,,4’s and number of b-tagged jets, as summarised in Table B.4. Distributions of MVA input

variables in these regions are shown in Figure B.8 and Figure B.9

Table B.4: Definitions of multi-jet validation regions.

Region name Selections different from SR

1-b-tagged OS MJ VR mMMC 5110 GeV, E%liss significance < 3, exactly one
b-tagged jet

2-b-tagged SS MJ VR same-sign electric charges of 7,,4’s

B.4 Global significance in resonant X — HH search

Figure B.10 is a demonstration of the correlation matrix described in Section 4.6.

Another bootstrap-based approach is developed to estimate the global significance for the local
excess at 1 TeV resonance mass in the search for resonant X — HH search in the resolved analy-
sis. The global significance derived in this approach needs to be treated with caution because the

counting experiments () Nf;seudo-data) does not strictly follow Poisson distribution but a Skellam



B.4 GLOBAL SIGNIFICANCE IN RESONANT X — HH SEARCH

183

x10°

%) %
© _ 1 ’ Data < o= 1 ¢ Data
g 450 t_@V—R]f Tel\l/Dv Z|L39 fb - Truet, i g 160 t(fgv—RJiS Tel\I/D, 2:.39 fb — True,,, &
o goE EVRL(nolD, lowm, ) = Fake-T,. i w E GVRL(noiD, lowm, ) = Fake-T, ,
[ Single top 140— [ Single top
350— .. .. (] WHjets C (] W+jets
e Others 120— e Others
300 | 7 Pre-reweight Bkg. o T P Pre-reweight Bkg.
250 2 Stat. 1001= v Stat.
— Syst. + Stat. 80 C — Syst. + Stat.
200 E
150 60~
100 40
50 20—
- - :4 L o
- 1.2F T - 1.2 T T T T T T =)
2 E | £ E
o l.lE _____ T /// o 1.1 E
< 1w ///// © 1 é
© E © =
8§ osf S o9 7-11 B
0.8E 0.8 , : , : RIS LT
2 12 14 0 200 400 600 800 1000 1200 1400
Nje(S H; [GeV]
x10° x10°
2 F £ s00f b
c . - 1 ¢ Data c E - 1 ¢ ata
g 1201— ti@VRlls Tel\lg 1|39 fb — True-T,,4 tt g C t(EEVRis Tel\g ::39 fo — True-T, 4t
w - (nolD, low m, ) Fake-Ty, ff W 2500 (nolD. fow m,,) [ Fake-T,,, ff
100— [ Single top = [ Single top
- ] W-ets C [ W-ets
r m Others 200 T m Others
so— 1 Pre-reweight BKg. cooH o e Pre-reweight Bkg.
L 2 Stat. F 2 Stat.
60 r — Syst. + Stat. 150— — Syst. + Stat.
wof 100
20— 50—
C e B \
_8- 1.2F ; ; : : = 8- 1.2F ; ; : : + .
a 8 & a 1f J.Hl 4 1
3 : £ 3 oo T g .-/;;;;4}(:/7/ i
g o9 ] & 0% T i
0.8E I I ( 1 = 0.8E 1 I ( 1 =
0 50 100 150 200 250 0 50 100 150 200 250
e/p P, [GeV] Thaa Py [GeV]
2 E 8
§ o0000E- 15 =13 Tev, 139 b lil el & 90000E" 5 = 13 Tev, 139 b lil e
E ““had - T “‘had -
L 80000 E tt-VR1 (nolD, low mnn) — Fake-T,., ! gppoof- tt-VR1 (nolD, low mbb) — Fake-T,., f
E [} Single top 70000 [} Single top
70000 . W+jets . Wjets
E (] Others 60000 (] Others
60000 | lg e Pre-reweightBkg. | T Ee®* /0L e Pre-reweight Bkg.
50000 L3 Stat. 50000 ) Stat.
= — Syst. + Stat. — Syst. + Stat.
40000 40000
30000~ 30000
20000/~ 20000
10000 ; 10000
E . [
5 1.2F 5 19F : : : =
o E o E E
o 11F o 1.1k ¢ -
E 1F E leovwoswyovees®®e
8  oof 8  oof
o ~E o ~E E
0.8E I I ( | I 0.8E y | i I | ( I I | =
0 50 100 150 200 250 40 60 80 100 120 140 160 180 200 220 240

Leading b-jet [N [GeV]

m¥ [GeV]

Figure B.5: Comparison of the kinematics of final state objects before and after ¢t reweighting.
The shape of total background before reweighting (Pre-reweight) is displayed in dashed red line.
The statistical uncertainty of simulated samples is shown in hatched boxes (Stat.), while the impact
of systematic uncertainties of ¢ reweighting is indicated by the blue line (Syst. + Stat.). Overflow
events are included in the last bin.
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Figure B.6: Comparison of the kinematics of final state objects before and after ¢t reweighting.
The shape of total background before reweighting (Pre-reweight) is displayed in dashed red line.
The statistical uncertainty of simulated samples is shown in hatched boxes (Stat.), while the impact
of systematic uncertainties of ¢ reweighting is indicated by the blue line (Syst. + Stat.). Overflow
events are included in the last bin.



B.4 GLOBAL SIGNIFICANCE IN RESONANT X — HH SEARCH 185

" ————
< 1200
3 I Vs=13Tev, L =139 i’ lil : Dat; .
A rue-T,
it} bttt g VR had - |
1000 — had — Fake-t,, tt —
. 7 B Z-trehf o
] AR ¢ |
= Multi-jet —]
(] Others
[1  Single Higgs |
4 Uncertainty |
- F
<] E
Eogy
& 1.2E Z ) p
« 1= W%
© o e ®e
o 0.8; 2z +
0.6 i i
0 500 1000
@ T T e e T T @ R o I L B R b
& 800 {s=13TeV,L=139fb* ¢ Data — 5] E Vs=13TeV, L =139 fb* ¢ Data
I.% F ottt -VRY J True-rhadti E % 700 T, T -VR' J True-t,, tt ™4
700 had'had [0 FakeT,, oY 0 Faket,
E % B Z-tr+hf g 600 BN Z- tr+hi—]
600 m Z 1+l £ m Z - t+lf g
E m Multi-jet J 500 m Multi-jet —]
500 ‘ [ Others — e [ Others
F [1 Single Higgs o 400F ]  single Higgs —
4001 ¢ 77 Uncertainty F 7/ Uncertainty o
300 300 =
200f— 200} =
100~ 100F =
| - L il a :
'8 14F '8 1.4F T T T § s g%%
o 1'25 o 1'25 ” ; % %% %
< 1E < 1 W ////////// ////f
=1 o =1 o g Z %/%%f
S osf 8 osf +4.04.4 é/%%’
0.6F 0.6F ; ; ; ; [ %,
0 0 100 200 300 400 500 600 700 800
mMme [GEV]
@ —— L —— 9 g T T ———— —
q§ F {s=13Tev,L =139 fb* M Data 7 § F Vs=13Tev, L =139 fbo’* ¢ Data
m 6001 tt-1,,,,T,. VR CJ True-Ty, tt 4 w L 7,0 VR J True-t,, t 4
E ad”ha . Fake-t, ., tt 7 500/— rad”ha . Fake-T, tt —
E Bl Z- tt+hf J C Bl Z-t+hf ]
5001 B Z- T+l E B Z- o+l ]
F m Multi-jet 400— m Multi-jet —]
400[— (] Others — r (] Others |
F [] Single Higgs o 200 [] single Higgs -|
300 Uncertainty -] - A Uncertainty
E ] 200
200— -
100; é 100
: 147 T T T T o] : T T T |
I T 3 T
a 12F / 7 7 a
s i Wi 3 /%%/WW///W
© F Ty LI [ © ;
8 osf gy N B ! S
06k 2 — ; R 9L S s ; ; —
1 2 3 4 5 2 3 4 5
AR(Db, b) AR(T, 1)

Figure B.7: Data and predicted background comparison in the tf-7,,472q- VR. The uncertainty
band includes the statistical uncertainty and the experimental uncertainty of the simulated sample.
Overflow events are included in the last bin.
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Figure B.8: Data and predicted background comparison in the 1-b-tagged OS MJ VR. The uncer-
tainty band includes the statistical uncertainty and the experimental uncertainty of the simulated
sample. Overflow events are included in the last bin.
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Figure B.9: Data and predicted background comparison in the 2-b-tagged SS MJ VR. The uncer-
tainty band includes the statistical uncertainty and the experimental uncertainty of the simulated
sample. Overflow events are included in the last bin.
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Figure B.10: Part of the correlation matrix R with indices labelled by mass hypothesis and PNN
score bin index. The numbers shown are percentage values.
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distribution. It is due to the existence of non-negligible negative weights in multi-jet events. How-
ever the two distributions only differ in variance, the result is still found to be a good estimation.
Compared to the method described in Section 4.6, only the way that the pseudo-data are generated
in the SR is different.

Here, the pseudo-data is sampled by a Poisson-bootstrap using the same post-fit expected back-
ground as the Gaussian copula approach, i.e., the yield of the i-th sampled pseudo-data (N}iS cudo-data)
is

i _ . i
pseudo-data — p Olsson(wbkg)’ (B.1)

where wék . is the yield of the i-th weighted background event, Poisson(A) is a random variable
generated based on parameter A. For the multi-jet events estimated based on subtracting non-multi-
jet simulated events from data, the weight can be negative. In that case, the absolute value is used
and the sampled yield is subtracted. The correlation of the fluctuation of events in different search
points is insured because the same sampled data is used in all mass hypothesis. The procedure
is performed for both the SR and the Z + hf CR 2. The observables correspond to the auxiliary
experiments are also resampled. Similar as the pseudo-data, the fluctuations of these observables
are also correlated between different mass points. The same background and signal templates are
used to calculate the local significances for each pseudo-experiment. Finally, the distribution of
zbocal js sampled, as shown in Figure B.11. The quoted uncertainty of Z&°% is due to the finite

number of pseudo-experiments.
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Figure B.11: Distribution of the maximum local significance of the 10* bootstrapped pseudo-
experiments. The observed maximum local significance (at my = 1000 GeV mass point) is in-
dicated in the red vertical line. The corresponding global p-value and significance are shown in
blue text. The vertical error bar shows the statistical uncertainty of the pseudo-data.

2Since the same Z + hf CR my, distribution is used for all mass points. The sampling can be simplified.
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B.5 The combination of 7,3q7haq and 7jepZhad channels

B.5.1 Nuisance parameters in the likelihood fit

Several treatments are considered for numerical stability of the likelihood fit, which does not af-
fect the results. The nuisance parameters that have negligible impact are ignored in the likelihood
function. The +10 histogram templates are smoothed by merging bins if large fluctuations present,
before parameterized by the nuisance parameters. The estimators and 68% confidence intervals
(& £ Ax) of the « nuisance parameters which are constrained by Gaussian terms in Equation (4.23),
in the likelihood fit under background-only hypothesis combining non-resonant HH searches in
the 7haqThad and TiepThag channels, are shown in Figure B.12. The estimators and 68% confidence
intervals of a parameters are found to be consistent with that of the corresponding auxiliary mea-
surements (0 + 1). The name of the nuisance parameters are indicated in Section 4.4, the ones
in grey are nuisance parameters on the fake 7,,q background estimation in 7jep7haq [131]. The
PS uncertainties in difference channels are uncorrelated, therefore three nuisance parameters are
introduced for the uncertainty in 7y,47had, and SLT and LTT channels in 7¢p7haq, as shown in their
name. Figure B.13-B.16 shows the ranking of the nuisance parameters obtained in several resonant
likelihood fits to data, to complement Figure 4.38-4.41.

B.5.2 Upper limits on resonant X — HH cross section

Figure B.17 summarises the upper limits on the resonant X — HH cross section in the resolved
analysis (see Figure 4.43), the boosted analysis (see Figure 5.11), and the previous resolved analysis

using the same final state [9].
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Figure B.13: Ranking of the nuisance parameters obtained in the my = 400 GeV resonant likeli-
hood fits to data, ordered by the impact on the /i divided by the confidence interval of i (Ap/Apyor).
The +10 impacts are expressed by hatched and and empty blue box, respectively. The black error
bars shows the pulls of the nuisance parameters, which stands for the degree of deviation between
the best-fit value and the value from the corresponding auxiliary measurements. The description
of the nuisance parameters can be found in the text.
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Figure B.14: Ranking of the nuisance parameters obtained in the my = 800 GeV resonant likeli-
hood fits to data, ordered by the impact on the /i divided by the confidence interval of i (Ap/Apor).
The +10 impacts are expressed by hatched and and empty blue box, respectively. The black error
bars shows the pulls of the nuisance parameters, which stands for the degree of deviation between
the best-fit value and the value from the corresponding auxiliary measurements. The description
of the nuisance parameters can be found in the text.
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Figure B.15: Ranking of the nuisance parameters obtained in the my = 1200 GeV resonant likeli-
hood fits to data, ordered by the impact on the /i divided by the confidence interval of i (Ap/Apyor).
The +10 impacts are expressed by hatched and and empty blue box, respectively. The black error
bars shows the pulls of the nuisance parameters, which stands for the degree of deviation between
the best-fit value and the value from the corresponding auxiliary measurements. The description
of the nuisance parameters can be found in the text.
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Figure B.16: Ranking of the nuisance parameters obtained in the my = 1600 GeV resonant likeli-
hood fits to data, ordered by the impact on the /i divided by the confidence interval of i (Ap/Apor).
The +10 impacts are expressed by hatched and and empty blue box, respectively. The black error
bars shows the pulls of the nuisance parameters, which stands for the degree of deviation between
the best-fit value and the value from the corresponding auxiliary measurements. The description
of the nuisance parameters can be found in the text.
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Figure B.17: Upper limits on the cross section of gg — X — HH at 95% CL in the search for
resonant Higgs boson pair production via a narrow-width scalar particle (X) as a function of my.
Results from the resolved analysis (combination in black with +1/2¢ error bands, 7j,,47haq in blue
and 7jepThaq In red), the boosted analysis (greyblue), and the previous resolved analysis using the
same final state [9] (grey) are overlaid. Observed and expected upper limits are indicated by the
legends.
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