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ABSTRACT

In the Standard Model, the fundamental theory describing strong interactions be-
tween colour-charged objects (quarks and gluons) is quantum chromodynamics
(QCD). A feature of strong interactions is the asymptotic freedom according to
which the interaction between colour charged objects weaken as they approach
each other. In contrast, the potential between these particles increases as they
move apart due to the property called colour confinement. Quarks and gluons,
the basic degrees of freedom of the strong interactions are confined within the
hadrons but are expected to be deconfined at extremely high temperature or
pressure, forming a new state of matter called the quark-gluon plasma (QGP).
QCD predicts phase transition from the hadronic phase to the deconfined phase
of quarks and gluons as a function of thermodynamic parameters. As per the
broadly accepted Big-Bang theory, QGP is a primordial form of matter that is
considered to have existed for a few microseconds after the birth of the universe,
potentially contributing to the formation of various elements in the present uni-
verse. It is also speculated that, due to high pressure, the cores of neutron stars

may reach the necessary densities to have matter in the QGP form.

Relativistic heavy-ion collisions in the laboratory provide a means to study
and characterize the properties of QGP as these may result into the creation of
this hot and dense medium resembling a liquid like state where quarks and gluons
move freely. The experimental confirmation of QGP formation has been reported
by RHIC (Relativistic Heavy lon Collider) at BNL, USA and by LHC (Large
Hadron Collider) at CERN, Geneva. To locate the critical point of the nuclear
matter phase diagram, to know about the order of quark to hadron and hadron
to quark phase transition, to characterize the nature of matter at high energies
and densities are among some of the main goals of these big experimental facil-
ities. While the theoretical approach of studying QGP properties is challenging
due to the non-applicability of the perturbative QCD to the strongly interacting
systems characterized by large coupling constant and colour confinement, the ex-
perimental studies face challenges due to the short lifetime of this medium formed

in the heavy-ion collisions. Lattice QCD offers valuable information on QGP



properties according to which the matter formed in the heavy-ion collisions at
ultra-relativistic energies is believed to pass through different phases depending
on the temperature and baryon chemical potential (15). Despite many advance-
ments and extensive efforts, information and understanding of the transition from
the hadronic phase to the QGP phase and the critical phenomena exhibited by
matter formed in these collisions still remain limited both theoretically and exper-

imentally.

One of the simplest observables to characterize the system formed in heavy-
ion collisions is multiplicity, the number of particles produced in an event. Mul-
tiplicity distributions and fluctuations therein have the potential to reveal the
mechanism of multiparticle production processes and other important thermody-
namic parameters of the system formed in these collisions. Fluctuation studies
of multiplicity distributions help to understand not only the processes that lead
to particle production but also the phenomena like phase transition and critical
point. Multiplicity fluctuations, representing deviations from the average num-
ber of particles produced, are intimately linked with dynamical correlations of
the system of particles in integrated form. These correlations offer insight into
the underlying mechanisms governing particle production processes. Local den-
sity fluctuations, manifested by uneven particle densities within the phase-space
regions, are a consequence of these dynamical correlations. Thus, an effective ap-
proach to understand the dynamics of the system is to analyze these fluctuations.
One of such studies is the factorial moment analysis, more commonly termed as
intermittency analysis, that analyses patterns and particle configurations and un-
veils the correlations in multiparticle production, the final state of high energy

heavy-ion collisions.

Large bin-to-bin fluctuations in the particle distributions or spatial patterns
are believed to have connection with the phenomenon of phase transition. A
fundamental characteristic of the critical behaviour of a system undergoing phase
transition is that it exhibits fluctuations on all scales. Intermittency, characterized
by an increase in the normalized factorial moments as a function of the resolu-
tion of the phase space, serves as a key indicator of scale invariant local density

fluctuations. In intermittency analysis, one studies the scaling behaviour of the
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normalized factorial moments (NFMs) of multiplicity fluctuations. Scale invari-
ance is also characteristic feature of the self-similar systems. A scaling exponent
(v) derived from this analysis may provide information about the critical nature
of the systems under study. For the second order phase transition in Ginzburg-
Landau formalism and Ising model calculations, v is predicted to have an average

value of 1.304.

Intermittency analysis characterized by the power-law behaviour of NFMs,
has been widely studied for various systems at low energies in the early 1990s.
However, these studies were limited by low bin multiplicities at high spatial res-
olutions. The advantage of heavy-ion collisions at ultra-relativistic energies, such
as at LHC, is the production of a large number of particles in every event that
enables the study of event-by-event fluctuations. With an interest to comprehend
multiparticle production processes, investigations using intermittency methodol-

ogy which is yet not explored to the full potential, are performed.

The research work embodied in this thesis pertains to the study of scaling
behaviour of multiplicity fluctuations of the charged particles produced in the Pb—
Pb collisions at /syy = 2.76 TeV, recorded with the ALICE detector at LHC.
An analysis of data from Pb—Pb collisions at LHC energies has the significance of
bringing out hidden features in the data that may not be trivial and may otherwise
be washed out with averaging up of the observable. The results of these first
measurements from this study at LHC energies, is presented. Thesis is organized

in seven chapters. A brief account of the chapters is given below:

e Chapter 1 provides a quick and general overview of the standard model of
particle physics focusing on the key concepts such as asymptotic freedom and
confinement. Following that, there is a brief discussion about quark-gluon
plasma (QGP), a few signatures of its formation such as direct photons,
J /1 suppression, jet quenching, strangeness enhancement, elliptic flow, and
dileptons. Subsequently, fluctuations particularly multiplicity fluctuations

and statement of physics problem investigated in this work is discussed.

e Chapter 2 gives a brief introduction to the LHC and one of its experimental

setup A Large Ion Collider Experiment (ALICE). It also outlines the specific
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detectors of the ALICE experiment, the data recorded by which has been
analysed in this work. An overview of the detectors viz., Inner Tracking Sys-
tem (ITS), Time Projection Chamber (TPC), and VZERO (VO0) detector is
given. Additionally, the chapter focuses on the ALICE analysis framework,
including discussions on the online/offline computing system and the recon-

struction software in the LHC GRID framework.

Chapter 3 aims to provide details on the methodology to calculate normal-
ized factorial moments (F,). Discussion on two dimensional intermittency
analysis technique that is used here to analyze data is given. The various
scaling behaviours (F, as function of M (M-scaling) and F, (F-scaling)),
extraction of scaling exponent (v) and fractal parameters (D, and \,) are

deliberated including their predictions from theoretical and model studies.

Chapter 4 presents phenomenological study of Toy model events having
uncorrelated particles, aimed to understand the baseline behaviour of the
normalized factorial moments. Generation and analysis of Toy model events
including sensitivity checks of the observables are discussed. Toy model
events show absence of intermittency while normalized factorial moments
are found to be sensitive to the fluctuations present in the data. Procedure

to implement efficiency corrections is also deliberated.

Chapter 5 discusses the studies performed using the simulation data from
Monte Carlo event generators. In the field of high energy physics, simulation
studies are vital to understand and interpret experimental outcomes. Sim-
ulated events using the HIJING and the AMPT model for Pb—Pb collisions
at /sy = 2.76 TeV have been analyzed. Observations and results from
the intermittency analysis, closure tests using these events is given. The
two-dimensional intermittency analysis of the events shows weak M- and F-
scaling behaviour. Scaling exponent (v) extracted from the models is found

to be different from the theoretically predicted value.

Chapter 6 focuses on the results from the experimental data analysis. Local
fluctuations in the spatial patterns of the charged particles, produced in the

two-dimensional (7, @) phase space during Pb-Pb collisions at /sy =2.76

v



TeV recorded by the ALICE experiment at LHC, are studied using normal-
ized factorial moments (F,). Results from the analysis performed for the
various transverse momentum (pr) intervals having pr < 2.0 GeV/c in the
mid rapidity region (|n| < 0.8) with full azimuth are discussed. Scaling
properties of the multiplicity fluctuations studied using NFM are presented.
The factorial moments quantifying the fluctuations in the spatial patterns of
the events show linear dependence on the phase space resolution. F-scaling
in data is observed, scaling exponent (v) is extracted and its dependence
on the pr, pr-bin width and centrality is presented. Fractal parameters, D
and )\, are calculated that offer insight into the structure of self-similar
multiparticle systems in the collisions. The results obtained are compared

with that from the Toy model and Monte Carlo event generators.

Chapter 7 provides a summary of results obtained from this work that ad-
vances our understanding about multiparticle production in heavy-ion col-
lisions. An overview of the follow-up work to further extend the analysis is

also given.
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Chapter 1

Introduction

In the early universe, a few microseconds after the Big Bang, it is believed that
a state of matter called quark-gluon plasma (QGP) [1] existed, where quarks and
gluons were free particles instead of being confined within hadrons. Currently,
quarks are regarded as the fundamental building blocks of matter, while gluons are
the force carriers that “glue” quarks together to form protons, neutrons, and other
hadrons. Examining the ultra-relativistic heavy-ion collisions is akin to investi-
gating the early universe [2-5]. Experiments namely ALICE (A Large Ion Collider
Experiment) at LHC (Large Hadron Collider) and STAR at RHIC (Relativistic
Heavy lon Collider) aim to explore the properties of the QGP. The direct investi-
gation of QGP is not feasible as it lasts for a few microseconds after its formation.
Indirect measurements to investigate heavy-ion collisions are performed to char-
acterize the properties of QGP, locate critical point in the nuclear matter phase
diagram, determine the temperature and the order of the phase transitions, ex-
tract the transport coefficients etc., which are some of the important goals in the

field of heavy-ion collisions [6, 7].

In addition to QGP the other nuclear properties that are of interest in
heavy-ion collisions, are nuclear shadowing, anti-shadowing, gluon saturation, and
hadronic reabsorption, etc. However, due to the dominance of the hot nuclear
medium (QGP), it is challenging to isolate these effects. Nevertheless, they can
be studied using hadron-nucleus collisions such as proton-lead (pPb) collisions.
Since these effects occur at relatively low temperatures, they are referred to as
cold nuclear matter effects (CNM) [8]. For the quantitative description of both
cold and hot nuclear matter, measurements performed on hadron-hadron collisions

such as proton-proton (pp) collisions serve as a baseline to these investigations, as



the nuclear effects are negligible there, and the expected initial energy densities

are not enough to create the QGP.

Among the myriad of investigations proposed for characterizing the system
formed during heavy-ion collisions, one notable approach involves the study of
fluctuations of physical observables. An important global observable to character-
ize the evolving system is the multiplicity, the number of produced particles. An
in-depth exploration of multiplicity distributions and associated fluctuations offer

valuable insight into the mechanisms governing multiparticle production processes.

The Standard Model, a popular and successful model of particle physics, is
briefly discussed in the next section before going on to the introduction to heavy-

ion collision and physics analysis performed in this thesis.

1.1 The Standard Model

Particle physics aims to comprehend the universe by exploring its fundamental
building blocks and their interactions at the sub-atomic level. Decades ago, atoms
were considered to be the smallest element of matter that could not be split.
However, after discovering the constituents of atoms, i.e., electrons and nucleons,
the scientific community tried further to figure out the fundamental constituents
of matter. Numerous particles were postulated and later found in experiments
over time. Many theories and models have been introduced for a better under-
standing of these particles and interactions among them. The widely accepted
and successful Standard Model (SM) of particle physics provides a comprehensive
understanding of the fundamental particles. It was proposed by Abdus Salam,
Sheldon Glashow, and Steven Weinberg. According to this model, at elementary
level, matter consists of quarks and leptons, interacting through gauge bosons like
photons and gluons. Among the four fundamental forces present in the universe:
gravitational, electromagnetic, weak, and strong nuclear interactions, the Stan-
dard Model successfully describes three of these forces, excluding gravity [9-12].
It’s theoretical framework, known as the electroweak theory, unified the electro-

magnetic and weak nuclear forces and successfully predicted the existence of the



W= and Z° bosons. Experimental validation of electroweak theory came with the
discovery of these bosons at European Organization for Nuclear Research (CERN)
in the 1980s, earning Salam, Glashow, and Weinberg the Nobel Prize in Physics
in 1979 for their contributions to understanding elementary particles and their in-
teractions. The electroweak interaction theory unifies electromagnetism and weak
interactions, while the quantum chromodynamics (QCD) explains the strong in-

teractions between quarks and gluons within a nucleon.

Standard Model of Elementary Particles

three generations of matter interactions | force carriers
(fermions) (bosons)
| Il Il
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Figure 1.1. Elementary particles within the Standard Model [13].

All particles within the framework of the Standard Model are classified into
two groups viz., quarks and leptons. Quarks and leptons are both fermions, pos-
sessing a spin of % and obey Fermi-Dirac statistics. Leptons are further categorized
into three generations based on their masses and properties. The first generation
includes the electron (e) and the electron neutrino (v,), which are the lightest and
the most stable known particles. The heavier and less stable matter is represented
by the second and third generation of particles: muon (x) and muon neutrino
(v,) which belong to the second generation, while the third generation comprises
of tau (7) and tau neutrino (v,). These generations of leptons also include an-

tiparticles of each particle. Leptons can participate in both electromagnetic and



weak interactions [14]. Mesons, that comprises of a quark and an antiquark,
and baryons, consists of three quarks, serve as the fundamental constituents of
hadrons. Together with leptons, hadrons constitute the building blocks of matter
in the Standard Model, showcasing the intricate connection between fundamental

particles and their interactions.

Regarding quarks, there are three generations: up (u) and down (d) quarks
is the first generation, charm (c) and strange (s) quarks is the second generation,
and top (t) and bottom (b) quarks constitute the third generation. Along with
quarks each generation has anti-quark as well. The quark u, ¢, and t have an elec-
tric charge of +§, whereas d, s, and b quark have electric charge —%, respectively.
Quarks possess colour charge, in addition to the electric charge. Each quark con-
tains one of the three different colour charges: red, green, or blue. Anti-quarks, on
the other hand, can have anti-red, anti-green, or anti-blue colour charges. Quarks

can participate in all the three types of interactions: strong, electromagnetic, and

weak.

In addition to fundamental matter particles, quarks and leptons, the Stan-
dard Model also includes field particles, or force carriers, known as gauge bosons.
Photons (7) are the exchange particles of electromagnetic interaction between elec-
trically charged particles. The weak interaction occurring between various types
of quarks and leptons is mediated by the W* and Z° bosons, while gluons (g)
mediate the strong interaction between quarks. These field particles have integral
spin and follow Bose-Einstein statistics. Gluons carry colour charge and interact
with quarks to exchange this charge, effectively “gluing”them together. Further-
more, the Standard Model contains a scalar boson called the Higgs, named after
Peter Higgs. In 1964, Higgs, along with five other physicists, proposed the Higgs
mechanism. As per this mechanism, particles interact with the Higgs field and ac-
quire mass [15,16]. In 2012, ATLAS and CMS experiments at CERN announced
the experimental discovery of the Higgs boson [17,18]. With this important aspect
of Standard Model has been proved experimentally.

Although the Standard Model provides the most accurate explanation of the

subatomic world at the moment, it does not explain the complete picture of the



fundamental working principles of world around. The model only accounts for
three of the four fundamental forces and leaves out gravity, another fundamental
force of the nature. In addition to this there are many other open questions [19].
However, the Standard Model is still the most successful model explaining fun-
damentals of matter and interactions. Next a brief overview of the Quantum
Chromodynamics (QCD), the theory of one of these fundamental interactions, the

strong interactions, is given.

1.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is a well established theory of strong forces
that describes the interactions among quarks and gluons. According to QCD,
quarks and gluons combine to form hadrons. Quarks and gluons are subject to
strong interactions mediated by a quantum property known as colour exchange,
akin to electric charge in quantum electrodynamics (QED). Quarks and antiquarks
are analogous to electrons and positrons, while gluons, the mediating gauge bosons,
are analogous to photons. However, unlike QED, which features a single type of
charge, QCD introduces three distinct types of charges known as colour charges
(red, green, and blue), each with a corresponding anti-charge or anticolour. An-
other significant distinction is that photons are electrically neutral whereas gluons
carry a colour charge. Consequently, gluons can interact with each other, leading
to unique properties of QCD [14]. Two key characteristics of QCD, asymptotic

freedom and colour confinement, are discussed below:

1.2.1 Asymptotic freedom

The property of asymptotic freedom was first reported by Gross, Politzer, and
Wilczek, for which they were awarded the Nobel Prize in Physics for the year
2004 [20-22]. Asymptotic freedom implies that the interaction strength between

quarks decreases as the distance between them decreases. In QCD, the strong



coupling constant ay is related to momentum transfer Q? [23], as

B 41
 BoIn(Q*/Ajep)

a,(Q?) (1.1)

where 5, = 11 — %nf is a constant determined by the number of active quark
flavours (ny), and Aqep is a dimensional parameter representing the energy scale
where «; diverges to infinity. The behaviour of QCD coupling constant as a
function of () has been experimentally verified by a large variety of measurements
of different processes [23], as summarized in Fig. 1.2. The figure clearly illustrates
that towards low momentum transfer (), indicating a larger probed length scale,
the coupling strength increases. This behaviour is closely linked to the concept of
confinement, which dictates that isolated colour charged objects are not observed
in nature. Conversely, for large momentum transfers @), corresponding to smaller
probed length scales, the coupling decreases. In the limit where the coupling tends
to zero, quarks and gluons exhibit free behaviour, a characteristic that results in
where quarks can be considered as free a concept known as asymptotic freedom.
The formation of the Quark-Gluon Plasma (QGP) is a direct consequence of this

property of strong interaction.
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Figure 1.2. Variation of QCD coupling constant with momentum transfer [23].



1.2.2 Confinement

Another important feature of QCD is confinement, a feature that pervents the
existence of free colour-charged particles like quarks and gluons. The confinement
property of the quarks is explained by their strong interaction potential. The

equation that provides the QCD potential for the strong force is;

4 o
A Ry 1.2
V. s+ (1.2)

where 7 is the distance between colour charges, k signifies the colour string ten-
sion between quarks, and «y is the strong interaction coupling constant or running
coupling constant. The term a;/r emerges due to single gluon exchange and dom-
inates at small r. It is comparable to the Coulomb potential between elementary
charged particles. The confinement of quarks at large r is linked to the linear term

(second term) in the equation (1.2).

q q
Energy Energy

N & e

9~ q,~J
- e
Figure 1.3. Schematic view depicting inseparability of quarks and anti-quarks inspite
of applying more energy and hence depicting confinement properly [24].

Colour-charged quarks are confined in groups with other quarks, forming
colour-neutral combinations and do not exist in isolation. If a quark in a given
meson (a bound state of a quark and an antiquark pair) is pulled away from its
antiquark, the colour force field stretches between the quark and its neighbour.

Consequently, the colour force field gains energy and expands, leading to the for-



mation of a new quark-antiquark pair. In this process, energy remains conserved
as the energy stored within the colour force field is utilized to produce the mass of
newly generated quarks, enabling the colour force field to revert to its unstretched
state. Consequently, the energy required to achieve significant separation far sur-
passes the pair production energy of a quark-antiquark pair. Instead of isolating a
single quark, a pair of mesons is created since the produced quark-antiquark pair

combines, as illustrated in Fig.1.3.

The nuclear matter phase diagram that is still not completely understood
and is one of the widely studied area of research in the field of high energy physics

is discussed.

1.3 Nuclear matter phase diagram

A conjectured phase diagram of strongly interacting matter is shown in Fig. 1.4.
QCD matter comprises hadrons (quarks and gluons) that are confined together at
low chemical potential (') and temperature (T). At a high net baryon density,
QGP matter is formed due to the compression of nuclear matter as is present
inside the core of neutron stars. Lattice QCD calculations have predicted a first-
order phase transition from hadron gas to QGP at higher chemical potential (up)
and lower temperature (T), which is a finite discontinuity in the first derivative
of thermodynamic potential in the infinite volume limit. The critical point is
thus the point at which the first order phase transition ends [26,27]. However, at
high temperatures and zero baryon chemical potential, the phase transition from
hadron gas to the QGP phase is believed to be a cross-over [28]. This area of
the phase diagram is currently under investigations both at LHC and RHIC. The
major goal of the RHIC Beam Energy Scan (BES) [29] program is to determine
the precise location of the critical point. At the time of writing this thesis, no

evidence of critical point is reported by any experiment. The region of high baryon

!Chemical potential, also known as baryon chemical potential or net baryon density, is the
amount of energy required to raise the total number of baryons and antibaryons in a system to

a unit increase.
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Figure 1.4. Conjectured phase diagram of the strongly interacting matter [25].

chemical potential of the phase diagram will be explored by the experiment at the
Facility for Antiproton and Ion Research (FAIR) at the GSI [30,31], Germany,
and the Nuclotron-based Ion Collider Facility (NICA) [32] at Joint Institute for
Nuclear Research (JINR), Russia [27]. A brief overview of heavy-ion collisions and

signatures of QGP formation are discussed below.

1.4 Ultra-relativistic heavy-ion collisions

In quark-gluon plasma, the individual quarks are not bound in the colourless
triplets (baryons) or doublets (mesons) but are “quasi-free” particles. The condi-
tions of extreme energy and density leading to the formation of this state of matter
can be reached in the laboratory by colliding heavy nuclei at ultra-relativistic high
energies where it may be formed for a very small time and making it possible to
experimentally study QGP medium in the laboratory. The first heavy-ion collision
was performed with a collision energy of 1-2 A GeV /c in 1970 at Bevalac, Lawrence
Berkeley National Laboratory(LBNL), USA. Following the Bevalac experiment’s

success, other heavy-ion collision experiments started to operate at various ac-



celerator facilities all over the world, such as Alternating Gradient Synchrotron
(AGS) and RHIC [33] at Brookhaven National Laboratory (BNL), USA and Su-
per Proton Synchrotron (SPS) and Large Hadron Collider (LHC) at CERN [34].

Major experimental facilities spread over the globe are listed in Table 1.1.

Table 1.1. A few heavy-ion collision facilities at various accelerator facilities.

Year(s) of -
operation Facility Name Type Energy range
AGS (Alternating Gradient Synchrotron) at | _. o
1987-1984 BNL (Brookhaven National Laboratory) Fixed target | <142 GeV
SPS (Super  Proton  Synchrotron)  at
1994-now CERN (European Organization for Nu- | Fixed target | 5.0-17.3 GeV
clear Research)
SIS18 (Schwer Ionen Synchrotron) at GSI | _. .
2002-2014 Helmholtz Centre for Heavy Ion Research Fixed target | < 2.4 GeV
9000-now ggiC (Relativistic Heavy Ion Collider) at Collider 77-900 GeV
. . 2.76, 5.02 and
2009-now LHC (Large Hadron Collider) at CERN Collider 544 TeV
FAIR (Facility for Antiproton and Ion Re- U ‘o 29
2010-now search) at GSI Helmholtz Centre for Heavy | Fixed target P
GeV /nucleon
Ton Research
NICA (Nuclotron-based Ion Collider fAcil- U to 45
2015-now ity) at JINR (Joint Institute for Nuclear Re- | Fixed target P '
search) GeV /nucleon

In a heavy-ion collision experiment, two nuclei are collided at high energies
with speeds reaching the speed of light that leads to nuclei getting Lorentz con-
tracted along the direction of motion and appear to be “disk-like” objects as shown
in a cartoon in the Fig. 1.5. When the collision takes place, the part of the nuclei
that participates in the collision is called the overlap region. This region depends
on the impact parameter (b), that is the perpendicular distance between the cen-
ters of two colliding nuclei. The nucleons that participate in the collision and come
into this overlap region are called participants, and those which do not participate
are called spectators. The system so formed during the collisions expands and

evolves in space and time and passes through various stages.

Space-time evolution of heavy-ion collision

The head-on collision of the two equal Lorentz-contracted nuclei travelling at near

to the speed of light along the z-axis is shown in Fig. 1.6 which illustrates a
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before collision after collision

Figure 1.5. Schematic view of ultra-relativistic heavy-ion collisions of two Lorentz
contracted nuclei [35].

schematic diagram of the space-time evolution of ultra-relativistic nucleus-nucleus
collision with two possible scenario viz with and without QGP formation. The
ordinate represents the time axis, while the abscissa represents the beam direction
(z-direction). The two nuclei travel towards each other along the z-axis, and
the coordinates are arranged such that they collide at the origin (z,t) = (0,0).
The proper time (7) of evolution is calculated from the space-time hyperbola as
T = /12 — 22. The evolution of hadronic collisions is supposed to proceed through

several stages;

1. Pre-equilibrium stage: This phase appears to be present for an evolution
time of 7 <1 fm/c [37]. During this period, partons interact in an inelastic
way to create a large number of deconfined quarks and gluons. Since it is
an initial stage of the evolution of collision, the majority of the particles
formed in it are produced by hard QCD processes and have large transverse
momentum. Hard scattering between partons results in the production of
jets and heavy quarks via perturbative QCD. At this point in time, the

system is in a non-equilibrium state of partons.

2. Quark-Gluon Plasma and its expansion: In this scenario where QGP is
formed in a collision, while the energy density of the system is high enough,
the partons are formed in the pre-equilibrium phase and interact among
themselves a multiple number of times. The system approaches a local

thermal equilibrium with thermalization time =~ 1 fm/c. These interactions
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Figure 1.6. Schematics of space-time evolution in a relativistic heavy-ion collision.
The RHS of the figure shows the evolution of the system with QGP formation, and
the LHS illustrates the evolution of the system without QGP [36].

results in a hot, dense, and thermally equilibrated matter known as Quark-
Gluon Plasma (QGP). A hydrodynamical description of the QGP suggests
that the medium formed in heavy-ion collision behaves more like a strongly
coupled liquid than a weakly interacting gas [38] and the same has been
observed experimentally [39]. The system expands due to the pressure gra-
dient of the collisions and subsequently cools down. Hadronization process,
quarks and gluons confining to form hadrons, starts when the temperature
drops below a specific critical temperature. This results in a mixed-phase

system wherein both QGP and hadrons exist together.

3. Chemical freeze-out: After the mixed phase stage, the system continues
to undergo inelastic hadronic interactions, which are expected to maintain a
form of chemical equilibrium. When the temperature drops below chemical
freeze-out temperature (7.,), all inelastic processes cease, and the chemi-
cal composition of the system freezes, i.e., no new particles are produced.
Hadrons now interact elastically and this transition from inelastic scatterings

to elastic hadronic gas interactions is known as chemical freeze-out [40].
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4. Kinetic freeze-out: After the chemical freeze-out, hadrons interact elas-
tically until the temperature approaches T = T%,. At this temperature,
elastic collisions among hadrons stop, when the mean free path of hadrons
is approximately equal to the size of the system. Beyond this point, the
transverse momentum (pr) distribution of the hadrons is fixed. When the
mean free path becomes much greater than the system size, all the particles
in the final state travel freely and are eventually detected in the detectors.

This stage is called kinetic freeze-out.

The other possible scenario is the one where Quark-Gluon Plasma medium
is not formed as the temperature and energy density of the system do not reach
the threshold value (Fig. 1.6(a) (without QGP)). This leads to the formation
of a pre-hadronic phase which is followed by nucleon recombination resulting in
the formation of new hadrons. Subsequently, after the hadronic freeze-out, the
produced hadrons are detected in the detectors. This space-time evolution scenario

is commonly observed in hadronic collisions.

In experiments at LHC, the detection of final-state particles involve mea-
suring their position and momentum or energy and time using detectors. This
approach is crucial for gaining a more comprehensive understanding of the space-
time dynamics in the relativistic collisions and studying broader observables re-
lated to the creation of the strongly interacting matter. To do this effectively,
it is necessary to have an understanding of the kinematic variables relevant to
ultra-relativistic collisions, a brief introduction of which is given in Appendix A

whereas a detailed description of these is available in Ref. [41].

1.5 Signatures of QGP

The strongly interacting matter, QGP, that may get created in the heavy-ion
collisions, is expected to have a lifetime of around 10723 seconds, after which, as
the system cools the transition from the QGP state to the hadronic state takes
place. Due to extremely small lifetime, it is experimentally impossible to detect

this state of matter directly. Hadrons in the final state of collision are detected
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by detectors. In order to learn about this state of the matter, one relies on
experimental measurements that can provide information about the properties of
this medium. These measurements and observations so made give the evidence of
QGP formation and hence are known as signatures of QGP formation [42]. Some

of the main signatures are discussed below:

1.5.1 Direct photons

The strong interactions among quarks and gluons in the plasma state give rise
to the production of direct photons [43]. Photons interact electromagnetically
and their mean free path is large compared to the size of the system formed,
so they escape from the strong interaction region without rescattering and carry
information about the conditions and properties of the matter at the time of
their production [44]. Moreover, as the emission rate of photons is a strongly
increasing function of temperature, most of the direct photons are abundantly
produced when the temperature and energy density have their largest values.
Thus direct photons act as unique spectator of the exotic state of matter created
in the heavy-ion collisions. Besides this, there are several other important photons
contributing sources throughout the evolution process, such as, photons from hard
scattering in the QGP phase, photons from partonic decay, etc. By isolating
photons from these background processes, the measured direct photons accurately
reflect the thermodynamic characteristics of quarks and gluons in the system prior

to hadronization.

The first attempt at direct photon measurement was made by the WA98
collaboration in Pb—Pb collisions at 158 A GeV [46]. ALICE collaboration at
CERN also studied the invariant yield of direct photons for 0-20%, 20-40%, and
40-50% centrality classes in pp range 0.9< pr <14.0 GeV/c. Fig. 1.7 shows
the measurement of direct photons in Pb—Pb collisions at /sy =2.76 TeV for
the three centralities. The behaviour as expected by the pQCD calculations for
high pr>5.0 GeV/c is seen. At high pr, there is no evidence of medium influ-
ence on direct photon generation. In peripheral collisions in the low prt region

(pr <2 GeV/c), no direct photon signal is seen; however, in the mid-central and
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Figure 1.7. Direct photons spectra measured by ALICE in Pb—Pb collisions at
VSnn = 2.76 TeV in different centrality classes and compared to the pQCD pre-
dictions for the direct photon yield in pp collisions at the same energy [45].

central collisions, an excess over the prompt photon contributions is observed [45].
In this measurement, models that assume the formation of a QGP were found

consistent within uncertainties.

1.5.2 J /1 suppression

J/1 is bound state of charm quark(c) and charm antiquark(c). These particles
are produced during the hard scattering processes in the initial stage of the colli-
sion and, therefore, serve as an excellent tool to understand the dynamics of the
medium formed in the heavy-ion collisions. In QGP medium, the colour charge of
a quark is subjected to Debye screening due to the presence of quarks, antiquarks
and gluons. If a J/v is present in this medium, the interaction between c¢ and ¢
may become weaker due to Debye screening. Also, because of the distribution of
quarks and gluons around cc, the potential between ¢ and ¢ may change consider-
ably. The combined effect of these two situations may result in J/1 dissociation
into ¢ and ¢ and hadronizing as D-mesons, which are made up of charm and a
light antiquark. This reduced production of J /1 is known as J/v suppression and

serves as a signature of QGP [47]. The first report on this suppression was given
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Figure 1.8. Raa of J/1 as a function of average number of participant nucleons in
the Pb—Pb collisions at /syny = 2.76 TeV and results from PHENIX collaboration for
Au—Au collisions at /syn = 200 GeV [51].

by the SPS experiment at the CERN [48]. Later, this suppression was further
confirmed by experiments at RHIC [49] and at LHC [50]. Fig. 1.8 shows the nu-
clear modification factor (Ras ) of J/1 as function of centrality (average number
of participants, (Nper¢)) at RHIC and LHC energies. Large (Np,.) values cor-
respond to central collisions, while small (N,,) values correspond to peripheral
collisions. It is observed that the amount of suppression observed at the RHIC
is greater than that at the LHC. These observations at LHC are associated with
the formation of QGP medium, which suppresses the production of J/¢, and the
subsequent recombination process, in which some c¢ pairs coalesce and increase

the production of J /4.

1.5.3 Jet quenching

Two colliding nuclei at ultra-relativistic energies result in the production of large
number of partons at very high transverse momentum. These partons disperse
in all possible directions from the collision point and finally fragment into narrow
cones of hadrons called jets [52]. These jets comprise of highly energetic secondary
particles, including quarks, antiquarks, and gluons, which are often referred in

theory as “jet partons”. When these jet particles pass through the hot and dense
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Figure 1.9. R, as a function of transverse momentum in the central Pb—Pb colli-
sions at /syy = 2.76 TeV measured by ALICE is compared with STAR and PHENIX
experiments results [55].

medium namely QGP, they interact with the medium particles and lose the energy
and momentum before hadronizing, and thus leading to suppression of the yield
of the high pr hadrons. This loss is observed through a mathematical ratio, the

nuclear modification factor, Raa, defined as

1 yieldAA
<TAA> yieldpp

RAA(pT) = (13)

This ratio, first suggested by Bjorken [53], shows the energy loss of any jet parton
and is commonly termed as jet quenching. The numerator of the ratio shows
the yield of charged particles in the heavy-ion collisions (denoted by the subscript
“AA”), while the denominator shows the yield in proton-proton collisions (denoted
by “pp”). If we suppose that AA collision is an incoherent superposition of pp
collisions, then the R must be unity for all jet momenta. Any value of Rxa below
unity implies the presence of the effects caused by the medium. Fig. 1.9 shows
the results of the nuclear modification factor for charged particles as measured by
various experiments. A clear effect of jet quenching is observed both at RHIC and

LHC energies [54].
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1.5.4 Strangeness enhancement

The enhancement of strange particle production is considered as one of the im-
portant signals of QGP formation and was first proposed in [56]. The concept
of strangeness enhancement is based on different mechanisms of strange particle
production in the QGP phase and the hadronic phase. If the system created in a
heavy-ion collision does not evolve through the QGP phase, the strange particles
must be created by the rescattering of particles within the expanding hadronic gas
system. Since strangeness is a conserved quantity, strange and anti-strange par-
ticle production rates should be equal. Therefore, the threshold energy required
to generate strange hadrons is very high. Contrarily, in the QGP phase, quark
masses are reduced to their bare minimum, which lowers the threshold energy for
the formation of strange-antistrange pairs [57,58] to just being the sum of the
masses of the two strange quarks, or about 200 MeV. As a result, the production

rates of strange particles increases significantly in case QGP phase is created.

In the QGP phase, strange quarks are produced mainly by gluon-gluon fu-
sion and quark-antiquarks interactions. Strangeness enhancement is quantified
through the enhancement factor (e¢), which is defined as the yield per participant
in the Pb—Pb (or pPb) collisions normalised to the yield per participant in the

pp collisions and is expressed as,

2 Y
¢ = ieldaa (1.4)
(Npart) Yieldy,

where (Npq) is the average number of participants in the nuclear-nuclear col-
lisions. If the value of € is greater than one, then it can be attributed to an
enhancement in the production of strangeness. Fig. 1.10 shows the strangeness en-
hancement factor (€) as a function of (Npg+) in Au—Au and Pb—Pb collisions [59].
This enhanced production of the strange particles in heavy-ion collisions relative
to pp collisions indicates the formation of a hot and dense partonic medium. With
the increase in center-of-mass energy, the enhancement factor is perceived to be
decreasing, and this decrease is believed to occur due to the so-called canonical
suppression mechanism [60], according to which the rate of such processes is sup-

pressed because the energy levels and phase-space required for ss pair production
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Figure 1.10. Strangeness enhancement factor of the different strange hadrons mea-
sured by the ALICE are compared with the results of the lower energies STAR and
NAS57 experiment [59, 61].

in a small system are not present. As a result, the denominator term of the en-
hancement factor decreases, increasing the value of strangeness enhancement for

lower energies than LHC energies.

1.5.5 Elliptic flow

In heavy-ion collisions, one of the most important observables to understand the
initial conditions and collectivity of the produced medium is the elliptic flow of
the produced particles. The overlapping area between the two colliding nuclei in
non-central heavy-ion collisions exhibits an almond-like shape. When constituents
interact, a pressure gradient develops, transforming the initial spatial anisotropy
into the momentum anisotropy. This momentum anisotropy is converted into an
azimuthal anisotropy of the produced particles, resulting in asymmetrical particle
emission in the perpendicular plane, which is expressed by the Fourier expansion

of the azimuthal distribution of emitted particles

1+22vncos n(e — 1)) (1.5)

n=1

dN 1
d3 S or PTdPTd?/
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where ¢ is the azimuthal angle of the produced particles and 1 is the reaction
plane angle (angle made by the reaction plane with the x-axis). The coefficients
of expansion are called flow parameters and are defined as v,, = (cos(n(¢ —¥n))),
where the average is taken over all the particles in all the events. The second

coefficient, vy is known as elliptic flow.

Hydrodynamical models accurately predict and explain the majority of
elliptic flow measurements for light hadrons at the low transverse momentum
(pr < 2 —3 GeV/c). The elliptic flow measurements provide evidence that the
created matter equilibrates in an early stage of the collision and evolves according

to the laws of hydrodynamics, behaving nearly like a perfect fluid® [1,62].

Results for vy of 7, K and p in Pb-Pb collisions at /sy =2.76 TeV [63]
are shown in Fig. 1.11. This figure compares the results from ALICE with those
from STAR [64] and PHENIX [65] experiments. The observed vy from ALICE
and STAR behaves in a qualitatively similar manner at low transverse momentum
values (pr < 1.5 GeV/c). On the other hand, for pr > 1.5 GeV /¢, the vy measure-
ments at the LHC are significantly higher than RHIC energies. This difference is
commonly attributed to the larger radial flow present at LHC energies compared

to those at RHIC.
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Figure 1.11. The comparison of the pr differential v, for 10% to 20% centrality class
of Pb—Pb and Au—Au collisions at the LHC and RHIC energies [63].

2Quark-Gluon Plasma (QGP) behaves as a nearly perfect fluid, characterized by minimal
viscosity and strong collective behaviour, a property inferred from experimental observations

and theoretical calculations.
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1.5.6 Dileptons

Dileptons are produced in various ways during high-energy nuclear collisions and
serve as signature of QGP formation. They can originate from quark-antiquark
annihilation or from interactions within the hadronic medium, such as through the
decay of particles like pions, rho mesons, omega mesons, or J/i¢ particles. Among
the most noticeable dileptons are those involving high-energy electron-positron
pairs and muon-antimuon pairs. Another source of dilepton production is through
Drell-Yan processes, where a quark annihilates with a sea antiquark from another
nucleon to create a virtual photon, which then decays into a lepton pair. Leptons
and their antileptons travel through the medium and interact electromagnetically,
so they remain largely unaffected by the strong forces, providing valuable infor-
mation about the thermodynamic properties of the QGP medium. The produc-
tion rate and momentum distribution of generated lepton and anti-lepton pairs
are influenced by the momentum distributions of quarks and antiquarks within
the plasma, which are regulated by the thermodynamic properties of the plasma.
Therefore, the lepton-antilepton pairs contain information regarding the thermo-

dynamic state of the medium at the time of their production [66-68].

Dileptons face challenges similar to photons in terms of their production
throughout the entire evolution of the QGP. However, when examining the distri-
bution of dilepton spectra against the invariant mass of lepton pairs, signals from

the QGP phase can be observed in the mass range of approximately 300-500 MeV.

1.6 Fluctuations

To have an insight into the mechanism of particle production and phase changes
from hadrons to QGP and vice-versa study of fluctuations of observables from ex-
periments has great significance [69]. Existence of the QCD phase transition would
cause an increase and divergence of fluctuations [70]. In general, any change or
variation in any quantity over space and time is referred to as fluctuation. Fluctu-
ations are intimately linked to the phase transitions. For instance, the well-known

phenomenon of critical opalescence arises from fluctuations at all length scales,
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characteristic of a second-order phase transition. Conversely, first-order transi-
tions manifest as bubble formation, representing extreme density fluctuations.
This intrinsic relationship between fluctuations and phase transitions underscores
their significance in understanding the dynamic behaviour of matter across dif-
ferent phases [71]. The heavy-ion collision facilities such as LHC and RHIC have
provided us with the extensive data sets that is conducive to do fluctuations studies

in understanding the intricate dynamics of QGP formation and phase transitions.

Fluctuations in observables can originate from various sources. There can
be trivial fluctuations that arise due to the finite number of particles used to
define a particular observable in a given event. These fluctuations, which are
a consequence of finite multiplicity, are referred to as statistical fluctuations. All
other fluctuations are classified as dynamical fluctuations. Dynamical fluctuations
can further be broadly categorised as fluctuations that remain constant across

events, and the fluctuations that vary on an event-by-event basis.

The most efficient method to study the dynamical (non-statistical) fluctu-
ations in a physical system is through the study of event-by-event fluctuations,
where a given quantity is studied on an event-by-event basis, as the averaging over
the event space may smear out signatures of interest [69,72]. Imagine putting a
sheet of paper outside on a rainy day. If you leave it there for a long time, the
paper will become uniformly wet, making it seem like a continuous mist of rain.
However, if observed for just a few seconds, one would notice individual raindrops
hitting the paper, revealing a distinct droplet pattern. This shows how examining
each event separately can reveal unique details. The abundance of high multi-
plicity data from collider experiments at the LHC and RHIC, an event-by-event
fluctuation study is feasible and promises to reveal the true nature of the system

created in ultra-relativistic energies and high density [73].

The study of event-by-event fluctuations provides a test bench to charac-
terize the thermodynamic properties of the system. For example, fluctuations
of conserved quantities are predicted to signal the presence of the QGP and in-
dicate a phase transition. The event-by-event fluctuation studies carried in the

ALICE experiment encompass a wide range of investigations, including studies
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on net-charge fluctuations [74], balance functions [75], mean pr fluctuations [76],
multiplicity fluctuations [77], particle ratio fluctuations [78], temperature fluctu-
ations, etc. In this thesis, the focus is on the study of multiplicity fluctuations,

which is briefly introduced next.

1.6.1 Multiplicity fluctuations

In heavy-ion collision experiments, multiplicity refers to the total number of parti-
cles produced and charged particle multiplicity is the number of charged particles
produced in a collision event. This quantity is indicative of an overall activity and
complexity of the collision process. Multiplicity is influenced by various factors
such as the energy of the colliding particles, the collision geometry, collision sys-
tem and the properties of the nuclear matter created in the collision, including its
temperature and density. The charged particle multiplicity in heavy-ion collisions
is function of the energy and temperature conditions of the collision [70]. Thus,
multiplicity fluctuations is an important observable of these experiments, that
promises to provide information on the characteristics of the state of the system
created in the collisions and thus revealing the particle production mechanisms,

correlations among various particles and the dynamics of the system.

Intermittency analysis is a method used in high-energy physics to study
non-statistical density fluctuations in the particle production. It involves calcu-
lating normalized factorial moments, which quantify fluctuations across different
size scales. Intermittency is defined as a power-law behaviour of the normalized
factorial moments of the particle density fluctuations in spatial or momentum
space, with increasing number of bins [79-81]. Presence of intermittency indicates
a self-similar or scale-invariant structure of the system involved. This power-law
behaviour is significant because it can be connected to phase transitions, such
as the quark-hadron phase transition. In low-energy experiments, intermittency
analysis has been applied to search for the formation of quark-gluon plasma and
to understand the quark-hadron phase transition [70]. However, challenges like
low bin multiplicities remained infeasible to draw definitive conclusions about the

critical point, order of phase transition, or nature of multiplicity fluctuations or
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to get the signal of QGP formation [81]. Despite these challenges, intermittency
analysis remains a valuable tool for investigating the complex dynamics of nuclear
matter under extreme conditions and has been extensively investigated for various
systems and energies [70,81]. The availability of data from recent colliders, fea-
turing high charged particle density per bin, has sparked renewed interest in using
this methodology to understand multi-particle production processes [82]. Investi-
gations on these lines have been performed by the STAR experiment at RHIC that
reports the first measurement of intermittency in Au—Au collisions across a range
of collision energies from /sy = 7.7 to 200 GeV [82]. A power-law behaviour in
normalized factorial moments is observed, with a decreasing scaling exponent ()
from peripheral to central collisions. The measured v exhibits a non-monotonic
energy dependence, reaching a minimum around /sxy = 27 GeV. This observa-
tion prompts questions regarding the QCD phase transition and the underlying
dynamics of heavy-ion collisions and supports the case to explore ALICE data at

LHC energies.

1.7 Organization of thesis

The thesis presents an event-by-event analysis of the charged particle multiplicity
fluctuations in the data, recorded using ALICE detector at LHC, CERN during
RUN 1. In Chapter 2, there is a brief introduction to the Large Hadron Collider
(LHC), the ALICE experiment, and a few detectors used in the ALICE. Chapter
3 focuses on the details of the analysis methodology for the study of multiplicity
fluctuations using normalized factorial moments. Observations and results from
the analysis performed using Toy model events are given in Chapter 4 and that
from Monte Carlo models like HIJING and AMPT are given in Chapter 5. Chapter
6 focuses on the results and observations from the analysis of ALICE data. In
Chapter 7 summary of the work reported in this thesis is presented along with

conclusions and outlook.
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Chapter 2

The experimental setup

This chapter gives a brief overview of the Large Hadron Collider (LHC) and setup
of the ALICE experiment. It also addresses main points of data acquisition system

and online-offline computing for data processing using the AiROOT framework.

2.1 Introduction to the LHC

The Large Hadron Collider (LHC) at European organization for Nuclear Research
(CERN), which started its operation in 2009, is today the largest and the most
powerful particle accelerator in the world [34]. It is installed in 26.7 km tunnel
that was previously built for the Large Electron Positron (LEP) collider [83]. It is
situated beneath the Swiss-French border region at a depth fluctuating between 50
to 175 meters beneath the Earth’s surface. Fig. 2.1 gives a schematic view of the
CERN’s accelerator complex, which consists of different accelerator systems. The
LHC is designed to collide proton beams with a maximum energy of /s = 14 TeV
and heavy ions (Pb-ions) with a maximum energy of /sy = 5.5 TeV achiev-
ing luminosities of 10** cm=2?s~! and 10?" cm~2?s~! for proton and Pb-ion beams,
respectively [84]. Consequently during RUN 1 of LHC operations, it provides
proton-proton (pp) collisions with energies of up to /s = 8 TeV and lead-lead
(Pb-Pb) collisions with energies of up to /sy = 2.76 TeV. In Run 2, the acceler-
ator achieved collision energies of \/syx = 5.02 TeV for Pb—Pb collisions. In the
RUN 3 operation during 2022-23, lead nuclei were accelerated and made to collide,

achieving an unprecedented energy of 5.36 TeV for nucleon-nucleon collision.

The main objective of the LHC’s proton-proton collisions is to create and

learn more about the Higgs boson, which gives elementary particles their mass [17].
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Figure 2.1. Schematic view of the CERN accelerator complex and the locations of

the four major LHC experiments [85].
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Furthermore, the LHC explores topics such as supersymmetry, dark matter, and
dark energy. Additionally, through heavy-ion collisions, the LHC provides insights
into the quark-gluon plasma, a state of matter that existed in the universe just a
few microseconds after the Big-Bang. To achieve ultra-relativistic energies in the
laboratory, particles undergo pre-acceleration through several accelerator systems

before entering the LHC ring.

For pp collisions, the accelerating process begins with hydrogen gas as a
proton source. To obtain protons, hydrogen atoms are stripped of their electron
using an electric field. Protons are then accelerated up to 100 keV and transferred
to a Radio Frequency Quadrupole (QRF) to speed up and focus the particle beam.
The proton beam is further accelerated by the QRF up to 750 keV. Subsequently,
the proton beam is directed into a linear accelerator known as LINAC 2 [86,87],
capable of accelerating protons to energies of up to 50 MeV. From LINAC 2,
protons are transferred to the Proton Synchrotron (PS) Booster [86], followed by
the Super Proton Synchrotron (SPS) [88] in subsequent stages, where their energy
is increased to 450 GeV. After this process, the protons are directed into the
main LHC ring in two different directions, where their energy is scaled up to the

appropriate collision energy.

The lead (Pb) ion beam, on the other hand, begins with vapour of lead atoms
that is produced while heating a 2 cm long, 500 mg pure lead sample to 500° C. A
few electrons are removed from the Pb atom using an electric field. These recently
formed Pb ions are initially accelerated by a LINAC 3 [87] up to the energy of
4.2 MeV per nucleon and further electrons are removed from the Pb ions. The
ions are then accelerated in the Low Energy Ion Ring (LEIR) [89] to 72 MeV per
nucleon. Pb ions are then further accelerated in the PS and SPS. The remaining
electrons from the Pb ions are stripped away in the PS, and here the energy of
Pb ions is increased to 5.9 GeV per nucleon. The Pb beam is accelerated in
the SPS to a maximum of 177 GeV per nucleon before being eventually injected
into the LHC in two different directions where the beams can achieve energy
in TeV. A comprehensive heavy-ion program at the LHC is aimed at two main
objectives: to collide the largest available nuclei at the highest achievable energy

and systematically studying various collision systems (pp, p-A, A-A) at different
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beam energies.

In Fig. 2.2, which provides a schematic layout of the LHC operation points,
two injection points are shown through which particles are injected into the LHC
ring in two opposing directions, originating at points 2 and 8. The beams move
in opposing directions through two distinct ultra-high vacuum tubes referred to
as beam pipes. The beams are accelerated up to their achievable energy, and
once their energy stabilizes, they collide at the four interaction points, namely, 1,
2, 5, and 8. At these four interaction points, the LHC hosts four major experi-
ments: ALICE [90], ATLAS [91], CMS [92], and LHCb [93], arranged around its

circumference, as depicted in Fig. 2.2.
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Figure 2.2. Schematic view of the main experiments along Large Hadron Collider
beam ring [94].

The experimental setups at LHC at different interaction points are designed
with the goal of exploring a wide range of physics topics. One of these setups,
LHCb (Large Hadron Collider beauty), is situated at one of the four interaction
points and is specifically dedicated to studying particles containing beauty (b)
quarks, a field known as b-physics. The ATLAS (A Torroidal LHC Apparatus)
and the CMS (Compact Muon Solenoid) are the bigger experimental setups at
two interaction points of the LHC that are diametrically opposite to each other.
These are general-purpose experiments to investigate a large range of physics
topics, mainly focusing on the realm of particle physics. They look for new and

heavier elementary particles. Even though, the scientific objectives of both of these
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Table 2.1. An overview of data recorded at LHC during different periods.

Collision System | Energy in centre of mass | Year of data taking

PP 900 GeV and 2.76 TeV 2010

Pb-Pb 2.76 TeV 2010

RUN 1 pp 7 TeV 2011
Pb-Pb 2.76 TeV 2011

pp 8 TeV 2012

pPb 5.02 TeV 2013

PP 5.02 TeV and 13 TeV 2015

Pb-Pb 5.02 TeV 2015

RUN 2 pPb 5.02 and 8.16 TeV 2016
Xe—Xe 5.44 TeV 2017

Pb-Pb 5.02 TeV 2018

experiments are similar, there is a difference in the technological approaches and
detector magnet system designs used to accomplish these objectives. In contrast
to these, the major objective of the ALICE (A Large Ion Collider Experiment)
detector system is to investigate the physics of strongly interacting matter at high
energy densities and temperatures using both heavy and light ions (Pb—Pb, Xe—Xe,
pPb, pp) collisions. A summary of data recorded for various colliding systems and

energies by ALICE during first two runs of LHC operations is given the Table 2.1.

An overview of the ALICE experiment and its different sub-detectors is given

in the following section.

2.2 A Large Ion Collider Experiment (ALICE)

A Large Ion Collider Experiment (ALICE) [90] is a heavy-ion detector specifically
designed to explore the intriguing physics possibilities of nucleus-nucleus interac-
tions at the LHC energies. The goal of the ALICE experiment is to learn about
the physics of strongly interacting matter at very high energy densities, where
the emergence of a new phase of matter, QGP is expected. The ALICE detec-
tor is located at the interaction point 2 (IP2) of the LHC ring. It is 26 m in
length, 16 m in width, and 16 m in height and weighs around 10,000 tons. It has
been optimized to detect particles in a setting with extremely high particle densi-
ties. It also provides excellent particle identification (PID) for the comprehensive

study of hadrons, electrons, muons and photons produced during the collisions.
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Figure 2.3. Schematic diagram for the ALICE experiment detector setup [95].

The schematic view of the ALICE detector during RUN 1 and RUN 2 is shown in
Fig. 2.3. It is mainly composed of two parts: one is the central barrel region, and

the other is forward region.

2.2.0.1 Central Barrel Detectors

The central barrel region, situated near the interaction point (IP), with several
sub-detectors which cover a mid rapidity region (|n| < 0.9) and azimuthal range
of 27, is used for tracking, vertex reconstruction and particle identification. All
the detectors in the central barrel region are housed within a massive solenoidal
magnet, previously employed in the L3 experiment at LEP [83]. This magnet
generates a maximum magnetic field of 0.5 T. The central barrel detector sys-
tem comprises the following detectors, listed in order from the innermost to the

outermost layers:

e Inner Tracking System (ITS) [96]

e Time-Projection Chamber (TPC) [97]

Transition Radiation Detector (TRD) [98]

Time-Of-Flight (TOF) [99]

High-Momentum Particle Identification Detector (HMPID) [100]
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e Electro-Magnetic calorimeters: Electromagnetic + Dijet Calorimeter (EM-

CAL + DCAL) [101] and Photon Spectrometer (PHOS) [102]
e ALICE COsmic Ray DEtector (ACORDE) [103]

2.2.0.2 The Forward Detectors

Forward detectors, situated in the high pseudorapidity region and consequently at
a small angle relative to the beam pipe, play important roles in triggering events
and measuring global event characteristics. The forward detectors, including the

Muon spectrometer, are listed below :

Muon Chamber (MCH) [104]

Zero Degree Calorimeter (ZDC) [105]
Photon Multiplicity Detector (PMD) [106]
Forward Multiplicity Detector (FMD) [107]
Time Zero Detector (T0) [107]

VZERO Detector (VO0) [107]

The data recorded by I'TS, TPC, and VO detectors is primarily used in the present

analysis work and thus a brief overview of these detectors is given below:

2.2.1 The Inner Tracking System (ITS)

The Inner Tracking System (ITS) detector [108,109] is the main detector in the
central barrel system responsible for measuring the primary vertex of the collisions,
as it is the closest detector to the beam pipe. It covers a pseudorapidity range of
In| < 0.9 and extends from an inner radius of 3.9 cm to an outer radius of 43 cm.
The inner and outer radii of the detector are determined by the size of the beam
pipe and the need for good track matching efficiency with the TPC. The primary

functions of the ITS are:

e primary vertex reconstruction using the first two layers of ITS.
e to reconstruct the secondary vertices.

e particle identification of low momentum particles (< 1 GeV).
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Figure 2.4. Layout of the Inner Tracking System (ITS) detector in ALICE during
RUN 1 and RUN 2 [109].

e tracking and reconstruction of low pr particles.

A geometrical layout of the I'TS used in RUN 1 and RUN 2 of LHC is shown
in Fig. 2.4. I'TS comprises of six layers of silicon detectors based on three differ-
ent technologies. These include two layers of Silicon Pixel Detectors (SPD) for
high resolution tracking, two layers of Silicon Drift Detectors (SDD) for precise
position measurements, and two layers of Silicon Strip Detectors (SSD) offering
excellent spatial resolution. As the name suggests, these detectors are made of sili-
con semiconductors which implies that these detectors operate on the fundamental
principles of silicon semiconductor technology. In general, a semiconductor detec-
tor works on the principle of utilizing semiconductor materials to detect charged
particles. When a charged particle interacts with the semiconductor material, it
transfers energy to the electrons within the material, causing them to move from
the valence band to the conduction band. This creates electron-hole pairs, where
the electrons become mobile and can be collected at an electrode. By applying
a bias voltage across the semiconductor, these mobile charge carriers are directed
towards the electrodes, generating a measurable electric current or voltage signal.
This signal can then be processed and analyzed to determine properties of the

incident particles, such as energy, trajectory, and their type. Different detector
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designs were chosen in accordance with the particle density, which in case of LHC
for Pb—Pb collisions is very high near to the collision point. As one moves away

from the interaction point this density decreases.

SPD consists of two hybrid pixel detector layers, and it equips the innermost
part of the ITS. Both layers are 14.1 cm long and are located at a radial distance
r=3.9 cm and r =7.6 cm from the nominal beam line. The first layer of SPD
has the pseudorapidity coverage of |n| < 1.98 and therefore, it provides a continu-
ous measurement of the charged particle multiplicity density in combination with
the FMD detector in an extended pseudorapidity range. There is no energy loss
information available and the readout of the SPD is binary, and hence, it can also
be used to trigger decisions. SPD’s primary goals are to determine the position
of the primary vertex and to calculate the impact parameter of secondary vertices

originating from weak decays of strange, charm, and beauty particles [110].

SDD constitutes the two intermediate layers of the I'TS situated at radial
distances of =15 cm and r=23.9 cm. It is based on modules having a sensitive
area that is split into two drift regions where electrons move in opposite directions
under a drift field of about 500 V/cm. This is used for particle identification using
specific energy loss (dE/dx) and tracking of the tracks passing through it [111].

SSD composed of last two layers of ITS is also used for particle identifica-
tion and tracking. It comprises two layers of double-sided silicon strip detectors
positioned at radial distances of =38 cm and r =43 cm. The SSD provides the
dE/dx measurements and provides a two dimensional measurement of the track

position crucial for the matching of tracks with the TPC [112].

The ITS used in RUN 1 and RUN 2 which consisted of a total six cylindrical
layers is replaced by a new design in 2021. The new ITS for RUN 3 of LHC oper-
ations is now based on monolithic active pixel sensors (MAPS) with a granularity
of 30x30 micrometer, implemented in CMOS imaging technology (similar to dig-
ital camera sensors). The new detector incorporates seven layers, enabling track

reconstruction solely based on ITS information [108].

33



2.2.2 Time Projection Chamber (TPC)

The Time Projection Chamber (TPC) [97,113] is the primary tracking detector of
the ALICE experiment that is used for tracking of charged particles and particle
identification. The ALICE TPC is a cylindrical chamber of volume 90 cubic metre,
placed coaxially with the beam axis. It has an active volume extending from an
inner radius of approximately 85cm to an outer radius of 250 cm, with a length
of 500 cm, covering a pseudorapidity range |n| <0.9. A schematic diagram of the

TPC is shown in Fig. 2.5.
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Figure 2.5. Schematic layout of a Time Projection Chamber (TPC) detector [113].

TPC in ALICE is a gaseous detector that operates in the proportional region
filled with a gas of 90% Ne, 10% CO, and N, in RUN1, Ar+CO, in RUN2
and Ne+COy+Ny in RUN 3. Choice of gas mixture is optimized to ensure good
momentum resolution, high rate handling capacity, low space charge effect and
low scattering. A high voltage electrode, acting as the cathode, divides the huge
cylindrical field cage of the TPC into two sections. The charged particles going
through the gas volume ionize the gas and liberate electrons which drift towards
the readout plates with a drift velocity of approximately 2.7 cm/s and eventually
hit the readout pads. The readout of the signal is done by the pads of Multiwire
Proportional Chamber (MWPC) installed in 18 trapezoidal sectors at both ends
of the TPC. The (x,y) position of the path of the particle is determined by the hit
in MWPC at the end plates and z coordinate is measured from the arrival time of

the signal relative to collision time of the beams. On applying uniform magnetic
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field, particles follow a helical trajectory and this curvature is used to determine
their momentum. The position resolution of the TPC ranges from 1100 - 800 pm in
the r, ¢ plane and from 1100- 1250 pm in the z direction. The specific energy loss
(dE/dx) is determined by the charge collected from the readout pads. Knowing
the particle momentum and <dE/dx>, the particle identity can be found from

the Bethe-Bloch formula.

& _ 4W64Z—2NZ{ln (—QmOUZVQ) L E} (2.1)
1 Z
where, N and Z are number density and atomic number of absorber material
respectively, z is the charge of primary particle, v is the velocity of the charged
particle and myg is the rest mass of electron. I is the mean excitation potential, §
is the density correction factor and C' is shell correction factor. TPC can separate
the particles well upto pr =1GeV/c using dE/dx measurement. The dE/dx dis-
tribution for various charged particles recorded in ALICE for Pb—Pb collisions at

VSN = 2.76 TeV is as shown in Fig. 2.6, where the solid line is the expectations
from the Bethe-Bloch formula.
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Figure 2.6. Energy deposited per unit length versus momentum measured with the
ALICE TPC for Pb—Pb collisions at /syy =2.76 TeV during RUN 1 [114].
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2.2.3 VZERO detector (VO0)

The VZERO (V0) detector [115] is the main detector to estimate centrality of the
collision. Centrality is obtained from the deposited energy in the VO detectors.
Since this deposited energy is directly proportional to the number of primary par-
ticles produced and hence to the centrality of the collision. It is a small angle
detector that consists of two arrays of scintillator counters, called VOA and VOC,
installed on either side of the ALICE interaction point. The position of VOA is
3.4 meters away from the vertex, on the side that faces the muon spectrometer,
whereas VOC is positioned at the front face of the front absorber, 0.90 meters away
from the vertex. The pseudorapidity coverages of VOA and VOC are 2.8 < n <5.1
and -3.7 < n <-1.7, respectively. Each array of the V0 detector comprises of four
rings in the radial direction segmented into 32 individual counters, connected with
1 mm diameter Wave-Length Shifting (WLS) fibre, that guide the light to a pho-
tomultiplier tube (Fig. 2.7). The two VO detectors are not placed symmetrically
around the IP is attributed to the presence of the hadron absorber within the

muon spectrometer.

VOA e

T t=113ns
% Z\ - 340 cm
VOA

2.8<n<5.1 -3.7<n<-1.7

Figure 2.7. A schematic view of VO detector geometry. Layout of VOA ( left ) and
VOC (right ) rings are shown [115].

Charged particles passing through the scintillator array of the VO detector
excites the material, which then emits photons during the de-excitation process.
These photons are transmitted to a photo-multiplier tube (PMT) and are con-
verted into an electrical signal. The fast response of the scintillator detector makes
it suitable for use as trigger detectors. The V0 serves as an indicator of collision
centrality by analyzing the recorded event multiplicity. This detector also partic-

ipates in the measurement of luminosity in pp collisions with a good precision of
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about 10 %.

The primary goal of the VO detector in ALICE is to provide the minimum-
bias trigger for the central barrel detectors in pp and Pb—Pb collisions. Minimum
bias trigger requires the condition of at least one particle hit on VOA, VOC and
both VOA and VOC. Trigger efficiency could be higher with either VOA or VOC
alone. However, the background generated by the interaction of the beam with
the residual gas in the beam pipe offsets this potential advantage. By measuring
the VO time information, it can also be used to eliminate background events, or
events that are not caused by beam-beam collisions. There is approximately a 6 ns
discrepancy between real events and events associated with beam gas interactions.
The mean number of hits is 10-20 for the rings of VOC and slightly lower for VOA.
To identify a beam-beam collision, the event should occur on both VOA and VOC
at the expected time, i.e. the timing for detection after the collision is 11 ns for

VOA and 3 ns for VOC.

More details on these detectors and other detectors of the ALICE experi-
mental setup during RUN 1 of LHC are in Ref. [90]. In section below an overview
of the software framework used for the data collection, recording and analysis is

given.

2.3 ALICE online and offline system

A huge amount of data has been recorded by the various detector systems of the
ALICE experiment. For better data management and efficient analysis of the data
to extract physics, high quality robust software is required. ALICE collaboration
has developed software for both online and offline processing of the data. An
overview of the online software used in the first two runs of LHC operations is

given below.

2.3.1 ALICE online system

The subdetectors in the ALICE experiment interact with numerous online sys-

tems during data collection. It comprises of Detector Control System (DCS),
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Data Acquisition (DAQ), Trigger system (TRG), High-Level Trigger (HLT), and
experiment Control System (ECS) [116].

The primary objective of the Detector Control System (DCS) is to facilitate
the safe and straightforward operation of ALICE at the LHC. DCS controls hard-
ware operations and is in charge of controlling all the detector services. DCS is
responsible for managing and overseeing various essential services connected to the
detectors, including high and low-voltage power supplies, gas systems, magnets,
and cooling systems. Importantly, it remains operational continuously, even dur-
ing shutdown periods. Meanwhile, the ALICE Experiment Control System (ECS)
assumes the role of coordinating the activities of all online systems to ensure they
work together effectively to achieve their shared objectives. ECS components re-
ceive status updates from online systems and issue commands through Finite-State
Machine interfaces (FSM), while access control mechanisms govern permissions at
ECS-online system interfaces. Online systems may either be managed by the ECS
or operate autonomously, with the later providing status updates to the ECS

without receiving directives.

The Trigger System (TRG) combines the information from all triggering
detectors and for every bunch-crossing of the LHC, makes a decision within mi-
croseconds whether the resulting data is worth being recorded. It transmits a
series of trigger signals to all detectors for each successful decision in order to

synchronize their readings.

The ALICE detectors have two-level trigger systems, a low-level trigger and
a high-level trigger. The low-level trigger is a hardware trigger and is known
as the Central Trigger Processor (CTP). The high-level trigger (HLT), on the
other hand, is a software trigger. The CTP integrates the trigger signals from the
various sub-detectors to decide the acceptance of an event [117]. Depending upon
the arrival times of the trigger inputs and the time synchronization of the detector,
CTP further has three levels of triggers. The first level, known as Level-0 (L0), is
delivered after 1.2 ps, the second, called Level-1 (L1), after 6.5 ps. After 100 ps,
the last trigger, which is known as Level-2 (L2) trigger, is delivered. At the end

of the final level trigger, the system chooses whether the selected event is to be
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stored or not [116].

The ALICE High-Level Trigger (HLT) is a software trigger that consists
of multiprocessor computers. It is being used to significantly reduce the size of
the event by selecting the required portion of the data. The architecture of the
HLT system is depicted in Fig. 2.8. The data collected by different sub-detectors
of ALICE is received in layer 1 through the 454 Detector Data Links (DDL).
The basic calibration of these data is carried out by the first layer, and the hits
and clusters are subsequently extracted by the second layer. The reconstruction
of the event for each detector is performed in the third layer. After that, the
fourth layer combines the processed and calibrated information from all detectors
to reconstruct the whole event. From these reconstructed events, layer five selects
an event with physics interest. In the sixth layer, complex data compression
algorithms are applied to the approved and selected data, reducing event size

while preserving important physics information [118].
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Figure 2.8. The six architectural layers of the High-Level Trigger [90].

Realizing the data flow from the detector to the data storage is the primary
purpose of a data acquisition system (DAQ) [118]. The DAQ system also contains
software tools for system performance monitoring and data quality checking. The

main task of the ALICE DAQ system is event building and export of assembled
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events from detector-related electronics to permanent storage. Event building is
done in two steps. Detector Data Linkages (DDLs) on Local Data Concentrators
(LDCs) receive data from the sub-detectors. The function of LDCs is to assemble
the data into sub-events and this information is further moved to Global Data
Collectors (GDCs). The GDCs archive the data to the Transient Data Storage
(TDS) as data files with a fixed size through the storage network. During a run
period, every GDC produces a sequence of these files and registers them in the
ALICE Grid software (AliEn) [119]. An overview of the architecture of ALICE

DAQ showing various sections and the dataflow is shown in Fig. 2.9.
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Figure 2.9. Overview of the hardware architecture of the ALICE DAQ system [116].

2.3.2 ALICE offline system

The raw data obtained from the detector systems is required to be processed
before being ready in the form of events for further physics analysis. The goal of
the ALICE offine project is to create a framework that will ensure proper data
processing. This includes tasks such as simulation, reconstruction, calibration,
alignment, visualization, and finally analyses of the collected data. There are

different levels at which these functions are performed, as is briefed below.
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2.3.2.1 ALICE grid system

Huge amount of data is recorded and collected by each of the experiments at the
LHC. For this the distributed computing approach is adopted by the experiments.
For example, for a central Pb—Pb collision, the TPC in ALICE experiment is
read out by 557568 channels, producing event sizes up to 75 MB. The ALICE
Grid concept was introduced in order to handle and process enormous amount of
data. Data processing is spread among a number of computing facilities located
all over the globe. This distributed computing infrastructure used in the LHC
experimental program is managed under the Worldwide LHC Computing Grid
(WLCG) project [120]. This Grid serves as a platform for running codes and
generating output, which is then utilized to derive the results from the various

physics analysis as one is presented in this thesis.

The purpose of the WLCG is to offer global computing resources for the
storage, distribution, and analysis of LHC data. All actual data come from CERN,
which has a very large data centre called Tier-0. The function of a secure data
storage facility is shared with CERN by large regional computer facilities, called
Tier-1. Tier-2 are the smaller centers that are logically clustered around Tier- 1.
The primary responsibilities of Tier- 2 include user analysis tasks and Monte-Carlo
simulations. As an example, the Variable Energy Cyclotron Centre (VECC) at

Kolkata in India has a Tier- 2 centre.

2.3.2.2 Dataflow

The approach to data processing varies depending on the type of collision be-
ing analyzed. For proton-proton (pp) collisions, the data captured by the Data
Acquisition System (DAQ) are initially stored in a disk buffer at the Tier-0 com-
puting center located at CERN. Simultaneously, the RAW data are duplicated
onto CASTOR (CERN Advanced STORage manager) tapes and distributed to
Tier-1 centers, where a secondary copy is maintained. This redundancy is crucial
for subsequent stages of data processing, including initial reconstruction, align-
ment and calibration constant processing, and scheduled analysis, all of which
take place at the Tier-1 centers. Additionally, a rapid processing of specific data

sets occurs at the CERN Analysis Facility (CAF). In case of nucleus-nucleus runs,

41



the processing of RAW data follows these steps:

e RAW data registration in CASTOR.

e Partial export of data to Tier-1 centers, allowing remote users to access it.

e Partial initial processing at the Tier-0 center to quickly assess the perfor-
mance of the offline data processing chain.

e Swift processing and analysis conducted on the CERN Analysis Facility
(CAF).

Reconstruction in heavy ion collisions involves identifying and tracking the paths of
particles produced during the collisions. During the initial pass of reconstruction, a
process that involves generating high-precision alignment and calibration data, as
well as producing a preliminary set of Event Summary Data (ESD) and Analysis
Object Data (AOD), is undertaken. Feedback obtained from this initial pass,
which includes analysis activities, is utilized to fine-tune the code and parameters
for the subsequent processing pass. A complete copy of the raw data is securely
stored at CERN, while another copy is shared among the Tier-1 centers located
outside CERN. The responsibility for the first pass of reconstruction lies with
CERN itself. However, subsequent tasks such as data reduction, analysis, and
Monte Carlo production are collaborative efforts involving all Tier levels. Tier-2
centers, in particular, play an active role in Monte Carlo simulations and end-user

analysis.

2.3.2.3 AliEn Framework

ALICE uses the ALICE Environment (AliEn) system as an interface to connect to
the Grid composed of ALICE-specific services that are part of the AliEn framework
[119]. The AliEn framework is used for data reconstruction and analysis. It
provides a universal file system for data storage and to execute jobs on the Grid.
The analysis jobs are divided up into numerous identical sub-jobs that are executed
simultaneously on various computer nodes of the Grid system. The progress of

the jobs on the Grid can be monitored using the AliEn interface.
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2.3.2.4 ALICE Analysis Framework: AIiIROOT

The data collected by several ALICE detectors is analysed in order to explore
important details about the particle production mechanism and properties of the
state of matter formed during collisions. The software framework used for the
analysis of the data collected by ALICE is known as AliPhysics and its schematic
steps of working is shown in Fig. 2.10. It is the ALICE offline framework based on
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Figure 2.10. A schematic view of the AliPhysics framework of ALICE used for data
analysis [90].

the Object-Oriented techniques for programming and, as a supporting framework,
it has the ROOT [121]. The analysis codes for specific physics analysis are stored
in AliPhysics. AliPhysics primarily uses C++ for its codes, while some AliRoot
macros are indeed written in FORTRAN and are wrapped inside C++. The oper-
ations which can be performed are simulation, reconstruction, calibration, quality

assurance, and analysis of both experimental and simulated data.

Simulation: The simulation of events in real experimental setup holds a crucial
role in the analysis of high-energy collision experiments. Simulated samples are
employed to adjust physics data for detector efficiency and limitations in data ac-
ceptance. These simulations are typically composed of two components: the event
generator and the transport code. Event generators are focused on generating
events and particles that mimic the average behaviour observed in the real data,

drawing upon our theoretical understanding of collision dynamics. Various event
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generators employ different theories and physical processes to generate events that
closely resemble known real data. Monte Carlo techniques are employed in these
simulations, and as a result, the simulated data produced by the event genera-
tors are commonly referred to as Monte Carlo samples. The most popular event
generator that ALICE uses to simulate pp occurrences is PYTHIA [122, 123].
Other prominent event generators include EPOS [124], HIJING [125] and the
AMPT [126].

Reconstruction: The process of reconstructing raw data for storage in ESD and
AQOD files begins with calibration, followed by separate clusterization for each de-
tector. A cluster is a group of neighbouring hits or cells that have registered signals
above a threshold, and these clusters serve as input for track/tracklet reconstruc-
tion in tracking detectors. Additionally, clusters obtained from calorimeter-based
detectors are included in the ESD files. The position of the interaction vertex is de-
termined using algorithms that exploit correlations between SPD tracklets [127].
Tracklets are created from adjacent clusters found in both layers of the SPD,
aligning them with the reconstructed primary vertex within a narrow azimuthal
window, typically on the order of 0.01 radians [128]. The initial estimation of the
interaction vertex is determined as the spatial point where the maximum num-
ber of lines resulting from a linear extrapolation of the tracklets converge. The

accuracy of this vertex determination relies on the multiplicity of tracklets [127].

In the central barrel of ALICE, track recognition and reconstruction are car-
ried out using the Kalman filter method [129] in three iterations. The first iteration
starts from the outer radius of the TPC (Time Projection Chamber). A track seed
is constructed based on the primary vertex estimation derived from SPD (Silicon
Pixel Detector) data and pairs of TPC clusters in adjacent pad rows. This track
seed is then projected inward toward the inner radius of the TPC and is continu-
ally updated at each step by associating it with the nearest TPC cluster, provided
it satisfies certain proximity criteria. At this stage, there is also a preliminary
particle identification based on the measurement of energy loss (dE/dx). These
tracks are referred to as TPC-only tracks. Subsequently, these tracks are prop-
agated toward the ITS (Inner Tracking System) for further track finding within
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the I'TS and are further extrapolated to determine their point of closest approach
to the preliminary interaction vertex. In the second iteration, the tracks obtained
from the preliminary vertex estimation are traced backward to the outer radius of
the TPC, utilizing the clusters identified in the previous iteration. Additionally,
particle identification is updated by considering the specific energy loss measure-
ments. These tracks are then extended towards various detectors such as TRD,
TOF, HMPID, EMCAL, and PHOS for cluster matching. In the final iteration,
the tracks are re-fitted inward, utilizing the clusters from the second iteration to
determine their points of closest approach to the SPD vertex. These tracks are
referred to as global tracks. The final interaction vertex is recalculated with higher
precision using these global tracks, surpassing the accuracy of the preliminary in-

teraction vertex estimation.

Analysis: The last action taken on the data is the analysis, which aims to iden-
tify and analyse its physics content. The analysis is done either on the data sets
created after the reconstruction of real or simulated data (ESDs), or on the data

sets known as Analysis-Object Data (AODs).
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Chapter 3

Analysis methodology

In the field of heavy-ion collisions, fluctuation analysis of the observables is sig-
nificant tool to understand the dynamics of the system created. Observation of
unusually large particle density fluctuations [130] in the cosmic ray experiments
prompted vigorous investigations of multiplicity fluctuations in the heavy-ion col-
lision data and related phenomenological studies. These fluctuations being remi-
niscent to the intermittency spikes in spatio-temporal turbulence triggered studies
of patterns in the distributions of particles in the decreasing domains of phase-
space. Particle density fluctuations of the hadronic states that are produced in
high-energy collisions in the restricted regions of the phase space allow a detailed
analysis of the mechanism of particle production. The analysis methodology is

termed as intermittency analysis.

Intermittency in physical systems is studied by examining scaling proper-
ties of moments of the distributions, of relevant variables over a range of scales.
Intermittency if observed reveals the presence of large density fluctuations in the
phase space volume of the system. Bialas and Peshanski [79,131] first introduced
the concept of intermittency to study dynamical fluctuations in particle density
distributions obtained in the heavy-ion collisions. To explain unexpectedly large
fluctuation in the high multiplicity event (Fig. 3.1), reported by JACEE Col-
laboration [130], they used scaled factorial moments of multiplicity distribution
as a function of resolution, a concept borrowed from the theory of turbulence
in liquids. This led to experimental and theoretical investigations by lot many
groups in the community in search of intermittency. The evidence of intermittency,
which defines the power-law behaviour of normalized factorial moments (NFM)

in the decreasing bin size in the phase space, are reported in experimental data
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Figure 3.1. Pseudorapidity distribution of charged particles in the Si+AgBr
event [130].

of ete™ annihilation [132-134], muon-hadron [135,136], hadron-nucleon [137,13§]

and nucleus-nucleus collisions [137-144].

In the vicinity of phase transitions, the emergence of clusters of all sizes,
exhibit collective behaviour without a specific characteristic scale [145]. As such
systems undergoing phase transition near critical point exhibit large density fluc-
tuations. Scaled factorial moments, synonymously termed as normalized facto-
rial moments are investigated to look for QGP-hadron transition and underlying
physics of hadronization [72]. Scaled factorial moments have the property of fil-
tering fluctuations due to statistical sources and to reveal any dynamics of the

system packed in the particle density distributions.

Power-law behaviour is intimately connected to the fractal geometry of the
system under study. Thus, a look into the intermittency in the multiparticle
production in heavy-ion collisions also invigorates studies of fractal nature of the
system. In this thesis a two dimensional analysis as proposed in Ref. [72,146], to
gauge bin-to-bin fluctuations in the event space of the ALICE data, Toy model and
Monte-Carlo events generated using HIJING and the AMPT, has been performed.

A mathematical formulation and other analysis details are given below.
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3.1 Mathematical formulation

A two-dimensional intermittency analysis is performed in the angular (7, ¢) phase
space of the events to measure bin-to-bin particle density fluctuations. NFM for
the particles produced are determined on event-by-event basis. These can be
calculated as wvertically averaged horizontal moments that involves first averaging
over bins, followed by averaging over events. Conversely, for horizontally averaged
vertical factorial moments, the process begins with averaging over events, followed
by averaging over bins. For the calculation of NFM, the methodology proposed
in Ref. [72] for the vertically averaged horizontal moments is followed. Here kine-
matically accepted (7, ) region of the events is partitioned into M? bins with M
bins along each dimension as graphically illustrated in Fig. 3.2 where the case for
M = 3, 5 and 9 are shown. M, the number of bins, takes some minimum value
of M,,;, to a maximum value M,,,, with positive integer values constrained by
the detector resolution, charged particle density and acceptance region. Particles
produced in an event in the kinematic acceptance are mapped onto this phase
space partitioned into M? bins in the form of a matrix. The number of particles
that go into each bin defines its bin multiplicity. In Fig. 3.3, this is depicted for a
case where M = 5. Since each event is unique and different from the other, this
mapping will lead to unique configurations for each M and each event.

h

For an i*" bin in an e event having bin multiplicity n,., the ¢ order factorial

moment is defined as

o (i) = Nie(Nie — 1) (i — ¢ + 1) (3.1)

foM) = #Znie(nie_ D). (e —gq+1) (3.2)
= (Nie(Nie — 1).eeeec(nie — ¢+ 1)1, (3.3)

where the order of the moment ¢ takes positive integer values >2 and (...),

defines average over all bins and is referred to as the horizontal average over an
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Figure 3.2. Pictorial representation of binning in the two-dimensional (7, ¢) phase
space. Different cases with number of bins M = 3, 5, 9 along each direction are shown

to depict the increasing resolution of the phase space. As M increases, the size of bins
decreases.

event, following the practice of treating different events as being vertically stacked.

In general, for M4 bins in a d-dimensional phase space Eq. 3.2 can be written as

M(y)=5 -
A
©
® ® o: . ° %
® ° ©
e | ©|®e|® ) go
[V
M ¢ ® ©
S csle EU CRCH S
=
ele® | e |¢ | e [fibin
° €l o | e o
®
v “|o |=d
\

[ Bin multiplicity in /" bin (n, )= 3 |

Figure 3.3. Pictorial representation of mapping of particles in an event onto the
(1, ¢) phase space partitioned into 25 bins (M = 5).

fo(M) = %Znie(nie— . (e — g+ 1). (3.4)
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For an event, the normalized factorial moment, which is called normalized

event factorial moment of order ‘q’ for M¢ bins, is

(3.5)

where,

fe(M Md Z Nic. (3.6)

Then, for a sample with total N events, the ¢*" order normalized factorial

moments for M9 number of bins is defined as;

1L 1 &
szznie(nie_l)‘“(ni@_q+1)

Fy(M)=—= = . : (3.7)

1L &

For two-dimensional case (d = 2) above equation can be written as

L M2
Nz Z e(Mie — 1) ... (nie —q+ 1)
—1

Fy(M) = — 7 (3.8)
1
(5o )
In short this equation is
(M),
O = ran),y 39

where (...), is averaging over events. The factorial moments so defined are ver-
tically averaged horizontal factorial moments and are termed here as normalized

factorial moments (NFM).

Analysis using intermittency methodology proposed in Refs. [79,131] led to
revival of correlation studies in the high-energy physics field with aim to get signal
of QGP. R.C. Hwa with C.B. Yang in Ref. [72] have proposed to look at particle
density fluctuations in the LHC data, for it has high charged particle density per
pseudorapidity bin [147], using event-by-event intermittency like analysis in the

low pr range. With model (Successive Contraction and Randomization (SCR)
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model) based studies it is shown that the scaling behaviour of NFM are suitable
measures to differentiate the fluctuations of different critical nature, (Appendix

Q).

3.2 Scaling behaviour

Scaling is a concept that allows for the simplification and understanding of complex
systems by examining how physical quantities change with size or scale. Many
natural phenomena exhibit scaling behaviours described by power laws, where
the relationship between quantities follow a specific exponent. Scaling studies
are important for understanding how systems behave across different sizes, from
microscopic to macroscopic levels. Scale invariance is a property of scaling where
a system or pattern remains unchanged even when its size is altered. A scale-
invariant system means that, scaling it up or down does not change its fundamental
characteristics or behaviour. For example, a fractal pattern looks similar whether
you zoom in or out, demonstrating scale invariance as shown in Fig. 3.4. The

scaling behaviours of the NFM studied in this work are discussed below.

Figure 3.4. Pictorial representation of fractal patterns (Sierpinski triangle) [148].

3.2.1 M-scaling

Physical basis of studying fluctuations in the spatial patterns is that the critical
systems exhibit patches of all sizes without a characteristic scale [145]. Factorial

moments are calculated to look for scaling properties in the fluctuations of spatial
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configurations. The behaviour of normalized factorial moments () can be studied
as a function of number of bins (M). Since the number of bins define the resolution
of the phase space, this may be termed as resolution scaling behaviour. For ¢ being
the size of a bin in the phase space, the power-law behaviour of ¢** order scaled

factorial moments with the resolution defined [79] as
Fy(6) o (3%), (3.10)

is termed as resolution scaling. In terms of number of bins, since 1/6¢ oc M¢,
Eq. 3.10 can be put as
F (M) oc (M®*)%. (3.11)

As M denotes number of bins, this power-law behaviour of Fy; with M may simply
be termed as M-scaling and phenomenon is known as intermittency [72,81]. The
systems showing intermittency are known as intermittent systems. In case Fy is
independent of M it signifies there are no bin-to-bin fluctuations. For presence
of any dynamical behaviour over and above the smooth Poissonian behaviour
Fy, > 1 and follows positive dependence on M as M — oco. ¢, in Eq. 3.11 are
called intermittency indices and define the strength of an intermittent structure of
the distributions. Modelling with large density fluctuations as in critical systems
[72], Fy(M) moments show power-law behaviour with increasing M whereas in
the other extreme case of non-critical modelling no power-law is observed. With
this sensitivity of the observable the work here aims to study charged particle
multiplicity fluctuations to understand the dynamics of multiparticle production

at LHC energies.

3.2.2 F-scaling and the scaling exponent (v)

In case there are no fluctuations in the number of particles from bin-to-bin, the
NFM (F,) do not show any dependence on M i.e., M-scaling behaviour is said to
be absent. However, it is still possible that F (M) for ¢ > 2 have dependence on
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Figure 3.5. Values of v(T) from three models: (a) Ising (solid/black), (b)
Ginzburg—Landau (dashed/red), (c) SCR (horizontal/blue). In Ising model, the criti-
cal temperature is T, = 2.315 in Ising units. The Ginzburg—Landau value is obtained
by the average of the Ising values between 7' = 2.2 and T, and given by dashed red
line [146].

the second order factorial moment Fy(M) as
Fy(M) o< Fy(M)Pa. (3.12)

This order scaling termed as F-scaling was first reported by Hwa and Nazirov
in [149] where f,, the exponents are observed to be related to the order of the

moment ¢ through an exponent v as [72,146,149, 150]

Ba=(¢—1)". (3.13)

Exponent v is a dimensionless exponent called as the scaling exponent. While the
scaling properties of fluctuations in geometrical configurations of the produced
particles is studied, v is proposed as a specific measure to quantify the scaling
properties [149]. Formalism for second-order phase transition in the Ginzburg-
Landau (GL) theory supports F-scaling with an average value of the scaling expo-
nent as 1.304 [151]. v is a universal quantity and is independent of the underlying

dimension or the parameters of the system.

Simulation of critical behaviour with second-order type phase transition in

the two-dimensional Ising model, analysed using NFM, shows scaling behaviour
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of F,(M) which is in agreement with Eq. 3.12 [152]. In the Ising model, where
temperature is a parameter that can be controlled, v is observed to have tem-
perature dependence with an average value of 1.3 in line with the value from the
GL formalism for the second order phase transition as is shown in Fig. 3.5 (from
Ref. [146]). Possible characteristics responsible for the phase transition of the
quark system into hadrons are implemented in the Successive Contraction and
Randomization (SCR) model. This model has global effects of confinement forces
with thermal randomization, opposing the ordered collective motion 72,146,153,
so as to have time evolution of average density and fluctuations. The curve
v(T) (Fig 3.5) as function of temperature (T) provides an interpretation of the
scaling exponent, where v that gives an average value is close to the universal
value of 1.304 from GL theory [149]. As quick summary, the values of scaling ex-
ponent (v) obtained from some of the theoretical, experimental and model based
studies are tabulated in Table 3.1. So far the universal value of v = 1.304 is ex-
perimentally established by the photon production at threshold of lasing which is

describable as a second-order phase transition [154].

Table 3.1. Scaling exponents from various theoretical and model based studies.

‘ Theory/Model H v
Without Kinetic Term in GL potential [149] 1.304
With Kinetic Term in GL potential [151] 1.316 £ 0.012
SCR Model [146] 1.41
AMPT Model at /syy = 2.76 TeV [155] 1.79 £ 0.10
EPOS3 Model at /syy = 2.76 TeV [156] 1.80 £ 0.16
UrQMD model with pp collisions at /sy = 13 TeV [157] 1.743 £ 0.016
AMPT model with Au-Au collisions at \/sxy = 200 TeV [158] 1.86 £ 0.07
EMUOL and KLM Collaboration [137,159] 1.55 £ 0.12
NA22 Collaboration for pp collisions at /syy = 13 TeV [160] 1.49

3.3 Fractal parameters

Intermittency is a phenomenon exhibited by rare events with large multiplicity
fluctuations in small bins. Observing intermittency or power law growth of F, (M)

with M at high values of M (when the bin sizes become vanishingly small) im-
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plies the presence of large density fluctuations that are independent of the scale
and hence are self-similar. Fluctuations that exhibit self-similarity are fractal in
nature [161]. On magnifying a small portion of a structure, if it shows the same
complexity as that of the entire system, then it is called fractal. This property
of fractal objects is called “scale symmetry”that is associated with systems which

have characteristics of self-similarity.

When the underlying space is of two or higher dimension, based on the scales
used, there are two kinds of fractals; self-similar and self-affine. For an object
which is fractal there is a measure of the object which depends on the resolu-
tion of the measurement in a power-law fashion. On partitioning the phase space
equally in all directions if power-law of observable holds then the fractal is called
self-similar whereas in case power-law holds when different partitioning is done in
different directions it is called self-affine fractal. Self-similar behaviour or fractal
corresponds to isotropic multiplicity fluctuations while self-affine corresponds to
the non-isotropic fluctuations. Fractals are complex structures and their presence
in the particle distributions suggests underlying correlations and complex dynam-

ics [162].

Concept of fractals is applied to understand the scaling laws and self-
similarity in heavy-ion collisions. As fractal systems are structures or patterns
that display self-similarity across different scales that means that the same pat-
tern repeats itself at various levels of magnification. Fractals can be observed in
nature, such as in the shapes of coastlines, mountains, clouds, and trees, as well as
in mathematical constructs. Fractal system can also be classified as monofractals
and multifractals [161,163,164]. A monofractal system is a type of fractal where a
single scaling property is consistent throughout the entire structure. Monofractal
systems are described by one fractal dimension, which is a measure of their com-
plexity. In contrast, multifractal systems are more complex than monofractals.
In multifractal systems, different parts of the structure can follow different scaling
properties. This means that the degree of complexity can vary in different regions
of the system. Multifractal systems require more than one fractal dimension to

describe their scaling behaviour.
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3.3.1 Fractal dimension (D,)

Intermittency is intimately related to the fractal geometry of the underlying dis-
tribution [81]. One of the basic properties of the fractals that describe the scal-
ing behaviour is the generalized anomalous fractal dimension D, introduced by
Hentschel and Procaccia [165], which is used to describe the size of the fractal sets

and is related to the intermittency index ¢, [166] as

Dy=Dr—dy, dq= , (3.14)

where ¢ is the order of the fractal dimension, D7 is the topological dimension
(its value is 1 for one dimensional analysis and 2 for two dimensional analysis).
D, and d, are the generalized fractal (R’enyi)) dimensions and co-dimensions
[167,168]. The dependence of D, on the moment order parameter ¢ provides
information about the nature of the particle production. D, being independent
of ¢ suggests a monofractal system. On the other hand, a decrease of D, with
increasing ¢ indicates a multifractal system, where fluctuations exhibit different

scaling behaviours for different scales or regions.

In Ref. [166], to explore the impact of multiple fractal distributions on the
intermittency signal, a simple multifractal one-parameter model is employed. This
model allows for the simulation of random superpositions of fractal distributions
within a single event. The key observation from this study is the weakening of
intermittency as the number of fractal sources within a single event increases. In
other words, the more fractal sources that are combined, the less pronounced the
intermittency signal becomes as is shown in Fig. 3.6(left) [166]. The theoretical
curve for the generalized dimensions D;, with i being the order of fractal dimension
is shown as a full line. This curve is compared with the measurements taken
from 1000 simulated events, each having a total multiplicity of 9 particles. The
intermittency signal and hence D, dependence on q decreases when number of
fractal sources combined into a single event increases from 2 to 10. Data from
various experiments, like eTe™ [133], two-jet events [169] for central collisions, show
varying intermittency levels, with stronger signals in simpler events and weaker

effects in more complex collisions. A consistent decrease in intermittency is also
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Figure 3.6. Generalized fractal dimension D; as a function of i for (Left) different
combination of fractal sources and (Right) various low energy experiments [166]. Here
i is the order of the moment.

observed in reaction types where the occurrence of multiple subprocesses or less
independent processes is anticipated (Fig. 3.6(right)). As reported in Ref. [166],
within experiments, at a fixed energy, intermittency strength is expected to decline

with rising multiplicity, reflecting the intricate dynamics of particle interactions.

3.3.2 Coefficient )\,

Multifractals (MF) are the complex systems that exhibit different scaling be-
haviours at various length scales. The structure of different phases of self-similar
multiparticle complex systems in particle collisions have been investigated using
multifractal analysis [170,171]. In simpler terms, this analysis technique helps in
understanding patterns that repeat themselves in similar ways but with variations
across different levels of magnification. MF help to characterize the distribution
of particles across different spatial or temporal scales by a coefficient, A\, first
proposed by Bialas and Zalewski [172]. It is suggested that the intermittent be-
haviour observed in the particles produced after ultra-relativistic collisions can be
linked to a non-thermal phase transition. This transition might be an underlying
cause for the occurrence of the anomalous events [173,174]. The coefficient A\, is

related to intermittency index ¢4 through a relationship:

Ay = . (3.15)



For a system undergoing a non-thermal phase transition, Aq will have a minimum
value at some critical value of ¢ = ¢. [172] as is shown in Fig. 3.7(a). The value g,
need not be an integer, and its significance lies in demarcating different behaviours
of the system. In the region where ¢ < gq., the system is characterized by numerous
fluctuations with not more than ¢. particles per bin. These fluctuations might
have a smaller impact on the overall behaviour of the system. Conversely, in the
region where ¢ > ¢, rarely occurring large fluctuations may dominate. These
large fluctuations can have significant consequences for the system, leading to the
anomalous events. This scenario resembles a combination of a “liquid” composed of
many relatively small fluctuations and a “dust” consisting of a few densely packed
“orains”. The coexistence of these phases is evident, where the dominating liquid
phase is observed when probed by a moment of the order ¢ < ¢., while the dust
phase becomes apparent for ¢ > ¢q.. Moments of higher order are insensitive to

small fluctuations, hence highlighting the dust phase.
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Figure 3.7. (a) Dependence of coefficient A, on ¢ for various conditions of the thermal
systems (b) A\, vs ¢ from different experiments [172].

Figure 3.7(b) presents the behaviour of A\, as a function of ¢ for a few ex-
perimental studies performed at low energies as given in Ref. [172]. It can be
observed that the data given in the figure are not yet sufficient to conclusively
determine if A\, indeed has a minimum at a certain ¢ value. Further experimental
validation and interpretation of these phases could provide valuable insights into

the underlying theory of strong interactions at high energies such as at LHC.
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3.4 Detector effect study

In case there is perfect reconstruction of tracks, with all required track cuts, etc.,
the tracking efficiency should be 1. However, in general the detectors used in
the experiments have certain limitations. Various detector effects may distort the
measured observables. Because of the stochastic nature of particle interactions
with the detector medium, not all particles passing through the detector will
leave signal. This affects detector efficiencies and hence measurements are not
the true values which come from the collision. To measure detector efficiencies,
Monte-Carlo simulation studies are performed. These efficiencies are then used
to correct the observables. In Monte Carlo simulation, particles generated(true)
using an event generator are passed through the detector geometry and electronic
read-out. Track reconstruction routines same as that are used in the real data
reconstruction are employed which replicates the response of the actual detector
during the collisions. Next, the reconstructed events from the Monte Carlo are
compared with the true Monte Carlo events that gives an ideal case where no
detector response is present. By calculating the ratio of the reconstructed to the
true Monte Carlo events, one can determine tracking efficiencies of the detector.
Using tracking efficiencies, the true values of the observables can be obtained. The

procedure to correct NFM for efficiencies is discussed below.

3.4.1 Tracking Efficiency Corrections

The tracking efficiency is defined as the ratio of the number of physical primary re-
constructed tracks (tracks recorded by detector) to the physical primary generated

tracks
_ No. of Reconstructed tracks

1
No. of Generated tracks (3.16)

For a bin with bin multiplicity n,. in the 7** bin and e event, the factorial moment

of order ¢ defined as in Eq. 3.1, the reconstructed and true values are related as

J§© (nie)

q
S

férue (nie) —

(3.17)
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where ¢; is the efficiency in the ¥ bin. Then for an event, the corrected factorial

moments for M2 number of bins, for analysis in two dimensions is given as

- BT (B

(...}, = represents averaging over total number of bins M? = (M x M) bins.

As Eq. 3.6, for ¢ = 1, this equation becomes

1 M2 fe rec( ) 1 M? e_rec e-rec

- 7 n:- ns=
ecorr(Nry — E J1  \Te) E e — 10 3.19
1 (M) M? i=1 €i M? - G < € >h ( |

Thus from Eq. 3.8, the ¢'* order normalized factorial moments for N events and

M? number of bins, corrected for efficiencies is defined as

()

corr o e=1
R (M) = S (3.20)
Nie
<NZ< € >h>
e=1

For the model based studies if F;*(M) and F¢"(M) represent the NFM for the
reconstructed and generated events then for closure, it is required that F7*(M) ~
Fge"(M) or F{"¢(M). Generated events are also termed as true events. If this is
not the case then this efficiency corrections procedure that is Eq. 3.20 should be

used to achieve the best possible closure so that F{" (M) ~ F™¢(M).

3.5 Statistical uncertainties

Statistical uncertainties observed in the measured results, arise due to the inherent
stochastic nature of collisions at high energies, fluctuations within the measure-
ment processes etc. It is common practice to calculate statistical uncertainties
for fluctuation measures using either the error propagation technique or the sub-
sampling method. In sub-sampling method, to determine statistical uncertainties,
total events are divided into equal size N independent subsamples. Calculations

are made for each subsample. The standard deviation of the observable obtained
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for these N subsamples, then define statistical uncertainty

Oy = \;LN (3.21)
where
(F) = S (E)x. (322
and

(3.23)

The statistical uncertainties on the normalized factorial moments are es-
timated using sub-sampling method. Error propagation method, as described

in [175], has been observed to give the same values of statistical uncertainties.

Observations and results from Monte Carlo model studies and experimental data

are discussed in next chapters.
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Chapter 4

Toy model study

Event generators are widely used in the field of heavy-ion collisions to simulate
experimental conditions and to predict outcomes based on known physics. These
models are also widely used by theoreticians to test and upgrade existing mod-
els and to develop new models. Since the mechanisms underlying multiparticle
production in heavy-ion collisions is not yet completely understood, numerous
approaches have been developed to know and to learn about these. Towards de-
veloping the knowledge about various characteristics of the system created in these
collisions, information on the baseline behaviour is significant. For that, the nor-
malized factorial moments, in the contours of intermittency methodology, have

been investigated using Toy model events.

4.1 Toy model: Event generation

To understand the intricate processes of multiparticle production in heavy-ion col-
lisions, the data recorded by the ALICE experimental setup at LHC is investigated
in this thesis. The analysis proposed in Ref. [72] for LHC data, in line with in-
termittency analysis first proposed in [79], is performed as discussed in chapter 3.
To get the baseline behaviour, toy model events are generated with constraints of
charged particle experimental data. The ALICE experiment has central barrel de-
tector system comprising of the Time Projection Chamber (TPC), Inner Tracking
System (ITS), and Time-Of-Flight (TOF) detectors, which collectively measure
charged particles within a common angular phase space defined by pseudorapid-
ity of |n| <0.8 and full azimuthal coverage 0 < ¢ < 27 [90,176]. Toy model

events are generated using the multiplicity constraints derived from ALICE data
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for Pb—Pb collisions at /sy = 2.76 TeV for the charged particles recorded using
TPC and ITS detectors in ALICE. Event multiplicity for the toy model event is
obtained taking Gaussian distribution function, with mean and standard devia-
tion value from the experimental charged particle multiplicity distribution in the
transverse momentum interval 0.4 < pp < 0.6 GeV/c, in gRandom3() member
function of the ROOT5 [121]. Tracks per event are generated using uniform dis-
tribution function, in the pseudorapidity window |n| < 0.8 and azimuthal angle
0 < ¢ < 27 with gRandom3() member function of ROOT5, taking system clock
as seed. Three more samples with 500K events per sample are generated using ex-
perimental charged particle multiplicity distributions from 0.4 < pr < 1.0 GeV/c,
0.4 < pr <2.0GeV/cand 0.2 < pr < 5.0 GeV/c transverse momentum bins. The
multiplicity distributions for the four toy model event samples are given in Fig. 4.1
and their n and ¢ distributions are given in Fig. 4.2. Observations and results
from the analysis of Toy model events, as described in chapter 3 with (V) = 952
corresponding to pr bin 0.4 < pr < 1.0 GeV/c, are discussed in the following
sections. However, in section 4.2.2 results on dependence of observable F (M) on

average multiplicity are given for all four event samples.
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Figure 4.1. Multiplicity distributions for the four samples of Toy model events with

average multiplicity and standard deviation corresponding to different ALICE data pr
bins.
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Figure 4.2. Pseudorapidity and azimuthal angle distributions for the four samples of
Toy model events. Uniform distribution function is used to generate tracks with || <
0.8 and 0<p < 27.

4.2 Observations

Two-dimensional intermittency analysis as detailed in chapter 3, is performed on
the Toy model events. The (1, ¢) phase space of each event is partitioned into an
MxM grid, resulting into a total of M? bins. The number of bins along each axis
range from a minimum value of 6 to a maximum of 105, in the intervals of 3. For
each M, normalized factorial moments (NFM) for ¢ = 2 to 5 are determined as

defined in Eq. 3.8.

4.2.1 M-scaling

The NFM (F,(M)) determined from Toy model events are studied for their de-
pendence on the resolution, that is on number of bins, M?, termed as M-scaling.
The log-log plot of F, versus M? is shown in Fig. 4.3 for the event sample with
(N) = 952. For all q values i.e., 2, 3, 4, and 5, F, do not show power-law in-
crease with M2, Absence of a notable increase in In F, with In M? in the Toy
model events suggests that the particle generation is not self-similar. However,
Fs > Fy > F5 > F, for all values of M. With no density fluctuations, a negli-
gible dependence of F,(M) on the number of bins M? in the Toy model events
is observed at very high M and high q. These events simulated with uniform

distribution function give baseline behaviour of the NFM and show absence of
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Figure 4.3. log-log plot of F (M) vs M? for q = 2, 3, 4 and 5.

intermittency. To evaluate the sensitivity of these moments to the fluctuations in

the spatial configurations, an exercise as described below is performed.

Fluctuations are added with hand in each event by populating a few bins of
the phase space, partitioned in M? bins, with more tracks so as to introduce density
fluctuations. The event sample so obtained is termed as modified Toy model events.
Fluctuations are added into each toy event by following two different methods.
In the first method, referred to as Method 1, the multiplicity of the toy event
remains unchanged when tracks are added. For each track added in a bin, a track
is removed from some other bin, so that the total event multiplicity is unaffected.
In this way, number of tracks, around five percent of the event multiplicity, are
added to each event and the same number of tracks are removed. In the second
method, termed here as Method 2, tracks are added to the event without removing
any track, and hence there is an increase in the event multiplicity. With both
these methods, tracks are included in certain regions of the phase space, where
track density in certain bins increases compared to the neighbouring bins. This
introduces density fluctuations in the phase space. As an example Fig.4.4 shows
the (1, ) lego plot of a Toy model event in the left panel, where the phase-space is
divided into 40x40 bins. The right panel shows the same event after fluctuations
are added with hand using Method 1. These figures give visualization of how bin

multiplicity in (7, ¢) phase space of an event varies after adding fluctuations with
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hand.

Figure 4.4. Lego plot of particles distributed in the (1, ) phase space of a Toy
event(left) and same event with added fluctuations using Method 1(right).

Normalized factorial moments are determined for the modified toy model
events obtained using Method 1 and Method 2, for q = 2, 3, 4 and 5. The In F, (M)
vs In M? plot is shown in Fig. 4.5. It is observed that F,(M) shows a strong power
law growth with M? and thus M-scaling is observed for all q with F,.; > F.
Infact multiple linear regions are also observed. Comparative plots of F, (M)
vs M? with and without added fluctuations in the toy events, for all orders of
q are given in Fig. 4.6. NFM values from the modified Toy model events are
higher than that from Toy model events. There is qualitative and quantitaive
differences between the two which increases as M increases. NFM from Method 1
and Method 2 show a small quantitative difference in the F;, (M) values but have
similar qualitative behaviour. These results demonstrate that NFMs are highly
responsive to bin-to-bin multiplicity fluctuations, and thus are a sensitive and
suitable measure for quantifying such fluctuations. Further this study shows that
dynamics which results into density fluctuations in the phase space will lead to

the power-law scaling behaviour.

4.2.2 F-scaling and scaling exponent (v)

In the above section it is observed that F (M) # 1, that is In F (M) values are

> 0 and F, 4y > F,. At high q, a very weak dependence of F, from toy events
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Figure 4.5. log-log plot of F,(M) vs M? (M-scaling) for ¢ = 2, 3, 4 and 5 of a
modified Toy model event sample with (V) = 952 (Method 1).

R A R e s R A s AR RN RRRR AN RRRN RS

c 8- — -

= "L e Toy model events i
r O Added fluctuations: Method 1 -
6_— = Added fluctuations: Method 2 B i
4 ]
o ]
0 a
_\ | | | ' | | | )

W T T T T ]

= [ g=4 ]

15+ -

101 T
5- T
0_— I I. co‘aaoal ‘ : —_—

A T .
3 4 5 6 7 8

3 4 5 6 7 9,
In M

[a2]
5
Sep

[

Figure 4.6. In F,(M) versus In M? for Toy model events, and modified toy model
events.

on the resolution i.e., number of bins, is observed (Fig. 4.3). As discussed in
chapter 3, the other scaling which is of interest is the F-scaling or order scaling

that is independent of the M-scaling. If for higher order ¢(q¢ > 2) F,(M) shows
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any dependence on Fy(M) it features F-scaling. For toy model events, In F}, (M) vs
In F5(M) is shown in Fig. 4.7(a). A weak F-scaling behaviour in toy model events
is observed. However, in the modified toy model events with added fluctuations
(Fig. 4.7(b)), a good F-scaling is observed, indicating a robust linear relationship
of F, with F. Fig. 4.7(b) shows data points corresponding to high M region with

high resolution only.
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Figure 4.7. log-log plot of (M) vs F; (F-scaling) for ¢ = 3, 4 and 5 from (a) Toy
model events with (N) = 952 and (b) modified toy model events (Method 1).

Performing line fits to the F-scaling plots, 3, values are obtained. A dimen-
sionless scaling exponent () as defined in the relation (3.13) is obtained which is
independent of the system parameters and signifies the dynamics of the system.
By performing line fitting on (nf, versus In(q — 1) plot (Fig. 4.8), the scaling ex-
ponent for the Toy model events at higher M region is found to be 1.603 + 0.016 .
For the modified Toy model events, where the fluctuations are added with hand,
the value of v for high M region is obtained to be 0.998 + 0.004 (Fig. 4.8). A
significant decrease in the scaling exponent is seen from the baseline value when

fluctuations are introduced in the spatial configurations.

Multiplicity dependence of scaling exponent

In high-energy physics experiments, multiplicity increases with an increase in the

collision energy. It is thus interesting to explore the dependence of scaling ex-
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Figure 4.8. Scaling exponent (v) obtained from linear fit to [ng, vs In(q — 1) plot
for the Toy model events and modified Toy model events.

ponent on multiplicity, and thus collision energy. This is investigated with event
samples having multiplicity distributions with mean value ranging from 441 to
1914 corresponding to the increase in the width of pr (transverse momentum) re-
gion. Scaling behaviour as shown in Fig. 4.3 is observed for all the four event sam-
ples. For q = 2, In F,(M) vs In M? plot from these four event samples is given in
Fig. 4.9(a). Scaling exponent (v) is determined for all the four event samples which
show no dependence on the average multiplicity of the event samples (Fig. 4.9(b)).
Values predicted from the SCR model and the Ginzburg-Landau theory for second
order phase transition [149] are also given. The scaling exponent, is a parameter
that can characterize the systems with different degrees of fluctuations. These
four toy model event samples have event tracks generated from the same uniform
distribution function with no difference except that of multiplicity distributions.
Thus it may be concluded that with similar dynamics of track generation, v has

no dependence on multiplicity.

4.2.3 Fractal dimension (D)

The fractal parameter D, measures the fractal nature of particle production. This

parameter is calculated using Eq. 3.14 which is related to the intermittency index
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Figure 4.9. (a) log-log plot of Fi,(M) for q = 2 vs M? for the four Toy model event
samples with mean multiplicities (V) = 441, 952, 1310 and 1914 and (b) Scaling
exponent as function of average multiplicity of the event samples.
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Figure 4.10. (a)Dependence of D, on q for toy model events. Lines connecting data
points are to guide the eye.

decreasing trend is observed in Dy as a function of g, it signifies the presence of
multifractal behaviour in the particle production. Here absence of D,’s depen-
dence on ¢ indicates monofractal structure in the particle generation with the Toy

model.
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4.3 Resilience of NFM to efficiency corrections

In real detector setups, efficiencies of the measurements may remain consistent
or vary within the acceptance region, depending on the design and phase space.
That is, constrained by different sets of conditions, detector efficiencies within
the acceptance region can either follow a binomial or non-binomial distribution.
The efficiency correction procedure for uniform (binomial) and non-uniform (non-

binomial) efficiencies has been tested for its efficacy using the toy model events.

Considering detector efficiency to be 80%, an event sample is created with
uniform efficiency by removing 20% of the tracks uniformly from each toy model
event. Then modified events, termed as reconstructed-uniform (recU) events, re-
tain 80% of the original tracks present in the Toy model events. These events are
then analyzed to calculate the NFM, FJECU(M), using equation (Eq. 3.8). Two-
dimensional efficiency maps are obtained for each value of M for the reconstructed-
uniform events such that for each bin in the phase space, there is an efficiency
value. An example of such a map for one M value is shown in Fig. 4.11. Sub-
sequently, the efficiency-corrected normalized factorial moments (F;”"V(M)) are
computed for these recU events, using equation (Eq. 3.20). log-log plots of NFM
as function of number of bins for q = 2 are shown in Fig. 4.12. It is observed that
F, (M), F;“U(M), and Fqc"”U(M) are approximately equal where Fy is NFM for
Toy model events. The ratio plots in the lower panel show that NFM have the
same value, as the ratio values are close to 1. Thus, for binomial type detector effi-

ciencies, the NFM are not affected. In other words, normalized factorial moments

are resilient to binomial (uniform) efficiencies.

The other possible case is that of the non-binomial efficiencies of the detec-
tor. To generate events with 80% non-uniform efficiencies, 20% of the tracks are
removed from the (1, ¢) phase space, region of each Toy model event randomly.
This process produces events with non-binomial efficiencies and the sample created
is referred to as reconstructed non-uniform (recNU) events. Analysis is performed
on recNU events, and normalized factorial moments (F, NV (M)) are computed
using Eq. 3.8. It is observed that Fy(M) # F;*NY(M), indicating that if the

efficiency values are non-binomial, the NFM values differs from that of true sam-
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Figure 4.11. Efficiency map in (n, ) space for M = 40 with uniform removal of
tracks from Toy model events.
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Figure 4.12. F,_, vs In M? plot in case of binomial efficiencies. The lower panel

shows the ratio plots of reconstructed and corrected with respect to true/generated
Toy model samples.
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Figure 4.13. Efficiency map in (7, ) space for M = 40 with non-uniform removal
of tracks from Toy model events.

ple of events. Efficiency maps are obtained for these recNU events for each M
value. Efficiency map for one M value in this case is shown in Fig. 4.13. Applying
efficiency correction formula (Eq. 3.20), to calculate NFM, the corrected NFM,
FeormNU(M) are obtained. It is observed that Fy(M) = Fo"NU(M) (Fig. 4.14),
and hence the efficiency correction procedure gives the true values of NFM. Nor-
malized factorial moments are thus observed to be robust against uniform detector
efficiencies, but for non-uniform detector efficiencies, an efficiency correction for-
mula for NFM (Eq. 3.20) must be used to get true normalized factorial moments

and hence to do further analysis and calculations.

From this analysis of toy model events, a baseline behaviour of NFM is ob-
tained. In summary, this study shows that in the absence of fluctuations in the
spatial patterns, F,(M) moments are negligibly dependent on the binning reso-
lution and no effective intermittency type of behaviour is observed. The scaling
exponent value is much greater than 1.304, a value predicted for formalism with
second order phase transition as per Ginzburg-Landau theory. For the experimen-

tal data analysis using intermittency technique, to take care of detector effects, the
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Figure 4.14. F,_, as function of In M? for Toy model events, reconstructed-non
Uniform (recNU) and efficiency corrected recNU events. The lower panel shows the
ratio plots of reconstructed and corrected with respect to true/generated Toy model
sample.

efficiency corrections must be applied in case there are non-binomial efficiencies.
The methodology of analysis as detailed in chapter 3 is found to be sensitive and

robust one to gauge presence of any dynamical fluctuations in the data.
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Chapter 5

Simulation studies

5.1 Introduction

Simulation studies play a pivotal role in extracting physics information from the
heavy-ion collision experiments. These studies, based on the known physics, utilize
advanced computational techniques to replicate the complex dynamics of collid-
ing heavy ions, such as xenon, copper, gold, lead etc, at ultra-relativistic speeds.
Monte Carlo (MC) event generators which serve as virtual laboratories for particle
physicists [177], simulate the intricate collisions of particles within accelerators,
offering valuable insights into fundamental physics phenomena. Experimental-
ists utilize these tools to cross-reference their data against theoretical predictions,
ensuring consistency and accuracy. Meanwhile, theorists rely on MC event gen-
erators to anticipate experimental outcomes and devise innovative experimental
techniques. In detector simulation, sophisticated software models are employed to

replicate the behaviour of particle interactions within the real detector setups.

In the present work, simulated events generated using Monte Carlo event
generators. HIJING (Heavy lon Jet INteraction Generator) [125] and the AMPT
(A Multi-Phase Transport Model) [126] are the widely used MC event generators,
used in heavy-ion collision simulations and offer insight into the formation of
dense nuclear matter and subsequent space-time evolution. Simulated events from
HIJING and the AMPT using detector geometry simulation tool GEANT3 for
the ALICE experiment, are analyzed. These simulated event samples are termed
as the Monte Carlo (MC) productions. The events in the MC productions are
anchored to the experimental runs for Pb—Pb collisions at /syy = 2.76 TeV
recorded with the ALICE experimental setup at LHC in the year 2010. These
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achored MC production runs (Appendix D) have the similar conditions set as are
there in the experiment. A fast simulation, is event generation using MC event
generator but not passed through detector geometry. Three sets of fast simulation

using the AMPT are also analyzed.

5.2 Monte Carlo event generators

The HIJING model is a Monte Carlo event generator designed to simulate high en-
ergy heavy-ion collisions. It provides a framework for studying the initial stages of
these collisions, focusing on the interactions between the colliding nuclei and par-
ticle production after collision. HIJING generates initial conditions for heavy-ion
collisions based on the Glauber model, which describes the spatial and momentum
distributions of particles produced by the colliding nuclei. It incorporates parton
distribution functions to model the internal structure of nucleons and nuclei. One
of the key features of the HIJING is its ability to model both soft and hard pro-
cesses occurring during the collision. Soft processes involve low-energy interactions
such as multiple parton scattering and gluon radiation, while hard processes in-
volve high-energy interactions such as the production of jets and heavy quarks.
By simulating jet production and possible interactions within the QGP, HIJING
significantly enhances our understanding of the fundamental properties of nuclear
matter under extreme conditions. HIJING event generator is an important tool
to offer insights into the initial stages of the collisions and helping to interpret the
experimental data from particle colliders. Further information about this model

is available in [125,178,179].

The AMPT model is a Monte Carlo transport model for heavy-ion colli-
sions at relativistic energies. It comprises of four key components: initial condi-
tions, partonic interactions, the conversion from partonic to hadronic matter, and
hadronic interactions. Initial conditions, including the distributions of minijet
partons and soft string excitations, are derived from the HIJING model. Par-
ton scatterings are simulated using Zhang’s parton cascade (ZPC) [180], focusing
on two-body interactions with cross sections derived from perturbative quantum

chromodynamics (pQCD). The transition from partonic to hadronic matter is an

78



important phase in the collision evolution. The AMPT works on two modes of
operation: Default and String Melting. In the default AMPT mode, partons re-
combine with their parent strings and are converted to hadrons using the Lund
string fragmentation model [181]. In AMPT with string melting mode, a quark
coalescence model is used for hadron formation. Subsequent evolution in both
modes involve a hadronic cascade, based on the ART (A Relativistic Transport)
model. This cascade describes the sequential interactions of hadrons as they prop-
agate through the collision medium. The AMPT model provides a framework for
studying heavy-ion collisions, from initial conditions to the evolution of hadronic
matter, making it an important tool for understanding particle physics. More

details on the model can be found in [126, 182-184].

5.3 Monte Carlo event samples

To simulate events for Pb—Pb collisions at /syy=2.76 TeV, ALICE employs
event generators. These simulations mimic experimental conditions to generate
Monte Carlo productions. GEANT3 is employed to implement ALICE detector
geometry, ensuring an accurate representation of experimental setups. In ALICE,
data files are stored in two formats namely ESD (Event Summary Data) and AOD
(Analysis Object Data). After processing of raw data the first level of data files
that contain events with information from all subdetectors are ESD files, while
the AOD files contain a subset of ESD information selected for specific analysis.
The MC production events from the HIJING and the AMPT event generator
are used for the simulation studies in the present work. The HIJING-generated
general-purpose Monte Carlo productions for Pb-Pb collisions at /syn = 2.76 TeV
is LHC11al0a_bis. This production is anchored with the experimental data from
production LHC10h pass2. The production LHC11alOa_bis serves as a general-

purpose dataset with a minimum bias setting.

The production LHC12alla is from the AMPT production for 0—5% central
events and anchored to LHC10h whereas, LHC13f3a(String melting ON, rescat-
tering OFF), LHC13{3b(String melting OFF, rescattering ON), LHC13f3¢(String
melting ON, rescattering ON) are the AMPT-generated Monte Carlo productions
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Table 5.1. Monte-Carlo production cycles analyzed in this work.

Event Generator | Production name | No. of events ‘ ESD/AOD ‘

HIJING LHC11al0a_bis 3 M AOD 162
AMPT LHC12alla 0.09 M AQOD 081
AMPT LHC13f3a 39 M
(Fast Simulation) LHC13f3b 53 M ESD
LHC13f3c 38 M

without GEANT simulation for detector geometry. Table 5.1 enlists the informa-
tion on the MC event samples analyzed.
For the analysis, various cuts applied for selection of events and tracks are dis-

cussed below.

5.3.1 Vertex and Trigger cut

A trigger can be used to filter and select relevant events based on specific criteria
or requirements of the analysis. The key focus of the trigger system is to select
events that result from the beam collisions and reject events that are caused by
interactions between the beam and residual gas present in the beam pipe. In this
analysis, kMB trigger is used which is a minimum bias trigger that requires a hit
in both the VOA and VOC detectors. A minimum bias trigger is a type of trigger

that is used to select inelastic events with as little bias as possible.

Once an event is selected, the next level of event selection which is typically
applied to further refine the event sample, is to make a primary vertex selection.
This involves selecting events that have a well-defined primary interaction vertex.
The interaction point is typically set up at the center of the detector (x =0, y = 0,
z = 0) and it is the point where the two beams are supposed to collide. The actual
point of collision between the two beams is called the vertex of the event. Primary
vertices are often reconstructed using the information from SPD tracklets. After
the reconstruction, events whose primary vertex lies within 10 cm range along
the z-axis, from the interaction point are considered in the present analysis. The
z vertex cut is used to eliminate events that have a primary vertex far away from

the center of the detector along the z-axis [185]. A variation in the V, value is
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considered in the estimation of systematic uncertainties.

5.3.2 Centrality estimation

The measurement of the overlap region between colliding nuclei, defined in terms
of centrality of the collision, holds significant importance to characterize the QCD
matter. Accurate determination of centrality aids in comparing ALICE measure-
ments not only with other experiments but also with theoretical calculations [186].
Typically, centrality percentile is derived by integrating the impact parameter
distribution. In ALICE, centrality is defined as the percentile of the hadronic
cross-section corresponding to multiplicity above a threshold value (Ng,) or en-

ergy deposited in ZDC below some given value (Ezpc)

In heavy-ion collisions, the strong electromagnetic field contaminates the
hadronic cross-section in the most peripheral collisions. Centrality determina-
tion is thus restricted to the extent where this contamination effect is negligi-
ble.Centrality estimation in heavy-ion collisions utilizes the VO detector, which
measures the sum of VOA and VOC amplitudes. These amplitudes correspond to
the ionization energy deposited in the detectors and are expressed as percentiles of
selected events. Centrality classes are defined based on these percentiles, provid-
ing a quantitative measure of the collision centrality in experiments [187]. Fig. 5.1
illustrates the distribution of VOM amplitude alongside the Glauber Monte Carlo
fit for Pb-Pb collisions at /sy = 2.76 TeV [186]. Centrality classes are a way
to quantify the degree of centrality in the heavy-ion collisions for example, the
0-5% range is related to the upper 5% of the distribution. This is considered as
the most central or highest amplitude class, as it represents the events with the
highest sum of amplitudes. Similarly, the other classes such as 5-10%, 10-20%,

20-30%, etc. represent decreasing degrees of centrality or lower sum of amplitudes.

Once the right type of events specific to the analysis are chosen, selection of
the tracks within the event, needs to be selected. The cuts considered for track

selection in this analysis, called track selection cuts, are discussed below.
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Figure 5.1. Centrality in Pb-Pb collisions at /sy = 2.76 TeV is determined by
selecting events based on the VOM amplitude distribution. A Glauber model fit is
represented by the red line, with the inset plot offering a magnified view of peripheral
collisions (source [186]).

5.3.3 Track selection

In ALICE, the main detector used to track charged particles is the Time Projection
Chamber (TPC). Track selection criteria is used to minimize the contamination
from the secondary particles and to enhance the tracking efficiency. Primary
tracks are required to satisfy certain quality criteria in order to be selected for the
physics analysis. This criteria includes, having a signal in at least one of the layers
of SPD, a maximum chi-square per cluster value of 36 from the fit of I'TS clusters,
and meeting the selection criteria on the distance of closest approach (DCA) of the
primary track to the primary vertex. Primary tracks are chosen within kinematic
acceptance such that transverse momentum pr > 0.2 GeV/c is taken to ensure
good momentum resolution and uniform track reconstruction efficiency, and |n| <

0.8 to avoid edge effects in the TPC acceptance [185].

In this thesis work, the tracks termed as hybrid tracks are used, which refer
to tracks that are reconstructed using a combination of ITS and TPC detector
systems. Hybrid track-cuts are a combination of three types of global tracks
comprising of global tracks with SPD hit(s) and an ITS refit, global tracks without
SPD hit(s) but with an ITS refit constrained to the primary vertex, and global
tracks without an ITS refit but constrained to the primary vertex. In the track

selection criteria for hybrid tracks, a minimum of 70 clusters are required in the
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TPC, with a maximum chi-square per cluster value for TPC set at 4. Furthermore,
constraints on the maximum distance of closest approach (DCA) to the vertex set
at 2.4 in the XY plane and 3.2 along the Z direction. These are termed as FilterBit
768 (FB 768) tracks, based on the nomenclature used in ALICE, to select tracks

after applying various cuts to filter tracks for analysis from the raw tracks.

5.3.4 Kinematic cuts

The analysis focuses on the charged particles generated in the mid-rapidity region
(In] < 0.8) with full azimuth (0< ¢ < 27) in low transverse momentum region
with pr < 2.0 GeV/c. To study the dependence of observables on transverse
momentum and on pr bin width, the intervals for which analysis is performed are

tabulated in the Table 5.2.

Table 5.2. Kinematic cuts used for the track selection.

Pseudorapidity range - 08<1n<08
Azimuthal coverage 0<¢p<2m
Transverse momentum range | 0.4 < pp < 1.0 GeV/c

(Wide) 0.4 <pr <15 GeV/c
(0pr > 0.6) 0.4 <pr <20 GeV/c

0.6 <pr<1.0GeV/c
Transverse momentum range | 0.4 < ppr < 0.6 GeV/c
(Narrow) 0.6 <pr <0.8GeV/c

(6pr = 0.2) 09 <pr<11GeV/c

5.4 HIJING: Observations and results

For the Monte Carlo studies performed here, the observable, the normalized facto-
rial moments is obtained as discussed in Chapter 3. The quality assurance plots for
the HIJING events analyzed here, are given below, followed by other observations

and results.
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Figure 5.2. Quality Assurance (QA) plots: (a) V. distribution and (b) Centrality
distribution for Pb—Pb HIJING data at /syny = 2.76 TeV.

5.4.1 QA plots: Event and track selection

The V. distribution of the HIJING events, after applying the vertex cut (|V| <
10c¢m) is given in Fig.5.2(a). A total of 154 K minimum bias HIJING events
are taken. After vertex cut, in 0—5% centrality bin (Fig. 5.2(b)), 87 K events are
left. Multiplicity distributions for the generated and reconstructed tracks for these
events are shown in Fig. 5.3(a) for the 0.4 < pp <1.0 GeV/c transverse momen-
tum bin. The transverse momentum distribution, pseudorapidity and azimuthal
distributions for the tracks in this bin are given in Fig. 5.3(b), 5.3(c) and 5.3(d)
respectively. The observed difference between reconstructed and generated events
pertain to the detector efficiency not equal to 100%. Fig. 5.4 shows the multi-
plicity distributions of reconstructed HIJING events in pr bins given in Table 5.2
from 0—5% central Pb—PDb collisions at /sy = 2.76 TeV.

5.4.2 Closure studies

The Monte Carlo closure study using HIJING events is performed as is described
in section 3.4.1 of Chapter 3. The tracking efficiencies in pr, n and ¢ space for
0—5% central events in low pr bins are given in Fig. 5.5 and 5.6 respectively. For
the intermittency analysis in (7, @) phase space, efficiencies are determined on

bin-by-bin basis for each M value, as is described in section 3.4.1. As an example,
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Figure 5.3. Quality Assurance (QA) plots: (a) Multiplicity distributions (b) pr dis-
tribution (c) n distribution (d) ¢ distribution from the reconstructed and generated
tracks for Pb—Pb collisions using HIJING, at \/sxy = 2.76 TeV in the transverse
momentum bin 0.4 < pr < 1.0 GeV/c. These figures show the difference in the
generated and reconstructed events from HIJING production in ALICE at LHC.
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Figure 5.4. HIJING(Reconstructed): Multiplicity distributions in (a) narrow pr bins
and (b) in wide pr bins, for Pb—Pb collision events at /sxn = 2.76 TeV for 0—5%
centrality and |V| < 10 cm.

two-dimensional efficiency maps in (1, ¢) phase space for M = 20 are shown in
Fig. 5.7(a) and 5.7(b) for 0.4 < pr <0.6GeV/c and 0.6 < pr <0.8GeV/c bin
respectively. A Monte Carlo closure test for NFM has been performed for these

two narrow pr bins.

The normalized factorial moments obtained from the reconstructed HIJING
tracks are subjected to weighting with correction factors to give Fg”" using
Eq. 3.20 and compared with the normalized factorial moments (F7°") derived
from the generated HIJING tracks. It is observed that for q = 2, F”" ~ F7*,
that is the application of efficiency corrections do not make a change in the NFM
values. For pr > 0.4 GeV /c, efficiencies are binomial in nature, as is observed in
Fig. 5.5 and 5.6, which cancel out in the Eq. 3.20. Ratio of the two, F;/* and F{*™"
is thus equal to 1 (given in lower panel of Fig. 5.8). From the observations made

for the various pr intervals, it is found that F7*(M)/F9*"(M) ~ 1. A deviation of
this ratio around 2% is observed as M goes beyond 60 with In M? > 7.0 (Fig.5.9).

From above discussion it is again shown with HIJING events that normal-
ized factorial moments are robust against uniform efficiencies (also reported in
Ref. [188]). The reconstructed HIJING tracks in the transverse momentum region

< 2.0 GeV/c, where the efficiencies are binomial in nature, are not required to be
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central Pb—Pb collision events at /syy = 2.76 TeV using HIJING.

corrected for efficiencies. For the pr bins, the M value upto which Monte Carlo
closure is 98% or above is taken as M,, ., and subsequently the scaling exponent is
determined. In Fig. 5.9, the ratio plot of the F*(M) and FJ°"(M) are shown for
the pr bins analysed, with red dashed line showing the region of 98% closure. The
closure analysis for different transverse momentum (pr) bins (Table 5.2) gives val-
ues for Myay. For the bins 0.4 < pr < 0.6 GeV/c and 0.6 < pr <0.8GeV/c, Mpax
is set at 82. However, for the 0.9 < pr < 1.1 GeV/c bin, M. is found to be 70, as
shown in Fig. 5.9(a). When considering wider pr bins, the values of M., increase.
For the 0.4 < pr <1.0GeV/c, My is 105, and for 0.4 < pr <1.5GeV/c, it goes
up to 111. In other bins with wider ranges, such as shown in Fig. 5.9(b), M.« is
taken as 120 that is M ranges from 6 to 120.

5.4.3 Scaling behaviour

Normalized factorial moments are calculated in the two-dimensional (7, ¢) phase
space in the midrapidity region (|| < 0.8) within 0.4 < ppr <1.0GeV/c and M
takes value from 6 to 123. Fig. 5.10 and 5.11 show the f{ distributions as defined in
Eq. 3.1, for g = 2, 3, 4 and 5 for case of M =30 and M =60. There are long tails of
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the distributions as q and M increases. The normalized factorial moments are then
obtained using Eq. 3.8 and studied as function of M, for the M-scaling behaviour.
This is shown for HIJING (reconstructed) events in Fig. 5.12(a). A minimal
dependence of In F,(M) on In M? is observed, with considerable fluctuations in
F, values at higher M for q = 4 and 5. Statistical uncertainties are pronounced
possibly for the reason that there are not many bins which have bin multiplicity
greater than or equal to 4. Similar investigations are performed with generated
tracks, and the results are given in Fig. 5.12(b). No apparent dependence of Fy
on M is seen in generated tracks which have large statistical uncertainties at high
M. In case of generated events, In Fy > 0 with F,,(M) > F,(M). However, In F,
shows very weak dependence on M with large fluctuations in Fy,(M) for ¢ = 5 at
high M. M-scaling or intermittency is thus observed to be absent and hence no
self-similar spatial fluctuations are there in the HIJING event generation. Because
of these uncertainties precise values of intermittency indices (¢,) from linear fits

cannot be determined.
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Figure 5.10. HIJING(Reconstructed): f, distributions for ¢ = 2, 3, 4 and 5 for
M = 30 in 0.4 < pr <1.0GeV/c bin for central Pb—Pb collision events.

The variation of F(M) for ¢ > 2 with Fy(M), termed as F-scaling is plotted

in Fig. 5.13(a). Due to absence of robust linear dependence of In F;; on In M? for
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Figure 5.11. HIJING(Reconstructed): f, distributions for ¢ = 2, 3, 4 and 5 for
M = 60 in 0.4 < pp <1.0GeV/c bin for central Pb—Pb collision events.
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Figure 5.12. HUJING: In F (M) vs In M? plot (M-scaling) for ¢ = 2, 3, 4 and 5 in
0.4 < pr <1.0GeV/c for (a) reconstructed and (b) generated tracks.
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all M values, F-scaling at lower M values is absent. In higher M region a weak
power-law dependence of F on Fj is observed. However, no robust dependence
of Fyy on F; is seen for all M and q. Line fits to these points are however done
to obtain (3, for the calculation of scaling exponent, for HIJING (reconstructed).
The Inf, vs In(q — 1) is shown in Fig. 5.14(a) that gives a scaling exponent v
= 1.68+0.03 for 0.4 < pp <1.0GeV/c. The fitting is performed for low M region
that has 99% closure with the generated tracks. In Fig. 5.13(b), In F, vs In F; plots
for q = 3, 4 and 5 are given for the same pr bin in case of HIJING generated events
(true). F3(M) shows a little linear dependence on Fy(M). For higher order (q =
4 and 5) there are large fluctuations and statistical errors. However, a value of
scaling exponent is obtained in this case of HIJING generated which is 1.75£0.20
(Fig. 5.14(b)).

HIJING data does not show intermittency but weak F-scaling is observed
with scaling exponent v >> 1.304 value, predicted for second order phase transi-
tion as per Ginzburg-Landau formalism. It is known that HIJING does not have
physics of phase transition implemented and the same is confirmed through this
study. Further absence of self-similar nature of particle generation is seen in the

HIJING as no power law behaviour of F, with resolution (M) is observed.
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Figure 5.13. HUING: In F,(M) versus In F5 (M) with linear fits in the higher M region
in 0.4 < pr <1.0GeV/c for (a) reconstructed and (b) generated tracks.
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0.4 < pr <1.0GeV/c for (a) reconstructed and (b) generated tracks.

5.5 AMPT: Observations and results

Monte Carlo studies using the AMPT model, similar to the one for HIJING, as
discussed in previous section, are performed. AMPT events with string melting
mode from ALICE production (LHC12alla) with full simulation including detec-

tor having 0.09 million events and the ones from fast simulation are analyzed. The

QA plots and observations are discussed below.
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Figure 5.15. (a) The V, distribution and (b) the centrality distribution for Pb—Pb

AMPT Pb-Pb s\, =2.76 TeV

This thesis

collisions using AMPT at /syn = 2.76 TeV (LHC12alla).
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5.5.1 Quality Assurance (QA) plots

The Quality Assurance plots from the AMPT (LHC12alla) for event selection
are given in Fig. 5.15. Tracks selected using the cuts mentioned in section 5.3
are shown in Fig. 5.16 which shows the multiplicity, pr, n and ¢ distributions
for both reconstructed and generated tracks where |n| < 0.8 and 0 < ¢ < 27 in
0.4 < pr <0.6 GeV/c bin.
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Figure 5.16. Quality Assurance (QA) plots: (a) Multiplicity distributions (b) pr
distribution (c) 7 distribution (d) ¢ distribution of the reconstructed and generated
tracks for Pb—Pb collisions at /syy = 2.76 TeV (LHC12alla) using the AMPT
model.

QA plots of the AMPT fast simulation events (LHC13f3c) are given in
Fig. 5.17. The multiplicity, pr, n and ¢ distributions are given in Fig. 5.17
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for the charged particle tracks in 0.4< py <1.0GeV/c. Similar QA plots are

obtained for other two fast generations using the AMPT.
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Figure 5.17. Quality Assurance (QA) plots: (a) Multiplicity distribution (b) pr
distribution (c) 7 distribution (d) ¢ distribution from AMPT fast simulation for Pb—Pb
collisions at /sy = 2.76 TeV (LHC13f3c).

5.5.2 Closure studies

Efficiency maps in the angular (7, @) phase space of the AMPT events are observed
to be binomial in nature in the kinematic acceptance of the analysis. As an
example Fig. 5.18 shows the efficiency maps for 0.4 < pp <0.6 GeV/c and 0.6 <
pr <0.8GeV/c bin in case of M = 60 along each dimension. From LHC12alla,

NFM for q = 2 to 5 are determined for reconstructed AMPT, generated and
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reconstructed-corrected AMPT events.

A closure of around 99-100% with and

without corrections is obtained, for In M? upto 8.7 as is shown in Fig. 5.19.
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Figure 5.18. AMPT (LHC12alla): Two dimensional tracking efficiency maps in
(1, @) phase space partitioned with M= 60 for tracks in a) 0.4 < pr <0.6 GeV/c bin

and b) 0.6 < pr <0.8GeV/c bin.
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Figure 5.19. AMPT (LHC12alla): F, vs In M? plot for generated, reconstructed,
and reconstructed-corrected factorial moments in (a) 0.4< pr <0.6GeV/c bin
(b) 0.6 < pr <0.8GeV/c bin for 0-5% central events with Pb—Pb collisions at
V5NN = 2.76 TeV. Bottom panels show the ratio reconstructed/generated and
reconstructed-corrected /generated showing the robustness of the NFM against uni-

form efficiencies.
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5.5.3 Scaling behaviour

From the analysis of AMPT events, NFM are determined. Fig. 5.20 shows
In F,(M) dependence on InM? for q = 2, 3, 4 and 5. There are large error
bars at high M and high q. Size of event sample in LHC12alla production, for
0—5% central events is very small that results into large fluctuations as resolution

of phase space that is (M) and order of the moments q increases.

To investigate this scaling behaviour in case of the AMPT model, three
event samples with high statistics, generated using AMPT in three different modes
without detector geometry, are analyzed. The size of these event samples from

fast simulation using the AMPT are tabulated in Table 5.3.
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Figure 5.20. AMPT (LHC12alla): In F(M) vs In M? plot (M-scaling) for q = 2,
3, 4 and 5 for charged particles generated with 0.4 < pp <0.6 GeV/c.

Table 5.3. AMPT fast simulation events.

Production name Mode No. of events
LHC13f3a String melting ON, rescattering OFF 39 M
LHC13£3b String melting OFF, rescattering ON 53 M
LHC13f3c String melting ON, rescattering ON 39 M

For the String Melting ON and Rescattering ON mode of the AMPT events
that is events from productions LHC13f3c, plots for In F;,(M) as function of In M?
and In F}, are shown in Fig. 5.21. For all values of M and q, In F;; > 0 but with no

power-law indicating no correlations in particle generation. F, (M) is independent
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of M with F4, > F that gives F-scaling behaviour as in Fig. 5.21(b). Similar
scaling behaviours of NFMs are observed in case of LHC13f3a and LHC13£3b.
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Figure 5.21. AMPT (LHC13f3c): (a) In F,(M) vs In M? plot (M-scaling) for q = 2,
3, 4 and 5 (b) In F, versus In F, with linear fits in the higher M? region to get scaling
exponent.
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Figure 5.22. AMPT (LHC13f3c): Scaling exponent v from the In 3, vs In(¢ — 1)
plot for 0.4 < py <1.0GeV/c pr bin.

From the linear fits performed in F-scaling plot, scaling exponent (v) is found
to be 1.7240.02 for the 0.4 < pr <1.0GeV/c bin (Fig.5.22). Similarly, investiga-
tions are carried for other pr intervals and event samples with other AMPT modes.

The scaling exponent (v) values obtained from the analysis performed for various
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pr bins with different modes are tabulated in the Table 5.4. It is observed that for
all cases v > 1.63 which is a value >> 1.304, a universal value of scaling exponent
with formalism for second order phase transition using Ginzburg-Landau theory.
This is no surprise as the AMPT event generator does not have physics of phase
transition. However, results obtained here give the baseline to understand results

from experimental data.

Table 5.4. Scaling exponent (v) from the AMPT fast simulation.

pr bin (GeV/c) Scaling Exponents(v)
String melting String melting String melting

ON, rescattering | OFF, rescattering | ON, rescattering

OFF (LHC13f3a) | ON (LHC13{3b) ON (LHC13({3c)
04 <pr<06 1.68+0.01 1.67+0.01 1.67+0.01
0.6 <pr <0.8 1.68+0.01 1.69+£0.01 1.68+0.01
09<pr<11 1.63£0.02 1.6640.01 1.6440.02
04 <pr<10 1.73£0.02 1.67+0.01 1.73£0.01
04 <pr<15 1.6840.01 1.70+0.01 1.7240.01
04 <ppr<20 1.7140.01 1.7140.02 1.7240.01
0.6 <pr <20 1.68+0.02 1.6840.02 1.6640.02

5.5.4 Fractal parameters

The intermittency index ¢,, is the slope of line fits on In F,(M) vs In M? plots.
For the dataset LHC13f3c, Fig. 5.23 shows the In F,(M) vs In M? plots for high
M-region where the fits are performed. The fractal parameters, D, and A, are
calculated from intermittency index (¢,) using equations 3.14 and 3.15 respec-
tively. Fig. 5.24(a) gives the plot of D, as a function of q, showing a constant
trend with increasing . This suggests the monofractal nature of the particle gen-
eration in AMPT. Fig. 5.24(b) shows the variation of A\, with q. A, exhibits a
decreasing trend with increasing ¢, without any discernible minima and thus the

system formed is characterized as a single-phase system.

The model based analysis using intermittency analysis, as discussed in chap-

ter 3, for the HIJING and the AMPT model available from the ALICE production,
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Figure 5.23. AMPT (LHC13f3c): In F,(M) vs In M? plot (M-scaling) for q = 2, 3,
4 and 5 with line fits at higher M2 for 0.4 < pr <1.0 GeV/c pr bin.
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Figure 5.24. AMPT (LHC13f3c): (a)D, and (b) A, as a function of q in 0.4<
pr <1.0GeV/c bin in 0-5% central events.
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is presented in this chapter. To summarize, the closure study is performed for the
charged particles generated with |n| < 0.8 and the different pr bins (< 1.0 GeV/c).
that gives 99 to 100% closure for the second order NFM (F3) for all M values stud-
ied. While no scaling is seen in HIJING, the AMPT shows a very weak power-law
at high M region where resolution of the phase space is very high. No robust self-
similar behaviour in particle generation is observed for these models. The scaling
exponent v obtained for all transverse momentum bins studied in the soft pr region
are independent of pr value with v > 1.6. In the absence of any phase transition
physics implemented in these models, the observations made are in line with the
expectations. These Monte Carlo studies provide a fundamental framework for

interpreting ALICE data analysis discussed in next chapter.
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Chapter 6

ALICE data analysis

To improve upon our knowledge about the multiparticle dynamics, one of the
basic techniques is to investigate multiparticle correlations. The introduction of
intermittency technique, that uses factorial moments, in the field of heavy-ion
collisions has made possible the study of correlations in the data which otherwise
seemed to be interactable. Observations and results from the factorial moment
analysis, specifically normalized factorial moment analysis [72], of charged particles
produced in Pb—Pb collisions at /syy = 2.76 TeV measured using ALICE [90]
detector at LHC [34] are presented in this chapter.

6.1 Quality Assurance Plots

The ALICE data analyzed here was recorded in 2010 during RUN 1 of the LHC
operations. The run production name of the data set is LHC10h. The various run

numbers are given in Appendix D. Analysis is performed over 83 million events.

6.1.1 FEvent selection

For event selection, the trigger selection criteria used is same as discussed in sec-
tion 5.3.1. The Pb—Pb collision data is collected using Minimum Bias (kMB)
trigger, which requires at least one hit in VOA or VOC or Silicon Pixel Detectors
(SPD). Events for which the primary vertex lies within 10 cm (|V,]| < 10 cm) are se-
lected. The V, distribution of the selected events is shown in Fig. 6.1(a). Limiting
the primary V, range to 4+ 10 cm ensures high acceptance and efficiency for parti-

cle detection and tracking as discussed in section 5.3.1. Further the most central
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events with 0—5% centrality are mainly studied to look for fluctuations in the spa-

tial patterns. Fig.6.1(b) shows the centrality distribution of these events (0.8 M).
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Figure 6.1. (a) V. distribution (b) Centrality distribution of 0—5% central Pb—Pb
collisions at /syn = 2.76 TeV recorded using the ALICE at LHC.

6.1.2 Track selection

The track selection cuts that are used for HIJING events analysis (section 5.3.3),
same track selection cuts are used for the experimental data analysis. Kine-
matic cuts applied are given in Table 5.2. Analysis has been performed for the
charged particles in the various transverse momentum intervals for the tracks with
pr < 2.0 GeV/c. The multiplicity distributions for the charged particle tracks in
these bins are given in Fig. 6.2(a) and 6.2(b) for narrow non-overlapping (dpr
= 0.2) pr bins and wide overlapping pr bins. 1 and ¢ distributions for the full
data set of these tracks produced in these pt intervals are shown in Figs. 6.3 and
6.4. Trivial trends for experimental multiplicity, n and ¢ distributions are ob-
served with no major dips or peaks. Soft charged particles with pr > 0.4 GeV/c
have been considered for the reason that pr (transverse momentum) efficiency for
charged particles in 0.4 < pr < 5.0 GeV/c range is uniform/binomial (as shown

in Fig. 5.5).
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Figure 6.2. Multiplicity distributions of the charged particles produced in (a)
small non-overlapping pr bins: 0.4< pp <0.6GeV/c, 0.6 < pr <0.8GeV/c and
0.9< pr <1.1GeV/c and (b) wide overlapping pr bins: 0.4< pr <1.0 GeV/c,
04 < pr <15GeV/c, 0.4 < pr <2.0GeV/cand 0.6 < pr < 2.0 GeV/c.
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Figure 6.3. (a) n distributions (b) ¢ distributions, of the charged particles pro-
duced in the small non-overlapping (dpr = 0.2) transverse momentum bins: 0.4 <
pr <0.6GeV/c, 0.6 < pr <0.8GeV/cand 0.9< py <1.1GeV/c.
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Figure 6.4. (a) 7 distributions (b) ¢ distributions, of charged particles in overlapping
transverse momentum bins: 0.4< pr <1.0GeV/c, 0.4 < pr <15GeV/c, 0.4<
pr <2.0GeV/c and 0.4 < pr <1.0GeV/c.

6.2 Observations and results

The analysis methodology given in chapter 3 is performed for the ALICE data on
event-by-event basis. Charged particles in an event, in the selected kinematically
accepted region are mapped onto the two dimensional (7, ¢) phase space, parti-
tioned into M? bins. The number of particles going in each bin defines the bin
multiplicity (n;.) that varies from bin to bin and is function of the dynamics of the
system. In this analysis the number of bins into which the phase space is divided
to form a matrix of cells, the minimum value of M is taken as 6 and maximum

value of M varies depending on the MC closure (disussed in section 5.4.2).

6.2.1 Average bin content

For the normalized factorial moments (NFM), as defined in Eq. 3.8, the normal-
ization factor is the average bin content. Fig. 6.5 shows the average bin content
as function of In M? for the pr bins analyzed here. A trivial decreasing behaviour
of the average bin content is observed with increase in M value. This implies that

mean particle density per bin decreases with increase in M value.
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Figure 6.5. log-log plot of average bin content of charged particles in two dimensional
(n,¢) phase space as a function of M? in various pr ranges with |p| < 0.8 and
0 < ¢ < 27 are shown. Left plot shows the average bin content in narrow non-
overlapping pr intervals, while the right one shows the same for wide overlapping pr
intervals in the central Pb—Pb collision events at \/sxy = 2.76 TeV. M,,,, is different
in each case depending on closure.

6.2.2 [ distributions

To determine normalized factorial moments (Fy(M)) for ¢ = 2, 3, 4 and 5, the
phase space cells that are considered are the ones for which the the bin con-
tent (n;) > . As defined in Eq. 3.3, for each event first the factorial moments
fq are determined for all ¢ and M values. f, values define bin-to-bin fluctuations
in the particle density in the (7, ) phase space. As an example, for the trans-
verse momentum bin 0.4 < pp <1.0GeV/c, the f, distributions for ¢ = 2, 3, 4
and 5, when M = 30 and 60, are shown in Figs. 6.6(a) and 6.6(b). It is observed
that as order of the moments increase, the width of distributions increase. That
means fluctuations in the spatial configurations increase from event-to-event as ¢

increases. Similar trends are observed for all M values and in all pt bins.

6.2.3 Scaling behaviour

The event factorial moment distributions are used to determine the normalized
factorial moments (NFM), F (M) of the charged particle data from Pb—Pb colli-
sions, as defined in the Eq. 3.8. Fy (M) moments are determined for ¢ = 2, 3, 4
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Figure 6.6. f; distributions for ¢ = 2, 3, 4 and 5 in case of (a) M = 30 and (b) M =
60, for charged particles produced in 0.4 < pp <1.0GeV/c bin during Pb—Pb central
collision at /sy = 2.76 TeV recorded using ALICE at CERN.
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and 5 and M = 6 to 123 in the intervals of 3. The observations on the two scaling

behaviours of F (M) moments are given below.

6.2.3.1 M-scaling

Dependence of NFM (F,) on M is studied for the data using log-log plots of F
versus M?2. The resolution scaling behaviour of the normalized factorial moments
(Fy(M)) in the (n, ) phase space within the 0.4 < pr <1.0GeV/c range and
In| < 0.8 is given in Fig. 6.7(a) for ¢ = 2, 3, 4, and 5. It is observed that as the
M value increases, F,(M) increases, showing a consistent monotonic variation of
InF, with respect to InM? across all ¢ values. Further, In F, > 0 and multiple
linear regions are observed. This shows intermittency in ALICE data, where
intermittency is defined as the scaling of NFM of multiplicity fluctuations over
wide range of bin sizes especially in the region of high resolution (high M). At high
M values, observation of intermittency signal, i.e., a linear relationship between
InF (M) and InM? (Fig. 6.7(b)) indicates presence of a scale-invariant patterns in
the distribution of particles. This is one of the important observations of this work.
From first analysis based on this methodology at LHC energies, a robust power-
law behaviour of Fy, with M? is observed. No saturation or oscillatory behaviour
of Fy(M) with M? is seen as was a case in HIJING and Toy model events. A
straight line fit to the plots at high M values, as depicted in the Fig. 6.8(a), yields

the intermittency indices, denoted by ¢q.

6.2.3.2 F-scaling

Like observation of M-scaling in the ALICE data for charged particles, F-scaling
is also observed where a linear dependence of I (M) for ¢ = 3, 4 and 5 on F»(M)
is seen in Fig. 6.9(a). Since Fy11(M) > Fy(M) observation of F-scaling is obvious.
The order-scaling which in short is known as F-scaling is observed for the first
time for the charged particles produced in Pb—Pb collisions recorded with TPC
and ITS in ALICE. Fig. 6.9(a) shows F-scaling for the charged particle tracks in
0.4 < pr <1.0GeV/c bin for all M values. Whereas Fig. 6.9(b) shows the In F;, on
In F; for high M values with 81 < M < 105. In this M region, F,(M) has linear
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Figure 6.7. InF,(M) vs InM? plot (M-scaling) for ¢ = 2, 3, 4 and 5 (a) for all
M (b) for the high M values. A power law growth of F, (M) with M is observed for
the charged particles produced in 0.4 < pr <1.0GeV/c bin. Statistical uncertainties
calculated using sub-sampling method, as discussed in section 3.5, are smeared into

the markers.
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Figure 6.8. ALICE: a) M-scaling with linear fits in the higher M region with 98%
Monte Carlo closure. Lines joining data points are line fits. b) Dependence of ¢, on
q for Pb—Pb collisions at /syny = 2.76 TeV. Line joining data points is to guide the

eye.
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dependence on M and there is 98 - 100% Monte Carlo closure.
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Figure 6.9. Dependence of InF, on InF, for ¢ = 3, 4 and 5 (a) for all M (b)
in the higher M region for pr bin 0.4 < pr <1.0GeV/c. Line fits on data points
corresponding to high M values are performed to get slopes, 3,. Lines connecting
data points in (b) show the line fitting. Statistical uncertainties are smeared into the
markers.

6.2.3.3 Scaling exponent (v)

Line fits to the F-scaling graphs (Fig. 6.9(b)) give slopes f3,. Further performing
line fit to the log-log plot between /3, and (q—1) as shown in Fig. 6.10 gives slope,
termed as scaling exponent, denoted by v, which is dimensionless, scaling exponent
that quantitatively summarizes the critical nature of system under study. It has
been predicted to give a value of 1.304 in case there is transition taking place
in line with formalism for second order phase transition as per Ginzburg-Landau
theory [151]. The scaling exponent for data is found to be 1.39 + 0.01. For
the critical fluctuations in SCR model [72], the scaling exponent value for two
dimensional intermittency analysis is obtained as 1.41 which is very close to the v
value obtained in this work. This result hints that the system created in ALICE
in RUN 1 is either close to critical point or has remnants of dynamical fluctuations
after having passed through the critical point. These observations made here need
further investigations to understand the results in light of critical fluctuations, self-
similarity and cross-over type of phase transition physics predicted to be there at

LHC.
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6.2.4 Fractal parameters

Observation of intermittency opens up further scope to investigate the fractal
parameters, which provide insight into the multifractal nature of particle pro-
duction in heavy-ion collisions. Fractal dimension D, (Eq. 3.14) and coefficient
Aq (Eq. 3.15) are related to the intermittency indices ¢4. These indices are the
slope values from the line fit to the high M region of In F; vs In M? plot. For the
0.4< pr <1.0GeV/c bin, Fig. 6.8(a) shows the In F, vs In M? plot with linear
fits, specifically in the higher M region, the slopes from which give the value of
intermittency indices (¢,), plotted against ¢ (Fig. 6.8(b)). Intermittency indices
are calculated for all the pp bins under study and their values (¢,) are tabulated
in Table 6.1. It can be seen that in general ¢, increases with ¢ and decreases with

increasing pr.

6.2.4.1 Fractal dimension D,

The fractal dimension (D) for ¢ = 2 to 5 is calculated from ¢, using Eq. 3.14.
For the present analysis, in 0.4 < pr <1.0GeV/c bin, D, as a function of ¢ is

shown in Fig. 6.11. It is noteworthy that the fractal parameter D, decreases as

112



Table 6.1. Intermittency indices for ¢ = 2, 3, 4 and 5 in various pt bins for charged
particles produced in 0—5% central Pb—Pb collisions at /syy = 2.76 TeV.

pr bins (GeV/c)

Intermittency indices(¢,)

q=2

|

q=3

q=4

|

q=>5

0.4 < pr < 0.6

0.1881+0.0003

0.4537£0.0016

0.7786£0.0095

0.5194£0.0553

0.6 < pr < 0.8

0.1084=£0.0006

0.2809+0.0038

0.51724+0.0248

0.7936£0.1659

09<pr <11

0.0583£0.0004

0.1568+0.0035

0.2125£0.0281

04 <pr<1.0

0.1776£0.0001

0.4373£0.0007

0.7650£0.0039

1.1396+0.0211

04<pr <15

0.1363£0.0001

0.3501£0.0005

0.4926£0.0027

0.4675+0.0142

0.4 < pr < 2.0

0.1386+0.0001

0.3536+£0.0005

0.6281£0.0028

0.9467£0.0152

0.6 S T S 2.0

0.1247£0.0002

0.3190£0.0014

0.5725£0.0091

0.9165£0.0618

q increases indicating multifractal nature of the multiplicity fluctuations in the

central ALICE data of charged particles recorded using TPC and ITS. This is

contrary to what is observed for AMPT and Toy model events (Chapter 4 and

Chapter 5).
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q

Figure 6.11. Variation of D, with ¢ for charged particles produced in central Pb—Pb
collision events in 0.4 < pp < 1.0 GeV/c bin. Line joining data points is to guide the

eye.

6.2.4.2 Coefficient )\

The structure of different phases in self-similar multiparticle complex system cre-

ated in particle collisions has been investigated using a coefficient (Aq) [172]. The

coefficient ()\,) is anticipated to exhibit a minimum value at a specific ¢ = ¢, if
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there is non-thermal phase transition. Using Eq. 3.15, () for ¢ = 2 to 7 are
determined from the ¢4 values. To check whether A\, has any minima, calculations
are done for ¢ = 2 to 7. For ALICE data, Fig. 6.12 shows the variation of )\,
with ¢ for the charged particles in pr bin 0.4 < pyr < 1.0 GeV/c from 0—5%
central Pb—Pb collision events. ¢, gives large fitting error for ¢ = 6 and 7 and no
definitive conclusions can be drawn. A, consistently decreases with increasing ¢
and does not indicate any minima up to ¢ = 7. Analysis at higher energies, where

particle densities will be higher, may give some more insight on this.

[=x L | L | L | LI | LI ‘ LI L
(q_‘: — —
0.8 Pb—Pb, |5, =2.76 TeV
i 04 < p, < 1.0 GeVie )
i Centrality 0-5%, |17| < 0.8 T
0.6 -
0.4( .
0.2 This thesis —|
1111 | 1111 | 1111 | 1111 | 1111 ‘ | - ‘ 1111

1 2 3 4 5 6 7 8
q

Figure 6.12. )\, as a function of ¢ for ¢ = 2 to 7 for charged particles produced in
0.4 < pr < 1.0 GeV/c bin. Line joining data points is to guide the eye.

The observations and results presented here were for the charged particles
produced in the 0.4 < pp <1.0 GeV/c transverse momentum bin. Dependence of

the observables on the pt bin and pr bin width is discussed below.

6.3 Dependence of M-scaling on pr

To further investigate the scaling behaviour of normalized factorial moments, a
dependence of F,(M) moments on the transverse momentum bins is carried. Anal-
ysis is performed for all the p bins (Table 5.2). The M-scaling graphs for the nar-
row pr bins with width dpr = 0.2 GeV/c are shown in Fig. 6.13 and the wide pr
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bins with dpr > 0.2 GeV/c are shown in Fig. 6.14. A power-law growth of Fi(M)
moments with M is seen for all ¢ and pr bins. A similar scaling behaviour is
seen in all the pr bins with quantitative difference which grows with M, indicating
increase in fluctuations in the charged particle density in the (n, ¢) phase space as
resolution of bins increases. However, at higher pr that isin 0.9 < pr <1.1 GeV/c
transverse momentum bin, there are large fluctuations and a smooth growth of Fy
with M is not observed for ¢ > 3. The reason can be that for dpr = 0.2 GeV/c,
at higher pr, the average bin content is less. In addition, as resolution increases
with increase in M, if there are not many bins with bin multiplicity greater than

q these fluctuations are expected.
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Figure 6.13. InF,(M) vs InM? plots (M-scaling) for ¢ = 2, 3, 4 and 5 for charged
particle produced in narrow/non-overlapping pr bins in the mid-rapidity region of the
most central events recorded using ALICE.

Increasing the width of pr bin gives the same qualitative behaviour of
the M-scaling (Fig. 6.14). With increase in the width of the pr bin from
0.4< pr <1.0GeV/c to 0.4 < pr <1.5GeV/c and to 0.4 < pr <2.0GeV/c in
the (1, ¢) phase space having |n| < 0.8 and 0 < ¢ < 27, there is increase in the
number of particles in the phase space. This increase in the width of pr reduces

the F,(M) values however, the scaling behaviour remains same that is there is
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Figure 6.14. InF,(M) vs InM? plots (M-scaling) for ¢ = 2, 3, 4 and 5 for charged
particle produced in wide/overlapping pr bins in the mid-rapidity region of the most
central events recorded using ALICE.

power-law growth of Fy (M) with M having multiple linear regions. Further it
is observed that with increase in transverse momentum there is a continuous de-
crease in the Fy(M) values. A wider pr bin at higher pr, 0.6 < pr <2.0GeV/c,
also shows the same scaling behaviour but with quantitatively low values of Fj,.
This bin has low multiplicity in comparison to 0.4 < pr <1.5GeV/c bin but F

values are smaller with large fluctuations in case of ¢ = 5.

6.4 Dependence of v on py

The plots of In F, versus InF, and Inf, versus In(q—1) for the pp bins with
dpr = 0.2 GeV/c are given in Fig. 6.15. Similar plots for the wide pr bins are
shown in Fig. 6.16. Scaling exponent (v) is determined in case of each pr interval,
as done for 0.4 < pr <1.0 GeV/c and discussed in section 6.2.3.3. Since different
transverse momentum bins give MC closure of 98-100% at different M values thus
for these bins M,,,, is different in each interval ( in Table 6.2). Table 6.2 tabu-

lates the scaling exponent values from these pr bins and the same is shown in the
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Table 6.2. Scaling exponent values obtained from narrow and wide transverse mo-

mentum bins.

pr bins (GeV /c) ‘ Max ‘ Scaling Exponent(v) ‘

04 <pr <06 82 1.33£0.02
0.6 <pr <08 82 1.4240.02
09<pr<1i1 70 1.3540.09
04<pr<10 105 1.39+0.01
04<pr<15 111 1.39+0.01
04 <pr<20 120 1.39+0.01
0.6 <pr <20 120 1.39+0.04

Fig. 6.17. In the Fig. 6.17(a), scaling exponent v for pr bin with dpr = 0.2 GeV/c
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Figure 6.17. Scaling exponent as a function of pr in (a) narrow non-overlapping pr
bins and (b) wide overlapping pr bins. Horizontal bars show the width of the pr bin
with marker at the centre of the bin. Vertical error bars show the fitting error whereas
box show the systematic uncertainties.

are given whereas Fig. 6.17(b) shows the v as a function of various pr bin widths.
For the pr bin opening around same pr value the scaling exponent () has same
value. For the wide pr bins with large multiplicities, both statistical and system-
atic uncertainties are small. The error bars on these markers are the fitting errors
and the box are the uncertainties from systematics. From the plots, it is observed
that within uncertainties, v is independent of pr bin width. Scaling exponent, v
from theory and the SCR model [72] with critical fluctuations are also shown in

figures. ALICE data values of v closely align with these predictions.
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Figure 6.18. D, as a function of order of moments ¢ for different pr bins. Vertical
error bars show the fitting error whereas box show the systematic uncertainties. Lines
connecting data points are to guide the eye.

6.5 Dependence of fractal parameters on pr

Fractal parameter D, for its dependence on pr and pr bin width is shown in
Fig. 6.18.  Lines joining the data points are to guide the eye. A consistent
decreasing trend of D, with increasing ¢ is observed in case of all bins that indicates
multifractal nature [168] of soft charged particle production in Pb—Pb collisions
at \/snny=2.76 TeV. \q with ¢ = 2, 3, 4 and 5 as a function of ¢ for different
transverse momentum (pr) bins is given in Fig. 6.19. Same qualitative trend is
observed across all bins. Calculation for A, for ¢ greater than 5 are not shown in
the figure as there are large uncertainties at those points for all pr intervals under
study. These results of D, and A\, behaviour as function of ¢ in various transverse
momentum bins, depict that the mechanism of soft charged particle production

in these bins is same having multifractal nature at LHC energies.
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the fitting error whereas box show the systematic uncertainties. Lines connecting data
points are to guide the eye.

6.6 Centrality dependence of scaling and v

To look for how scaling of Fy (M) with M, depends on centrality the charged
particles in the kinematic acceptance region where || < 0.8 and full azimuth with
pr bin 0.4 < pr <1.0GeV/c are analyzed for the centrality bins 0—5%, 5—10%,
10—20%, 20—40%, and 40—60%. The scaling behaviours, viz M- and F-scaling,
for the charged particle data from the different centrality events are given in
Fig. 6.20. It is observed from the Fig. 6.7(a) that strong power law behaviour is
there in the central events 0—5% for all ¢ and M values. However, with decrease
in centrality, the multiplicity decreases. This decreases average bin content. It
is observed that the quantitative difference among NFM for various orders of
the moments (q) increases as centrality decreases. M-scaling with multiple linear
regions is still observed for all centralities ((Fig. 6.20(Left panels))) with good
F-scaling (Fig. 6.20(Right panels)). For semi-central and peripheral collisions, at
high M for ¢ = 4 and 5 there are large fluctuations due to less statistics and low

event multiplicity.

Monte Carlo closure test is performed for each centrality to obtain the
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Figure 6.20. M-scaling and F-scaling for charged particles produced in the pr window
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bins.
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M ax where minimum 98% of closure is achieved. Figures showing the F-scaling
plots (Fig. 6.20(Right panels)) drawn for F, upto M,,,, (Table 6.3). The lines
on the data points are the polynomial 1 fits (line fits) that give f3, B4 and S5 for
q = 3, 4 and 5 respectively. The scaling exponents for the data from different
centralities are obtained as discussed in section 3.2.2 by performing line fits on
In 3, vs In (q—1) plots. Systematic uncertainties are determined for variations in
the cuts as discussed in next section. Fig. 6.21 shows the dependence of scaling
exponent v on centrality and values of v are given in Table 6.3. Figure also in-
cludes values predicted by models and theoretical calculations. It is observed that
within uncertainties v is independent of centrality of Pb-Pb collisions. It is noted
however, that uncertainties are significantly large in semi-central and peripheral

events.

Table 6.3. Scaling exponent values for different centrality bins in transverse momen-
tum interval 0.4 < pp <1.0 GeV/c.

| Centrality [ M. | Scaling Exponent(v) |

0-5% 105 1.39£0.01
5—10% 105 1.43£0.02
10—20% 100 1.4240.02
20—40% 90 1.48+0.06
40—60% 90 1.36+0.13
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Figure 6.21. Dependence of scaling exponent v on centrality. Values are compared
with theoretical predictions from second-order phase transition formalism in Ginzburg-
Landau theory and SCR model for the system having critical fluctuations. Systematic
uncertainties are large in semi-central and peripheral events. Horizontal bars on mark-
ers are to show the width of centrality bin.

123



6.7 Systematic uncertainties

Systematic uncertainties refer to the potential differences in measurements that
arise from factors other than random fluctuations. Unlike statistical uncertain-
ties, which arise from the finite number of measurements and, can be reduced by
increasing the sample size, systematic uncertainties are inherent to the experimen-
tal setup, procedures, or analysis methods. In high energy physics, experimental
setup introduces certain limitations and minor differences among results are there
because of different track-cuts, vertex-cuts, etc. It is important to estimate these

differences as these lead to the origin of systematic uncertainties in the analysis.

Table 6.4. Cuts varied for systematic uncertainty estimation.

’ Source ‘ Default Variation
V.| < 10 cm < T7cm
Magnetic Field Polarity | Average of 4+ and - +, -
Centrality Estimator VOM TRK
No. of TPC clusters 70 80
No. of TPC crossed rows 80 100

Systematic uncertainties are estimated using the standard technique of vary-
ing the default analysis cuts. These are derived from several key sources such as
the |V,| position of the primary vertex of the event, the total number of TPC
clusters, the total number of TPC crossed rows, and the magnetic polarity for
Pb-Pb collisions. Centrality estimator is also varied for the source of systematic
uncertainty. These sources and their respective variations that are considered are
tabulated in Table 6.4. Specifically, for each systematic source, deviations in the
values with respect to the default value is recorded. The maximum deviation
observed is considered as the systematic uncertainty for that particular case. To
calculate the total systematic uncertainty, contributions from various sources are

combined in quadrature.

The total systematic uncertainty associated to Dy, Aq and v is obtained by
taking the quadrature sum of all the sources listed in Table 6.4. Fig. 6.22 shows
the relative uncertainty on D, and A\, as a function of ¢. The major source of

uncertainty for Dy and A\, is the polarity of the magnet. Fig. 6.23 shows the
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relative uncertainty of scaling exponent v as a function of pr, in case of narrow

pr bins. The main source contributing to the systematics is magnetic polarity in

0.4 < pr <0.6GeV/c pr bin and TPC cluster cut for transverse momentum bins

0.6 < pr <0.8GeV/cand 0.9 < pr < 1.1GeV/c.
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Figure 6.23. Relative uncertainties on scaling exponent v from various sources and
total systematic uncertainty as a function of pr in small pr bins.

for wide pr bins is given in Fig. 6.24. Fig. 6.25 shows the relative uncertainty of

scaling exponent v as a function of centrality.

125



Yy

e

Relative Uncertainit

1
e
=]
)

o
-

y

e
=)
5

Relative Uncertainit

[=]

1
o
=)
5

ALICE, Pb—Pb, s, =2.76 TeV
Centrality 0-5%, || < 0.8

0.4 <p_<1.0 GeV/c
T

— Total

— |Vz|<7

— Magnetic Pol

— Cent. TRK

— TPC cluster cut

--- TPC crossed rows

This thesis

0.5 1.5 2
P

.
S
(4]

T

(a)

—
ALICE, Pb-Pb, {5, = 2.76 TeV

Centrality 0-5%, || <0.8

0.4 <p <20 GeVic
— Total

— |Vz|<7

— Magnetic Pol
—Cent. TRK

— TPC cluster cut

— TPC crossed rows

This thesis

05 15 2

N
w

P, bin
(c)

(=]
"

= T T T T
= L ALICE, Pb-Pb, s, = 2.76 TeV i
@
‘g [ Centrality 0-5%, |7] < 0.8 i
20.05- =
S | 1
P L d
= - .
= | 1
o OF —
o - 0.4<p. <1.5GeVic 1
L T .
— Total

[ —vzl<7 This thesic |

_ | — Magnetic Pol is thesis |
0'05_ — Cent. TRK i

I — TPC cluster cut R

3 — TPC crossed rows ]
_01'.‘|‘..\...\...|‘..'
: 0.5 1 15 2 b_2.5

n

pT
(b)

> T T
}EE 01 ALICE, Pb-Pb, {5, = 2.76 TeV b
§ F Centrality 0-5%, || < 0.8 ]
3 L ]
=" L ]
20.05 ]
Z T .
& 1
[} L _
" 0- -
L 0.6<p_<2.0GeVic ]

r — Total b
-0.051 — |Vz|<7 7
r — Magnetic Pol . o

r — Cent. TRK This thesis
0.1 — TPC cluster cut —

L — TPC crossed rows ]

E I R IR B
0.5 1 15 2 25

P, bin

(d)

Figure 6.24. Relative uncertainties on scaling exponent v from various sources and
total systematic uncertainty as a function of pr in (a) 0.4 < pr < 1.0 GeV/c (b)
0.4 <pr<15GeV/c(c)0.4<pr<20GeV/cand (d) 0.6 <pr < 2.0 GeV/c.

126



> T T T T T T
‘€05 ALICE, Pb-Pb, /s, = 2.76 TeV, |5| <0.8 7
o 04 <p <1.0GeVic 1
ot — Total !
204 Magnetic Pol ]
D b —|Vz|<7
[¢] [ — Cent. TRK ]
203 — TPC Cluster cut -
© [ — Crossedrows ]
o [
o [
0.2f .
0_1'_.___ R — ]
:——i——' - T
et ==—' .
oE= —_— This thesis -
I I I I T I B
0 10 20 30 40 50 60 70

Centrality(%)

Figure 6.25. Relative uncertainties on scaling exponent v from various sources and
total systematic uncertainty as a function of centrality bin in Pb—Pb collisions at
2.76 TeV.

6.8 Comparison of results

6.8.1 With monte carlo event generators

M-scaling: M-scaling (F;, dependence on M) has been studied for both ALICE
data and Monte-Carlo (MC) event generators. It is important to compare the re-
sults from experimental data with event generators to understand the underlying
physics in heavy-ion collisions. For the 0.4 < pp <1.0GeV/c pr window, results
from ALICE, Toy model, HIJING and the AMPT model event generators are
shown in Fig. 6.26. From the figure it is observed that HIJING, AMPT and Toy
model underestimate the data. There is qualitative and quantitative difference
between data and models at high M, the region of interest. The power law be-
haviour of F,(M) with decreasing bin sizes in two dimensional (7, ¢) phase space
for ALICE is not explainable by any of these models. The NFM values for the data
deviate from the models as M increases indicating large bin-to-bin scale-invariant
fluctuations in the charged particle production in comparison to the models. The
physics of self-similar particle production as revealed by power-law growth of Fy

with M is not present in any of the model studied here.

Scaling exponent (v): A comparison of scaling exponents from data and that
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from the model (the AMPT model) shows difference between the two in case of
all pr intervals analyzed. Within systematic uncertainties scaling exponent from
data is independent of pr bin (Fig. 6.27) and pr bin width (Fig. 6.28). In case
of the AMPT models, event samples with different modes, same behaviour of v
is observed. However, the value of v from data is different from the model. It
is the quantitative value of v which has significance of characterizing the system.
From both the figures, it is observed that AMPT values are 1.7, greater than
the scaling exponent value from ALICE data (1.33 - 1.42) at /sy = 2.76 TeV

for Pb— collisions..
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Figure 6.27. Scaling exponent as a function of pr in narrow non-overlapping pr
bins in case of central Pb—Pb collisions at 2.76 TeV for the charged particles within
In| <0.8 and full azimuth.

Fractal dimension (D,): The next parameter compared with Monte Carlo mod-
els is Dy. Fig. 6.29 shows D, from ALICE data for the 0.4 < pp <1.0 GeV/c bin,
compared with D, from the AMPT and the Toy model. Notably, both AMPT and
Toy model exhibit no discernible dependence of D, on ¢, indicating a monofractal
nature in particle generation whereas, ALICE data shows a decreasing trend of
D, with respect to g, suggesting a multifractal nature in particle production. The
contrasting behaviour among the Monte Carlo generators and experimental data

underscore the intricate nature of particle production in the data that needs to be
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understood.

Coefficient (\y): A comparison of A\, from ALICE with that from Monte Carlo
event generators and low-energy experimental results is presented in Fig. 6.30. An
absence of minima in A\, as a function of ¢ indicates absence of two-phase system.
Calculations of A, for ¢ > 5, are required, that are subject to large statistical
fluctuations at present energies due to limited statistics. Consequently, drawing
definitive conclusions from the A, coefficient is not possible. Further experiments
such as RUN 3 ALICE data is suggested to be analysed to probe A, behaviour
with ¢ beyond ¢ = 5.

6.8.2 With mixed events

In high energy collisions, various particles are produced with complex dynamics.
Mixed events is a technique used in data analysis to understand and separate the
signal (interesting events or particles of interest) from the background (random or
uninteresting events). Mixed events are the events generated from the real events

by taking tracks from different events of the data to build a mixed event, so as to
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have correlation free tracks per mixed event. Various mixed event techniques are

being used in the community that depends on the physics question involved.

In the event mixing method used here, mixed events are generated from
the real events which qualify the event selection criteria of 0—5% centrality and
|V,] < 10 em. From this pool of events, mixed events are build, with the tracks
available from event pool, using the multiplicity constraints of the real experimen-
tal data. The event pool is made up of events that have similar characteristics,
such as centrality and the primary vertex position along the z-axis (V). For this
analysis, the mixed event pool is divided into six centrality bins and six Vj bins

as follows,
Centrality bins: (0,0.5), (0.5,1), (1,2), (2,3), (3,4), (4,5)
Vz (cm) bins: (-10,-5), (-5,-1.8), (-1.8,0), (0,1.8), (1.8,5), (5,10)

Only events within the same centrality and V; bins are used to create the
mixed event distribution. To ensure enough particles for the distribution, there
must be at least five events in each bin. To build up a mixed event, tracks with
In] < 0.8 and 0 < ¢ < 27 are selected in such way that no two tracks come from
the same event in the event pool. To further reduce the correlations inherent in
the production of particles in the experimental data, an additional constraint is
included, that the n and ¢ for a track in a mixed event are not picked from the
same track of a real event. With these conditions a sample of mixed events is
generated from the experimental data, in which there are negligible correlations
of the data. This event sample generates background sample or can be used to

remove background.

For the mixed event sample created from the charged particles recorded
by ALICE in 0.4 < pr <1.0GeV/c bin, the NFM (F,(M)™*) are calculated for
¢ =2to5and M = 6 to 123. Fig. 6.31 shows the In F;, versus In M? graphs for
the ALICE data (filled markers) and mixed event data (solid lines). It is observed
that F,(M)™* < F,(M)*. However, the qualitative behaviour of the resolution
scaling for the mixed event sample is same as that of the experimental data. This
is probably because of some experimental data correlations still contributing to

the mixed event data.
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6.8.3 With other experiments

Intermittency analysis is performed by the STAR [82] experiment for Au—Au
collisions at BES energies and by NA61 collaboration [189] at SPS energies, where
instead of determining NFM (F,(M)), AF,(M) is calculated as

AF(M) = Fo(M)™* — Fy(M)™, (6.1)
where F(M)%% is NFM from data and F,(M)™* is NFM from mixed events.
STAR and NAG61 study AF,(M)’s scaling behaviour as function of number of
bins (M?) and AF,(M). To have a comparative analysis of work done in this thesis
with the STAR and the NAG1, the AF, (M) for the charged particles produced
in 0.4< pr <1.0GeV/c pr bin and midrapidity region with full azimuth are
determined for ALICE data. As studied by STAR, the AF, (M) vs In M? for
q¢ = 2 to 5 results from this analysis are given in Fig. 6.32(a) which show strict
linear dependence of AF, (M) on M? as M increases. Similar linear behaviour is
reported in Ref. [82] by the STAR experiment at RHIC which has performed this

analysis for protons in the two dimensional momentum space for central Au—Au
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collisions at centre of mass energies ranging from 7.7 to 200 GeV.
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Figure 6.32. ALICE data: (a) Dependence of AF, = F,(M)%* — F,(M)™* on M?>
for ¢ =2, 3, 4 and 5 (b) Dependence of AF, on AF; for ¢ =3,4and 5 .

Scaling exponent () is obtained from the order scaling study using AF, (M)
moments. F-scaling, that is AF, (M) vs AFy(M) behaviour for the ALICE data is
given in Fig. 6.32(b). AFy (q = 3, 4 and 5) is plotted as function of AF,(M) and
B4 values are obtained from the line fits in the high M region. The value of scaling
exponent (v) for the ALICE data from line fit to In /3, versus In (g-1) (Fig. 6.33(b))
is 0.42+0.01. The ALICE data points relative to the STAR data points are shown
in Fig. 6.34 for the 0—5% central events for two pr bins. A non-monotonic trend
in the values of v is observed for the STAR data with minima at 27 GeV. Scaling
exponent values from ALICE are comparable to this energy. v is known to be a
parameters independent of the phase space. ALICE data points from higher ener-

gies may give a vivid picture about relation of v and the energy of the collisions.

In this chapter observations and results from the local multiplicity fluctua-
tion analysis of experimental data (ALICE) and its comparison with the models
and similar studies from the experiments is given. Normalized factorial moments
of the soft charged particles produced in the midrapidity region |n| < 0.8 and full
azimuth are calculated. NFM moments are observed to show power law behaviour
with M as M — oco. This is indicative of self-similar scale invariant fluctuations

(intermittency). Data is observed to show multifractal nature whereas both in-
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Figure 6.33. ALICE data: (a) Linear fit in the high M region of In AF, vs InAF,
graph. Line fit to these data points give slope f3,.(b) Scaling exponent (v) from ing,
vs In (g-1) is 0.42+0.01.
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Figure 6.34. Scaling exponent v obtained from this work and from STAR experi-
ment [82] for Au—Au collisions at 200 GeV centre of mass energy from proton inter-
mittency analysis in the momentum space.
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termittency and multifractal nature of particle generation is found to be absent
in HIJING and the AMPT. A comparison of data with baseline study from Toy
model shows large deviations at high M. Data shows the presence of bin-to-bin dy-
namical fluctuations in spatial patterns. The value of scaling exponent (), which
quantitatively characterizes the dynamics of fluctuations and hence the critical na-
ture of the system, is very close to the values predicted by the Ginzburg-Landau
theory. Results are motivating and promise to reveal important aspects of particle
production in heavy-ion collisions. For the conclusive comments on the central-
ity dependence of scaling exponent v or A\q on q, more studies on similar lines
at higher energies are proposed. A similarity of scaling exponent from ALICE
and STAR, using mixed event removal technique, is interesting and inspires to in-
vestigate identified particles using intermittency analysis, that may provide more
insights into the behaviour of particle production mechanism at extreme energy

densities.
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Chapter 7

Summary and conclusions

During ultra-relativistic heavy-ion collisions at extreme energy densities a primor-
dial state of matter, known as quark-gluon plasma (QGP) is formed. These colli-
sions create system with possibilities to unveil properties and dynamics of QGP.
While the system so formed expands and cools down transitioning from the de-
confined QGP phase to the hadronic state there may be large fluctuations leading
to variations in the observables over space and time to offer insights into particle
production mechanisms and phase change processes. As per lattice QCD, fluctua-
tions become large near the critical point. Critical phenomena have features that
are universal such as scale invariance where clusters of all sizes appear without a
characteristic scale. This thesis focuses on multiplicity fluctuations, variations in
the number of particles produced, that serve as important indicator of the various
attributes of the system, especially shedding light on particle production mech-
anism and characteristics that reveal inherent correlations. A study of scaling
properties of local multiplicity fluctuations in the charged particle production in
Pb—Pb collisions at a center-of-mass energy of /sy = 2.76 TeV, recorded using
the ALICE detector at LHC, CERN, Geneva, is presented. Baseline behaviour of
the observable, the normalized factorial moments (NFM), has also been studied

using the Toy model, HIJING and the AMPT model.

A two-dimensional intermittency analysis in the angular (7, ¢) phase space
is performed on the data to measure charged particle density fluctuations. In-
termittency analysis is a powerful tool for studying multiplicity fluctuations, an
important feature of the systems near critical point where scale invariance and
fractal structures are prevalent. Factorial moments of the produced particles are

calculated on event-by-event basis. The midrapidity region (|n| < 0.8) with full
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azimuth is divided into M? bins, where M ranges from M,,;, =6 to M,,qe = 123,
in the intervals of 3. Scaling behaviour of the NFM across various transverse mo-
mentum (pr) intervals, with pr <2.0 GeV/c, are studied. The variation of NFMs
(Fy(M)) is studied as a function of the number of bins (M?), known as resolu-
tion scaling (M-scaling). For data a consistent monotonic variation of In Fy; with
respect to In M? is observed in all transverse momentum bins indicating inter-
mittency and self-similar nature of the charged particle production. Presence of
intermittency in the data suggests non-trivial dynamics in the particle production
which has not been observed in HIJING, AMPT and the Toy model. Comparison
of results from experimental data with Monte Carlo events shows deviations at
high resolution. This highlights that these models do not fully capture the correla-
tions in particle production, which are there in the experimental data. Interesting
underlying physics in the data needs to be understood and implemented in the

models.

For F-scaling, which is the scaling of F; moments with second order facto-
rial moments [, a linear relationship is observed between In Fy and In Fy, serv-
ing as the basis for determining the scaling exponent (v). The scaling exponent
is a dimensionless quantity and it characterizes the critical nature of the sys-
tem under study. Scaling exponent from data is found to be independent of pr
and pr bin width in the low pr regions. From comparison of experimental re-
sults and models/theoretical predictions, it is observed that experimental values
of v align with that from the formalism for second order phase transition under
Ginzburg-Landau theory (v = 1.304) and that from the SCR model with criti-
cal fluctuations (v = 1.41). The scaling exponent values derived from the AMPT
model deviate significantly from 1.304. Centrality dependence study of the scaling
exponent from data shows that within uncertainties v is independent of various
centrality ranges. Large systematic uncertainties that are observed in semi-central
and peripheral events are primarily attributed to the low event multiplicities at

these centralities.

Investigations into fractal parameters, generalized fractal dimension D, and
coefficient \,, provide information on the structure of self-similar multiparticle

systems in heavy-ion collisions. For ALICE data, the parameter D, reflecting
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particle production dynamics, shows a decreasing trend with ¢, indicating mul-
tifractal behaviour of the system created, while the AMPT and the Toy model
exhibit a consistent monofractal nature. Further investigations at higher energies
would be interesting. The investigation of A\, with q which may reveal distinct
behaviours of self-similar multiparticle systems, does not exhibit any minima up
to ¢ = 5. Absence of minima prompts for further investigations, particularly at
higher energies, to determine the potential existence of a minimum in A\, at certain

¢ value and thus to confirm or rule out one phase system.

In summary, the first analysis of ALICE data using normalized factorial
moments in the contours of intermittency gives a perspective on the hadronization
processes and the system created at the LHC energies. This work gives important
inputs for the heavy-ion collision event generation models and serves to unfold
some important characteristics of the system at extreme energy and temperature.
Intermittency is observed in the ALICE data with hybrid tracks (TPC and ITS
tracks) having scaling exponents v ~1.30—1.45. Intermittency is indicative of
scale invariant spatial fluctuations and self-similarity with multifractal nature of
the system created in the collisions. Scaling exponent (v), quantifying spatial
variations, shows the presence of dynamical fluctuations that are expected to be

there in a system at critical point or having passed through it.

Results from the intermittency analysis of the ALICE data presented here
may be refined further by applying track selection cuts taking care of track split-
ting and merging effects etc., so as to improve on the closure at high resolution.
Further detailed study on the centrality dependence, volume fluctuation effects
and identified particle analysis in the restricted phase space is what one can look
next to learn more about the nature of matter at high energy densities using
this analysis methodology. Moments of factorial moments can be calculated us-
ing erraticity analysis technique which may further unfold the characteristics of
event-by-event fluctuations of the spatial fluctuations, giving in-depth insight into

the dynamics of heavy-ion collisions.
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Appendix A

Kinematics in heavy-ion

experiments

In heavy-ion experiments, kinematics play a crucial role in understanding the be-
haviour and interactions of the particles involved. Kinematics deals with the mo-
tion of objects without considering the forces causing the motion. In the context
of heavy-ion collisions, kinematics helps describe the trajectories, momenta, and
energies of the particles produced in the collision process. In the ALICE experi-
ment at the LHC, the coordinate system is set up such that the z-direction aligns
with the direction of the beams. The positive z-direction points from the starting
point towards the VOA detector. The center of the Time Projection Chamber
(TPC) detector, where the beams collide, is designated as the origin (0,0,0) of the

coordinate system.

Transverse momentum

When analyzing the momentum of particles produced in collisions, it is useful
to break down their momentum into two components. One component is the
momentum along the direction of the beams (p,), and the other is the momentum
in the plane perpendicular to the beams (pr), known as transverse momentum.
The transverse momentum (pr) is calculated as the square root of the sum of the

squares of the momentum components along the x and y-axes as given below:

pr = /P2 + P2 (1.1)

The pr is invariant under Lorentz transformation.
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Rapidity variable

Rapidity (y) is a measure used to describe the relativistic velocity of a produced
particle in heavy-ion collisions. It is advantageous because it remains additive
under Lorentz transformations, unlike velocity in the relativistic limit. Rapidity
is calculated using the energy (E) and longitudinal momentum (p,) of the particle
as

1
y=3

E+p.

1
nE_pz

(1.2)

where E represents the energy of the particle, and y is equivalent to the velocity
of the particle in the non-relativistic limit where the momentum (p,) of a particle

is comparable or smaller than its mass (my).

Pseudorapidity

To determine energy of particle, we require knowledge of its mass, which, in turn,
necessitates identifying the particle. Pseudorapidity (7) is an approximation to
rapidity used when it is challenging to identify particles. It is defined in terms

of the angle () between the momentum of the produced particle and the beam

et o (2)) »

Pseudorapidity can also be expressed in terms of momentum as

zlm(W+”) (1.4)

At large momemtum values pseudorapidity variable coincides with the rapidity

direction.

variable. When particles discovered cannot be identified and their masses remain
unknown, pseudorapidity emerges as a more practical experimental measure. In
contrast, rapidity finds greater utility in phenomenological calculations, particu-

larly when the mass of the desired particle is known.
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Appendix B

Poisson-noise filtration

The investigation of dynamical fluctuations in high-energy collision scenarios ne-
cessitates a strategy to mitigate statistical noise arising from the finite number of
particles within counting cells. A fundamental approach to address this is through
the examination of factorial moments and their multivariate equivalents. This
foundational technique, initially known in optics but later rediscovered in multi-
hadron physics (referenced in [79,131]), operates on the conjecture involving the

multi-cell multiplicity distribution

M
mo)""
Py(ny,...,ny) = /dm . /dpM P,(p1,.-.,pm) H %—)'exp(—pmd) (2.1)
m=1 m:

This equation establishes a relationship between the distribution and the densities
Pm, indicating Poissonian fluctuations around the average densities (n,,) within
intervals. A complementary expression, further elaborates on Py(ny,...,ny), as

given below

Pustn, o) = (T L0 cop(—{mn)on)s (2.

m=1
This expression highlighting the averaging process over probability distributions of
densities p,,, which solely encounter dynamical fluctuations, implying that in the

absence of these fluctuations, P,(p1,. .., pam) becomes a product of delta functions.

The equations 2.1 and 2.2 resemble the multi-interval photo-electron count-
ing probability distribution in quantum optics, associated with the Mandel for-

mula [190, 191]. In optics, p,, represents space or time integrated field intensity,
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calculated using the field density matrix for statistical analysis. These equations
express Py(ni,...,n)) as a linear transformation of P,(p1, ..., pa) with a ”Pois-

son kernel,” referred to as the ”Poisson Transform” [192].

The Poisson-transform of a function f(z) is denoted as f(n) and is defined

by the linear transformation

f(n) = / e @) e (2.3)

For example, the Bose-Einstein distribution f(n) arises from this transform. The
inverse Poisson-transform, closely associated with the Laplace-transform of f(z),

facilitates the derivation of f(z) from its Poisson-transform counterpart.

The basic Poisson transform equation 2.2 yields the factorial moment gen-

erating function

M
G(z1,. .. 2m) = H exp(2;p;0)p, (2.4)
j=1
where statistical averaging takes place over the ensemble of densities py, ..., par.

Comparing this with the (ordinary) moment generating function

M
Q(z1,. -y 2m) = /Pp(pl, cey PM) exp(z pizi)dpy .. .dpu, (2.5)
j=1
it follows that
G(z1, ..., 2m) = Q(0p121, ..., pyzm6) (2.6)

This relationship implies that the normalized multivariate factorial moments are
equivalent to the normalized multivariate moments of the relative density fluctua-
tion pp,/{(pm), known as the ”noise-suppression” theorem [79,131]. This theorem,
assuming Poissonian noise and unrestricted total multiplicity counts, underscores
the utility of factorial moments in studying statistical properties of electromag-

netic fields from photon-counting distributions, particularly in quantum optics.
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Appendix C

Recent model predictions for

LHC energies

Subject of intermittency and multifractal study in high energy physics of heavy
ions was a subject of great interest as a signature of QGP and a way to understand
density fluctuations and nature of the system created in heavy-ion collisions. In
his work on the subject, R.C. Hwa and colleagues have developed and analysed
models to understand the underlying mechanism of particle production. The Suc-
cessive Contraction and Randomization (SCR) model was introduced in 2012 [72]
and has been used to understand multiplicity fluctuations which notably inspires
our current investigation utilizing the ALICE data. The subsequent section will

provide a concise discussion of the findings presented in this paper.

The aim of work in [72] is to develop a method to simulate configurations
across a spectrum of characteristics, spanning from critical to non-critical cases,
without being biased by theoretical assumptions. The focus initially lies on devis-
ing a straightforward procedure to generate configurations that represent critical
behaviour. To achieve this, the study reviews previous investigations concerning
multiplicity fluctuations in systems undergoing second-order phase transitions de-
scribed by the Ginzburg-Landau (GL) theory. These studies are connected to a
cluster production formation, requiring only one parameter to describe cluster-
ing, facilitating the simulation of initial configurations before hadronization. For
non-critical cases, the adjustment of this parameter aims to shift towards random

distributions.

A spectrum of scenarios, spanning robust criticality to mundane randomness

is simulated within the transition from quark to hadron phases. Emphasizing the
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Figure C.1. Examples of bin multiplicity fluctuations in (1, ¢) for the four cases
arranged in the matrix form, i.e., (a) critical, (b) quasi-critical, (c) pseudo-critical, (d)
non-critical. [72].

importance of uncovering unconventional signals, particularly in examining fluc-
tuations in particle production during distinct types of hadronization, the study
focuses on motivating experimental endeavours. It seeks to capture the dynamics
between the conclusion of the quark phase and the initiation of the hadron phase,
presuming low-density conditions where interactions among quarks and antiquarks
lead to their rearrangement. The simulation confines its analysis to the central
rapidity region, mapping the plasma cylinder’s surface to a unit square S for a step-
wise hadronization process. Employing an algorithm involving multiple time steps,
it simulates the adjustments of quark and antiquark positions, reflecting confine-
ment and pion emission dynamics. The study examines whether local fluctuations
persist through the hadronization process and remain identifiable, acknowledg-
ing the challenges of precision within Quantum Chromodynamics (QCD) in the
soft regime. Four different scenario are studied from the critical hadronization
followed by discussions on less critical cases, aiming to explore and differentiate

various characteristics of the hadronization process.

The described simulation aims to model different scenarios of hadronization
dynamics from critical to non-critical cases as shown in Fig. C.1. In the first
scenario, clustering of g pairs occurs in the unit square, followed by a contraction
process mimicking confinement forces, leading to pionization within a specified

distance. This represents a critical transition. The quasi-critical scenario lacks
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Figure C.2. Intermittency analysis for the critical case. [72].

clustering and resembles a cross-over phase diagram without achieving critical
conditions. The pseudo-critical case involves clustering without contraction, sim-
ulating critical conditions but without the associated contraction. The non-critical
scenario involves random configurations without organized dynamics, expected to
lack significant content for analysis. These scenarios simulate different aspects of

hadronization dynamics for comparison and understanding.

To analyze the scaling behaviour, log-log plots of In F, (M) versus M were
generated for q=2 to 5 witin a narrow interval of around 1 GeV/c. In Fig C.2,
for the critical case, there is an initial increase with M before convergence around
M>20, displaying scaling behaviour for different ¢ values. The F-scaling behaviour
(Fig C.2) shows a linear relationship when Fj, (M) is plotted against F5(M), leading
to a value of v.,4+=1.41 (Fig C.2¢). Similar scaling properties with v4,,5=1.33 are
observed in the quasi-critical case. In contrast, the pseudo-critical cases (Fig
C.3) exhibit robust scaling behaviour (Fig C.3a) and linear relationships in the
F-scaling plots (Fig C.3b) with vpseuao=1.26 (Fig C.3c). However, in the non-
critical case (Fig C.4), F,(M) decreases with increasing M (Fig C.4a), suggesting
that bin multiplicities do not deviate significantly from the average, leading to
Poissonian-like fluctuations at smaller bin sizes. While there is some regularity in
the F,(M) plotted against F5(M) (Fig C.4b), it contrasts the behaviour observed
in critical and other cases. Consequently, no sensible value of v can be calculated

in this non-critical case.
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Figure C.3. Intermittency analysis for the quasi-critical case. [72].
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Figure C.4. Intermittency analysis for the non-critical case. [72].

In summary, the critical, quasi-critical, and pseudo-critical scenarios dis-
play scaling behaviour indicative of interesting fluctuations and criticality in the
hadronization process, while the non-critical case lacks substantial deviations from
random fluctuations and does not yield meaningful results. Deviations in exper-
imental values could imply the presence of new physics or highlight potential
shortcomings in the proposed theoretical models. Therefore, it emphasizes the
importance of applying these measures to experimental data to explore and po-

tentially uncover new aspects of particle physics at the LHC.
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Appendix D

Data sets and run numbers

HIJING

Production name: LHC11al0a_bis

AOD: 162

Run numbers :
139510,139507,139505,139503,139465,139438,139437,139360,139329,139328,
139314,139310,139309,139173,139107,139105,139038,139037,139036,139029,
139028,138872,138871,138870,138837,138732,138730,138662,138653,138652,
138638,138624,138621,138583,138582,138579,138578,138534,138469,138442,
138439,138438,138396,138364,138275,138225,138201,138197,138192,138190,
137848,137844,137752,137751,137724,137722,137718,137704,137693,137692,
137691,137686,137685,137639,137638,137608,137595,137549,137544,137541,
137539,137531,137530,137443,137441,137440,137439,137434,137432,137431,
137243,137236,137235,137232,137231,37162,137161.

AMPT

Production name: LHC12alla

AOD: 081

Run numbers: 137686,138534,138653,139038,139437

Experimental data
Production name: LHC10h
AOD: 160

Run Numbers :

Same run numbers as above.
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Appendix E

Analysis in forward and backward

pseudorapidity ranges

The analysis is performed by excluding the central pseudorapidity region near 0.
This involved investigating two specific pseudorapidity ranges: one from 0.2 to 0.8
(forward side) and the other from -0.8 to -0.2 (backward side) with An = 0.6. The
purpose of examining these windows was to look for any dependence of power-law
behaviour on the central rapidity region. In both cases, multiplicity distributions
are plotted, as shown in Fig. E.1(a). These distributions are subsequently com-
pared with the default case, illustrated in Fig. E.1(b). The plots reveal that, in
both pseudorapidity windows, the multiplicities are nearly identical but signifi-

cantly smaller than those in the default scenario with An = 1.6.

[%2] E (2]
% g Pb-Pb 2.76 TeV, Cent 0-5% This thesis % Pb-Pb 2.76 TeV, Cent 0-5% This thesis
8 | 8
10* E 10* E
g —02<m<08 B 1 —-08<<0.8
I % —-08<l<-02 - —0.2<n|<08
10°c 0% | —-08<<-02
102 10%E *
§ i "
10 10k i
- Lo .
200 250 300 350 400 450 500 550 600 0 500 1000 1500 2000
Multiplicity Multiplicity
(a) (b)

Figure E.1. a) Multiplicity distributions in forward and backward pseudorapidity
ranges b) Multiplicity distributions in forward and backward pseudorapidity ranges
compared with the default full pseudorapidity range.
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Figure E.2. a) Dependence of In F, on In M? for q = 2, 3, 4 and 5 in forward and
backward pseudorapidity ranges b) Dependence of In F, on In M? for q = 2, 3, 4 and
5 in forward and backward pseudorapidity ranges compared with the default i.e. full
pseudorapidity range for central Pb—Pb collisions at /syn = 2.76 TeV.

Normalized factorial moments Fy(M) are calculated and the In Fy versus
In M? behaviour is given in Fig. E.2(a) for the two cases with An = 0.6. The
charged particles show similar power-law behaviour in the forward and backward
region with similar quantitative values. However, as shown in Fig. E.2(b) there is
quantitative difference in the NFM values obtained from small and wide An bins.
The power-law behaviour shows similar trends both in Anp = 1.6 where |n < 0.8
and An = 0.6 where pseudorapidity ranges are 0.2 <7 < 0.8 and -0.8 <7 < -0.2.
Power law growth signifies the intermittency in data. This study thus reveals that

the scaling behaviour of NFMs is not due to fluctuations in 7 values near to 0.
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Data taking shifts for ALICE

I visited CERN in 2022 to take part in the data taking shifts for ALICE. Below

are the details:

e Visit Duration: 13 March 2022 to 9 May 2022.
e Purpose: Participated in data-taking shifts for ALICE.

— Training Shifts: 29—31 March 2022.
— Actual Shifts:

x 12—17 April 2022
x 2—T7 May 2022

I have also participated in online shifts for ALICE commissioning in 2021. Below

are the details:

e Training shifts: 14—16 September 2021

e Actual Shifts: 23—25 September 2021

Service work

The ALICE service work system is a program within the ALICE experiment at
CERN, where collaborators contribute to important tasks and services that en-
sure the smooth operation and maintenance of the experiment’s detectors, data

acquisition systems, and overall infrastructure. I have been involved in:

1. Quality Control (QC) for the Transition Radiation Detector (TRD)
e Period: 01-01-2022 to 31-12-2023.
2. Operating the Hyperloop system.

e Period: 01-01-2024 to 31-12-2024.
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Abstract

Event-by-event intermittency analysis of Toy Monte Carlo events is performed in the sce-
nario of high multiplicity events as is the case at recent colliders RHIC and LHC for
AA collisions. A power law behaviour of Normalized Factorial Moments (NFM), F, as
function of number of bins (M) known as intermittency, is a signature of self-similar
fluctuations. Dependence of NFM on the detector efficiencies and on the presence of
fluctuations have been studied. Results presented here provide a baseline to the experi-
mental results and clarity on the application of efficiency corrections to the experimental
data.
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1 Introduction

Localized fluctuations in the charged particle production at LHC are proposed to be studied
to characterize the multiparticle production and the quark-hadron phase transition [1]. QCD
predicts large dynamical fluctuations of various measureables as one of the signatures of crit-
ical point, quark-hadron and hadron-quark phase transition. A study of spatial patterns of the
charged particles in the phase space using normalized factorial moments (NFM) is one of the
techniques to characterize phase transition and the multiparticle production mechanism [2—4].
Normalized factorial moments (F,) of bin multiplicities as function of varying bin size reso-
lution are proposed to be studied for q > 2 [1]. For dynamical fluctuations F, > 1 and is
observed to show power-law behaviour with increasing M for self similar fluctuations and this
phenomenon is known as intermittency. Here intermittency analysis is performed for the Toy
Monte Carlo (ToyModel) events as baseline study.

2 Method of Analysis

A sample of 250K high multiplicity Toy Monte Carlo events are generated with two parameters
for the tracks corresponding to pseudorapidity (1) and azimuthal angle (¢ ) such that |  |[< 0.8
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and 0 < ¢ < 6.28. Intermittency analysis (as in [5]) is performed in two dimensional (1), ¢)
phase space partitioned in M x M bins, with M = 4 to 82. The ¢'" order normalized factorial
moment (Fy) is defined as

€8]

where f,(n;,) = Hq_o(nle ), n;, is the bin multiplicity in the i*" bin of e!" event. ¢ > 2 is
order of the moment and takes positive integer values. F,(M) shows power law dependence
on M as F,(M) o< M ¢ with ¢4 > 0 in case there are fluctuations in the bin multiplicities [5].
This scaling behaviour is referred to as intermittency and ¢, as intermittency index. With
second order NFM (q = 2), the sensitivity of this analysis methodology to gauge bin-to-bin
fluctuations and the resilience to detector inefficiencies has been studied in the present work.

3 Observations

Normalized factorial moments for ¢ = 2 are determined for Toy Monte Carlo events (Toy-
Model) using Eq.1. It is observed that for all M, F,(M) > 1 (Fig.1, black filled circles). Also
F, values are independent of number of bins (M). Toy Monte Carlo events do not show any
scaling behaviour and hence no intermittency.

For sensitivity check of the analysis methodology a modified sample of events is created
from the ToyModel events, using two different approaches. In the first method five percent
tracks are added randomly in some phase space bins and an equal number of tracks are re-
moved from rest of the region. In the second method, in a similar fashion five percent tracks
are added in some phase space bins but no tracks are removed. For both samples so obtained,
intermittency analysis is performed and it is observed that F, > 1. However F, is observed to
depend on M (Fig.1). At higher M region F, shows has linear growth with M. This establishes
that intermittency analysis methodology is sensitive to the particle density fluctuations.

Calculations for the observables are affected by the detector effects and hence do not give
true value. If €; defines the detector efficiency in the i*" bin then corrected NFM is taken as

(2)

From the ToyModel events, which may be called ToyModel(true), two samples of events equiv-
alent to what is measured by the detectors after applying reconstruction routine are obtained.
First sample is created by randomly removing 20% of tracks from the acceptance region of
each event. The sample so obtained, say ToyModel(U), is 80% of the ToyModel(true) and
has uniform efficiency across the acceptance region. For events with non-binomial type ef-
ficiencies, 20% particles are removed from some specific phase space regions of each event.
This sample of events, say ToyModel(NU), is also 80% of the original events but with different
efficiencies across the acceptance region.

Normalized factorial moments are determined for the three samples of events using Eq.1
and corrected NFM are determined for ToyModel(U) and ToyModel(NU) using Eq.2. It is
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* Toy Model Events
* Modified Event Sample: Method 1
25; L Modified Event Sample: Method 2
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Figure 1: F, vs M?, depicting sensitivity of analysis technique to gauge bin-to-bin
fluctuations in the ToyModel events.
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Figure 2: F, vs M2 plot in case of (a)binomial type efficiencies and (b)non-binomial
type efficiencies.

observed that Fz("ue)(M) o~ FéU)(M) ~ FéUcorr)(M) as is shown in Fig.2(a). However as in
Fig.2(b) Fémw)(M ) # FéNU)(M ) (black open circle and blue solid square markers), that is any
change in the true track values, introduced differently in different phase space regions, the
NFM (Eq.1) do not give true value. Whereas Fé””e)(M ) FéNUcorr)(M ) (Fig.2(b)) implying
that with corrected NFM calculated using Eq.2 the true NFM are reproduced. Thus the NFM
are robust against binomial detector efficiencies but for non-binomial detector efficiencies, to
obtain true NFM, formula (Eq.2) with bin efficiency correction values must be used.

4 Conclusions

Intermittency analysis is performed for high multiplicity Toy Monte Carlo events. Analysis
technique is observed to be suitable to look for dynamical fluctuations in the multiplicity dis-
tributions. NFM as defined in Eq.1 are observed to be robust against the binomial detector
efficiencies. However NFM should be corrected for detector effects if efficiencies are non-
binomial/non-Gaussian in the acceptance region before any conclusions be drawn.
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