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Abstract 

The Saclay 82 cm bubble chamber filled with deuterium, was 

exposed to a beam of ff-particles having momenta of 1.45 and 1.65 GeV/c, 

and 670,000 pictures were taken. 	IC neutron collisions were studied, 

and because of the Fermi motion of the target neutron, a wide centre of 

mass energy range was covered, of about 1850 to 2150 MeV. 

The event processing chain is described, and problems concerned' 

with the impulse approximation are discussed. These problems include 

the correct selection of the "spectator particle", the reliability of 

kinematic fitting methods used when a "spectator" proton is unseen, the 

exteutof validity of the impulse approximation, and the assignment of 

events resulting from multiple collisions. 

Cross-sections are calculated for all fittable final states, 

produced from KT neutron interactions, except for K-n and E K(nrC ). 

The results are consistent with charge independence, and with 

accepted values of branching ratios. 

The variation of cross-section with centre of mass energy, in the 

range 1850 to 2150 MeV is presented for the Zit channel, five three-body 

channels, and six quasi two-body channels. The results are in good 

agreement with all available data from other experiments. Evidence is 

found for decay of the t (2030) to A p and Z(1385)m 	and for a 

Y(2080) resonance decaying to 11*(1256) Ii, A(1405)rt and A(1520)rt . 

Evidence is found also for the decay of the F m/  Z(1905) to IC *(890)N, 
'/2 

A(1520)rt and E(1385)n , although a more likely explanation of these 

effects is the decay of a P / 
	

Z (1950) resonance. 
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Introduction 

The author joined the Imperial College bubble Chamber 

group in October 1964, and after eight months of course-work, 

passed a PhD qualifying examination. His first work was con- 

cerned with Kp interactions in a bubble chamber at 10 GeV/c 

momentum; this involved mainly scanning and data-processing. 

The principal work, on which this thesis is based, was 

• started in February 1966. This was a large' scale, low energy 

K-d bubble chamber experiment, carried out at the Rutherford 

'Laboratory by a collaboration of groups from the Imperial College 

and the Universities of Birmingham, Edinburgh and Glasgow. 

Photographs were taken using the Saclay 82cm bubble chamber filled 

with deuterium, at momenta of 1.45 and 1.65 GeV/c (see tablet .1). 

The experiment was planned to investigate the forMation of 

E (2030) and other E resonances, in the direct channel. 

The author helped in all picture-taking runs, and in 

the scanning and processing of all the 1.65 and part of the 1.45 

GeV/c data. 	He had particular responsibility for maintaining the 

Rutherford Laboratory geometry program, and for several aspects 

of the analysis of the collected events 	including the use of 

the impulse approximations to isolate KZ neutron collisions. 

The author was responsible for nearly all of the analysis of 

three-body channels at Imperial College, and for nearly all of 

the cross-section results presented in this thesis. 

There have been only' two previous K-n experiments 

in the energy region covered by this experiment (1850 - 2150 MeV), 

and therefore the extensive cross-section data presented here 

constitutes a considerable advance in knowledge. 	This data 

provides good evidence for previously unreported decay modes 

.of several s-channel E resonances to quasi two-body final states. 

Some aspects of the discussion concerning the use of the impulse 
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approximations should also contribute to deeper understanding 

df this subject. 

Table 1.1 	Details of runs 

Run Dates Momentum 
(GeV/c). 

No. of 
pictures 

Average No. 
of K's/ 
pictures 

1 18th-24th March 1966 1.65 111,000 6 

2 7th-14th April 1966 1.65 117,000 10 

3 4th-20th March 1967 1.45 247,000 14 

4 25th March-5th April 1.65 200,000 14 
1967 

247,000 pictures, 3.5 million K-  particles at 1.45 GeV/c. 

428,000 pictures, 4.7 million K-  particles at 1.65 GeV/c. 
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CHAPTER 1 	The Beam-line and Bubble Chamber. 

1.1 	The Beam-line. 

1.1.1 Description. 

The K1-beam-line provided beams of K,TI+ 	and TT particles 

from 1.32 to 2.2 GeV/c momentum for the Saclay bubble chamber installed at 

the Rutherford Laboratory. It was operational from December 1964 to May 

1967, and was designed by Dr. A. Seagar and others; unfortunately, no 

detailed description has been published, apart from a short description in 

a thesisi). 

The important beam parameters are given in table 1.2, and the 

layout, in figure 1.1. The beam-line comprised two similar stakes; each 

stage defined momentum by a bending magnet acting in the horizontal plane, 

and a vertical collimator (CH). The K-  particles, were accepted, and TT-

particles rejected in each stage by an electrostatic separator with 

horizontal plates, and a horiZontal collimator.(CV). After the second mass 

collimator, CV3, a short section defocussed the beam and steered it into 

the bubble chamber. 

The copper target was situated in Octant 4 of Nimrod, the 7 GeV/c 

proton synchroton; it was flipped up on the inside of the beam which was 

then steered onto it using the radio frequency accelerating cavity2). 

Negative particles from the collisions of the circulating proton beam 

emerge from Straight 5 at 200  to the circulating beam. Collimator CV1 

defined the vertical acceptance, and 0,0 defined horizontal acceptance.  

Doublets of quadrupole magnets (Q) focussed the beam at the collimators, 

and ensured a parallel beam through the separators. These had horizontal 

stainless steel electrodes, in 10 foot sections, 10 ems apart, and were 

tilted to follow the beam trajectory. Pairs of bending magnets (VM) 
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Table 1.2 Important parameters of the K1 beam-line for this 

experiment. 

The target was a metal bar 2.5 mm wide and 10 mm high; for runs 

1 and 2 it was 150 mm long and made of beryllium, and for runs 3 and 4 

it was 100 mm long, made from copper. 

Number of protons incident on target = about 5 x 10" per pulse. 

Initial angular acceptance = + 6 mrad. vertically, + 12.5 mrad. 

horizontally. 

Length of beam-line = 55 metres. 

Electrostatic separator fields = 40 KV/Cm. 

Momentum bite = 1%. 

Momentum spread at chamber = about 1i%, because .of straggling 

in counters and in the bubble chamber "window". 

Number of K-  particles reaching chamber . 6-15 per pulse. 

Length of K-  pulse = 500 secs. 

Contamination by TT particles= about 12% for run 2 

= about 1 - 2% for runs 1, 3, and 4. 
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corrected the bending effect of the separators The purpose of the second 

stage was to eliminate 7T and /LC particles produced by K decays and 

collisions with the collimator jaws, and to redefine the momentum. The 

mass collimators CV2 and CV3 were skewed in the horizontal plane, and 

specially shaped, to reduce chromatic aberration. (S.M. was a shutter 

magnet not used for our run). 

The beam performance was monitored by a counter near the target, 

and four scintillation counters (S21S3,S51S6) in the beam. The bubble 

chamber flash tubes were not fired if less than four particles reached the 

chamber in a single pulse. 

1.1.2 Tuning the beam-line. 

The procedure used varied greatly, as steps often had to be 

repeated when errors were found. The outline was as follows: 

i) Nominal values for bending magnet and quadrupole currents and 

separator voltages, had been calculated using the beam-handling program 

Tramp3). The collimator settings were decided from the calculated beam 

profile. All separators and magnets were switched on and set to the 

nominal values. 

ii) CV1 was closed to prevent saturation of the counters, and both 

pairs of VM magnets were tuned to transmit TT particles. 

iii) The second stage bending magnet (M3) was tuned for maximum 

transmission. For some runs when Nimrod operating conditions were 

different from those used in Tramp, the. second stage was left at the 

nominal values, and the first stage magnets (VI or M2) were tuned instead. 

iv) CV1 was re-opened; all counter delays were set for K particles, 

and all VY magnets were retuned for K-'s. Figure 1.2 shows a typical tuning 

curve, from which the Trend p: contamination can be estimated to be 20%. 
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v) 	Finally the particle tracks in the chamber were observed, and Q9 

and VM5 were altered to produce a good beam spread, and optimum beam height 

in the chamber. 

1.1.3 TT contamination of the second run at 1.65 GeV/c. 

The beam purity was proportional to the ratio of S2,S5,S6 

coincidences to S5,S6 coincidencesl and it was noticed to be low after about 

30 rolls of this run. It was found that the CV1 position scales had 

incorrect zeroes, and that moving the lower 'jaw of CV1 upwards increased the 

indicated purity. Probably the beam had been hitting the lower plate of 

Separator 1, and some of the resulting off-momentum 717 particles had been 

reaching the chamber. However, later studies of delta rays and collisions 

from incident TT 's (section 5.2) showed that the contamination stayed high 

until 15 rolls later, when the beam had been steered with V113 and VM4. 

Possibly the beam had been hitting the plates of the second separator; the 

exact reasons were never found out. But this was the only run with high 

contamination, and the contamination averaged over all runs Was low. 

1.2 The Bubble Chamber. 

The Saclay 82 cm bubble chamber was built in 1960 as a circular 

50 cm chamber4), and converted to its present form in 1964. No detailed 

description of the converted chamber is available. Its operating parameters 

are given in table 1.3. A piston expansion system was used, and a novel 

feature was the use of two hydrogen or deuterium heat-exchangers to cool 

down and then to stabilize the chamber; these were hollow containers which 

could be filled with the liquefied gas to increase their conductivity. 

Figure 1.3 shows the construction of the chamber. 

When filled with hydrogen, the chamber was expanded twice during 

each. Nimrod pulse, but this was not attempted for deuterium runs because of 

the higher operating pressures needed. 
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Table 1.3 Operating conditions of the Saclay 82 cm bubble chamber, 

when filled with deuterium. 

Pressure = about 7 atmospheres. 

Pressure drop = about 3 atmospheres. 

Temperature = 32°K. 

Magnetic field = 19.5 Kilogauss. 

Total volume = 82 x 50 x 50 cm3  . 210 litres. 

Useful volume = 180 litres. 

Flash delay = about 1 msec. 

Bubble size at time of flashes = .3 mm. 

Frequency of expansion = once per Nimrod pulse, i.e. every 

2.2 seconds. 

The optical system is shown in figure 1.4. The three cameras 

used separate rolls of 50 mm Ilford TC semi-perforated film. The 

demagnification for tracks in the centre of the chamber was 11.3, and a 

small lens stop, of 08, ensured that the whole depth of the chamber was 

in focus. The arrangement of cameras gave stereo angles of 13°, typically. 

Straight through, dark field illumination was used, with four 

flash tubes on the far side of the chamber and a screen of cylindrical 

lenses to condense the light. Two complete grids of fiducial crosses were 

engraved on the inside of each chamber glass to provide a reference system. 

A data box displayed the frame no. and experiment no. and was photographed 

to one side of the chamber image. 
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CHAPTER 2 	Scanning and Measuring . 

2.1 General notes. 

The film obtained was divided equally between the four collab-

orating groups, and the scanning, measuring, and computer processing of 

selected collisions was done separately. All, groups used basically 

similar event selection critera, and used similar measuring machines, 

except that the Glasgow and Edinburgh groUps used semi-automatic machines, 

which were slightly more accurate than the manual machines. The system 

described here is the one used at Imperial College. 

2.2. Scanning. 

2.2.1 Organization. 

The scan-tables used carried three rolls of film, and projected 

an approximately full-size image of the chamber onto a horizontal table in 

front of the scanner. 

For ninety per cent of the film, two independent scans and a 

check-scan, were made, and events satisfying the criteria of section 2.2.2 

were recorded. The check-Scans compared and corrected the first two scans 

and provided data to enable scanning efficiencies to be calculated for all 

topologies and all scanners; they were usually carried out by physicists. 

For the remainder of the film, only one scan was made, by selected 

technical assistants; however, later, every fifth roll was re-scanned and 

check-scanned, in order to obtain scanning efficiencies. The average 

efficiency for a single scan was about 80%, and after the check-scan it 

was about 97%. 

Each selected collision was recorded on a computer card. Figure 

2.1 shows the front of a typical card. Coded information was written on 
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the right hand side of the card, and was later punched on the loft hand 

side, so that cards could be read automatically and used for automated 

bookkeeping. On the back of the card the scanner drew a labelled sketch 

of the event, and any special measuring instructions, for example a T to 

indicate a tag needed for a stopping positive track. Also note was made 

of any electron pairs, Dalitz pairs or 7e--4pedecays, to help with 

particle identification later. 

The coded information indicated the following: a sign-on card 

was filled in by every scanner starting a new shift or a new roll, and 

gave the scanner's identification number, the scan number, experiment 

number and roll number; this was punched onto all cards for that shift. 

The frame number, event number, and zones are self-explanatory. The 

topology code is given in figure 2.2. The six comment digits gave 

estimated track ionisations, indicated the presence of alternative origins 

for neutral vees, and stated if the event was unmeasurable, because of a 

faint image or overlapping tracks. Unfortunately the ionisation estimates 

could not be relied on because Of systematic under- or over-estimation by 

many scanners. 

2.2.2 Selection of required event types. 

The scanning criteria were designed to select fittable collisions 

between the incident K particle and the neutron. The proton and neutron 

are fairly loosely bound in the deUterium nucleus, and for many collisions, 

only one nucleon is struck, while the other nucleon, referred to as the 

spectator particle, simply escapes with a momentum due to its Fermi motion, 

which is usually less than about 300 MeV/c (see chapter 4). Thus the 

criteria required a slow proton to be produced at the collision vertex, 

' which. could be a spectator to a K - neutron collision. Two classes of 
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events were accepted at Imperial College: 

A) Events with an odd number of tracks leaving the collision vertex 

("odd-prongs"), except for one-prong events with no associated neutral vee, 

which could never give a constrained fit to any physical hypothesis. 

By charge balance, a slow unseen positive particle must have been 

produced in such collisions; this could only be a proton or a deuteron, as 

M 1  k or 
	
particles would decay after stopping. Later calculation 

showed that deuteron production was quite rare, except in elastic scattering, 

which is not relevant here. This category also included decays of the beam 

particles, I.;n+n-m-, called "tau" decays. 

B) Collisions with an even number of prongs, producing at least one 

positive, non-decaying track of more than four times minimum ionisation. 

This selected protons slower than about 400 MeV/c, and also some 

slow Tt+, e orE+  particles that happened to interact or leave the chamber 

without decaying. The latter were identified and the events including them 

were rejected when checking the kinematic fitting results. 

About two-thirds of events selected were in category A. About 

one-third of all collisions were rejected because they fell in neither 

category, and there was therefore a considerable saving in measuring and 

computing time. 

Other groups in the collaboration scanned and measured all 

fittable collisions, and it turned out that these results were needed for 

cross-section calculations. 

2.2.3 Other Criteria. 

Collisions had to have an incoming beam track of the correct 

curvature, and travelling within 15°  of the expected direction; a template 

was used to check these points. Also, for the first two runs, beam tracks 
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entering the chamber more than 16 cm above the'centre of the chamber were 

rejected, as Dr. Miller had calculated that such tracks had passed through 

the thick metal chamber enclosure, and had, therefore, lost about 30 MeV/c 

momentum. 

Collisions had to take place within a rectangular fiducial 

region defined on view two; this was to ensure accurate measurement, and 

to simplify cross-section calculations. No fiducial region was defined at 

this stage for decay vertices, but one was chosen later when obtaining 

histograms (see chapter 5). 

Decays of charged secondary particles from a collision were only 

recorded if the (sagitta / chord length) in the projected view, up to 

the decay, was' 0.02. This had the effect of rejecting nearly all Tt
± and 

Kt  decays, but a negligible fraction of ±  and 	decays (see table 2.1). 

This criteria takes account of time dilation and is independent of the 

direction of the track. No tracks leaving secondary collisions were 

measured. 

Neutral vee decays were accepted as associated if their estimated 

line of flight passed within one inch of the collision vertex, in the 

projected view on the scan table, or within half an inch of a negatively 

Table 2.1 	Effect of (sagitta / length) cut on charged particle decays. 

Particle Maximum t/T in 

decay c.rn. 

Fraction decaying within 

this time 	(%) 

TT ± -3  4.92 x 10 0.5 

le 0.0367 3.5 

1+  13.6 99.99 
I - 6.80 99.88 
- 6.97 99.91 

(T = average lifetime, from reference 24) 
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charged decay. A neutral vee could be included with more than one event, 

but a final choice was made using the results of the kinematic fitting. 

Unmeasurable events were recorded, but were used only in cross-

section calculations. 

The identified slow proton in an even-prong event was always 

labelled as track 1, and the Geometry and Kinematics programs treated this 

track as a proton only, thus saving computing time. 

2.3 Measuring the collisions. 

Four measuring machines were used, two of the National type5)1  

and two built in the college workshops. The former had two image screens, 

the latter one, and the National machines were also slightly more accurate. 

An optical system projected an image of the selected view onto 

the screen(s). A dot on the screen(s) defined the point of measurement, 

and the image could be moved relative to this. The movement was digitised 

by two Moire fringe-systems, and the co-ordinates of the image could be 

punched out on paper tape. 

The measurer was supplied with an ordered set of scan cards for 

one roll, and found an event on all three views. The event and measurement 

identification were set up on a switchboard, and punched out. For each 

view, four fiducial crosses and then the event tracks and vertices were 

measured and punched; about eight points were measured for each track. 

One back-glass and three front-glass fiducials were chosen, which were 

visible on all views. 

2.4 The bookkeeping system. 

The system used was improved and simplified through two years of 

use; the final version is described here. 
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The whole chain of event processing is summarized in figure 2.3. 

All scan cards were punched and listings of the cards were then obtained 

and kept for calculation of scanning efficiencies. Later this calculation 

was done by a computer program, which read the punched cards. After the 

check-scan the information punched on the corrected cards was stored on a 

magnetic tape, the directory tape; simple computer programs produced event 

lists and event totals from this, and also the tape was read by the Bind 

program, part of the function of which is to check the frame numbers and 

topologies specified by the measurers. After measuring and after checking 

the results of the Bind, Geometry, and Kinematics programs, the scan cards 

were sorted into four categories: 

Events with good measurements, and unmeasurable events. 

2) Events needing to be remeasured. 

3) Events incorrectly scanned; these cards were corrected and put 

into category 1 or 2. 

4) Events not including a proton with momentum less than 350 MeV/c; 

those were called "No Events" and were not used any further. 

After checking tha Kinematics program results, all cards in 

category 2 were returned to the measuring machines for remeasurement. 

Three measurement passes were done far all rolls, and a fcurth pass was 

done for some rolls with a high failure rate. After this, the fraction of 

events that still did not have good measurements, or were unmeasurable 

ranged from 5 - 15% for all topologies, except a few rare topologies which 

were worse. This seemed good enough to avoid omission biases, especially 

as the unmeasurable events (about 5% of the total) were usually caused by 

overlapping beam tracks, flash failures, and other factors unconnected 

with any physical collision parameters. 

Initially, processing results were filled in on the event lists, 
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but later, it was found that sufficient information was given by the 

• physical separation of scan cards into categories, plus remeasuring 

instructions and other notes written on the cards. Data on the performance 

of scanners and measurers was obtained from the calculated scanning 

efficiencies, and from failure rates calculated by Bind and a post-Geometry 

program; this provided a useful feed-back. 

The basic innovation of this system was the use of computer cards 

and of a directory tape; this provided a simple, trouble free, way of 

dealing with large numbers of events, and eliminated the harld compilation 

of event lists. However the updating of the directory tape did become 

tedious, and better systems could be devised. 
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CROSS MARKS 
PROD. APEX 

FROM SIGN- 	POSITION 
	

FRAME 	EVENT TOPOLOGY 
ON CARD 
	

NO. 

33 11 201075 1 201 W4 W5 100 301 

\ I  J  
PRODUC TION V` APEX COMMENT 
APEX ZONE 

	
ZONE 	DIGITS 

FIGURE 2:1 SCAN CARD INFORMATION 

No. of charged 

tracks leaving 
production vertex. 

2 1 1 

No. of production 

tracks with 

charged decays. 

No. of associated 

neutral vees (V*.$) 

FIGURE 2.2 TOPOLOGY CODE 
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SCAN *I 

SCAN 2 

CHECK SCAN 

C UPDATE DIRECTORY 

♦ R T. 
MEASURE > 

M.T. 

CHECK 
RESULTS 

CHECK 
RESULTS 

P. T. TO (M.T. 
M.T. 

M.T. 

M.T. ORDER 
EVENTS 

DO KINEMATICAL 
FITTING 

C. 

CHOOSE 
FITS 

PUNCH CHOICE 
CARDS 

	 GEOMETRY 
M.T. 	  

RECONSTRUCT 

M.T: 

M•T PREPARE GEOM. 
INPUT (BIND) 

PLOT 
	 M.T. 

HISTOGR AMMES 
WRITE D.S.T. 

(1 NCO) 

= OPERATION USING A COMPUTER 

PROGR A M 

OPERATION DONE BY HAND 

SYMBOLS  

C 	= PUNCHED CARDS 

• = MAGNETIC TAPE 

P. 	= PRINTED PAPER 
• = pAP ER TAPE 

FIGURE 2.3 FLOW CHART FOR EVENT PROCESSING 
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CHAPTER 3 	Computer processing of events. 

3.1 Introduction. 

The system is summarized in figure 2.3. All the programs used 

were pre-existing, although many needed correction or modification for 

this experiment. The Imperial College group started using the Rutherford 

High Ehergy Laboratory (RHEL) system of programs6), but changed to the 

CERN system14)05)06) after processing about one-third of the film. This 

change made the groups analysis compatible with other bubble chamber groups 

at Imperial College, and so saved program development time. Other 

collaborating groups used the RHEL programs throughout. 

There were two main programs. The "Geometry" program 

reconstructed the tracks and vertices of a collision in three dimensions, 

from measurements made on the three photographs taken. The "Kinematics" 

program tested various hypotheses concerning the nature of the outgoing 

secondary particles, by requiring agreement with the relativistic energy-

momentum conservation laws. Other programs prepared an input tape for the 

Geometry program, and merged and ordered the several types of output tapes. 

The system used by the Imperial College group is described here; 

it is very similar to that used by the other K-d groups, except for a few 

differences that are pointed out. 

3.2 Paper tape conversion and event checking. 

The paper tape from the measuring machines was transferred to 

magnetic tape, using a small program running on an IBM 1401 computer. 

The program Bind?)  read this magnetic tape, and, for all events 

passing various checks, wrote out records onto an output tape, in the format 
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required for input to the Geometry program (reference 8, appendix II). The 

frame and event number and topology of each event was checked against the 

directory tape (section 2.4). An event that failed any check, or could not 

be decoded, was written out onto a "failed event" output tape. Some of these 

events could be rescued by an editing program; but as the failure rate was 

usually only about 85, it was simpler to remeasure them. A summary of 

measurers' failure rates was printed after each roll had been processed. 

When using the CERN system, the event labelling system and the 

output format of Bind were considerably changed. 

The REEL system required events in strictly ascending frame 

number order, and the ordering was done by a program EOPS. 

3.3 The Geometry program. 

3.3.1 General description. 

8)9)'10) Consider the REEL program first 	. 

Information for one event was read from the input tape and stored. 

Then the reconstruction of tracks was carried out in four stages. Firstly, 

the rays for each measured point were calculated and any badly out-of-line 

points were rejected. Secondly, the depth was.calculated for points 

measured on a selected "main view", using the rays for all views. Thirdly, 

the first space fit was carried out; a helix was fitted to the main view 

results. Lastly, the accurate helix fit used the results of the first space 

fit as starting values. For each measured track point, the program 

calculated a residual "d", the distance between.  the point and the nearest 

point on the assumed helix, after both points had been projected back onto 

the film reference plane. E (d.2) was calculated for all track points on all 

views, and was minimized to obtain the best values of the helix parameters. 

The track parameters were (momentum)-1 dip and azimuth angles; 
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the corresponding error matrix was calculated using either a standard film 

measurement error, or the r.m.s. residual, if it was larger than a certain 

limit. Each charged track slowed down because of Coulomb scattering, and 

this was taken account of in the fit. The momentum of any stopping track 

was calculated from a range-momentum table. 

To reconstruct event vertices, points measured on tracks 

connected to a vertex were used, as well as vertex measurements, in order 

to obtain more accuracy (reference 9, section 3). 

Finally the event bookkeeping information was written onto an 

output magnetic tape in one record, and the vertex and track reconstruction 

results were written out in a second record, in the format given in 

reference 9. 

The Thresh geometry program needed different data and different 

tape formats, but operated in a similar way. However, it did not take 

account of the slowing down of tracks, did not use track measurements to 

improve vertex reconstruction, and did not consider all three components of 

magnetic field (see section 3.3.5). As a result the track and vertex 

reconstruction errors were about 25% larger than those from the REEL 

geometry program. This affected the effective mass resolution for these 

events, but was not a serious problem. 

3.3.2 Special features. 

For both versions of the program, the method of operation did 

not have to be changed for deuterium events; odd-prong as well as even-

prong collisions could be processed. 

Recent modifications to the REEL geometry program are described 

in reference 10. Of these, the lens distortion corrections and the 

improved magnetic field calculations were used, and are discussed in the 
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following sections. The improved procedures for vertex reconstruction, 

for beam-track tests, and for stopping tracks were also used; but the. 

other small improvements were not put in. 

Even-prong events with fast spectator tracks were not required 

for the final analysis. Therefore)  the RHEL geometry program was modified 

to print out, for these events, the minimum spectator momentum, p(inin), that 

was compatible with the measured value; ptain). (p-2.u(p)). If this was 

larger than 350 MeV/c, the event was rejected. 

• 3.3.3 Criteria for remeasurement or rejection of events. 

Events were remeasured for track or vertex failure, or if a "tag" 

on a stopping track was not recognised, or if one view was completely 

missing. The reason for failure was noted on the scan card to help the 

measurers. 

Two classes of events were rejected (both were called "No Events"). 

The first class comprised events without a slow proton, where the "proton" 

had previously been wrongly identified, or was too fast. The second class 

comprised events with fault number 8, that is, for which the beam track was 

outside certain limits on momentum, angles, and entry position. Later 

studies showed that about one-half of such events were produced by n or 

off-beam K particles. The rejection rate was about 20% for the first two 

runs, which meant a 10% rejection of good events; so for later runs, which 

suffered very little beam contamination, no tests were made on the beam 

tracks. 

The other collaborating groups did not reject such events. 

3.3.4 Lens distortion corrections. 

These are described in reference 10, section 2. 

It was found that if optical constants were obtained without 



considering lens distortions, the fiducial crosses were reconstructed with 

' a systematic error in z position. The flat fiducial planes were 

reconstructed as curved surfaces, bending towards the cameras by about 

3 mm at each end of the chamber (figure 3.1). As a consequence of these 

distortions, tau decays were badly fitted; chi-squared values were 

generally too high, and the distribution of beam track dip "stretch 

functions" (see section 3.4.1, equation 3.4) and of the z-component of 

missing momentum were asymmetric (figure 3.2 a). 

To correct for this, all points on the film reference plane were 

transformed according to the expression:11)  

x 1 
(14-a1x+a2y+a3xy+a4x2+a5y2+a6r4) 	(3.1 

  

   

where r2=x2-1-y.2, and the coefficients a
1 
- a

6 
were different for 

each view. This transformation could correct for film tilt and normal lens 

distortions. The old points-to-ray conversion was used, instead of the new 

method given in reference 10, section 2. 

Best values of these coefficients and of the other optical 

constants were obtained by the program Mongoose
11) which is based on the 

fitting program Minfun. The input for Mongoose was averaged fiducial 

measurements from the measuring machines, and the surveyed values of 

fiducial positions on the chamber glass windows. The film measurements 

were corrected according to equation 3.1, and transformed to the front or 

back chamber glass fiducial plane. Then all parameters were varied to 

minimize the sum of squared deviations on these planes. 

The geometry and kinematics results were improved considerably 

by these corrections (see figures 3.1 and 3.2b ). (In figure 3.1 neither 

rolls 21 nor 50 were processed using both methods; they were however 

roughly comparable, and the improvement seen was quite clear). The average 
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helix fit residuals and vertex residuals were also improved slightly, but 

the kinematics results from tau fits were the most sensitive indicators. 

Thresh used a similar distortion correction procedure, and the required 

parameters were obtained from the REEL parameters, without refitting. The 

reconstruction of fiducials by both systems agreed closely. 

3.3.5 Magnetic field calculations. 

The REEL geometry program took account of non-uniform magnetic 

fields, and made a full calculation of the effects of the small components 

of the field in the x-y plane. 

Bz, the main component of magnetic field, was calculated from a 

polynomial fitted to field measurements made throughout the space in the 

centre of the chamber magnet. Bx and By were calculated from polynomials 

derived frcm the Bz polynomial by use of Maxwell's equations. These three 

polynomials were derived and fitted by the Birmingham K d group 

Bz = C(91)[a1+a2z+a3(2z-r2)-i-a4(2z3- 3zr2)+a
5
(8z4-24z2r2+3r4)] 

Bx x.z.C(91)[-2a3-a4.3z+a5(-16z2+12r2)] 

By = y.z.C(91)[2a3-a4.3z+a5(-16z2+12r2)] 	(3.2 

These formulae assume cylindrical symmetry, but not symmetry 

about the z=0 plane, unlike the formulae given in reference 9. The x, y 

and z coordinates had to be measured relative to a known field symmetry.  

centre, which was near the centre of chamber. 

Bx and By affected the curvature of dipping tracks; this was 

taken account of by correcting Bz. 

Bz1 	(sin9.Bx-cos9.By).tanX 	(3.3 

This is expressed in the helix fit coordinate frame. Note that 

tanX was reversed for negative tracks in subroutine Slope, and was restored 

to normal after the helix fit. 
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Also four field ratios were calculated, which involved Bz and 

the radial x-y component at three points along each track. These were used 

in calculations of the slowing-down corrections to the helix fit. 

The r.m.s. residual between the fitted polynomial and the 

original field measurements was 0.3% of Bz, which was very good. The use 

of a polynomial rather than a table of the original field measurements 

saved computing time and needed fewer program instructions. 

The nominal value for Bz at the field centre (C(91)) was 

calculated from magnet current readings, but was checked by plotting 

ideograms of the fitted K°  mass from kinematics neutral vee fits. As a 
\ 

result, it had to be corrected by up to 1%. The full width of the 

ideogram was about 10 MeV. The peak and the width of the ideogram varied 

very little when different forms of the polynomial were used. 

Thresh did not calculate the magnetic field; this was done in 

Grind when a -field table was used calculated from the above Bz 

polynomial for convenience. Grind did not calculate Bx or By, nor correct 

Bz, nor calculate slowing-down corrections. The K°  mass ideogram had a 

width of about 15 MeV, compared to a width of 9 MeV found for the same 

events processed through the RITRL system. This reflected the more 

sophisticated calculation methods of the RILL system. 

A fuller discussion of the derivation of these versions of the 

field polynomials, and of the correction to Bz, is given in reference 13. 

3.3.6 Choice of error constants. 

The RHEL Geometry program required nine error constants of 

various sorts, and Thresh required even more. In general, values used by 

.previous Imperial College or RHEL experiments were taken. However constants 

concerned with reconstruction errors were checked by plotting histograms of 
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the errors obtained from measured events, and by requiring flat 

distributions for fit probabilities from the Kinematics program. These 

constants are given in table 3.1. Cnly REEL constants are discussed here. 

The medians of the helix fit error histograms (figures 3.3a and 

b) should have been roughly equal to cir; in fact they were higher than this. 

or
F was used in the calculation of errors for all helix fit parameters; but 

if the r.m.s. measurement error was larger than a constant (C(106)`'), it 

was used instead of (T . Because these constants were close (8 and 12µ 

respectively), a small underestimation of both did not matter. The 

maximum error of 30µ was clearly satisfactory; tracks with a larger error 

were failed. 

Two vertex errors were calculated; the first using vertex and 

track measurements, and the second using vertex measurements only. The 

histograms of these errors should have had median values close to cr, and 

TV  respectively; figures 3.4a and b show that this was so.. 

Some other error constants were checked similarly. The Thresh 

Table 3.1 	Values of error constants used in the Geometry programs. 

Program Symbol Value used 

REEL cr,Ji 

0(106)2  

NC(20) 

r
V  

Standard track error. 

Check for r.m.s. helix fit error. 

Maximum h.f. error. 

Standard vertex error. 

8/1 (on film) 

124 

3011 

154 

Thresh — Standard film error. 204 (on film) 

250µ (on front 

glass) 
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constants were obtained and checked by the same method. They were 

generally larger than the corresponding RHEL errors, probably because of 

the less sophisticated calculations made (see section 3.3.1). 

3.3.7 Beam track parameters. 

The average beam track momentum at entry to the bubble chamber 

was taken from histograms; the values used were 1.450 GeV/c for the third 

run, and 1.650 GeV/c for all of runs 1, 2 and 4. An average momentum 

error of 30 MeV/o was found from studies of tau fit probability and stretch 

function distributions. These values were imposed by the Geometry program 

on all beam tracks, as the measured values fluctuated considerably; this 

gave satisfactory tau fit results. 

3.4 The Kinematic fitting program. 

3.4.1  General description. 

The RHEL Kinematics program was written by A.G. Wilson17)'
18) 

and the CERN program, Grind, by R. Bock and others15). The principles of 

each are very similar, although programming details are different. The 

laws of conservation of energy and momentum are used to test various 

possible particle assignments for each event; also, for a successful 

assignment, these laws are used to calculate the parameters of any unseen 

particle, and to improve the accuracy of the parameters for the seen 

particles. 

The program read the Geometry program results for an event from 

a magnetic tape. A section of the program decoded the event topology, and 

decided which of the particle assignment hypotheses should be tested. For 

each hypothesis, the parameters for any unseen particle were calculated, 

using the four constraint equations that express the conservation laws. 

Then all track parameters were varied in order to minimize the value of 
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the chi-squared for the fit, subject to the constraint equations. 

Lagrangian multipliers were used and an iterative procedure was necessary. 

If an event had several vertices, fits were made at each vertex 

successively, starting with the most highly constrained vertices; and 

then a multivertex fit was made. Finally new values of track parameters 

and error matrix elements for all successful hypotheses were written out 

onto a magnetic tape, and summaries were printed for all hypotheses tried. 

These summaries included the predicted ionization and the stretch 

functions for each track. The latter were defined as: 

stretch (X) 
	

(X(fitted)-X(measured)) 	(3.4 

u(X(fitted)-:(measured)) 

where X is one of the three track parameters. A stretch function should 

have a Gaussian distribution with zero mean and standard deviation of one; 

a different width could be caused by incorrect choice of geometry error 

constants, and a non-zero mean could indicate biases in reconstruction of 

events. Thus histograms of these functions provided useful tests of the 

quality of event reconstruction
19). 

3.4.2 Px,PyIPz fitting. 

Failure to see a spectator proton implies that its momentum is 

less than about 80 MeV/c, and this information can be used in the 

kinematic fitting. Other experimentrilve used the normal track parameters 

(1/p, dip angle, and azimuthal angle), but this is unsatisfactory because 

the errors in these parameters are not Gaussian for the unseen spectator; 

the spectator angles are completely unknown, and 1/p  can go to infinity. 

However, ifp
x1

p
yl

and p
z1  the components of momentum, are used for all 

'tracks,  with starting values zero and errors of 30 MeV/c for the spectator, 
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these errors are roughly Gaussian, and the expected spectator momentum 

distribution is approximately reproduced. (Since a particle travelling 

along a camera axis is unseen for a higher momentum than one travelling 

normal to the camera axis, a larger error in pz  was appropriate, and 

40 Melqc,was used.) 

Events with an unseen proton spectator and a missing neutral 

particle, cannot be fitted without knowledge of the spectator particle, 

but become one constraint fits when the above method is used. It will 

be seen in chapter 4, however, that results from such fits were not very 

satisfactory. 

3.4.3 Selection criteria. 

A hypothesis had to satisfy the following criteria before it was 

accepted: 

1) Predicted and observed ionization must agree, within the 

accuracy of observation. 

2) Chi-squared probability for the production vertex fit must be 

at least 1% for 3-and 4-constraint fits, or at least 5% for 1-and 2-

constraint fits. Events* with decays must have a successful multivertex 

fit also (i.e. at least 0.1% chi-squared probability). 

3) The momentum of the proton from the production vertex must be 

less than 150 MeV/c for an unseen proton, or less than 350 MeV/c for a 

seen proton. 

4) If an hypothesis involving 3 or 4 constraints at the production 

vertex is ambiguous with one involving 1 or 2 constraints, reject the 

latter; this does not apply to A°A°  ambiguities, however. 

5) The true lifetime of all charged decay fits must be within the 

limits specified in figure 3.521). 
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6) Accept events with up to 3 ambiguous fits; remeasure or class 

as unmeasureablc any event with more than this. 

7) Events giving only zero-constraint fits are classed as 

unmeasureable. 

Multineutral events were not assigned to channels. No fit 

probability ratio tests were used to decide between ambiguous fits. Any 

+ + associated electron pair, Dalitz pair, or rc--, -*e+  decay was also used to 

help eliminate hypotheses. 

Other groups in this collaboration did not reject events with 

fast seen proton spectators (criterion 3). Otherwise they used very 

similar criteria. 

The minimum fit probability cuts were chosen after a study of 

3- and 4-prong fits22). With a 0.1% cut these showed a large low 

probability "tail" for the 4-constraint fits to Kdippl(m (figure 3.8a); 

4-constraint tau decay fits did not show this (figure 3.8b), so that 

incorrect errors or inaccurate geometry reconstruction were not the cause. 

Very probably, the "tail" came from contamination from events in other 

channels, e.g. K7d4ppint7e. A cut at 1% reduced the "tail" greatly, and 

also eliminated most ambiguities. For 1-constraint fits there was no "tail" 

(figure 3.9a), but a higher probability cut was chosen for safety, as 

misfitting is generally easier for fits with less constraints. Neutral 

vee and multivertex fits showed a slight bias towards low probabilities 

(figure 3.9b), but a cut at only 0.1% was applied, as the production fit 

probability cut seemed to give adequate protection against contamination. 

3.4.4 Checks on results. 

Many of the checks on the kinematic fitting results were in fact 

tests of the choice of errors and accuracy of reconstruction of the 

geometry program. Of these, the tau decay stretches and fit probabilities 
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and the Ko  ideograms were most important and have already been 

discussed in sections 3.3.5 and 3.3.6. 

The fitting of neutral and charged decays was studied in 

detail
23)

. Of 127 neutral decays giving good geometry results, eight 

appeared to be unassociated or KL decays, and 95% of the rest gave 

satisfactory fits, with the expected stretch and probability distributions. 

The plots of true lifetimes for. 	and A°  decays given in figures 3.10 and 

3.11, agree with the expected distributions, which were given by: 

6IT = N(total) 	exp (-t/T).6t 	 (3.5 

T 

where 611 is the number of decays seen in true time interval 6t, 

t is the true lifetime of the decay, 

T is the average true lifetime, 

and N(total) is the total number of decays occurring, which is obtained 

from the observed total by correcting for unseen short lifetime decays. 

Average lifetimes are given in table 3.2. 

Charged decays were more difficult to check; a one-prong scatter 

could look just like a charged decay to scanners, so that the fraction of 

Table 3.2 Average true lifetimes for charged and neutral decays (in units  

of 10-10  seconds.) 

Decay Average for 

1.45 GeV/c run 

Average for 

1.65 GeVic run 

Current world 

average24)  

, o 	-4- -v Tt IT-  L. .822+.020 .798-4-.025 .862+.006 

Ac4pn 2.25+.035 2.34+.06 2.51+.03 

E74n117 1.56+.05 1.59+.06 1.64+.06 

1 .413t°  .95+.06 .78+.06 .81+.013 

I t4 ne .74+.04 .81+.05 .81+.013 
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decays fitting was not meaningful. Also most decay vertex fits were zero-

constraint, and so gave neither stretch functions nor fit probabilities. 

However, charged decay fitting defended on vertex accuracy as well as 

track accuracy in much the same way as neutral decay fitting did; so the 

success of the neutral decay was encouraging for the charged decay fits. 

The E± true lifetime distributions are shown in figures 3.6 and 

3.7; the expected distribution was calculated in the same way as for neutral 

vees. Scanning losses were higher for 	than for E .4----->nrc+ ; this is 

. because of the smaller laboratory decay angles accessible to the former, 

and a correction for this is discussed in chapter 5. There were many 

F-/7 ambiguities but these were nearly all resolved by use of criterion 

5 in section 3.4.3. 

3.5 Preparation of Data Summary Tape.  

The program Inc°
25) read events from the magnetic tape written 

by the RL Kinematics program, and selected fit results for frame numbers 

and hypotheses specified on choice cards. For each selected fit, one record 

was written onto a Data Summary Tape (D.S.T.). 

A choice card was punched by hand for each event giving a 

satisfactory fit. Up to three hypothesis names could be specified. 

The D.S.T. format is given in table 3.30 Event identification, 

vertex positions, and track directions and momenta were recorded; further 

kinematic quantities were calculated by the Statistics program (see.next 

section). The event code was zero for unique fits, and two for ambiguous 

fits (which appeared in successive.records). The track labels were the 

serial numbers of the vertices between which the particle travelled, or 

were zero, if no vertex was involved. The track mass code was an 

integer number of magnitude 1-20, which specified which particle was 

thought to have caused the track; negatively charged particles had a 
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Table 303 	Data Summary Tape Format. 

Layout of a fit record. 

Word no. 

Event identification 

L 
0 	I = no. of words following in this record. 

1 	Frame no. 

2 	Event no. 

3 	Packed hypothesis no. (12 bits per part) 

Topology 

ii 	Rest of hypothesis name 

iii 	No. of constraints for fit. 

4 
	

Event code. 

5 
	

Chi—squared of fit. 

6 
	

Probability of fit. 

7 
	

No. of vertices in the event. 

For each vertex: 

1 	Missing mass squared 	• (GeV/c2)2  

2 	Error on m.m.2. 

3-5 	x, y, and z coordinates of vertex (cms.). 

6 	No. of tracks at vertex. 

For each track at current vertex: 

1 	Packed code (6 bits per part) 

Beginning label 

ii 	End label 

iii Mass code. 
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Table 3.3 

 

Data Summary Tape Format 	(continued). 

   

2 Length (ems.). 

3 Azimuth (radians). 

4 Dip (radians). 

5 Momentum (GeV/c). 

For multivertex events, chi-squared, probability and track 

parameters are taken from the final multivertex fit. 
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code of negative sign. An end-of-block record was written after all events 

from one input tape had been read, and an end-of-tape record was written 

after the last block on the D.S.T. 

Thep
x
,p

y1
p
z  variables for unseen spectator particles were 

changed to the equivalent 1/p, dip, and azimuth variables. For events 

containing two protons, the unseen proton or slowest proton was given mass 

code 20 instead of the usual value of 5. This indicated it as the 

probable spectator, and the justification for this is discussed in 

chapter 4. 

A modified version26) of the CERN program Slice16) produced a 

D.S.T. of identical format from a Grind output tape. The program altered 

all the track and vertex labels and track mass codes to the RIM', systems, 

as well as carrying out the operations mentioned above. 

After a D.S.T. had been created, some hypothesis numbers were 

changed by a special program, in order to have agreement with other groups 

in the collaboration. 

3.6 The Statistics program. 

3.6.1 General description.  

The program27) read a Data Summary Tape, and plotted histograms 

and two-dimensional scatter plots of various physical quantities, for 

specified hypotheses, subject to selections if required. Standard 

subroutines were available which calculated, for instance, effective 

masses for all permutations of outgoing particle pairs, momentum transfer 

to one or more particles, and decay angles of resonances. Many other 

subroutines were written specially for this experiment, and calculated, 

for example, the total energy in the Kn centre of mass system, particle 

momenta and directions in the laboratory system, and lifetimes and decay 
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angles for charged and neutral weak decays. 

The standard selections available were for effective mass of 

any particle combination, missing mass, momentum transfer and for cose 

where 9 is the centre of mass production angle for any single particle 

or combination of particles. Other selections were added for track 

length, momentum and dip, for beam track parameters, centre of mass 

energy and deOey polar angles. Up to three selections or anti-selections 

on these quantities could be specified for any one plot. Events could be 

selected or rejected singly according to frame number, or in blocks 

according to the block number. The latter facility allowed events from 

different groups to be plotted separately, as such events were written in 

different blocks on the D.S.T. Unique and ambiguous fits could be 

plotted separately or together. 

Histograms could be plotted with each event weighted to correct 

for charged or neutral decays that had occurred either outside the chamber, 

or so close to the collision vertex that they were not detected . 	The 

method used is described in chapter 5. 

For two-dimensional plots, information was written on a 

temporary output magnetic tape, which was read through after being 

completed. This tape could be kept to provide input data for other 

programs. 

The advantages of this program compared to the CERN program 

SUMX30) are that the writing of data for histogram plotting is much 

simpler, and that since the D.S.T. contains less information for each 

event, it can be read much more quickly. However, disadvantages also exist; 

the data-uniting for two-dimensional plots is rather complicated, and also 

"or" combinations and complex "and" combinations of selections cannot be 

made. 



-47- 

3.6.2 Special facilities for deuterium collisions. 

For each hypothesis, a particle could be specified that was to 

be excluded when defining the centre of mass-systems; thus events could 

be plotted as collisions on the neutron, proton, or deuteron (if no 

spectator was specified). Also events could be plotted only if one of 

the outgoing baryons (usually the proton) was slower than the other. This 

slower baryon was the probable spectator. 

Unseen spectators had their length set zero or negative in the 

Kinematics program, and this was the most convenient way to distinguish 

these events from seen spectator events. One of the new selections could 

select on this length. 
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FIGURE 3.5 CHECKS ON TRUE DECAY LIFETIME. 
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CHAPTER 4 	Selection of events satisfying the impulse approximation. 

4.1 Introduction. 

In order to study1C-n interactions in a deuteron, use must be 

134), Which supposes that a collision made of the impulse approximation3  

takes place with a single target nucleon, while the other nucleon remains 

a "spectator" with its momentum unaffected by the collision. The formal 

requirements for the validity of this approximation are: 

a) The incident particle never interacts strongly with more than 

one constituent of the system at the same time (i.e. no double scattering). 

b) The amplitude of the incident wave is nearly the same.for bound 

and free nucleons. 

c). 	The binding forces can be neglected for the duration of the 

strong interaction. (Only this criterion corresponds to the impulse 

approximation in classical scattel-ing thoo-ry.) 

The deuteron is weakly bound (binding energy = 2.23 MeV), and 

the mean separation of the nucleons is 4 Fermis. This indicates that a 

high percentage of collisions will be describable by the approximation 

although the criteria for selecting events that satisfy the approximation 

must be established empirically. 
, c) 

For all calculations, the wave function formulated by Hulthen-l-1' 

has been used, namely: 

w (r) 	(Constant).e-°.(1-e-i1r) .(4.1 

    

r 

with a = .232 Fermi-1 and g = 4.2 a
36) 

Although this expression is conveniently simple, it is not 

reliable at small nucleon separations, i.e. high relative nucleon momenta;. 



[  1 	-1 	2 
2 	2. 2 

a +P 	P +P 
P(p)dp = (Const.).p2  dp 	(4.2 
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it deviates from a more accurate description by more than 25%, for a 

momentum larger than 260 `eV/c36). 

The Eulthen function gives rise42) to the following nucleon 

momentum distribution: 

P = 

This distribution predicts that the probability of a nucleon 

being faster than 300 MeV/c is only 1%. It is shown in section 4.3 that 

because of double shattering and failure of the Hulthen function, 

considerably more fast nucleons are observed. 

4.2 Choice of spectator particle. 

• The spectator momentum should be distributed according to 

equation 402, i.e. peaked at 80 Melf/c with less than 1% above 300 MeV/c, 

whereas the recoil baryon typically had a fairly flat distribution ranging 

from 80 to 1500 MeV/c. It was therefore reasonable to choose the slowest 

nucleon as the spectator. To ensure agreement with the impulse 

approximation an upper limit of 280 MeV/c was imposed for this slower 

nucleon, (this is discussed. in section 4.3). These criteria have been 

used by most previous deuterium bubble chamber experiments, although the 

choice of upper momentum limit varies considerably; see for example 

references 37 to 40. 

If a hyperon and a proton are seen in the final state, then, to 

the extent that double collisions are ignored,.the hyperon has to be the 

recoil baryon. The proton has always been selected as the spectator in 

these channels, even where the hyperon is slower. A study of such channels 

can indicate how reliable it is to choose the slowest nucleon as the 
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spectator for the nucleon-proton (N-p) channels. 

Plots were made of p(proton) versus p(second baryon) for eight 

common channels41): 

(Only events scanned at Birmingham and Glasgow were used because 

of. the more restrictive criteria imposed at Imperial College: see section 

2.2.2). 

A total of 3300 events were plotted. 

On all scatter plots, six regions were defined, and are shown in 

figure 4.1.a. (The use of 300.  MeV/c rather than 230 rieV/c as a boundary 

has only a small effect on the conclusions below). Figures 4.1b, c and d 

show the appearance of 	typical plots. For events producing two 

protons the momentum of the faster is plotted as the ordinate, and so only 

half the plot is populated. 

For the hyperon-proton (Y-p) channels, events in regions 1, 2 and 

4 were selected as having a proton spectator satisfying the impulse 

approximation. However, if the spectator was selected as the slower 

baryon, events in regions 4 and 5 would have the hyperon incorrectly 

chosen as the spectator; the fraction of events in these regions averaged 

2% for the Y-p channels. 

When there were two nucleons in the final state, only the 
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criterion that the slower nucleon is the spectator was used. It was 

assumed that this criterion could be in error in the same way as for the 

Y-p channels, and the figure of 2% was corrected for the different 

spectator and recoil baryon momentum distributions in each channel. It 

was then found that the method was in error for 4% of events in channels 

4.8 and 4.10 (proton spectator events only) and for 1% of channel 4.9; 

also 1 of the proton spectator events in channel 4.10 were incorrectly 

identified as neutron spectator events, since they occurred in region 4. 

The reliability of the criteria for events in regions 1 and 4, where both 

nucleons are slow, was confirmed by plotting momentum distributions for 

these events; the spectator and recoil nucleon distributions were 

markedly different. Figure 4.2 shows the plots for channel 4.8. Another 

interesting conclusion is that most of the wrong identification was caused 

by double scattering, where the "recoil" nucleon happened to be slow, and 

the "spectator" fast; it is therefore especially important to know the 

size of the effect. 

To summarize, the use of these criteria resulted in a zero 

misidentification of the spectator particle for the hyperon-proton 

channels, and 4% or less for the nucleon-proton channels. This should not 

bias the data seriously. 

4.3 Choice of maximum spectator momentum to ensure agreement with 

the impulse approximation. 

In figures 4.3, 4.4, and 4.5, histograms are given of the 

momentum, the cosine of polar angle (i.e. cos0), and the azimuth angle 

(T) for the spectator proton, in four of the common channels listed in 

section 4.2. All quantities are defined in the laboratory frame of 

reference, and angles are defined with respect to the beam direction. 
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(a) = cos-1(B x z) . 	(B x a) (4.11 
Bxz Bxa 

"B" represents the beam particle, "a" the outgoing particle, 

and "z" the z axis, taken parallel to the optic axes. 

Events from all laboratories are plotted, and include about 

one-third of.the final data at 1.65 GeV/c. The Hulthen curves plotted 

are calculated from equation 4.2, and are normalised to the number of 

events with seen spectators from 80 - 300 MeV/c for 4.3 a and b, and to 

the total number of events with spectators slower than 300 HeV/c for 

4.3 c and d. The first two channels give distributions widely different 

from those 'expected, when the spectator is unseen. This is not caused 

by. deviations from the impulse approximation,. and is discussed in section 

4.5. 
The events with the "spectator" faster than 300 lieV/c showed 

three effects. Firstly, there were more than the 1% expected from the 

Hulthen function - see table 4.1; secondly, the spectator cosO distribution 

showed an excess in the forward direction; thirdly, effective mass 

combinations involving the "spectator" showed some resonance formation. 

The first effect was not proof of breakdown of the impulse approximation, 

as it has already been noted that the Hulthe'n distribution is inaccurate 

for fast nucleons. But the'last two effects clearly indicated that double 

collisions were taking place. The maximum of 300 MeV/c was a first 

estimate of the cut-off momentum; later inspection of the spectator 

momentum distributions indicated that 280 MeV/c was a better value to use. 

Ail events with spectators faster than 280 MeV/c were rejected 

when making physics plots, but were taken into account in calculations of 
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cross-sections. Table 4.1 shows the fractions of such events for 

channels 4.3 to 4.10. 

Table 4.1 Events with "spectator" faster than 300 MeV/c, expressed as 

a fraction of all events. 

Channel Fraction(;') Channel Fraction(0 

4.3 

4.4 

4.5 

4.6 

19.0+2.5 

20.8+1.5 

23.2+2.8 

15.7+4.2 

4.7 

4.8 

4.9 
(proton 

4.10 	spec.) 

14.1+3.5 

8.2+1.1 _ 

17.3+3.8 

8.1+1.6 

4.4 Agreement with the impulse approximation for events with proton 

spectator slower than 280 McV/c. 

Let us. now consider the events with slower-spectators, 

ignoring, for the. moment, events with an unseen proton spectator together 

with an unseen neutral particle. The momentum spectra (figure 4.3) agree 

with the Hulth6n curve, and no systematic deviations are seen. The two 

angular distributions (figures 4.4 and 4.5) are isotropic, as expected, 

apart from a small excess of forward events in the pnen and A°071°  

channels. An excess of unseen spectators was expected forge equal 0 or 

n, because of poor visibility for tracks parallel to the optic axes; this 

was observed, but was too small an effect to show up in figures 4.3 c and 

d. 

The spectator momentum, cos.a, and y distributions for the other 

four channels specified in section 4.2 were also in reasonable agreement 

with the expected distributions. 
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It has been pointed out by Bigata42)  that the spectator 

momentum and cos8 distributions may not agree with the Hulthen prediction 

for two reasons; firstly, the cross-section is modified because of the 

moment of the neutron target by a"flux factor"; secondly, the variation 

of cross-section with centre of mass energy may bias the momentum 

spectrum. The azimuthal angular distributions should. be  flat, 

independently of these effects. 

The flux factor, R is given by: 

R K (4d Ep) 

 

(4.12 

 

pI{ .X 

  

Where Bp = spectator energy in laboratory. 

 

Md = mass of deuteron. 

pK = momentum of incident K in laboratory. 

p = momentum of incident K in Kn centre of mass system. 

X = total energy in KM centre of mass. 

Then Go = 6
A . R, 
	

(4.13 

Where QA cross-section calculated neglecting momentum of 

target. 

= corrected cross-section. 

c31 
Take the ordinary spectator momentum distribution dp, and 

dN 
calculate f(p) = R dp .(p is the proton momentum). Then it can be 

shown42) that the function H(p), defined below, should have a flat 

distribution. 

H(p) = Ii(k).dk 	 (4.14 

Bigata obtained a flat distribution for 1(p)1  at a 35% 

confidence level. 
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For this experiment, the uncorrected plots agree reasonably 

well with the impulse approximation, and so it seems unnecessary to make 

more rigorous checks. It is, however, interesting to estimate what 

qualitative effects should arise from the neglect of these corrections. 

The effect on the spectator momentum distribution is hard to 

estimate; but for a given value of p, opposite values of cosO have an 

opposite effect and hence tend to cancel. For the spectator cos9 

distributions we have: 

6 o 	(4.15 

dcosO 

 

As cosO increases from -1 to +1 the value of x increases, and 

so R falls. Since most channels have a cross-section that falls with 

increasing energy, go also falls. Thus the trio corrections tend to 

cancel. This indicates that the agreement with theory obtained from our 

uncorrected plots is meaningful. 

A further test of the impulse approximation is to calculate the 

cross-section obtained for the A°Tt—channel by unfolding the Fermi motion, 

using the Hulthen momentum distribution, and compare it with that 

obtained for if-p4A°n°. This Kp channel is pure isospin 1, and should 

have a cross-section equal to half of that for the en channel. Figure 

4.6 shows values of A
o obtained by this experiment and by several K-p 

experiments. 

A = CY 
	

(4.16 
411x2 

where X = 	and PK = K-  momentum in rn centre of mass. 
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The first four experiments were collected and fitted by Smart  

and the line obtained by him is plotted. An experiment by Berthon et a1.44) 

found significant disagreement with the data points of V:ohl et a1.45)1  and 

pointed out that the latter. group did not make any correction for 

E ° contamination of A°n°  fits by °m events. The results from this 

experiment46) were obtained from events with seen spectators of momentum 

100 - 280 rieV/c and were subject to an overall uncertainty of 105 in 

addition to the error bars shown. Our points agree well with those of 

Berthon et al., although one point at 1.96 GeV shows a 2L-  standard 

deviation differenCe. Also our results agree well with those of Louie 

et al., Trower and Dauber et al,, but disagree with the results.from 

Wohl et al., and thus reinforce the possibility of the latter being in 

error. (For ETn4A°1-E 1. contamination from Z°rt is smaller than for the 

equivalent Kp channels, and can be satisfactorily removed47) 48)  ) 

Bigata also compared AQR cross-sections from two Kn and Ifp 

experiments, carried out in the same bubble chamber and subject to similar 

biases, and found excellent .agreement. 

4.5 Reliability of P
x 

Py' Pz fits. 

Channels with an unseen spectator and no neutral particle can 

be fitted by the conventional method, subject to one Constraint, or by the 

P x  ,Py,Pz  method (see section 3.4.2), subject to four constraints. Both 

methods gave satisfactory spectator distributions (see figure 4.3, 4.4, 

and 4.5,  parts c and d), and gave nearly identical results for other 

particles, except that the four-constraint fits gave slightly smaller fit 

errors. Another small advantaPe of thePx,Py1 P
z 
 method was that events 

with one straight track could be fitted with three constraints, whereas 

these events would give only zero-constraint fits by the conventional 

method. The effective mass resolution (equation 4.17) and angular 

distributions from both methods agreed well with those for the same 
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channel where the spectator was seen. 

Channels with an unseen spectator, and a non-decaying neutral 

particle cannot be fitted by the conventional method, and give only one-

constraint fits by the 13 ,1
x  Py

, 
 
1  P

z  method. The spectator distributions 

(figures 4.3, 4.4, and 4.5, parts a and b) are quite different from those 

expected, and also effects are seen in plots involving the non-spectator 

particles (for example, see figure 4.7). The cause of this seems to be 

that the fit is so weakly constrained that the three components of 

'spectator momentum cannot be pulled far enough from their starting values; 

therefore the spectator momentum spectrum peaks at zero, not at about 

40 MeV/c as expected. Also, most of the "pulling" of the spectator 

momentum takes place along the beam direction, as the momentum errors 

from measurement are largest in this direction. Thus the distribution of 

cos-& for the spectator displays a large excess of events in the forward 

and backward directions. The anisotropy of the spectator LP distribution 

is probably caused by the choice of an error in Pz  larger than those in 

Px and P ; it seems that thd three errors should have been made eoual. 

This misfitting of the spectator meant that the neutral particle 

was also badly fitted, and the centre of mass energy and the definition of 

the c.m. reference system were both wrong. The first effect was seen in 

an extensive study of effective mass distributions49). The mass resolution 

was calculated for several prominent resonances. 

(2.A.1.02 	r 2  r2 
B (4.17 

rM and rr, are the measured and expected widths respectively 

of - the Breit 7igner curve. rE values are taken from reference 24. 

For mass combinations not including the neutral particle Ali 

was about 2 6 MeV, both when the spectator was seen and when it was unseen. 
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For mass combinations including the neutral paxticle,AM was about 26 MeV 

when the spectator was seen, and about 54 MeV when the spectator was unseen. 

Figure 4.7 shows Y
1(1385) production as an example. This loss of 

resolution is clearly rather serious. ,Uso the peak of the Y1(1385) 

resonance in figure 4.7a occurs at about 1420 LeV, two standard deviations 

higher than expected. Smaller upward shifts were seen for other resonances; 

this is a strong indication of misfitting. 

Results from a 3 GeV/c Kn experiment described in a thesis by 

W. koogland
50) 

confirmed that the mass resolution was worseaed for one-

constraint inserted spectator fits; but an order-of-magnitude calculation 

indicated that no shift in resonance peaks should occur. This is in 

contradiction to our results. The results of theP
xI

P
y
,P method of 

fitting (method A), were compared with a fitting method using the 

1/ 
conventional variables, with p = 45+30 MeV/c 

-1 
and dip and azimuth 

equal to zero with large errors (method B). For the one-constraint 

inserted spectator fits, method A gave results similar to those from this 

experiment.; method B gave a better spectator momentum distribution, but 

worse anisotropy in the spectator angular distributions. Also the mass 

resolution was-worsened, and a shift in the position of the resonance 

peaks was expected. Thus method B seemed to be even worse than method A. 

These conclusions have been confirmed by our Glasgow collaborators, 

using artificial. "events" generated by a Monte Carlo program51). They 

used method A, and also tried a method that used the fitted spectator 

parameters from method A and the measured parameters for other particles, 

to carry out a "second iteration" of method A; although this improved the 

spectator momentum distribution, which then peaked at 50 MeV/c, the strong 

angular anistropies were unchanged. The spread of centre of mass energy 
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was founf, 	be too narrow, because the fitted spectator momentum  was 

too small. Both this studyl.and Hoogland's agreed that although the. 

misidentification of one-constraint inserted spectator =its was worse than 

for the corresponding seen spectator fits, it was not excessive (sbcut 

13% for one example in reference 51). 

To summarize, four-constraint inserted spectator fits using the 

P
7
,, PTA, P

z 
 method show some advantages over the conventional one-constraint 

fits. However/  one-constraint inserted spectator fits lead to biased and 

inaccurate results. Such fits have been used to calculate cross-sections/  

or for the study of processes exclusively involving the seen outgoing 

particles, but they were excluded from all other studies. 
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—One proton unseen -25 events. 

— Both protons seen-13 events. 

Total, before momentum 

cuts,:: 692 events. 
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CHAPTER 5 	Contamination and decay weighting. 

5.1 Estimation of fraction of m-  particles in the beam. 

Two different methods were used. Firstly, events with the 

topology 400 were kinematically fitted to the following reactions: 

M Cl -411 T1 2P 
	 (5.1 

K
_
d 
	

PP 	 (5.2 

Both reactions gave four-constraint fits (since both protons were 

seen), and were well'separated; only about tV of the events fitting 5.1 also 

fitted 5.2. The ratio of fits for each reaction was corrected for the 

cross-section difference; the factor, cr(K-) it c(n), was 0.71. 

For the second method, all delta rays on beam tracks leading to. 

interactions were recorded. Since the momentum of all beam tracks that 

passed the scanning criteria was similar,m particles had a larger value of 

13(= v/c) than did K-  particles, and could therefore create more energetic 

delta rays. It was found that at 1.65 GeV/c, delta rays of radius greater 

than 1.8 ems were nearly all produced bYrc particles, with an efficiency of 

3.15 for an average beam track length of 40 ems. The fraction of TIT particles 

calculated was corrected for the difference ofitn and Kn total cross-

sections. The ratio used was 0.80. 

These two methods were used by all the collaborating groups on - 

about one half of the pictures scanned and results from each agreed well. 

Also the results from different groups were compatible, except for one 

.second run value that disagreed with all other determinations, and was 

therefore discarded. The averages figures are giyen in table 5.1. 

Only the second run was seriously contaminated, and it was found 

that 11-  beam tracks from this run tended to enter the bubble chamber lower 
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Table 5.1 

 

n 'contamination. 

   

Run nmentum 

(GeV/c) 

(N77).  / (ii, -)at bubble chamber. 

C) 

1 1.65 2.7 	0.7 

2 1.65 13.3 + 3.0 

4 1.65  1.5 + 0.6 

1+2+4 1.65 4.3 + 0.8 

3 1.45 1.0 + 140 

than IC's, i.e. with a smaller y coordinate. 605 ofn beam tracks could 

be rejected. But the final contamination of all 1.65 GOT/c data (runs 1, 

2 and 4) would only be reduced by 15 as a result, and so no action was taken. 

Of the channels discussed in later chapters, only channel 5.2 is 

affected by n contamination. The fraction of possible TL 	events 

that fitted 5.2 as well as 5.1 varied with the degree of constraint of the 

fit; it was 6% for a four-constraint fit when both protons were seen, 605 for 

a one-constraint unseen spectator fit, and probably about 405 for a four-

constraint unseen spectator fit using the Px, Py, Pz variables. The 

calculated contarninations,corrected for cross-section differences,were 25 and 

0.55 for the 1.65 Geillc and 1.45 GeV/c data respectively. 

5.2 Contamination of all three-body channels. 

5.2.1 Introduction. 

The contamination from misidentification of K--induced events as 

well as fromn--induced events is examined; in fact the latter only matters 

for the 300 and 400 channels. The following channels are considered; each 

involves a proton spectator, satisfying the criteria of chapter 4. 
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K-n -->A0Tt -17 
pit 

-o - K. n nK n 
4n+a- 

Tr 

K n 	IT  it  

K-n -->E rt ono 

K-n 
Lnan 

All channels ware fitted by the px  py  ,pz  method when the 

spectator was unseen, except for one half of the Imperial College events for 

channels 	to 5.8 from the 1.65 GeV/c run. Therefore channels 5.5 to 5.8 

gave four-constraint fits nearly always. These latter channels were the 

most heavily-  contaminated, by  K--induced events from other channels. The 

discussion in chapter 4 shows that, for events in these channels with an 

unseen spectator, the event identification was fairly reliable, although the 

kinematic track parameters were seriously biased. Such events are used for 

cross-section calculations, and so must be discussed here. 

In general the 1.65 GeV/c data had larger contamination that the 

.1.45 GeV/c data, because for the former, momentum errors were slightly larger 

and hence misidentification was easier. 

5.2:2 Quantities plotted. 

- 'To investigate contamination and losses for the above decays, 

histograms of the twc decay angles were plotted: 

(5.3 

(5.4 

(5.5 

(5.6 

(5.7 

(5.8 

cos -0d  (e) -()
-o e d  

tp 1z.   -cos-1  ( -P21x 1)  
).x 11 	x e1  I 

(5.9 

(5.10 
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The on vectors indicates unit length. D, e and z represent the 

'decay parent, the selected decay product, and the bubble chamber z axis 

respectively. The first subscript specifies  the reference system, 1 is the 

laboratory system, p the production centre of mass system, and d the decay 

c.m. system.- 

Cos 0d should have a flat distribution for.all charged or neutral 

decays from 2 or 3 body channels, since the polarisation of any decaying 
A 

particle must be normal to Dp, by parity conservation. 

Also the distribution ofq)
1Z 

 should be flat, since any polarisation 

of the decay parent is randomly orientated relative to the z axis. However, 

scanning losses may occur when the decay plane contains the z axis, i.e. at 

4)
1 z

= 0 or rc . 

• Histograms were also examined for true decay lifetime, projected 

decay length, coordinates of production and decay vertices and (missing mass)
a 

 , 

TI-i_ch is definod. thus: 

(D. (missing mass )2 = (E. 	- E E
out

)2 	- IP .)2  in 	 -ouu (5.11 

The summation is carried out over seen outgoing particles; unfitted 

directions and momenta must be used. For example in channel 5.5, the (m.m.)2  

should be zero, and in channel 5.3, it should equal (m(rc°))2. 

5.2.3 Kn-4A°mrt°  
Lvt- 

(channel 5.3). 

This channel suffers the worst contamination, and is discussed in 

some detail because cf its importance in the later analysis. 

The identification of the A°  was very reliable. About 1;"4 of the 

decay vertex A°  fits  were ambiguous .:;ith Ko  fits, and half of these gave 

multivertex fits to 5.4, as well as to 5.3, and were excluded from 5.3 for 

convenience. Fits to 
	
e were unfortunately not attempted. A 1 decay 
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cryconversion could emalate a A°  decay where the proton travelled forwarrl 

in the A °  c.m., that is, with cosa = +1. The histograms of cos
d for 

unique fits showed a very small excess here, certainly less than 15 for both 

beam momenta. A study oflp, 	m histogrFs indicated that scanning losses were Is 

also. less than 1,:). 

Cnce the A°  had been identified, there were still four possible 

contaminating channels, numbers 5.12 to 5.15, given in table 5.2. The last 

two chanhels were unfittablo, and their dross-sections were estimated from 

fittable channels involving different charge states of the same particles. 

Isospin Clebsch-Gordan coefficients wero -used to calculate resonant cross-

. sections, and the non-resonant cress-sections were assumed to be equal to 

those for the fittable reactions. For example the non-resonant cross-sections 

for the E -FICTE-  and ZiT±rt-  channels were ,07 and .08 mb respectively at 
1.65 GeV/o, and so .075 mb was taken for this part of channel 5.14. 

Channel 5.12 was always prefei-red to 5.3, as it was more highly 

constrained. For channel 5.12 the (m.m.)2  distribution was very narrow, and 

Table 5.2 Channels possibly contaminating KM A0TE-TE °. 
4-rn 

Channel 1.To. 	of 

Constraints 

Cross-sections 

At 1.45 GeV/c 

(mb) 

At 1.65 GeV/c 

Reference 

number 

K'n -4/1°n-  4 2.8 2.0 5.12 

K-n--,E°Tc 1 0.80 0.45 5.13 
LAoy  

F.-.Th -).E ci-crc°  -2 ,-.0.6 -0.6 5.14 
Ley \ • 

K7n --0,°nen°  -2 - 0.6 	' •-, 0.6 5.15 
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also the missing energy was closer to zero, whereas the missilg energy for 

5.3. was usually large. Thus the two channels were kinematically well 

separated, and losses from 5.3 should be negligible. 

About 4% of seen spectator events and 6 of unseen spectator events 

for channel 5.3 were ambiguous with 5,13. 	histograms of cosh for the E 

decay for these events were not flat, but had an excess of forward y's, 

(figure 5.1). 	This excess was probably caused by true 5.3 events with a 

fastre that could simulate a fast forward y , 	and thus also fitted 5.13. 

Figure 5.2 shows cOsed  for the complementary situation of A°/F°  ambiguities; 

section 6.2 discusses this. 
	

On this basis, about one—third of the ambiguous 

events really came from 	channel 5.3, and thus, rejecting ambiguous 

events lost only about 27", of good 5.3 events. 

The contamination from channels 5.14 and 5.15 is best investigated 

from histograms of (missing mass)2  for channel 5.3; see figure 5.3 for 

1.45 GeV/c results. 	The minimum values of (m.m.) 2  are about m2(go) for the 

rt 	 , 
Y from 5.14 and 4m2 

o
) for 5.15. 	Thus we expect 5.14 to be a larger 

source of contamination; unfortunately these events will not all cause an 

N 
excess number of events on the high mass side of the (m.m.)

2 
 peak, since 

N, 	N 
measurement errors can produce some events with (m.m)

2 
 less than m

2 
 ku

o 
 ) 

which tend to cancel the excess caused by the other events. Figure 5.4 shows 

the distributions of excess events. 	We assumed that half the 5.14 events 

did not appear in the excess, and also that the contaminations from 5.15 

events was half that from 5.14 events; the results are shown in table 5.3. 

If all events with (m.m.) 2  - greater than 0.7 GeV 
2 
 were removed, this 

reduced contamination considerably without losing too many genuine events; 

see table 5.3. 

After having rejected all ambiguous events, and those with (m.m)
2 

greater than .07 GeV—, the remaining contamination and losses are shown in 
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Table 5.3 	Contamination of channel 5.3 by channels 5.14 and 5.15. 

Events Fraction 

5.14 (5) 

of true 

5.15 	(/J) 

Total 

(%) 

Total after 

cut 	(%) 

True 5.3 
d 

cut
remove  

(5).
by 

 

1.45 GeV/c seen 4.7 2.3 7.0 4.9 3.3 
spectators. 

1.45 GeV/c unseen 6.5 3.2 9.7 4.7 7.0 
spectators. 

1.65 GeV/c seen 8.0 4.0 12.0 7.0 5.0 
spectators. 

1.65 GeV/c unseen 13.0 6.5  19.5 9.3 7.9 
spectators. 

table 5.4. All estimates are subject to errors of about one-half, because of 

statistical fluctuations and because of the assumptions made. Only the seen 

spectator events were used for physics plots, and thus the remaining biases 

should not be too serious. 

5.2.4 K 	 o m (channel 5.4) • 

L +  - CC TC 

The numbers of ambiguous fits, mainly involving channel 5.3 only, 

were less than 15 at both momenta. These were, therefore, not used. 

Table 5.4 	Contamination and losses for channel 5.3, from all sources. 

Contamination from 

5.14 and 5.15 (%) 

Losses to 

5.13, 5.14 and 5.15& 

1.45 GeV/c seens 4.9 5.5 

1.45 GeV/c unseens 4.7 8.6 

1.65 GeV/c seems 7.0 7.0 

1.65 GeV/c unseens 9.3 10.3 
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The histograms of cos'd  (T/ ) for the K°  decay showed a significant 

excess (for unique events) at cos.ad  = -1, of 2 and e at 1.45 and 1.65 GeV/c 

respectively; see figure 5.5. This probably came from mlsfitting of true A°  

decays from channels 5.14 or 5.15; misfitted y decays from the E ° channels 

would cause excesses at -1 and +1. The p lz histograms showed no losses. 

When the K°  had been identified, the only possible contamination 

was from: 

-o o n rC 
141+  — rt 

(5.16 

This channel was unfittable. However, the width of the (m.m.)
2 

neutron peak for 5.4 was about one-fifth of the separation of the.neutron and 
‘ 

(Tli-rt
o 
 ) peaks (figure 5.6), so very little misfitting should occur. By 

calculating the excess on the high mass side of the neutron peak, as done for 

channel 5.3, the contamination was found to be less than 0.5(f, and 3.05 for 

all events With seen and unseen spectators respectively. 

It shouldbe noted that the peak of. the (m.m.)2  histogram at.  

1.45 GeV/c was at .875 (GeV)21.  that is, .005 (GeV)2  lower than expected. 

Channel 5.13 showed a similar effect. This was probably caused by under-

estimation of the beam momentum by about 4 MeV/c, but should affect the 

overall quality,of fitting only a little. 

Thus there 'are no serious contamination problems for this channel. 

5.2.5 K7n L-ppK1-c 	(channel 5.5). 

The possible sources of contamination were: 

rc n 	prc rt 	 (5.17 

Kn pKTrurc° 
	

(5.18 

Confusion of K with It 
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The Tc contamination has been discusSed in section 5.1 and was 

'not serious. Channel 5.5 was always preferred to 5.18 as it was more highly 

constrained; these channels are kinematically well-separated, for the same 

reasons stated for channels 5.3 and 5.12, and thus contamination of 5.5 was 

negligible. \ 
Figure 5.7 shows the (m.m.)2  plots for all four-constraint fits, 

i.e. seen spectator events and unseen spectator events fitted using the 

per, p_, pZ  method. Figure 5.8 shows the plot for all Imperial College one- • jr 
one- 

constraint unseen spectator fits, which has a wider peak, with an excess of 

.high (m.m.)
2 

events. Thus the use of the 	pp method leads to an y z 

important improvement here. But the one-constraint fits were only 105 of all 

fits to this channel for the 1.65-  GeV/c run, and were not used for the 

1.45 GeV/c run, and so the final contamination was small. 

Vihen fits to 5:5 with E — and IC particles interchanged were 

ambiguous, the fit with lower probability was rejected, but this occurred 

for less than 	of all fits. Table 5.5 summarizes the situation. 

5.2.6 IC 
— 4- 

7 n 	(chnnels 5.6, 7, and 8). 

Ambiguities with K;  decays were largely eliminated by use of 

criterion 5 in section 3.4.3; only about 0.55 of all fits to these channels 

remain ambiguous. The reliability of this criterion seemed very good,as 

discussed in secticns 3.4.4. 

Table 5.5 Contaminatianof  

   

1 	From 5.17 

(0 

.-FT OM 5.18  

(0 

4-- From 7 / L 

confusion. (%) 

Total 

(0 

1.45 GeV/c run 0.5 •-., 0.2 2• 2.7 

1.65 GeV/c run 2.0 1.5 "'2. 5.5 



T - 	o Other contamination could come from K n 	n n n events. 

However, the corresponding channels were kinematically well separated, just 

as channels 5.3 and 5.12 were. The total contamination was less than 35, 

which was not serious. 

However, both the cos0d an dtplz  histograms were anistropic because 

of scanning losses. This was worst. for channel 5.7, that is, ferE + Prc
o

• 

These losses were corrected by a weighting method discussed in the next section. 

5.3 	, Weighting for unseen weak decays. 

5.3.1 Introduction. 

+ Some charged and neutral. decays (e.g. c):: 	-->p no or of A 	-0 rt 

occur outside the bubble chamber, or too close to the collision vertex to be 

distino.lished. illso certain configurations may be very difficult to see when 

scanning. All of these losses are dependent on the momentum of the parent 

particle, nr.:1 must therefore,.be corrected for, in order to avoid biases, and 

in order to compute cross-sections. 

To correct for the first kind of loss, a minimum observable 

projected decay length (lmin) and a maximum observable decay volume were 

chosen. Then all events with decays outside these limits were rejected and 

the remaining events were weighted thuS: 

Weight = 1 	 (5.19 

   

exp (-tmin./T) -exp(-tmax./T) 

Where T F  average true lifetime 

 

t . 	= m.1 nun 	min 

  

(5.20 

  

p.sin(dip) 

  

max 	= m'l max 

  

(5.21 

  

p 

   

1max 	distance from collision vertex to edge of decay 

volume, along decay parent direction. 	(5.22 
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To select 1 	1  histograms of the projected decay length were min 

;plotted, and for most channels a loss of events was seen fo-2 1 less than 

about 5 mm. Then plots were made of the total weighted number of events (IT ) 

versusthevalueoflmin selected. For 1min less than 3 mm, the scanning 

losses were not completely corrected for, and N was too smallti, ;  as  1
min was 

increased, Nw  increased, and then flattened off. The optimum 1
min was at the 

turnover point.' To help locate this point, error bars were drawn showing the 

expected fluctuation of one N 'relative to the previous one. The expression 

5.23 is corrected for the use of weighted events. 

cr ) = 	(1T w2 wl 	01 '02 • "w2 (5.23 

 

N
02 

 

(N0  = unweighted number of events.) 

Figure 5.9 shows the N plots for three important cases, and table 

5.6summarizesallthe1.values used. min 

The production and decay fiducial volumes used are shown in figure 

5.10 and table 5.7. The production volume was chosen during scanning, to be a 

rectangular area on the pictures from the second camera; in three dimensions 

this becomes a box with sloping sides. The z limits of the production volume 

Table 5.6 

 

Values of 1 	selected. min 

   

Decay 1min 

1.45 GeV/c events 

(cum ) 

1.65 GeV/c events 

0 	+ 
E.5 — 4 T t 	r c 

A°  ----,p rc-  

E - -4n 'rt 

+ 	o 
Z 	-->p 11; 

E l- --)-nrt +  

0.3 

0.3 

0.4 0.5 

0.9 

0.4 

0.3 

0.3 

0.5 

0.5 
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Table 5.7 	. Dimensions of production and decay fiducial volumes. 

• x 	(cms.) y (cms.) z 	(ems.) 

Production[ at back glass. ""20.9 --4  22.6 -13.7 -4 13.7 1 - 	1. 
volume .at front glass. -20.9 -413.0 -10.7 -410.7 y  -*50. 

at mid-point. 720.9-4,17.3 -12.2 -4- 12.2 ... 

Decay volume. -21.0-4.30.0 -17.0 -417.0 15. --, 37. 

depended on the spread in beam z position, and were found from histograms. 

• The decay fiducial volume was also decided from histograms; it should not 

include any region where decays would not be measurable, and should be at 

least one decay length away from the production fiducial volume, for the 

decays with longest lifetimes ( A Q's, for this experiment). The latter 

requirement avoids over-large decay weights that can cause large statistical 

fluctuations in weighted histograms. In fact optimum conditions could not be 

achieved; for example, the decay of a fast A 9  particle travelling sideways 
from a collision near the edgeof the fiducial volume, had a potential decay 

length of 5 ems., equivalent to half a lifetime, and would receive a weight of 

about 2.3. However, such a combination of circumstances was uncommon; about 

3% of K°i and A°  decays received weights greater than 1.5. 

The average decay weights for neutral decays are given in table 5.8. 

5.3.2 Small-angle decay losses for E decays. 

The scanning loss of small-angle E decays is dependent on the 

Table 5.8 	Average decay weights for neutral decays. 

Decay Channel 1.45 GeV/c data - 1.65 GeV/c data 

I>0 L 	-4 it + rt - 

A
o --*m  

- 	- K 11.-nK mo 	- 

Kn-1Ao  m °   m 

1.14 

1.11 

1.13 

1.12 
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momentum. A previous experiment28)  in the CERN 81 cm bubble chamber 

which has similar geometry to that used here, essentially found that 

observed events should be weighted thus: 

Weight =  1 (5.2.4 
1-ap 

 

where p is the E momentum in GeV/c, and a = .06 for E 	n 

and = .30 for 	11: °. Figure 5.11 shows the variation of efficiency 

(- 1/weight) with F. momentum. 

The best verification of this method is to compare the final 

weighted number for the twoE+  decay modes, which should be equal. Table 

5.9 shows that the two decay modes agreed within one standard deviation. 

Table 5.9 also shows a very high average weight for the E + 	n decay 

mode for the 1.45 GeV/c data. This caused rather large fluctuations in 

histograms for channel 5.7, which involved this decay; however, this was 

the only E decay that could be used to obtain E polarization. 

± 
Table 5.9  Event totals and average weiffhts for Z, decays 

• (Channels 5.6 to 5.8, I.C. data). 

Decay Unweighted 
No. 

Weighted 
No. 

Length 
weight 

Angle 
weight 

Total 
weight 

1.45 GeV/c 	E -..nrC 1185 1446.2 1.15 1.06 1.22 

El--> nes  598 1.30 1.06 1.38 825.4 

E4.--, prc°  355 895.3 1.84 1.37 2.52 

A. -72 + 58 

1.65 GeV/c 	E-)nrc-  712 896.0 1.17 1.08 1.26 

.E-q-irt4  280 1.38 1.05 1.45 406.1 

E4.-pit0  216 424;6 1.41 1.39 1.96 

d= -18 + 38 _ 
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CHAPTER 6 	Cross-section calculations for all fittable reactions. 

6.1 	Introduction. 

6.1.1 Calculation method. 

The cross-section for any reaction, "a", is given by 

(No. of interactions of type a) x (Correction factors) 

(No. of targets/unit volume) x (Total beam track length) 

(6.1 

The correction faCtors correct for ambiguous fits, differences in 

scanning and processing efficiency for different topologies, unseen charged 

or neutral Vee decays etc. and are discussed in sections 6.2, 6.3 and 6.4. 

The total beam-track length, for K particles has been calculated 

from the observed number of tau decays. Beam-track counting could not be 

used, since theµ contamination of the beam was not accurately known. 

To obtain the total track length from the tau count, we note the 

probability of a K decay per unit time in the laboratory system is 

1 (6.2 
' To  

where T = mean laboratory lifetime 
• 1 
To = mean proper lifetime. 

Hence, the probability of decay in length dx is given by: 

a-a 

1 
T1  

dx 

 

m'dx (6.3 
p'T 

 
cf3yTo  

where p' = laboratory momentum of K particle. 

m' = rest mass of K particle 

If NT tau decays are seen, for which the branching ratio is R, 

it then follows that: 

total K track length = NTp'To  

Rm' 
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= NTpcTo 	(6.4 
Rm 

(if p is in MeV/c and m in MeV). 

Then 0-a = Na 
x (Correction factors) 
	

(6.5 

d(0) NT  pc To/(Rm) 

The density of deuterium (d), was'taken as = .107+ .002 gms/cc52). 

p =,mean momentum of K-  particles at collision. 

= 1.643+ .001 GeV/c for nominal 1.65 GeV/c runs. 

and 1.445+ .001 GeV/c for nominal 1.45 GeV/c runs. 

(these values are obtained from momentum histograms for tau 

decays). 

This expression reduces to: 

0a  = Na 
 x (Correction factors) x F 	(6.6 

NT 

where F = 1.31 + .03 mb for 1.65 GeV/c runs. 	(6.7 

= 1.49 + .03 mb for 1.45 GeV/c runs. 

The largest contributions to the error in F are the errors in 

d (2%) and in R (1%). 

6.1.2 Explanation of cross-section tables. 

Values of Na, the correction factors, and cross-sections for the 

Imperial College events from the first two runs of 1.65 GeV/c film are given 

in table 6.1, and.the results for all the Imperial College 1.45 GeV/c film 

are given in table 6.2. All fittable reactions from Kn collisions that 

contain events are considered,except for elastic scattering and them' K 

channels, which are discussed elsewhere (references 85 and 84 respectively.) 

The topology codes are given for each reaction; they are odd for 

tau decays and when the spectator proton is not seen, and even when the 

spectator proton is seen. In this chapter two topologies differing only in 
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Table 6.1. Cross-sections  for Imperial College data from runs 1 and 2  

at 1.65 GeV/c.  

Reaction Topology Spectator Unique 

events 

Ambiguous 

events 

Assigned 

ambigs. 

No. of 

taus 

Corr. for 

unseen 

decays. 

A rt.-  201 s ' 	41 28 +26 243 1.53 

4pi-f 101 u 89 0 -7 273 1.53 

on   201 s 16  31 5 273 1.53 

LiA-4p77 

1  o 210 s .10 1 1 273 1.0 

Lrin7 

pnc-  400 s 83 0 0 235 - 

300 u 196 0 0 265 - 

nnt.- 

t-ritn-  

201' s 53 0 0 273 2.92 

A 11-TC ° 

L  p. 
201 s 90 ' 3 0 273 1.53 

E i-c+rc-  410 s 31 0 0 243 1.0 

L, mi.  310 u 44 0 0 273 1.0 

E 4h77 410 	. s 12 0 0 243 1.89 

Loo 310 u 21 0 0 273 1.89 

E +m-n-  410 s 17 0 0 243 2.12 

Irie 310 u 27  0  0 273 2.12 

plCimim°  400 s 5 0 0 265 - 

( prc°n7m-  400 s 2 0 0 265 1.52 ) 

rani+IT-  400 s 19 9 4.3 265 - 
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Reaction Spectator Decay 

weight 

Other 

corrections 

Corrected no. 

of events 

Cross-section 

(mb) 

Art 1.18 1.43 173 1.91 + .24 

1.18 1.38 204 

1.18 4.52 172 0.83 + .22 

-T10 1.23 5.03 68.1 0.33 ± .10  

pKit •••• 1.23 102. 1.68 ± .16 

1.15 224. 

nnc 1.13 4.42 773 3.70 + .62 

1.15 4.07 643 3.08 ± .46 

E nn7.  1.22 1.43 55.7 0.65 ± .09 

1.22 1.31 72.7 

+ 	- 
L 	IT IT 1.71.  1.43 60.6 0.79 + .17 

P
o ic 1.71 1.31 97.2 

ZTtrc
- 

1.40 1;43 74.3 0.92 ± .16 

[mit+  

prn-n°  

1.40 1.31 

3.90 

108. 

19.5 96 ± 44µb 

(pRon-n- 3.90 11.9 58 + 41121) 	) 

nK rc+n- 3.90 91.5 0.45 + .12 
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Reaction Topology Spectator Unique 

events 

Ambiguous 

events 

Assigned 

athbigs. 

No. of 

taus 

Corr. for 

unseen 

decays 

( A it+rcit-  400 s 17 13 6.3 265 2.88 	) 

(>O+( 400 s 9 5 2.3 265 2.88 ) 

Arettim-  401 s 12 1 1 243 1.53 

Lp77 301 u 42 0 -8 273 1.53 

Mem-Tr-Tr°  401 s 1 0 0 273 1.53 
1_.pir- 

E Orc+TE"-i-c-  401 s 2 	.' 1 0 273 1.53 

I --)y A —pre".  

pl,. 7 a - 7 e

rc+n-  

401 s 0 0 0 243 2.92 

L 301 u 2 0 0 273 	. 2.92 

nrc97+n7m-  401 s 0 0 0 273 2.92 

LTC rc 
 

E 1T-i-n-IT°  410 s 7 1 .5 273 1.0 

LITE  

E +rt-Vrt°  410 s 3 0 0 273 1.89 

4no 

Z +nrt-it°  410 s 3 0 0 273 2.12 

1.-mn+  

( ) indicates an unreliable reaction topology. See section 6.6 
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Reaction Spectator Decay 

weight 

Other 

corrections 

Corrected no. 

of events 

Cross-section 

(mb) 

( 

E  

nK 

E 

E 

(E  

Art 

pK 

- - An+  rc it 

0n+n-n- 

+ 
An n n-  

+ - - 0 7 n n s 

Orttrcit- 

- 	- - o 
It rc 

0 + - 
n n n 

-i-c +eit°  

+rcrt -c°  
Lpno 

- - + 
IL TC n0  

LIT+ 

s 

s 

s 

u 

s 

s 

u 

s 

s 

s 

s 

- 

- 

1.15 

1.15 

1.05 

1.15 

1.15 

1.15 

1.10 

1.28 

1.75 

1.44 

3.90 

3.90 

1.77 

1.47 

5.63 

5.63 

1.77 

1.47 

5.63 

 4.51 

4.51 

4.51 

262 

127 

40.4 

87.9 

9.07 

19.8 

0 

9.9 

-‹19.0 

43.4' 

44.7 

41.5 	. 

1.29 ± .36 

0.63 + .23 

0.64 + .10 _ 

43 + 430 

95 ± 67gb 

47 + 380 

,z..9111b 

0.21 + .08 

0.21 + .12 _ 

0.20 + .12 .... 

) 

) 
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Table 6.2 Cross-sections for all Imperial College data at 1.45 GeV/c. 

Reaction Topology Spectator 

Corr. for 

Unique 	Ambiguous 	Assigned 	unseen 

events 	events 	ambigs. 	decays 

Tau decays 300 - 675 	0 	0 	- 

A rt 201 s 	. 84 	90 	76 	1.53 

4n 101 u 133 	262 	228 	1.53 

. 	E  orc- 201 s 41 	, 	107 	24 	1.53 

LA --. "Yd.' 

z-m° 

101 

210 

u 

s 

34 	299 	56 	1.53 

68 	5 	2 	1.0 

Lin: 110 u - 110 topology not measured - 

pnc 400 s 133 	12 	6. 	- 

nh ci n 

300 

201 

u 

s 

	

361 	24 	12 	- 

	

94 	1 	1 	2.92 

Lifit-  101 u 250 , 	7 	3 	2.92 

A rc-r-c°  201 s 249 	17 	7 	1.53 

LT77 101 u 488 	37 	16 	1.53 

E-rt+ri 410 s 55 	0 	0 	1.0 

LIT 310 u 149 	2 	2 	1.0 

E+i-C-rc 410 s 10 	0 	0 	1.89 

Lpn o 
310 u 41 	0 	0 	1.89 

Z +n-ri 410 s 22 	0 	0 	2.12 

Lnlif.  310 u 58 	1 	1 	2.12 

pK-Tc-rc°  400 s 13 	3 	1 	 - 

300 u 44 	3 	1 	- 
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Reaction 

• 

Spectator Decay 

weight 

Other 	Corrected no. 

corrections 	of events 

Cross-section 

(mb) 

Tau decays - - 1.06 715 - 

Art 7 s 1.19 1.19 348 2.30 + .25 .... 

u 1.18 1.17 764 

Eon- 
s 1.19 1.20 143 0.70 + .09 

z-mo 

u 

s 

1.19 

1.24 

1.19 

4.57 

195 

397 0.83 + .13 

u - Not measured - 

pK7m-  s - 1.16 161 1.19 + 	.09 

u - 1.10 408 

ninc-  s 1.13 1.18 371 2.78 + .23 

u 1.16 1.13 968 

Are it ° s 1.12 1.19 522 3.34 + .25 

u 1.15. 1.22 1085 

-.ru+'IT- s 1.26 1.26 	- 87.5 0.65 ± .06 

u 1.25 1.18 223 

+ - - 
Z n n s 2.64 1.26 63.6 0.63 + 	.12 

Lion° 
u 2.60 1.18 239.5 

E+Ttn s 1.37 1.26 81.0 0.58 + .08 

Ln7+  u 1.34.  1.18 198.0 

pICIRR°  a - 1.22  17.1 0.14 + .02 
- 

u - 1.16 52.1 
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Reaction Topology 

\ 

Spectator Unique 

events 

Ambiguous 

events 

Assigned 

ambigs. 

Corr. for 

unseen 

decays 

(prnirt- 400 s 3 2 j 1.52 ) 
( ) 
( 	• 300 u 13 1 1 1.52 ) 

nKII-Iii7  400 s 13 10 4.5 — 

300 u  26 21 9 — 

( Arc+nn-  400 s 22 23 11 2.88 ) 
( ) 
( 300 u 44 62 29.5 2.88 ) 

( E c'rt +rc —a 400 s 7 18 7.5 2.88 ) 
( ) 
( 300 u 	. 9 50 23.5 2.88 ) 

Antn-n 401 s 40 12 10, 1.53 

LTC 301 u 57 47 25 1.53 

A iiInn°  401 s 2 0 0 1.53 

L07 301 u 3 2 1 1.53 

E Ort+rrit-  401 s 3 12 2 1.53 

LyA -407 301 u 2 	• 48 23 1.53 

pRorcn- 
401 s 1 0 0 2.92 

Len 301 u 1 0 0 2.92 

.0 	- 
a m + IT n 401 s 0 0 0 2.92 

LT,÷„ 301 u 0 0 0 2.92 

-'rr -i- r17.-ri)  410 s 20 	' 2 2 1.0 

Lnn-  310 u 44 2 2 1.0 
• 

Z +a-TETI°  410 s 4 0 0 1.89 
i 

Lao 
310 u 15 0 0 1.89 

E447mn°  410 s 3 0 0 2.12 

Lan+  310 u 9 2 2 2.12 

( ) indicates an unreliable reaction topology. See section 6.6. 
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Reaction Spectator Decay 

weight 

Other 

corrections 

Corrected no. 

of events 

Cross-section 

(mb) 

( 
( 

( 
( 
( 
( 
( 
( 

E  

Z 

E 

(pR° 1-c-rE 

flint 

pK 

nK 

. 
+Tr-  

A it+Tt-rc-  

E nit  Tr 

Art fim-7- 

+  
A TC TT

- 
 It it

0  

0 - - 
Tr 7 

o it it rc 

Tc+Ttrt°  

+rt-rtTr°  
LpTto 

+Trrcn°  
Lurff  

 s 

u 

s 

u 

s 

u 

s 

u 

s 

u 

s 

U 

S 

u 

8 

u 

s 

u 

s 

u 

s 

u 

a 

u 

- 

- 

- 

- 

- 

- 

, 

- 

1.135 

1.135 

1.08 

1.16 

1.11 

1.11 

1.09 

1.27 

1.1 

1.1 

1.27 

1.20 

2.43 

2.37 

1.33 

1.34 

• 

On+Tr- a- 

- 1.22 

1.22 

1.16 

1.22 	- 

1.16 

1.22 

1.16 

1.16 

1.18 

1.16 

1.14 

1.18 

1.14 

.1.18 

1.12 

1.16 

1.14 

1.18 

 1.29 

1.21 

1.29 

1.21 

1.29 

1.21 

7.4 

24.7 

21.4 

40.6 

116. 

245. 

51. 

108. 

97.4 

166. 

3.8 

8.4 

9.7 
50.3 

3.6 

4.3 

-_ 3.7 

3.8 

36.1 

67. 

23.8 

81.3 

10.9 

37.9 

67 + 171ib 	) 
) 
) 

0.13 + .02 

0.75 + 	.11 	) 
) 
) 

0.33 + .06 ) 
) 
) 

0.55 + .07 

25 + 1012b - 

0.125  + .025 

17 + 12gb _ 

160) 

0.21 + .03 - 

0.22 + .06 _ 

0.10 + .03 _ 
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the visibility of the proton (e.g. 101 and 201) are referred to collect- 

• ively by the odd topology code; when necessary the spectator proton is 

specified to be unseen or seen. 

The table also specifies whether the spectator is seen (s) or 

unseen (u). These two classes are treated separately for each reaction, 

as they need different correction factors. 

The value used for Na 
 in equation 6.6, is the number of unique 

events plus the number of ambiguous events assigned to that reaction 

("assigned ambigs."). Both numbers are those obtained after the application 

of the decay length cuts, and after requiring that the momentum of the 

spectator proton is less than 300 MeV/c (or 280 MeV/c for 1.45 GeV/c data). 

The cross-section per event, before corrections, is given by (F/1117) and is 

5.4 gbarns per event for Imperial College 1.65 GeV/c data, and 2.2 gbarns 

per event for 1.45 GeV/c data (about 1.0 barns per event at 1.65 GeV/c and 

0.37 gbarns per event at 1.45 GeV/c, for the whole collaboration). 

The correction factors listed in the tables are those fcr unseen 

decays, the decay weights and all others combined. This last consists of:-

(Scanning loss) x (Processing loss) x (Contamination) 

x (Probability cut) x (Unseen spe.ctators loss) x (Glauber corrections) 

x (Fast spectators correction) 	 (6.7 

The values for each of these correction factors can be found in 

this chapter; the.first two in table 6.4, the third in tables 6.5 and 6.6, 

and the fourth in section 6.2.7. The last three corrections are the same 

for all reactions at a given beam momentum, and their values are given in 

sections 6.2.8, 6.3 and 6.4 respectively. 

The error on the cross-section given includes the statistical 

error on the number of events seen, and the errors on all other factors in 

the calculation; this is discussed in section 6.5. 
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6.2 	Correction factors. 

6.2.1  Introduction.  

The assignment of ambiguous events, and the various correction 

factors are discussed below in more detail. The Glauber correction and 

the correction for fast spectator events are rather different problems, 

and are examined in sections 6.3 and 6.4 respectively. 

6.2.2  Ambiguous fits. 

For the reactions with 101 and 301 topologies that involve a 

seen A decay, many events gave fits ambiguous between Arc, Z°1-t and 

Arrn°  (for the 101 topology), and between Ali+TE-Tr and similar reactions 

(for the 301 topology). The events were divided between the reactions on 

the basis of histograms of cosOd  (A ); this is discussed in section 5.2, 

and figures 5.1 and 5.2 show the plots for AITTR°  /E°Tt-  and for Art /E°Tc

athbiguous events for the 1.65 GeV/c runs. The distributions should be flat 

for true E °  events. The A°/F°  ambiguous events show a peak at cos% t•-•1; 

this is produced by true A events where a slow backward gamma can be added 

with only a small effect on energy and momentum conservation, thus simulat-

ing a E°. For An°A°  ambiguous events, a broad shoulder for cosOd negative 

corresponds to true ATt°  events (see section 5.2.3). Studies of the cosOd  

plots indicate that, for the 101 topology, about 90% of the A A°  ambiguous 

events were really A events, and about 40% of the ATt°A°  events were really 

Au°  events; for the 301 topology, the "true A " peak at cos3d t=1 was less 

sharp, and generally more of the ambiguities were E events. Table 6.3 

shows a tabulation of these results. 

Many ambiguous fits were also obtained between the 1-constraint 

reactions rilni+n-  ATITC11-  and EYIT-IT (with no neutral decays seen) 

because of the weakness of constraint and absence of a decay signature. 
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Table 6.3 	Assignment of A/E °/ A TC ° ambiguous events. 

For each group of data, the first line gives the raw numbers of 

unique and ambiguous events, while on the second line the assignment of 

the ambiguous events and the consequent reaction totals are shown. 

Spectator A A/Z° F° 	zo/A n o A no 

101 topology \ 

seen 41 

67 

, 	28 

26/2 

17 

22 

3 

3/0 

90 

90 

1.65 GeV/c 

unseen 89 Not fittable 

82 -7 - - - 

1.45 GeV/c seen 84 90 41 17 249 

160 76/14 65 10/7 256 

unseen ,133 262 34 37 488 

361 228/34 89 21/16 504 

301 topology 

1.65 GeV/c seen 12 1 2 0 1 

13 1/0 2 0/0 1 

unseen 42 ---- Not fittable 

34 -8 - - - 

1.45 GeV/c seen 40 12 3 0 2 

50 10/2 5 0/0 2 

unseen 57 47 2 2 3 

82 25/22 25 1/1 4 
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The last two reactions are probably also contaminated by mis-assigned 

events (see section 6.6). 

The nIC rc ambiguous -events were nearly all ambiguous with 

Missing mass plots gave no indication as to how to assign these 

events; therefore they were shared equally between the channels. 

No other reaction showed an appreciable number of ambiguous fits. 

6.2.3 Unseen decay modes and decay losses. 

Reactions involving a seen neutral or charged particle decay must 

be corrected for particle decays leading to other topologies, or to unfit-

table events. Also a few reactions involving a neutral particle that is 

not seen to decay, must be corrected for the seen decay modes. All branching 

ratios and errors are taken from reference 24; the errors range from 0.2% 

for E 	rc 	to 3.0% for E 

The numbers of events in tables 6.1 and 6.2 are obtained after 

the application of the minimum and maximum decay length cuts, and are then 

weighted for unseen decay losses as discussed in section 5.3. 

6.2.4 Scanning losses. 

The scanning efficiency was calculated separately for each 

topology by comparing the first and second scans. 

If 	N1 	
no. of events found in first scan, 

N2 	no. of events found in second scan, 

and N12 = no. of events found in both scans. 

Then 	N1  = e
1
NT 

N2 	e2NT 	 (6.9 

N
12 = ele2NT 

where NT  = total no. of events actually present 

2 = efficiencies for first and second scans respectively. 
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Therefore TIT  = N .1T 1 '2 

    

 

N12 

    

and the overall efficiency = e0 = (N1+112-N12) 

 

   

NT„ 

  

  

= (N1+N.2-N12).N12 
N1  .N

2 
(6.10 

Equation 6.9 assumes that losses are purely random. For the 

reactions discussed in this thesis, the events with track configurations 
• 

of poor visibility were eliminated by minimum and maximum decay length cuts; 

therefore the assumption is reasonable. It is also reasonable to assume 

that different reactions with the same topology have approximately the same 

scanning efficiency. 

.Further corrections were made for extra events found during the 

check scan, and for the part of the 1.65 GeV/c film for which only a single 

scan was made. 

The correction factor used is a ratio of efficiencies: 

e0(306 topology) 	 (6.11 

e0  (current topology) 

Table 6.4 gives this factor for all topologies except 200 for all runs. 

Only a part of the Imperial College film was used to calculate these values, 

but the errors are still only about 1 - 2%, small compared with other errors. 

6.2.5  Processing losses. 

Unmeasureable events, events giving zero-constraint fits, and 

events without good measurements, cannot give fits, and must be allowed for. 

The processing efficiency was found by counting the number of events in 

these categories, and comparing with the total number of scanned events. 

The correction factors were then calculated as for the scanning losses, 

according to equation 6.11, and are given in table 6.4. 
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Table 6.4 

 

Correction factors for scanning losses and processing losses. 

   

(Relative to the 300 topology) 

Topology 

Scanning losses Processing losses 

1.65 GeV/c 

run 

1.45 GeV/c 

run 

1.65 GeV/c 

run 

1.45 GeV/c 

run 

101 1.05 1.01 1.04 1.00 

. 1 prong rare 1.39 0.98 1.12 1.00 

201 1.09 1.00 1.10 1.02 

210 1.20.  • 	1.22 1.10 1.05 

2 prong rare 1.20 1.02 1.26 1.32 

300 1.00 1.00 1.00 1.00 

301 1.01 0.98 1.16 1.02 

310 0.99 	• 0.97 1.06 1.05 

3 prong rare 1.18 1.52 1.15 1.14 

400 .1.02 1.01 1007 1.03 

401 1.10 0.97 1.35 1.00 

410  1.07 0.97 1.12 1.13 

4 prong rare 1.25 1.11 1.40 1.45 

7---4 prongs 1.00 1.70 - 1.06 

Absolute value for. 

300 0.95 0.995 0.94 0.91 
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The processing losses, like the scanning losses, are assumed to 

be the same for different reactions with the same topology. All of the 

Imperial College events for the first two runs at 1.65 GeV/c, and for the 

run at 1.45 GeV/c were used to calculate the factors in table 6.4, which 

are subject to errors of about 1%. 

6.2.6 Contamination. 

Contamination of three-body channels has been discussed in 

chapter 5. The,percentage contamination of various channels is shown for 

Imperial College events in tables 6.5 and 6.6. These differ slightly from 

the values given for the whole collaboration in chapter 5, since the 

px1py,pz fitting method was not used for Imperial College events at 

1.65 GeV/c. A beam entry cut has been applied to all 1.65 GeV/c events of 

300 topology, to reduce it -induced contamination. 

Corrections have not been made for K7-induced contamination of 

the non three-body reactions. The contawination of the A m-  and E°m-

reactions depends mainly on the accuracy of the assignment of the ambiguous 

events. The E "it°  reaction is contaminated mainly by events from the 

Een°  reaction, and it can be estimated from the study of Art-ii°  contam-

ination in section 5.2.3, that this will be less than 5% for all runs. 

The contamination of the four- and five-body reactions should be 

very much less than their statistical errors, except for some of the 300 

topology fits, which yield unreliable results (see section 6.6). 

6.2.7 Fit probability. 

In choosing kinematic hypotheses, it was required that the 

\ probability (x2) should not be less than 1% for four-constraint fits, and 

5% for one-constraint fits. The distribution of probability (k2) would be 

expected to be flat, in which case corrections for the different cuts would 

be simple. In fact only one-constraint events at 1.45 GeV/c gave a flat 
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Table 6.5 	Percentage contamination by n -induced reactions.  

Spectators ---->- 

1.45 GeV/c run 

Seen 	Unseen 

First two 1.65 GeV/c runs. 

Seen 	Unseen 

Reaction 
4,  

1 1 5 • pKn- 0 

All other 300  

topology fits 1 1 .5 5 6 

Table 6.6 	Percentage contamination by K-induced reactions. 

Spectators ---> 

1.45 GeV/c run 

Seen 	Unseen 

First two 1.65 GeVic runs 

Seen 	Unseen 

Reaction  
.1,  . 

A li -n°  1.6 * -2.3-* 12.0 19.5 

L pit- 

nizon- 0 3 4 6.5 

In+Irc- 

* Missing mass required to be less than 265 MeV 
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distribution (figure 3.9); at 1.65 GeV/c four-constraint collision fits 

and tau decay fits showed similar distributions, with a shoulder atiow  

probabilities (figures 3.8a and b). At 1.45 GeV/c the tau decay fits alone 

showed a similar effect, but also all types of events gave an excess of 

events with high fit probabilities (figures 6.1 and 6.2). The latter bias 

was presumably caused by a slight overestimation of the measurement errors 

used for the GRIND kinematics program. The bias for four-constraint fits 

was probably caused by small inaccuracies in the reconstruction of points 

in space by the geometry program. 

A careful study of the Imperial College film for the first two 

1.65 GeV/c runs discovered 30 events that were very probably taus, from 

their track ionizations and missing mass, but had not previously given 

good fits.  to any hypothesis; for the same film 243 normal tau decay fits 

had been obtained. Thus 11% of tau decays did not fit with a probability 

more than 1%. 

Table 6.7 shows the fraction of events of each type estimated 

to be excluded by the probability cut; at 1.45 GeV/c it was assumed that 

the excess of high probability events halved these fractions. The table 

also shows the corrections applied to obtain Na/NT  in equation 6.6, and 

the number of tau decay events found. 

6.2.8 Unseen spectators. 

For the:1.65 GeV/c events used in table 6.1,px1
p
y1

p
z 
 fits were 

not carried out, and so reactions involving one unseen neutral particle 

were unfittable when the spectator proton was also unseen. The boundary 

between seen and unseen spectator protons was estimated to be at a proton 

momentum of 85 3 MeV/c (from figures 4.3a to d, and from plots for other 

reactions). With an upper spectator momentum limit of 300 MeV/c, a correct-

ion factor of 3.03 -1- 0.17 is calculated from the Hulthen function, equation 

4.2. 
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Table 6.7 	Tau counts, and corrections for fit probability cuts. 

Type of 	. 

events 

Prob. 

cut. 

Fraction 

excluded 

Calculation method 

for "NaiNT". 

1.65 GeV/0 

1-constraint 5% 5% Na x 1.05 4-NT(total) 

4-c.(collision) 1% 11% -2-  Na ' NT  (>1%) 

4-c. (tau dec,gy) 1% 11% Total = 273(265) 

No. with Prob. >1% = 243(235) 

1.45 GeV/c  

1-constraint 5% 2.5% Na x 1.025 -i-NT(>1%) x 1.06 

4-c.(collision) 1% 0.5% Na x 1.005+ NT(>1%) x 1.06 

4-c. (tau decay) 1% 6% Estimated total = 715 

No. with prob. 	1% = 675 

* No. of tau events in brackets are those remaining after application of 

a beam entry cut. 

6.3 	The Glauber correction.  

Glauber has shown53) that the effective cross-section of a 

nucleon bound in a deuteron is reduced by a shadowing effect. This can be 

approximated by: 

ud 	un 	gp  - uG 	 (6.12 

: where 	6G = 	1 	<r-2, . c. 0-
n 
	(6.13 

4n 

Each 0-  is a total "true" cross-section and(r-2) is the aversEe 

inverse-square separation of the nucleons in the deuteron. 

Thus the apparent neutron cross-sections measured in deuterium 
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must be increased. Equations 6.12 and 6.13 apply exactly for elastic 

scattering (from which the total cross-section relations are derived by 

use of the optical theorem, and by assuming purely imaginary amplitudes). 

For inelastic reactions, the equations are not valid, but the approximation: 

a =(rt
a 
 ( 1 + 6G 
	 (6.14 

crd 

may be used , where foq is the measured inelastic cross-section aa  the 

corrected value, and ad  is the total cross-section. 

Several groups 54) 55) 56)  have used Tr.p and rcd total cross-

sections and assumed charge independence to calculate (7-2), obtaining 

values of 0.024, 0.042 and 0.020 mb.-1 respectively. Carter et a1
56)I  

found a systematic variation of < -2
) 

with energy, which corresponded to 

variation in the total cross-section, and suggested a failure of the 

Glauber theory; but the effect is probably due to their omission of the 

flux factor in the unfolding of the target nucleon Fermi motion. F.ldt 

and Ericson57)  point out other possible systematic errors in reference 56. 

Therefore ‹f 2 is chosen to be 0.034 mb.1 the value obtained from the 

deuteron wave function (equation 4.1). 

Table 6.8 shows the values of Cr
G 

calculated from equation 6.13, 

using the RN cross-section values given by Bugg et a1.58) which are also 

given in the table. It should be noticed that those cross-sections do not 

satisfy equation 6.8, since Bugg et al. used a value of <]c 	= .029mb-1 

to calculate crn. However, since the correction is small, no/further adjust- 

Table 6.8 	Glauber correction, total cross-sections, and correction factor. 

• Incident K- 

beam momentum (GeV/c) 

ud 

(mb) 

cr 
P 

(mb) 

an 

(mb) 

uG 
(mb) 

(1+ crc,. 

crd 

1.45 59.1 32.5 29.3 2.6 1.04 

1.65 58.0 34.0 26.0 2.4 1.04 
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ment is necessary. The probable error in 'cc  is 15%, and the resulting 

uncertainty in the correction is 0.6L, which is negligible compared to 

the other errors. 

6.4. The assignment of fast spectator events. 

Events with a "spectator" proton.faster than 300 MeV/c need 

special study, since the majority involve multiple scattering in the 

deuteron (section 4.3). Since these multiple scattering processes can be 

inelastic, they\can cause the apparent transfer of events from one reaction 

to another, and correction must be made-for this effect. 

Two reactions are considered in detail to illustrate the general 

principles of the correction. Only two-body secondary interactions producing 

two outgoing stable particles are included, and Rn-17-- K interactions are 

omitted because of their low cross-sections. It will be seen that for this 

simple type of secondary interaction the n -nucleon, nucleon-nucleon, and 

hyperon-nucleon interactions, even if inelastic, all produce a nucleon in 

the final state and so can be reversed by similar secondary interactions. 

The R -nucleon interactions however,-can produce a hyperon and arc, and 

cannot be reversed in this way. Thus in general,reactions producing kaons 

will suffer a net loss of events from secondary interactions. By similar 

arguments, it can be shown that reactions producing two identical particles 

will tend to suffer a net loss of events. 

In the reactions below, the spectator is enclosed in brackets in 

the initial state, and the spectator and the recoil particle that interacts 

with it are bracketed in the final state. 

Firstly, for Kn(p)--pKrc-p, the possible secondary interactions 

are: 	 pp (6.15a 

pn7Kp 

--)pn Ko  n 
	

( 

— 	o)prc A rc o 
	

d. 
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E ± TL IT 	 (6.15e, f 

137- E  ono 	
( 	g 

PICTI p 
	

( 
	

h 

pX7en 

Of these, six processes will deplete the initial reaction, while 

the following two will augment it: 

K-p(n)-). pK(m°n)--> pK n p 	(6.15j 

Kp(n 	prcKp 

Secondly, consider the reaction Kn(p)-- A°m-ep; the possible 

secondary interactions are: 

Kn(p) 	( A  op)  re-no A°p (6.16a 

Tz  -no Top ( b 

--4 -rt-Tt°  Fi n ( c 
_4AOTIO elm°n-p ( d 

o - -4A TT 	
(nop)  

1, Aonamon  

AoTt mop  
( f 

-in °t TE TE n 

Four of these deplete the initial reaction. Conversely, eight 

processes augment the initial reaction: 

	

op) 	TETco A  op  K 	 (6.16h 
K-n(p) 	rcrco( z  +n)  ___.› .rtTco A  op  

	

A OTEO(TcOn ) 	Aorconp  Kp(n) 	 (2 possibilities) 	(6.16j, k 

1CP(r1)--> Aci rc-(rc+n) 	ACITLit°p 	 (6.161 

K7n(p)---) pE(K-p) 	pit A°m° 
	

m 

K7p(n)--.? pe(K-n) 	prt°  A°m- 
	n 

Kp( )-4 pit (K°n) 	A°rt° 
	

0 

The secondary interactions that are not balanced by other inter-

actions are, for reaction 6.15, four K-p interactions (d, el  f and g) that 

deplete the channel; and for reaction 6.16, three Rilinteractions (m, n and 

o) and interaction j/k, that all feed the channel. (The latter is a special 
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case, where a final state involving two identical pions can suffer a net 

depletion). 

A comparison of the net number of incoming secondary interactions 

with the fraction of fast "spectator" events for Some common reactions is 

given in table 6.9. There is a correlation, but not an exact one. This 

is partly because the inelastic secondary interactions have different 

cross-sections. For the inelastic meson-baryon processes considered, the 

average cross-section for an incident momentum of 500-1500 1.1eV/c ranges 

from 2.5 mb for K p-- en°  to 25 mb for rr-p—rccin 59). The inelastic 

hyperon-nucleon cross-sections are quite unknown, but this is not important 

for this problem, because such processes are approximately balanced by the 

reversed processes. Elastic cross-sections are generally several times 

larger, ranging from an average of 15 mb for rcp to 40mb for rc.i. p. Also 

other complications exist: some of cross-sections for meson-baryon secondary 

interactions are also unknown; each cross-section has to be integrated over 

the momentum spectrum of the recoil particle involved; allowance has to be 

made for the different cross-sections for the primary interactions; and 

Table 6.9 

 

Secondary interactions. 

   

Reaction Net no. of 

incoming processes 

. % of events with "spectator" 

proton faster than 300 MeV/c 

A°n-p +1 19.0 + 2.5 

EOTt-p +1 16.3 + 3.8 

-Ttop  
+1 21.5 + 4.0 

pK-n-p -,4 8.2 + 1.1 

nRc'ep -3 8.1 + 	1.6 

A°g-ep +4 • 20.8 ± 1.5 

En+n-p +2 23.2 + 2.8 

E+rcnp +1 14.9+ 2.8 



13. 1.65 GeV/c run 

1.45 GeV/c run 

% of total events 

i) faster than 

280 MeV/c 

ii) faster than 

300 MeV/c 

9. 

Correction 

factor 

1.15 
1.10 
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lastly multi-body secondary interactions may occur. Because of these 

difficulties, a more thorough analysis is not attempted here. 

However, from the evidence above, it seems reasonable to assume 

that the fraction of events that undergo multiple scattering in the 

deuteron is the same for all reactions, and that variation in the observed 

fraction Of multiply-scattered events is caused by the inelastic multiple-

scattering processes. The average fraction of fast "spectator" events has 

been calculated for all events in common reactions60)1  and this value is 

used to correct cross-sections for all reactions. The results are shown in 

table 6.10. The statistical error in the total number of fast spectator 

events, results in an error of about 1% for both correction factors. 

6.5 	Error calculations. 

The final cross-section, calculated according to equation 6.6 

is a product of various factors, and so the final fractional error is 

calculated from the fraction errors on the factors according to equation 

6.17. Then the final absolute error, given in the last column of tables 

6.1 and 6.2, can be calculated. 
E2 , 

(total) = 1 	+ 1 	+ E2(ambiguities) + E2(Zi.  weights) 

Na 	NT 

+ E2(unseen spectators correction) + (0.1)2  

+ E2 (F) 
(6.17 

Table 6.10 	Average fraction of events with fast "spectator" proton. 
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The first two terms are the statistical errors in the numbers 
_1 

of events for reaction a and for tau decays; (Na) 2  varies from 3% (900 

events) to 100% (1 event) and Nr2-  is 6.2% for 1.65 GeV/c taus and 5% 

for 1.45 GeV/c taus. 

The errors in the correction factors are small except for the 

three factors specified in equation 6.17. The uncertainty in the assign-

ment of ambiguities is about 7% for all reactions with a large fraction of 

ambiguities, that is the reactions discussed in section 6.2.2; it is 

negligible for other reactions. The weighting procedure itself does not 

add to the final fractional error, except for the weighting for losses of 

small-angle F. ± decays, where an uncertainty of 30% in the values of a 

used in equation 5.24 results in an extra 2% uncertainty for reactions with 

n TC±  decays, and an extra 10% for reactions with 	decays. 

The fractional error in the correction factor for unfittable unseen spectator 

events is 7.5%, as stated in section 6.2.8. 

The errors on the other correction factors range from 	- 2%, and 

are taken account of by adding (10%)2  to the squared error total. 

The error in the calculation of F is given in section 6.1, and is 

about 2% for the 1.45 GeV/c and 1.65 GeV/c runs. 

6.6 	Checks on the reliability of the results. 

Checks can be made by using known branching ratios for the decays 

of charged and neutral particles, and from the principle of charge indep-

endence. 

Reactions involving R° or A°  particles can lead to different 

event topologies, depending on whether the neutral decay is seen or not; 

for example prenTa, A°rEtnn-  and E OTC+E-T are all fittable in the 300 

and 301 topologies. After correctionor the relevant branching ratios, 

the 300 events give up to three times higher cross-sections than do the 
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301 events. This is because the 300 events give only one-constraint fits, 

and possess no decay identification signature; they therefore not only 

suffer from ambiguities, but also from considerable contamination. (The 

- , same may be true of the p.r\. rt. n 	and nK + n cnannels). 

In the channels involving E particles, comparisons of the 

cross-sections obtained for the E +--->pn°  and E 4.--nit+  decays are possible. 

At both beam momenta, results agree within two standard deviations and show 

no systematic effects. This-confirms the reliability of the decay weighting 

method, for Imperial College events alone (the results of section 5.3 

demonstrate this reliability for the collaboration data). 

Since the K-n system is a pure isospin state, charge independence 

yields definite ratios for two-body cross-sections; for example, 

(1C-n 	Qrt-) 
0 0 2 o (IC-p 	), since the reaction is pure isospin one even for a proton 

• target. Table 6.11 .shows the results of -such comparisons. The -agreement 

is excellent, except for the ETC cross-sections at 1.65 GeV/c. The discrep-

ancy here is only two standard deviationsl -and might reflect wrongrassigm-

ments of A°/E °•ambiguities. 

Table 6.11 	Experimental check of charge independence prediction E. 

• Cross-sections 

1.45 GeV/c 

(mb) 

1.65 GeVic 

1C-n--+ E°n-  0.70 + .19 0.83 + .22 _ 

h-n---) E-ic°  0.83+ .13 0.33+ .10 

Difference 0.13 + .23 -0.50 + .24 

K-n—s A°n 2.30 + .25 ,---- 	1.91 	+ 	.24 

2x (K p -->em°) 2.34 + .12 1.93 + 	.11 

Difference 0.04 + .28 0.02 + .26 _ 

o 
a(Kn 	E n°). Moreover, eT

,
IC n 	Art 	= 
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6.7 	Cross-sections for three-body reactions, using all available 

collaboration data. 

Cross-section values for most of the reactions in tables 6.1 and 
61 

6.2 are available at 1.45 GeV/c from our Birmingham University collaborators, 

and 1.65 GeV/c from all collaborating groups62) 63)64). Comparisons are 

shown in table 6.12, for the combined cross-section of nine common reactions 

(OE-, E trCirT.°, E TE-177re;and Z -TAIT) ; the errors 

quoted are those from the tau count, which are dominant. The agreement is 

good, except Rik. the Edinburgh results, which seem definitely high. 

The average of the cross-sections for all fittable three-body 

reactions was then made, using all available data except that from 

Edinburgh University, and the results are shown in table 6.13. Out of 21 

comparisons, four disagreements of more than two standard deviations are 

seen. Three of these are for the E tm-n-  reaction and it is possible that 

uncertainties in the E decay weighting method are responsible; but in 

previous checks this method was shown to be reliable, and it was therefore 

assumed that the averages are useful. 

6.8 Cross-sections for resonance production in three-body reactions. 

The contributions of various final state resonances to the three- 

Table 6.12 Combined cross-sections for 9 common reactions from different 

groups. (see above). 

London (I.C.) Birmingham Edinburgh Glasgow 

1.45 GeV/c 

11.94 + .45 12.21 • ,3c) +  — . — cr(mb) 

Difference - 0.27 + .60 

1.65 GeV/c 

13.05 ± .84 13.02 + .69 15.66 + 1.2 11.60 + .62 cr(mb) 

Difference - -0.03 + 1.0 2.61 + 1.4 -1.45 + 1.0 
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Table 6.13  Cross-sections  in millibarns for all fittable three-body  

reactions. 

Beam momentum 	. 	1.45 GeV/c 

Birmingham 

' 

London Average 

pKn-  1.50 + .10 1.19 + .09 1.33 + 	.07 _ * 

nKo  TC 2.86 + .21 2.78 + .23 2.82 + 	.16 _ 

A 0rt-rt°  \ 
3.56 + .25 3.34 + .25 3.45 + .18 

n+Tt-  0.76 + 	.06 	' 0.65 + .06 0.70 + .04 

E arcn 1.0 + .10 0.63 + 	.12 0.85 ± .077 * 

I  n+n11- 1.06 + .10 0.58 + .08 0.77 + .063 * 

Av. Z +11-T( - - - 0.80 + .050 

Beam momentum 	= 	1.65 GeV/0  

Birmingham Glasgua London Average 

pirm-  2.05 + .17 1.80 + .15 1.68 + 	.16 1.84 + .09 

nRc'n 3.16 + .30 3.25 + .31 3.70 + .62 3.26 + .20 

A Ort-rt°  3.16 + .27 3.00 + .26 3.08 + .46 3.07 + .17 

E qt+rz-  0.81 + .08 0.66 + .07 0.65 + .09 0.70 + .04 

E +1T -TT-  0.70 + .07 0.52 + .05 0.85 + .10 0.62 + .04 * 

indicates reactions involving disagreements of more than two standard 

deviations. 
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6 
body reactions has been obtained by our Birmingham University collaborators,`` 

by fitting to the distribution of events on the Dahlitz plot, using a 

maximum likelihood method. Table 6.14 shows these results. Non-interfering 

phase space and resonant amplitudes were assumed, and for the resonances, a 

Breit•-Wigner shape with energy-dependent width was used. Checks on these 

results were made at Imperial College, by the author, using a similar 

program; generally the fractions for E(1765) and A(1815) were larger, and 

the E(1385)t
F 

- m fractions were smaller, than those from reference 6 2, 

but otherwise no serious discrepancies were found. Also F. Heathcote of 

Birmingham subsequently refitted the resonance fractions64a) and obtained 

significant differences in the resonance fractions for the E (1385)n -+Acjrcit 

reaction (which agreed with the Imperial College results), and for K*(890)n 
- and p Ao  4 these fractions have been used in table 6.14. 

Figure 6.3 shows the two-body effective mass distributions and 

fitted curves-for combinations that involve Y* resonances (taken from 

reference 62), and for the it 	combination; the latter was obtained at 

Imperial College, using the resonance fractions of reference 62 for the 

fitted curve. All resonance masses and widths were fixed at accepted values, 

or at values fixed in preliminary fits; one exception was the "E(1680)" 

resonance, which was allowed variable mass and width. For this resonance, 

the fitted mass and width varied over a range of 50 LeV and 30 MeV respect-

ively, for different reactions; this was acceptable because there are in 

fact two Y and two A resonances in this mass region, which may be present in 

different proportions in different reactions. 

Events with both seen and unseen spectator protons slower than 

280 MeV/c were used for all plots. This may be a somewhat questionable 
_ 	- - 

procedure for the one-constraint reactions /Ate n° and nKon where the unseen 

spectator events are not very reliably fitted. However, it is believed that 
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E n n 

1.45 

1.65 

6+1 

13+3 

24+2 
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31+2 
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7o 	- 
L. nn 

1.45 

1.65 

40+2* 
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44+2 

43+3 

8+1 

6+2 

K-pn7 
1.45 

1.65 

7+1 

6+1 

29+2 

20+2 

6+1 

3+1 

9+1 

15+2 

Table 6.14 	Fitted resonance percentages.  (* indicates results from reference 64a) 
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the identification identification of the reaction is reliable (chapter 4), and where the 

effective masses in question do not involve an unseen neutral particle, 

they should also be reliable. Thus it is seen from table 6.14 that the 

E(13F5) fractions in Art°  and Arc-  are compatible, as expected from charge 

- o independence. Discussion of p production in Arun is deferred to chapter 

7. 

However, considerable problems were found in fitting the N*(1236) 

and A(1520) production in the nit and nK°  effective mass combinations; both 

gave large chi-squared values for the best fitted curves (not shown in 

figure 6.5a). This was mainly caused by a general excess of events at high 

o 
K n effective masses, which in turn appeared to be produced by events with 

unseen spectator protons, especially those with the spectator azimuth 

approximately vertical45). These are precisely the events for which the 

spectator proton and unseen neutral particle are most inaccurately fitted, 

accordin to the discussion of section 4.5. Therefore the results for the 

o 
K n and nit combinations should be used with care. 

The results of tables 6.13 and 6.14 have been used to calculate 

(table 6.15) the cross-sections for all quasi-two body reactions identified, 

except for the E (1680) and Y* resonances of higher mass. These values are 

used in chapter 7 to calculate the variation of cross-section with centre of 

mass energy. Also in table 6.15 the predictions of the SU.(2) Clebsch-GOrdan 

coefficients are compared with the results. The serious disagreements for 

the /1(1520) decays to KT and the less serious disagreements for the N*(1236) 

decays are probably caused by the use of unseen spectator events for the 

nrm-  reaction,which is discussed above. 

Disagreement is also seen for the A(1405) decays to E ±IrE7  at 1.45 

GeV/c; this could be linked to the disagreement over Z4i-C-7 cross-sections 

at 1.45 GeV/c already seen in table 6.13, and this suggests that the lower 
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Table 6.15 Cross-sections for some quasi twobody final states. 

1.45 GeV/c 1.65 GeV/c 

01-(mb) 

Calc. 

ratio 6(mb) 

Calc. 

ratio Reaction Final state 

Exp'd 

ratio 

K*(890)n (Ron )n  
1.13+.08 1.27+.11 

N*(1236)K (nn-)17°  9.0 1.24+.08 13.3+2.3 1.40+.13 12.7+2.5 

(Pn7)K-  .093+.014 .11+.02 

A= +4.3+2.3 A= +3.7+2.5 

A(1520)n-  (nr)n 1.0 0.23+.03 0.59+.10 0.20+.07 0.54+.19 

(pK)R 0.39+.03 0.37+.04 

A= -.41+.10
*  

A= -.46+.19
* 
 

(En)117 1.0 0.20 +.02 0.82+.10 0.23+.03 1.15+.21 

(E+C)rc 0.25+002 0.20+.03 

A = -.18+.10 p -z. +.15+.21 

Z(1385)n (A°1m-)n°  1.0 0.76+.05 0.85+.04 0.37+.04 0.80+.10 

(Ach°)Tc-  0.90+.06 0.46+.04 

ff A° (t
-Tto ) A  o - 

A = 

0.83+.08 

-.15+.08 

- 

A = 

1.14+.09 

-.20+.10 

- 

A(1405)TET (re  )n7 1.0 0.10+..015 0.52+.11 .084.015 0.90+.24 

(E+n-  )rc 0.19+.03 .093+.020 

A= -.48+.11*  A,- -.10+.24 

po z  
(rc-frc-)E - 0.13+002 _ 0.12+.02 - 

* marks disagreements larger than two standard deviations. 
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value, obtained by Imperial College is probably correct. However, for the 

A(1520) and A(1405) 	calculations in chapter 7, the E+7 -m-  and 

E-17.:+1-t-  results have both been used. 



-138 - 
No.of 

16- 
events. 

-80 

                 

                 

                 

          

676 events. 	-60 12- 

        

                 

                 

                 

                 

                 

                 

                 

                 

                 

                 

                 

                 

                 

0 

               

0 

               

               

                

-40 

-20 

--Prob. (X2) 

0. 
12 - 

0.5 	 1.0 
aS Tau decays. 
	 -60 

  

361 events. 

   

40 

     

         

         

       

-20 

           

           

           

           

           

           

           

0 	
0. 	

0 
0.5 	 1.0 

b) pl(n-p. One proton unseen ( px,py,p z  fit). 

4 -1 

0 	 

   

	

133 events. 	-20 

	 [1_1-Th:1 

   

 

1-1-1J-7-1 

 

  

    

0 

     

     

      

0. 0.5 10 

c) pkTE: p,Both protons seen, slowest <280 MeVic. 

FIGURE 6.1 PROBABILITY DISTRIBUTIONS 
FOR I.C. 1.45 GEV/C DATA, 4-00 NST- 
-RANT FITS.  



-139- 

Note: these results are for 4-constraint multivertex fits; 

and are similar to those for the corresponding 

1-constraint production vertex fits. 
-100 

80 
Weighted no.of events.  

550.4 events. 

I 
_J 
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FOR I.C. DATA, 1.45 GEV/C, 1-CONSTRAINT  
FITS. 



1A 1.8 1.6 2.0 

S 

I 

1.65 GeV/c. 

2032 events. 
I I  

I I 

II 

I I 

II 

1.4 	1.6 	1.8 	2.0 

1.8 

• 300- 
6.3(b).(Cp) 

200- 

100- 

0 

200 

100- 

1.4 	1.6 	1.8 

No of events 

i(unweighted). 

1 
100- 

-140- 
6.3 (a)(7n)-rt-. 

1A5 GeV/c. 	1.65 GeV/c.. 

1677 	1061 
events. 	events. 

I 

FIGURE 6.3 SOME EFFECTIVE MASSES  
(IN GEV/C) FOR 3-BODY FINAL STATES.  



3(d). (A°7.°)TC. 
;eV/c.  

(1385)) 

events. 

1.65 GeV/c.  

(23%E.°(1385)) 

1811 events. 

-141- 
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CHAPTER 7 	Variation of cross-section with centre of mass energy 

7.1 	Calculation method. 

The Fermi motion of the proton and neutron in the 

deuterium nucleus results in a widening of the range of centre 

of mass energy observed in collisions on either nucleon. 

For this experiment, a beam momentum spread of full width 2% 

(about 30 MeV/c) would lead to an energy spread of about 15 MeV; 

but with the inclusion of the Fermi motion of the target, the 

energy spread is about 180 MeV (see figure 7.1). Thus the 

Variatior of cross-section with energy can be studied over a 

wide energy range. 

The method used is to calculate, on the assumption 

of a constant cross-section, the expected number of events in 

different energy intervals; this is compared with the actual 

number of events observed, for a selected channel, or group of 

channels. 	The relevant program was written at Imperial College 

by F. Fuchs 66) , and takes account of the Fermi motion of the 

target (equation 4.2), the flux factor (equation 4.12), and the 

distribution of beam momentum. Figure 7.1 shows the results of 

this program for the distribution of the expected number of events;  

results for the two different beam momentum values are plotted 

separately. 

The data is divided into 20 EeV intervals, and the 

actual number of eventsis divided by the expected number and a 

"reduced" cross-section is calculated, which is normalised to 

have an average value of 1.0 for an energy range of 1980-2080 MeV. 

Events from the two beam momentum runs are used separately, and 

their results are then averaged. 	Froth the ratio of the mean 

reduced cross-sections for each run, the correct scaling factor 

can be obtained from the actual cross-sections, and also the 

consistency of the actual cross-sections can be examined; the 
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calculated ratio and the experimental ratio of cross-sections 

should be equal. 

The values used for the beam momenta were 1445 and 

1640 MeV/c. These were less than the values of 1450and 1650 

MeV/c at chamber entry (see section 3.3.7), because the average 

values at collision were required here and these were about 

10 MeV/c less than those at chamber entry, because of energy 

loss. However, the missing mass studies for three-body channels 

(s.e section 5.2) indicated that the momentum value for the lower 

energy run was about 5 MeV/c too low. This was confirmed by the 

comparison of the calculated and experimental cross-sections 

ratios, and therefore the value of 1445 MeV/c was used. 

The momentum profile was taken to be Gaussian, with a 

full width at half height of 38 MeV/c. The effect of the errors 

in the fitted spectator particle momentum and the direction, 

and in the fitted beam direction was taken into account in the 

width of the profile. This width was therefore larger than the 

width for the fitted beam momentum from tau decays (26 MeV/c). 

The systematic err in the calculations were 

investigated by changing the values of average beam momenta and 

beam profile width by about three times the estimated uncertainty 

in each. 	An increase in either beam momentum increased the 

calculated cross-sections below the central energy, and reduced 

the cross-sections above the central energy. (These central 

energies were 1997 and 2083 MeV for the 1445 and 1640 MeV/c 

beam momenta respectively). 	A change of 5MeV/c in either beam 

momentum had a 10% effect on cross-sections at 100 MeV above or 

below the central energy. An increase in the width of the beam 

profile of 20%, reduced the cross-sections at 100 MeV both above 

and below the central energy, by about 10%. Therefore the 

systematic errors due to wrongly estimated beam profile were much 
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less than 10%, for energies of 1900 to 2180 MeV. 

Only events with seen spectator protors of 100 to 280 

MeVic were used for the calculations. Events with an unseen 

protm occupied a narrow energy range, and their results were 

therefore very sensitive to any inaccuracies in the beam 

momentum profile. Events fitted with a one constraint fit gave 

biased mass plots when the spectator was unseen (Section 6.8); 

also some computing problems were found for unseen spectator events. 

The cross-sections in table 6.13 were calculated using 

seen and unseen spectator events; since these groups of events 

may have had slightly different average cross-sections, this 

could have introduced a small error into the overall normalisations 

However, this error is certainly less than the statistical errors 

present. It is shown in the next section that no biases are 

noticeable when these results are compared with those from other 

experiments. 	(Figures 7.2 to 7.13). 
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7.2 	Results for the rt channel, and for three-body and 

Quasi two-body channels. 

7.2.1. Introduction. 

The variation of cross-section with centre of mass 

energy has been calculated for the above channels from the data 

of the present experiment, and is plotted in figures 7.2 to 7.13. 

The fittable three-body channels and the important quasi two-body 

channels contributing to them (table 6.14) have been analysed; 

however the E p °, E(1680)n and A(1815)n channels have been 

omitted because of the large fraction of background events under 

their effective mass peaks. 

The E n channel is included here because it yields some 

results relevant to the above channels. The other two-body 

channels have been discussed elsewhere, but are worth a brief 
67) 

summary here. A partial wave analysis of the An-  channel finds 

the E (2030) resonance to be the dominant feature, and also finds 

good evidence for decay of the F512  (1905) and of a P3/2 

E resonance, mass about 2080 MeV, width about 80 MeV. TheE K 

channel included rather few events, but a partial wave analysis 

showed evidence for decay of the E(2030) 68) 

The Kn channel proved very difficult to separate from other 

two prong  -events, but was analysed to obtain cross-sections and 
69) 

angular distributions 

Each figure includes all available data in this energy 

region from other K-n experiments, and from K-p experiments 

producing pure isospin 1 channels (e.g. Ap-  and A(1520)n 

the K-p values are multiplied by two, to obtain equivalent K-n 

cross-sections. 	The lines drawn through the data are only guide- 

lines, except for two fitted curves given by other experiments. 

In addition to the statistical errors shown, each set of results 

is subject to an overall error, which is shown on the figures 

thus: This is the error on the factor calculated from the 
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experimental cross-sections, which is used to scale up the 

"reduced" cross-section values. Data points are only plotted 

when the statistical errors .axe less than 30;', (except near 

threshold, for the K*(890)n and A frcharnels). 

For each quasi two--body channel, the effective mass 

selections used for the resonances are given in table 7.1. This 

table also shows the fraction of the events selected that were in 

fact non-resonant background. 	The effect of these background 

events was corrected for only in the A(1520)n channel. This 

was because the E(1585)TE 	channel (27% background) gave a 

very similar cross-section variation with background subtraction 

(reference 70, figure 6), and without subtraction (figure 7.8); 

both individual points and the general variation were in good 

agreement. Thus a correction is unnecessary when the fraction 

of background is small. However the results for the A p-reaction 

(50% background) do appear to suffer from lack of background 

subtraction (see section 7.2.9). 

For every three-body final state, the contributions 

of the important quasi two-body channels are shown. These are 

calculated by scaling the guide-lines from the relevant plots, 

using accepted values for branching ratios 24)  and the relevant 

Clebsch-Gordan factors. 

The results for each channel. are discussed individually 

below. 

7.2.2. 	F  n 	(Figure 7.2) 

The results obtained by this experiment are taken from 

En°  events, and were given at the 1968 Vienna Conference 70)  

These had an average cross-section in good agreement with the 

latest I.C. values in tables 6.1 and 6.2 and so have not been 

resealed. E°n data was not used because of its possibly larger 

contamination, so the Cecross-section was doubled to obtain this 

total E8 Tu 9  cross-:section. 
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TAbLE 7.1 Effective Mass selections for  quasi  two-body 
reactions, for figures 7.2 to  7.13 with  frction 
of background events in range selected. 

 

    

Reaction Final states 
used. 

Mass limits 
(MeV), 

Fraction of 
background 
events (average 
for both bear: 
momenta). 	(%). 

K*(890)-n (K° 	7 	)n 860-920 20 

N*(1236)ri  ( 	n 	n-_. 	) 	K° 	I, 1160-1280 40 
k 	p m 	) 	K 	) 40 

Z(1385)n ( 	A 	rc 	) 	R 	1 1350-1420 27 

( 	A no) 	n- 

p-  A ( 	TT- rc  0 ) 	A 650-810 50 

A(1405) n -  ( E 
+ 

n + ) n 
_ 

1370-1440 45 

A(1520) Tc —  (EI 	IT7)Tc — 	), 
( 	K-  p 	)1T- 	5 

1490-1550 25 
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71) 
• - The data of R. Armenteros et al. shows a clear peak 

at 1660 MeV, and a less clear peak at 1800 MeV, both of which 

correspond to known E resoni:nces; the data from this 

experiment show a broad peak at about 2000 LeV, corresponding 

to the known decay mode of the E (2030) 24). There is also 

a possible: narrower  peak at about 1970 MeV. 

7.2.3. 	n K
0  n  (figure 7.3) 

The total cross-section rises steadily with energy. 

This is unusual, and is mainly caused by the steep rise in the 

cross-section for K (890)n, decaying to (R n-  )n. 	The low 

cross-section reported at 2330 MeV 72) suggests that there is 

a rapid fall in cross-section somewhere between 2170 and 2330 MeV. 

The small shoulders in the cross-section at about 1940 and 2070 

MeV are caused by the peaks seen in the K*n and NXIC distributions 

respectively. Studies made of this channel at Imperial College 

indicate that about 15% of the channel is produced from E (1660)K 

and. A(1815)n ; the opening of these channels probably also 

contributes to the rise in cross-section . 

7.2.4. 	K*(890)-n.  (figure 7.4) 

The results for the (en -)n channel are plotted; 

there is only one other result available for this channel in this 

energy range, from K.F. Galloway et al. 72). 

The cross-section rises from threshold, shows a peak 

at about 1940 MeV, of width about 50 MeV, then rises until 2170 

MeV. The existence of a peak between 2170 and 2330 MeV is 

suggested by the low cross-section at 2330 YeV from K.F. 

Galloway et al.. 

7.2.5. 	le(1236)T.  (figure 7.5) 

Events from 	(nn-) K°  and (pm-)Kwere used for these 

results. 	Because of the difficulties with the ( n n-)K°cross- 
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sections (section 6.8), the ( p n - )K-  cross sections are 

used to scale the reduced cross-section values and are 

multiplied by 12 to correct for the ( pn- )K-  and (n.Tc°  ) T6-1 

events. 	This means that the overall error is rather large, 

which is preferable to using the 	( n TC);7)  cross-sections, 

which are possibly biased by unseen spectator misfitting. 

A cross-section from a KR experiment 72)  is plotted 

The reaction KT) 	(1236)K is pure isospin 1, (if isospin 2 

amplitudes can be neglected), but only one cross-motion is 

available at these energies 73). The results of the present 

experiment are compatible with both these cross-sections. 

The cross-section shows an initial fall, which could 

be connected with a E(1765) decay to this channel, and then 

rises slowly. 	There is a possible shoulder at 2090 MeV. 

However the mass selection for this N* resonance includes about 

40% background, which would tend to smooth out any structure. 

7.2.6. 	p Kn-  	(figure 7.6) 

There is excellent agreement between the cross-sections 

for the present experiment, and the results quoted by A. Barbaro-

Galtieri et a1.74)  (for which no.error was quoted). 

The initial fall in cross-section is caused by the 

utail" of the E(1765) resonance in the s  channel, for which the 

reaction is: 	Z (176 5 ) 	A(1520 )n- 	(7.1 

(the A(1520)n-  cross-section curve plotted is scaled from the results 

of figure 7.13). 

The rise in cross-section at higher energies is 

probably caused by the opening of the higher Y*TE channels; 

similar behaviour is seen for the nen--  channel (section 7.2.3). 
_ 

-The two shoulders seen in the pKTE cross-section at about 1980 

and 2000 MeV probably correspond to the peaks seen in the A(1520)n 

cross-section . 
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The cross-section for this channel is generally 

lower than that for n K° 
	

because the K (890) cannot be 

produced in this channel. 

7.2.7. 	ATE-it°  (2igure 7.7) 

The cross-sections for this channel from the present 

experiment, and from J.H. Bartley et al. are plotted 75) A 
76) 

letter by W.11•. Sims et al. is by the same authors and presents 

a partial wave analysis of the same data, whibh is found to be 

produced entirely via E(1385)11 for the relevant energy range 

(details of this analysis are given in the next section). 

Reference 75 gave no fitted curve, so the fitted curve from 

reference 76 is used. 	Although the cross-sections given in 

both references show the same structure, those from reference 

75 are slightly higher between 1665 and 1725 MeV, which causes a 

slight disagre.ment between thedata points and the curve shown 

in figure 7.7. 

The results from the present experiment show small 

peaks at 1970 and 2030 MeV, which correspond to peaks in the 

E(1385)1tcross-sections; also the cross-section begins to rise 

at about 2150 MeV. The divergence between the E(1385)1Tand the 

total ArCim°cross sections increases with energy, because of the 

rise in the Ap-cross sections from the Ap-  threshold at 1880 MeV. 

7.2.8. 	J(1385)n 	(Figure 7.8) 

The C(1385)n-and E(1385)e channels are equivalent 

and so are added together. 	The results of references 75 and 76 

given in figure 7.7 are replotted in fic7,ure 7.8. 	The partial 

wave analysis of W.H. Sims et a1.76) shows that in the s channel, 

there is strong production of the E(1765) resonance, and also 

less strong production of the Z(1660) and E(1700) resonances. 

At 1765 I;eV, 83% of the cross-section is attributable to the 

E(1765). 	This cross-section is plotted, together with two 
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results for the same process obtained from K-p experiments 77,78)  

(corrected for isotopic spin differences) and another result 

obtained from the Particle Data Group's fitted xe.x r  for this 

E(1765)decay 24). 

The four cross-section values for pure s channel 

E(1765) at 1765.MeV all agree, although the large errors seen 

make this not very meaningful. 	The total E(1385)n cross-

sections at about 1850 MeV, from the present experiment, fall 

below the continuation of the fitted curve from reference 76, 

but here again, the gross-section errors are rather large. 

The cross--section from the present experiment falls as 

the energy increases and shows small peaks at about 1960 and 

2030 MeV. The possible identification of these with resonances 

in the s channel will be discussed in section 7.3. 

7.2.9. A 	(figure 7.9) 

The effective mass plots of. figure 6.3e show that about 

50/, of the events in the mass-regions selected (see table 7.1), 

are background events, not in fact due to p- production. 	The 

effect of these events is corrected for, using the assumption that 

the background is energy independent. Cross-sections for Kp-A p-

(a pure isospin 1 channel) have been given in a review by M.L. 

Stevenson 79)  , and are also shown in the figure. 

The results of the present experiment show the cross-

section rising from the threshold, levelling off, and thenrising 

again. However, these results are generally higher than those of 

reference 79, and strongly disagree with the value at 2100 MeV. 

This is very probably because the contribution of the high-mass 

Y7t channels is increasing at higher energies, contrary to the 

assumption made above. 	Thus the cross-sections above 2150 LeV 
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from the present experiment are probably overestimated. 

The cross-section from the reference 79 show a 

maximum at 2030 MeV, and strongly suggest the existence of a 

Ap decay mode of the Z(2030), although this was not remaTked 

on by Stevenson. 
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7.2.10. _( figure 7 • 1-0) 

Cross-sections are plotted for. this channel, and for 

t:Q.e three main contri bu ting quasi two- body channels separately, 

and added together. 

plotted 30,81,82) 

ilesults from the other K-n experiments are 

The results of R. Armenteros et ale 80) 

are for an energy range just below the range of the present 

experiment, and these cross-sections agree with the present 

results. However, these results disagree with those of 

w.c. Delaney et ale 
81) 

but the latter cross-sections are 

only preliminary, and so are disregarded here. 

The large pea}-c in the cross-sections at 17n5 MeV 

is caused by the L ( 1765) resonance in the s channel. 

(7.2 

It can be .see fJ:'om the curve (a) on figure 7. 10, which 

is scaled from the curves in figures 7.13, that this process 

accounts for approximately the whole of the L"""rt+n:- cross-section 

at this energy. However, this cru1not be quite so, because of 

the L(1385)rt peak seen at the same energy (curve(c)); the 

discrepancy is approximately equal to the error on curve (a) 

at this energy. 

The data from the present experiment show peaks at 

1955 and 2060 MeV. Th.e latter corresponds to the peaks in the 

A (1520)n: and A(1405)rt cross-sections (which will be discussed 

in se ctions 7. 2. 12 and 7. 2:e 11 respectively). The peak at 1955 

MeV, however, is at a slightly lower energy than the A ( 1520)rt 

peak at 1980 MeV. This could be caused by - 0 structure in the L P 

orL(1660)n: cross-sections, both of which are considerable at these 

7.2.11. L + rt_-_rt:_-__ < figure 7. 11 ) 

Cross-sections are plotted for this channel, and for tne 

three main contributing quasi-tvl9body channels separately, and 
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added together. 	Events with -4 p n°  and zt+nrc+  decays were used 

together for these computations, since the events taken separately 

gave results in good agreement, in spite of the larger statistical 

fluctuations seen in the E+-?pn°  results. 

Cross-sections are available for two other Kn experiment 

in this energy region 
80,83) 	

The results from R. Armenteros 

et al. 80)  aree fairly well with those from the present experimen, 

considering the large statistical errors on the present data at 

the region of overlap, which is about 1870 MeV. 

The large peak in the cross-section at 1765 FieV is 

caused by the E(1765) in the s channel, as in the En-n-  channel; 

Kn ----÷E(1765)--)A(1 520)n- 	er0r( 
	

(7.3 

It can be seen from curve (a) on figure 7.11, that this 

process accounts for about half of the £+n-n-  cross-section at 

this energy. 

The results of the present experiment show a peak at 

1990 MeV, which corresponds to a peak in the A(1520)Tc 	cross- 

section: but the A(1520)n-  and A(1405)n-  peaks at higher 

energies are not detectable in the nCn-  cross-section values, 

because of the large errors in the latter. 

The large differences between the cross-sections for 
_ 

E+ n n_and Een-  are not unexpected, because of the different 

isotopic spin decomposition of the En and rcn combinations in the 

two channels. 	The contributions of the An and En quasi 

two-body channels should be the same for both channels, if inter-

ference can be neglected. The rise in the E n'n-  cross-section 

with energy is mainly caused by the opening of the Ep°channel, 

which does not contribute to the E+n-n-channel. 
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7.2.12 	A(1405)n-  (Figure 7.12). 

Events from the ( E 
+ 	

)rc-  and 	( 	channels 

were used for these results; the cross-section was then 

multiplied by 1.5 to correct for the unfittable (E0  e )n- 

reaction 

	

	( E n and the total 	cross-section plotted. 

Results from two other K-n experiments are shown. 

The reaction ( F N )
80 	

n )0n has been studied by R. 
1  

Armenteros et. al. 	(the subscript represents isotopic spin). 

From the cross-section for this reaction is subtracted the cross- 

section for (Z101 --> A(1520)n 	)TE 	, and a maximum value 

for the ( A(1405)7)
1
, cross-section is obtained. 	By this method 

the maximum branching ratio for the E(1660)--A(1405)n 	decay 

is calculated to be 0.06, less than that obtained by production 
24) 

experiments 	The total amount of available data shown in 

figure 7.12 is sparse, but all values- are compatible. (It should 

however be noticed that the results of reference 81 may be un-

reliable - see sections 7.2.10 and 7.2.13). 

The results of this experiment suggest a peak at 2050 Ye 

this is unlikely to be caused by E(2030) in the s channel, since 

SU(3) forbids a (decuplet) 	(singlet) x (octet) decay, althoug 

a small decay would be allowed if the A(1405) is mixed with the 

octet A(1670). 

7.2.13 	A..(1520)rr . (Figure 7.13). 

The results for the present experiment were obtained frc 

(K-  p.) if" and (II  n;  ) n-  events, and have previously been given 

at the 1968 Vienna Conference, 7U). In figure 7.13 these results 

have been scaled to correct for the improved cross-section values 

in table 6.15 andto correct for A(1520) decays to K°n and all 

other modes. K°nn-  events were omitted because they were 

thought to be misfitted for unseen and seen spectator protons; the 

seen spectator events are now known to be reliable (section 6.8). 
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The results of R. Armenteros et.al84)are shown; this 

experiment studied; 	K p 	A(1520) n°  —> (E
-±

it
4
) e 
	

(7.3 
This is a pure isospin 1 channel, and its cross-section 

must be multiplied by 3/2, for the a 
/ 0 mono channel,' by 2, for 

relative Kp/Kn Clebsch-Gordan coefficients, and by (1/0.45) for 

other A(1520) decay modes 24); i.e. by an overall factor of 

6.67, to give the K11 cross-section. 	The fitted curve of referenc 

84 is plotted; this fit assumed that the reaction preceded entirel: 

via the E(1765) in the direct channel, and this gave excellent 

agreement with the cross-section values in the energy range from 

threshold (1660 MeV) to 1840 MeV. 	Using the same assumption, the 

world-average E (1765) branching ratio to A(1520) n 24)  has been 

used to calculate a cross-section at 1765 MeV; this agrees with 

the results of R. Armenteros et al.. 
81,82) 

Results from two lin experiments 	are also shown; 

these studied (Em+ )n- 	and are multiplied by (3/0.45) to obtain. 

the total A(1520)n cross-section. 

The agreement between the results of this experiment 

and those of R. Armenteros et al. is excellent. 	The results of 

W.C. Delaney et al. 
81)disagree with the other results, and are 

disregarded. 

The variation of cross-section shows, as well as the 

large peak at 1765 MeV, two smaller peaks at 1980 and 2070 MeV; 

the upturn in cross-section at 2150 MeV from the present experimen 

and the cross section at 2275 MeV from reference 82 suggest a 

further peak between 2190 and 2275. 

Like the A(1405)n decay, the A(1520)rc decay from 

E(2030) is forbidden by SU(3), although mixing of the A(1520) 

with the octet A(1700) 85)  would allow a small decay. 	There is 

in fact no indication of a cross section peak at 2030 MeV. 
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7.3. 	Possible E resonances produced in the s channel. 

	

7.3.1 	Introduction 

,Table .7.2 summarises the peaks seen in the cross-

sections shown in figures 7.2 to 7.13; peaks seen in the data of 

other experiments are shown in square brackets. 	The widths are 

the full widths at half height (corresponding to ), and can only 

be estimated. 	Any peaks with a width of less than 40 MeV or more 

than 120 MeV would be difficult to establish. 

It is useful to compare the results from the present 

experiment with known-  Z resonances that may be found in the 

s channel in this energy region, of 1850 - 2170 MeV. 

7.3.2 	E (1905)  

Mass = 1905 + 4 MeV. Width = 59 	9 MeV. JP  = 5/2+  

(F5 ). 
/2 

This resonance has previously been seen to decay to RN 

(10%) and Art (50), and is assigned to an SU(3) octet with the 
86) 

N (1688) and A(1815) 	Some disagreement exists over the 

degree of certainty of this resonance, but it has been seen 
87) 

strongly in the Art decay mode 	The En ,ne(890) and 

>T (1385)n peaks observed in the present results could be pro-

duced by decay of this resonance ; and would correspond to branchin 

ratios of 8%, 23% and -6% respectively. 	A "15 - p production ex- 
88) 	 +20 periment has seen a E(1942 + 9), width 36 36  _ 	MeV, decaying to Yiln 

which.could correspond to the ne(890) peak seen here. 	However 

all these peaks occur at an energy about 40 MeV higher than the 

accepted mass for the E(1905). Possibly another resonance of 

mass about 1940 MeV produces these peaks. This has also been 

suggested by a partial wave analysis of the E (1385)7 channel, 
89) 

carried out at. Imperial College 	, which strongly indicates 

.the existence of a P
3/ 

Z (1950 + 10) resonance, width about 

'2 
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TADLE 7,2 	Peaks observed in cross-section plots. 

Channel Mass 
(MeV). 

Width 
(KIeV) 

Cross- 
section. 
( mb). 

nib 

Comments. 

i: n [1670 + 15 110 2.5 + .51 

(total) [1800 + 15 90 0.7 + .3] 

1960 + 20 30 0.3 + .15 

2020 + 30 80 0.3 + .15 

N 1C*(390)-  1940 + 15 60 0.6 + .3 x1.5 for total 

Li--75 1-r-  
- NK * . 

NY (12.56) KG  (20)0 + 30 50 0.2 + .2) x-1.33 for total 

Ln re - N*K.  
• 73  

Z (1383)-11 [1690 + 10 25 0.9 + .51 1  

LA n2  [1765 120 6.0 + .5] 

(1950 + 20 50 0.2 + 	.2) x1.11 for total 

2030 + 10 Go 0.4 + .2 £(1385)n. 

A 1)-  Po20 + 30 _ 100 0.9 + 15] 
(total) 

A(1405)n (2050 + 25 - 50 0.15 + 15) _ 
(total) 

A(1520)n 
(total) 

[1765 120 5.5. 	+ .31 

1980 + 15 40 0.6 + .2 

2060 + 20 - 60 0.5 + .2 

indicates peaks seen by other experiments. 

indicates peaks only weakly seen in the present experiment. 



100 + 30 LeV, which appears to have a larger amplitude in this 

channel than does the F5/  E (1905) resonance. Evidence for this 2   

resonance has also been seen by a Rutherford Laboratory - Saclay 
87) 

K-p formation experiment 

Therefore the results of this experiment confirm that 

there is a resonance with a mass between 1900 and .1950 MeV, 

although it maybe the F5/  Z(1905), a P7/  E(1940) or both these 2  
''2 

resonances. 

7.3.3. 	I( 2030).  

Mass = 2027 4- 4 MeV. Width 131 	10 MeV. JP  =7/2  

(F7/
2
). 

This a well established resonance, seen to decay to YK, 

An and En , with a total identified branching ratio of 55,g,. It 
86) 

is assigned to an SJ(3) decuplet, together with the A (1920) 

Them peak at 1920 MeV, in figure 6.4 corresponds to a 

branching ratio of .7.5 + 4.0%, compatible with the previous best 
24) 

value of 10% . 	Peaks in the N* (1236) K , Z(1385)n 	Ap 

A(1405)R and A(1520)ru cross-sections could also be produced 

by decay of this resonance. 	However the last two decay modes 

involve SU(3) singlets and octets, which cannot be produced from 

the decay of an SU(3) decuplet, although A singlet - octet mixing 

could allow a small decay. 

The remaining N* (1236) k , 	E(1385)n and Ap peaks 

correspond to E(2030) branching ratios of 7 + 	11 + 	and 

23 + 4% respectively. 	These branching ratios,if correct, would 

account for nearly all of The unknown 45%,  of tie E(2030) decay. 

However, calculations of. SU(3) factors and phase space, similar 

to those of Tripp et. al. 86) indicate that the E 1° , K*( 890)n 

K*(890)n, and A(1670)m decays should be about strong as the Ap 

decay. 	Of these channels, only K*(890)nis investigated here, and 

the upper limit forE(2030) decay is 0.5 mb, equivalent to an 11c/, 
branching ratio; this is less than the Ap branching ratio given- 



above, i.e. lower than expected. 

The existence of a E(1585)7 decay mode of the E(2030) 

is strongly confirmed by a partial wave analysis carried out at 
89) 

Imperial College 	, which -gives a branching ratio of 23 + 

rather higher than that deduced from the cross-section data alone 

The peak in the Ap cross-section is particularly clear, 

and is interesting since only a few other (Baryon)-(Baryon + 

Vector Veson). decays havebeen reported. 

7.3.4. 	Other possible resonances. 

The A(1520)n peak at 1980 MeV is at too high an 

energy to be associated with the E(1905), but could associated 

with the P3/ E(1950) that is suygested in the previous section, 
2 

 

which would then have to belong to an SU(3) octet. 

The other A(1405)n and A(1520)rt peaks at about 2050 

MeV are unlikely to come from F(2030) decay, for reasons discuss 

above, and therefore suggest the existence of a F(2050), width 

about 60 MeV, belonging to an SU(3) octet. The evidence for this 

is fairly good; 	the A(1520)7 peak is a 22 standard deviation 

effect. 
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Conclusions  

   

The cross-section results presented in this chapter indicate 

the existence of several previously unreported decays of known E resonances 

of masses between 1900 and 2100 Nell', to quAsi two-body final states. There 

is also good evidence for the existence of two new E resonances, of masses 

1950 and 2050 MeV. 

The significance of the peaks observed is generally reasonable, 

and the correlation between peaks in different states is encouraging. 

However, the identification of these peaks with E resonances in the 

s channel cannot be completely justified until the final state angular 

distributions have been studied, for example, by partial wave analyses. 

This collaboration is carrying out partial wave analyses for the E (1385)R 

and A(1520)n channels, and interesting results can be expected. 
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No. of events 

Calculated for events with 

spectator protons of 100-280 MeV/c.. 

Beam momentum profiles used 

are Gaussian,full width 38 M eV/c. 

 

(arbitrary units). 
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(a) 4890)-  n 

(b) = N*(1236) 

(c). A (1520) TC 

FIGURE 7.3 	K-n--1,n  I-T3TC  
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