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Abstract

The Saclay 82 c¢m bubble chamber filleéd with deuté£ium, was
exposed to a beam of K particles having momenta of 1,45 and 1,65 GeV/c,
and 670,000 pictﬁres were taien, K neutron collisions were studied,
and begause of the Fermi motion of the target neutron, a wide centre of
mass energy range was covered, of about 1850 to 2150 MeV,

The event processing chain is described, and problems concerned
with the impulse approximation are discussed, These problems include
the correct selection of the “"spectator particle", the reliability of
kinematic fitting methods used when a "épectator" proton is unscen, the
exteut of validity of the impulse approximation, and the assignment of
events resulting from multiple collisions,
| Cross~sections are calculated for a’! fiitable final states,
produced from K neutron interactions, except for Kn and = K(n 1t ).

The results are consistent with charge independence, and with
accepted values of branching rafios.

The variation of cross—section with centre of mass energy, in the
range 1850 to 2150 MeV is presented for the LT channel, five three-body
channels, and six quasi two-body chamnels, The results are in good
agrecment with all available data from other experiments, DEvidence is
found fér decay of the ¥ (2030) to Ap and X(1385)nm , and for a
¥ (2080) resonance decaying to N"(1236) T, A(1405)r and A(1520)m .

Evidence is found also for the decay of the F ¥ (1905) to I{*'(890)N,

- 5/5
A(1520)n and 7(1385)r , although a more likely explanation of these

effects is the decay of a Pj/ ¥ (1950) resonance,
2 .
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Introduction

The author joined the Imperial College bubble Chamber
group in October 1964, and after eight months of course-work,
passed a PhD'qualifying examination. His first work was con-
cerned with Kp interactiohs in a bubble chamber at 10 GeV/c
momentum; this involved mainly scanring anhd data—précessing.

The principal work, on which this thesis is based, was
- started in Feﬁruary 1966, This was é large scale, low energy
K™d bubble chamber experiment, carried out at the Rutherford
" Laboratory by a collaboration of groués from the Imperial College
énd the Universities of Birmingham, Edinburgh and Glasgow.
Photographs were taken using the Saday 82cm bubble chamber fijjed
with deuterium, at momenta of 1.45 and 1.65 GeV/c (see tablet.1).
The experiment was planned to investigate the formation of
¥ (2030) and other.Z resonances, in the direct channel.

' The author helped in all picture-taking runs, and in

the scanning and processing of all the 1.65 and part of the 1.45
GeV/c data. He had particular responsibility for maintaining.the
Rutherford Laboratory geometry program, and for several aspects
of the analysis of the collected events , including the use of
the impulse approximations to isolate K= neutron collisions.
The author was responsible for nearly all of the analysis of
three-body channels & Imperial College, and for nearly all of
the cross-section results presented in this thesis.

There have been only two previous K n experiments
in the energy region covered by this experiment (1850 - 2150 MeV),
and therefore the extensive cross-section data presented here
constitutes a considerable advance in knowledge. This data
provides good.evidence for previously unreported decay modes
.of several s-channel Y resonances to quasi two-body final states.

Some aspects of the discussion concerning the use of the impulse
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approximations should also contribute to deeper urnderstanding

of this subject,

Table 1.1

1967

Details of runs
Run Dates fomentum No. of Average No,

(GeV/c). | pictures of K's/

pictures
1 18th~-24th Karch 1966 1.65 111,000 6
2 Tth-14th April 1966 1.65 117,000 10
3 4th-20th Narch 1967 1.45 247,000 14
4 25th March-5th April 1.65 200,000 14

247,000 pictures, 3.5 million K~ particles at 1.45 GeV/c.

428,000 pictures, 4.7 million K~ particles at 1.65 GeV/c.
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CHAPTER 1 The Beam-line and Bubble Chamber.

1 . 1 The Beam“'lineo

1¢1s1 Desecription.

The X1 beam-line provided beaums of K+,TT+, K and v rarticles
from 1.32 to 2.2 GeV/c momentum for the Séclay bubble chamber installed at
the Rutherford Labcratory. It was operatiqnal from December 1944 to lay
1967, and was designed by Dr. 4. Seagar and others; unfortunately, no
detailed descriptioﬁ Lias been publiéhed, apart from a short description in
a thesis1).'

The important beam parameters are given in tablé 1.2, and the
layout, in figure 1.1. The beam—-line comprised two simiiar stages; each
stage defined momentum by a bending magnet acting in the horizontal plane,
and & vertical collimator (CE). The K particles were acccpted, and 1T~
particles rejected in ezch stage by an electrosfatic separator with
horizontal plates, and a horizontal collimator.(CV). After the second mass
collimator, CV3, a short section defocussed the beam and steered it into
the bubble chamber. |

The copper target was situated in Octant 4 of Nimrod, the 7 GeV/c
proton synchroton; it was flipped up on the inside of the beam which was
then steered onto it using the radio frequency accelerating cavityz).
Negative particles from the collisions of the c¢irculating proton beam
emerge froﬁ Straight 5 at 20° to the circulating beam. Collimator CV1
defined the vertical acceptance, énd GO defined horizontal zcceptance.
Doublets of gquadrupole magnets (Q) focussed the beam at the collimztors,

" and ensured a parallel beam through the separators. These had horizontal

stainless steel electrodes, in 10 foot sections, 10 cms apart, and were

tilted Yo follow the beam trajectory. Pairs of bending magnets (Vm)
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Table 1.2 Important parameters of the K1 beam~line for this

experiment.

The target was a metal bar 2.5 mm wide and 10 mm high; for runs
1 and 2 it was 150 mm long and made of beryllium, and for runs 3 and 4
it was 100 mm long, made from copper.

Number of protons incident on target = about 5 x 10" per pulse,

Initiel angular acceptance = + 6 mrad. vertically, + 12.5 mrad.
horizontally.

Length of beam-line = 55 metres.

Electrostatic separator fields = 40 KV/cm.

" Momentum bite = 1%.

Momentum spread at chamber = about 1%%, because -of straggling
in counters and in the bubble chamber "window".

Number of K particles reaching chamber = 6~15 per pulse.

Length of ¥ pulse = 500 secs.

Contamination by /T  particles = about 12% for run 2

]

gbout 1 —’2% for runs 1, 3, and 4.
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corrected the bending effect of the separators. he purpose of the second
* stage was to eliminate 7T and M particles produced by K decays and '
collisions'with the collimator jaws, and to redefine the momeﬁéum. The
mass collimators CV2 and CV3 were skewed iﬁ the horizontal plane, and
specially shaped, to reduce chromatic aberration. (S.M. was a shutter
magnet not used for our run).

The beam performance was monitored by a counter near the target,
and four scintillation counters (52,53,55,56) in the beam. The bubble
chamber flash tubes wers not fired if less than four particles reached the

chamber in a single pulse.

1+1.2  Tuning the beam~line.

The procedure used varied greatly, as steps cften had to be
repeated when errors were found. The outline was as follows:
i) Nominal values for bending mégnet and quadrupole currents and
separator voltages, had been calculated using the beam-handling program
Tramp3). The collimator settings were decided from the calculated beam
profile. All separatcrs and magnets were switcﬁed on and set to the
nominal values.
ii) CV1 was closed to prevent saturation of the counters, and both
pairs of VM magnets were tuned to transmit 71 particles.
iii) The second stage bending magnet (M3) was tuned for maximum
transmission. For some runs when Nimrod operating conditions were
different from those used in Tramp, the second stage was 1eft at the
nominal values, and the first stage magnets (M1 or 112) were tuned instead.
iv) CV1 was re-opened; all counter delays were set for K particles,

and all Vi magnets were retuned for K 's. Figure 1.2 shows a typical tuning

curve, from which the 7T and ﬂf contamination caﬁ be estimated to be 20%.
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v) Finally the particle tracks in the chamber were observed, and Q9
. and VM5 were altered to produce a good beam spread, and optimum beam height

in the chamber.

1.1.3 T contamination of the second run at 1.65 GeV/c.

The beam purity was proportional to the ratio of S2,85,S6
coincidences to 55,56 coincidences,and it was noticed to be low after about
30 rolls of this run., It was found that the CV1 position scales had
incorrect zeroes, and that moving the lower ‘jaw of CV1 upwards increased the
indicated purity. Probably the beam had been hitting the lower plate of
separator 1, and some of the resulting off-momentum /T particles had been
reachipg the chamber. However, later studies of delta rays and collisions
from incident N 's (section 5.2) showed that the contamination stayed high
until 15 rolls later, when the beam had been steered with VM3 and V4.
Possibly the beam had been hitting thelplates of the second separator; the
exact reasons ﬁere never found out. But this was the only run with high

contaminatién, and the contamination averaged over all runs was low.

1.2 The Bubble Chamber.

The Saclay 82 cm bubble chamber was built in 1960 as a circular
50 cm chamber4>, and converted to its present form in 1964. No detailed
description of the converted chamber is available. Its operating parameters
are given in table 1.3. A piston expansion system was used, and a novel
feature was the use of two hydrogen or deuterium heat-exchangers to cool
dovn and then to stabilize the chamber; these were hollow containers which
could be filled with the liquefied gas to increase their conductivity.
Figure 1.3 shows the construction of the chamber.

VWhen filled with hydrogen, the chamber was expanded twice during

each Nimrod pulse, but this was not attempted for deuterium runs beczuse of

the higher operating pressures needed.
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Table 1.3 Operating conditions of the Saclay 82 cm bubble chamber,

when filled with deuterium.

Pressure = about 7 atmospheres.

Pressure drop = about 3 atmospheres.

Temperature = 32°K.

Magnetic field = 19.5 Kilogauss.

Total volume = 82 x 50 x 50 om = 210 litres.

Useful volume = 180 litres.

Flash delay = about 1 msec.

Bubble size at time of flashes = .3 mm.
-Ffequency of expansion = once per Nimrod pulse, i.e. every

2.2 seconds.

The optical system is shown in figure 1.4. The three cameras
bused separate folls of 50 mm Ilford TC semi~-perforated film. The
demagnification for tracks in the centre of the chamber was 11.3, and a
small lens stop, of f/@, ensuréd that the whole depth of the chamber was
in focus. The arrangement of cameras.gave stereo angles of 130, typically.

Straight through, dark field illumination was used, with four
flash tubes on the far side of the chamber and a screen 6f cylindrical
lenses to condense the light. Two complete grids of fiducizl crosses were
engraved on the inside of each chamber glass to provide a reference system.
A data box displayed the frame no. and experiment no. and was photographed

to one side of the chamber image.
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CHAPTER 2 Scanning and leasuring .

2.1 General notes.

The film obtained was divided equally between the four collab-
orating groups, and the scanning, measuring, and computer processing of
selected collisions was done separately. All grou?s used basically
similar event selection critera, and used similar ﬁeasuring machines,
except that the Glasgow and Edinburgh groups used semi-autqmaticlmachines,
which were slightly more accurate than the manuai machines. The system

described here is the one used at Imperizl College.

2.2. Sdanning.

2.2.1 Organization.

The scan-tables used carried three rolls of film, andiprojected
an approximateiy full~size image of the chémber onto a horizontal table in
front of the scanner.

' For ninety per cent of the film, two independent scans and a
check~scan, were made, and events satisfying the criteria of section 2.2.2
were recorded. The check—écans compared and corrected the first two scans
and provided data to enable scanning efficiencies to be calculated for all
topologies and all scanners; they were usually carried out by physicists.
For the remainder of the f£ilm, only one scan was made, by selected
technical assistants; however, later, every fifth roll was re-scanned and
check-scanned, in oxrder to ébtain scanning efficiencies. The average
efficiency for a single scan was about 80%, and after the check-scan it
was about 97%.

Bach selected collision was recorded on a computer 6ard. Figure

2.1 shows the front of a typical card. Coded information was writien on
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the right hand side of the card, and was later punched on the left hand
. gide, so that cards could be read automatically and used for automatea
bookkeeping. On the back of the card the scanner drew a labeiied sketch
of the event, and any special measuring instructions, for example a T to
indicate a tag needed for a stopping positive track. Also note was made
of any electron pairs, Dalitz pairs or nfepf—;e+decays, to help with
particle identification later.

The coded information indicated the following: a sign—on card
was filled in by every scanner starting a new shift or a new roll, and
gave the scannef's identification number, the scan number; experiment
number and roll number; this was punched onto all cards for that shift.
The frame number, event number, and zones are sélf-explanatory. The
topology code is given in figure 2.2. The six comment digits gave
estimated track ionisations, indicated the presence of alternative origins
for neutral vees, and stated if the event was unmeasurable, because of a
faint image or overlapping tracks. UnfTortunately the ionisation estimates .
could not be relied on because of gystematic under- o£ over—~estimation by

many scanners.

2.2.2 BSelection of required event types.

The scanning criteria were designed to select fittable collisions
between the incident K particle and the neutron. The proton and neutron
are fairly loosely bound in the deuterium nucleus, and for meny collisions,
only one nucleon is struck, while the other nucleon, referred to as the
spectator particle, simply escapes with a momentum due to its Fermi motion,
which is usually less than about 300 Mev/b (see chapter 4). Thus the
criteria required a slow proton to be produced at the collision vertex,‘

* which could be a spectator to a K =~ neutron collision. Two clasgsses of
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events were accepted at Imperial College:

" A) Events with an odd number of tracks leaving the collision vértex
("odd-prongs"), except for one-prong events with no assOciated‘ﬁeutral vee,
which could never give a constrained fit to any physical hypothesis.

By charge balance, a slow unseen positive particle must have been
produced in such collisions; this could only be a proton or a deuteron, as
n+, x* or Z+ barticles would decay after stopping. Later calculation
showed that deuteron production was quite rare, except in elastic scattering,
which is . not relevant here. This category also included decays of the beam
particles, Kint+n-n-, called "tau" deéays.

B) Collisions with an even number of prongs, producing at least one
positive, non—-decaying track of more than four itimes minimum ionisation.

This selécted protons slower than about 400 MeV/c, eznd also some
slow n+, gt oorxt particles that happened to interact or leave the chamber
ﬁithout decaying. The latter were identified anq the events including them
were rejected when checking the kinematic fitting results.

About two-thirds of évents selected were in éategory A. ALbout
one-third of all collisions'were rejected because they fell in neither
éategory, and there was therefore a considerable saving in measuring and
computing time.

Other groups in the collzboration scanned and measured all
fittable collisions, and it turned out that these results were needed for

cross~section calculations.

2.2.3 Other Criteria.

Collisions had to have an incoming beam track of the correct

curvature, and travelling within 150 of the expected direction; a template

was used to check these points. Also, for the first two runs, beam tracks
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entering the chamber more than 16 cm above the centre of the chamber were
- rejected, as Dr. Miller had calculated that such tracks had passed through
the thick metal chamber enclosure, and had, therefore, lost aﬁéut 30 ¥eV/c
momentum.

Collisions had to take place within a rectangular fiducial
region defined on view twoj this was to ensure accurate measurement, and
to simplify cross-secticn calculations. No fiducial region was defined at
this stage for decay vertices, but one was chosen later when obtaining
histograms (see chapter 5).

Decays of charged secondary particles from a collision were only
recorded if the (sagitta / chord length) in the projected view, up to
the decay, was 0.02. This had the effect of rejecting nearly alln® and
K decays, but a negligible fraction of ¥¥ and =7 decays (see table 2.1).
This -criteria takes account of time dilation and is independent of the
direction of the track. No tracks leaving secondary collisions were
measured. '

Neutral vee decays were accepted as associated if their estimated
line of flight passed within one inch of the collision vertex, in the

projected view on the scan table, or within half an inch of a negatively

Table 2.1 Effect of (sagitta / length) cut on charged particle decays.

Particle laximum t/T in | Fraction decaying within
decay c.m. this time (%)
n* 4.92 x 1075 | 0.5
0'0367 305
it 13.6 99.99
7 6.80 99.88
=" 6.97 99.91

(T = average lifetime, from reference 24)
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charged deéay. A neutral vee could be included with more than one event,
- but a final choice was made using the results of the kinematic fitting.
ﬁnmeasurable events were recorded, but were used onl& in cross-
section calculations.
The identified slow proton in an even—-prong event was always
labelled as track 1, and the Geometry and Kinematics programs treated this

track as a proton only, thus saving computing time.

2.3 Measuring the collisions.

5)

Four measuring machines were used, two of the National type”’,
and two built in the college workshops. The former had two image screens,
the latter one, and the National machines were also slightly more accurate.

An optical system ﬁrojected an image of the seleéted view onto
the screen(s). A dot on the screen(s) defined the point of measurement,
and the image could be moved relative to this. The movement was digitised
by two Moiré fringe-systems, and the cq—ordinates.of the image could be
punched out on paper tape.

The measurer was supplied with an ordereﬁ set of scan cards for
one roll, and found an event on all three views. The event and measurement
identification were set up on a switchboard, and punched out. For each
view, four fiducial crosses and then the event tracks and vertices were
measured and punched; about eight points were measured for each track.
One_back—glass and three front-glass fiducials-were chosen, which were

visible on all views.

2.4 The bookkeeping system.

The system used was improved and simplified through two years of

use; the final version is described here.
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The whole chain of event processing is summarized in figure 2.3.
© All scan cards were punched and listings of the cards were then obtained
and kept for calculation of scanning efficiencies. Later thié calculation
was done by a computer program, which read the punched cards. After the
check~-scan the infofmation punched on the corrected cards was stored on a
magnetic tape, the directory tape; simple computer programs produced event
lists and event totals from this, and also the tape was read by the Bind
program, part of the function of which is to check the frame numbers and
topologies specified by the measurers. After measuring cnd after checking
the results of the Bind, Geomeiry, and Kinematics programs, the scan cards

were sorted into four categories:

1) Events with good measurements, and unmeasurable events.
2) Events needing to be remeasured.
3) Events incorrectly scanned; these cards were corrected and put

‘into category 1 or 2.
4) Events not including a proton with momentum less than 350 MeV/cj
those were called "No Events" and were nof used any further.

After checking ths Kinematics program results, all cards in
category 2 were returned to the measuring machines for remeasurement.
Three measurement passes were done for all rolls, and a fourth pass was
done for some rolls with a high failure rate. After this, the fraction of
events that still did not have good meaéurements, or weré unmeasurable
renged from 5 - 15% for all topologies, except a few rare topologies which
were worse. This seemed good enough to avoid omission biases, especialiy
as the uﬁmeasurable events (about 5% of the total) were usually caused by
overlapping beam tracks, flash failures, and other factors unconnected
with any physical collision parameters.

Initially, processing results were filled in cn the event lists,



but later, it was found that sufficient information was given by the

" physical separation of scan cards into categories, plus remeasuring
instructions and other notes writiten on the cards. Data on tﬁé performance
of scanners and measurers was obtained from the calculated scanning
efficiencies, and ffom failure rates calculated by Bind and a post-Geometry
programs this provided a useful feed-back.

The basic innovation of this system was the use of computer cards
and of a directory tape; this provided a simple, trouble free, way of
dealing with iarge numbers of events, and eliminated the ha:d compilation
of event lists. However the updating of the directory tape did become

tedious, and better systems could be devised.
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CHAPTER 3 Computer processing of events.

3.1 Introduction.

The system is summarized in figure 2.3. All the pfograms used
vere pre-existing, altkhough many needed correction or modification for
this experiment. The Imperial College group started using the Rutherford
High Energy Laboratory (RHUEL) system of programsé), but changed to the

16) after processing about one-third of the film. This

CERY systen'4)2 1)
change made tne grouﬁ% analysis compatible with other bubble chamber groups
at ImperialkCollege, and so saved program development time. Other
collaborating groups used the RHEL proarams throughout.

There were two main programs. The "Geometry" program
reconstructed the tracks and vertices of a collision in three dimensions,
from measurements made on the three photographs taken. The "Kinematics"
program tested various hypotheses concerning the nature of the ouigoing
secondary particles, by requiring agreement with the relativistic energy-
momentum conservation laws. Other programs preparéd an input tape for the
Geometry program, and merged and ordered the several types of output tapes.

The system used by the Imperial College grcup is described herej
it is very similar to that used by the other K 4 groups, except for a few

differences that are pointed out.

3.2 Paper tape conversion and event checking.

" The paper tepe from the measuring machines was transferred to
magnetic tape, using a small program running on an IBY 1401 computer.
The program Bind7) read this magnetic tape, and, Tor all events

passing various checks, wrote out records onto an output tape, in the format



required for input to the Geometry program (reference 8, appendix II). The
© frame and_event number and topology of each event was checked against the
directory tape (section 2.4). 4n event that failed any check,ﬁor could not
be decoded, was written out onto a '"failed event" output tapg. Some of these
events could be rescued by an editing brogram; but as the failure rate was
usually only about 8%, it wes simpler to remeasure them. 4 summary of
measurers' failure fates was printed after each roll had been processed.
When using the CERN system, the event labelling system and the
output format of Bind were considerably changed.
The RHEL system required events in strictly ascending frame

number order, and the ordering was done by a program ECPS.

3¢3 The Geometry program.

3.3.1 General description.

Consider the REEL program first 0079)110),

Information for one event was read from the input tape and stored.
Then the reconstruction of tracks was oafried out in four stages. Firstly,
the rays for each measﬁred point were calculated, and any badly out-of-line
points were rejected. Secondly, the depth was.calculated for peints
measured on a selected "main view", gsing the rays for 211 views. Thirdly,
the first space fit was carried out; a helix was fitted to the main view
results. Lastly, the accurate helix fit used the results of the first space
fit as starting values. For each measured track point, the program
calculated a residuel "d", the distance between the point and the nearest
point on:the assumed helix, after both points had been projected back onto
the film reference plane. Z (dz) was calculated for all track points on all

views, and was minimized to obtain the best values of the helix parameters.

The track parameters were (momentum)_1, dip and azimuth angles;



the corresponding error matrix was calculated ﬁsing either a standerd film
" measurement error, or the I.M.s. residﬁal, if it was larger than a certain
limit. ZEach charged track slowed down because of Coulomb scattering, and
this was taken account of in the fit. The momentum of any stopping track
was calculated from a range-momentum table.

To reconstruct event vertices, points measured on tracks
connected to a vertex were uged, as well as vertex measufements, in order
to obtain more accuracy (reference 9, section 3).

Finally the event bookkeeping information was written onto an
output magnetic tape in one record, and the vertex and track reconstruction
results were written out in a second record, in the format given in
reference 9. |

The‘Thresh geometry prozram needed different data and different
tape formats, but operated in a similar way. However, it did not take
accounl of the slowing down of tracks, did not use track measurements to
improve vertex reconstruction, and did not consider all three components of
magnetic field (see section 3.3.5). As a result, the track and vertex
reconstruction errors were about 25% larger than those from the RHEL
geometry program. This affected the effective mass resolution for these

events, but was not a serious problem.

3.3.2 Special features.

For both versions of the program, the method of operation did
not have to be changed for deuterium events; odd-prong as well as even-
prong ccllisions could be processed.

Recent modifications to the RHEL geometry program are described
in reference 10. Of these, the lens distortion corrections and the

improved magnetic field calculations were used, and are discussed in the
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following sections. The improved procedures for vertex reconstruction,
for beam—ﬁrack tests, and for stopping tracks were also used; but the:
other small improvements were not put in. )

Even-prong events with fast spectator tracks were not required
for the final analyéis. Therefore, the RHEL geometry program was modified
to print out, for these events, the minimum spectator momentum, rfnin), that
was coupatible with the measured value; mfuin) = (p~2.0(p)). If this was

larger than 350 MeV/c, the event was rejected.

3¢3.3 Criteria for remeasurement or rejection of events.

Events were remeasured for track or vertex failure, or if a "tag"
on a stopping track was not recognised, or if one view was completely
missing. The reason for failure was noted on the scan card to help the
measurers.

Two classes of events were rejected (both were called "No Events").
The first class comprised events without a slow proton, where the "proton"
had previously been wrongly identified, or was too fast. The second class
comprised events with fault number 8, that is, for which the beam track was
outside certain limits on momentum, angles, and entry position. Later
studies showed that about one-half of such events were produced bylt~ or
off-beam X particles. The rejection rate was about 20% for the first two
runs, which meant a 10% rejection of good events; so for later runs, which
~suffered very little beam contamination, no tests were made on the beam
tracks.

. The other collaborating groups did not reject such events.

3.3.4 Lens distortion corrections.

These are described in reference 10, section 2.

It was found that if optical constants were obtained without
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considering lens distortions, the fiducial crogses were reconstructed with
a systematic error in z position. The flat fiducial planes were
reconstructed as curved surfaces, bending towards the cameraszﬁy about

3 mm ét each end of the chamber (figure 3.1). As a consequence of these
distortions, tau decays were badly fitted; chi-squared values were
generally too high, and the distribution of beam track dip "streich
functions" (see section 3.4.1, equation 3.4) and bf the z-component of
missing momentum were asymmetric (figure 3.2 a).

To correct for this, all points on the film reference plane were

transformed according to the expression:11)
L R 2 2 4
x1 = x (1+a1x+a2y+a3xy+a41 +agy +acr ) (3.1
y

where r2=x2+y2, and the coefficients a, = ag were different for
each vieﬁ. This transformation could correct.for film tilt and normal lens
distortions. The old points-to-ray conversion was used, instead of the new
method given in reference 16, section 2.

Best values of these-coefficients and of the other optical
constants were obtained by the program Mongoose11), which is based on the
fitting program Minfun. The input for Mohgoose was averaged fiducial
measurements from the meaguring machines, and tke surveyed values of
fiducial positions on the chamber glass windows. The film measurements
were corrected according to equation 3.1, and transformed to the front or
back chamber glass fiducial plane. Then all parametérs were varied to
minimize the sum of>squared deviations on these planes.

‘The geometry and kinematics results were improved considerably
by these corrections (see figures 3.1 and 3.2b ). (In figure 3.1 neither

T0lls 21 nor 50 were processed using both methods; they were however

roughly comparable, and the improvement seen was quite clear). The average
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helix fit residuals and vertex residuals were also improved slightly, but
the kinematics results from tau fits were the most sensitive indicators.
Thresh used a similur distortion correction procedure, and the required

parameters were obtained from the RHEL pareameters, without refitting. The

reconstruction of fiducials by both systems agreed closely.

3¢3.5 llagnetic field calculations.

The RHEL geometry program took account of non-uniform magnetic
fields, and made a full calculation of the effects of the small components
of the field in the x-y plane.

Bz, the main component of magnetic field, was calculated from a
polynomial fitted to field measurements made throughout the spaée in the
centre of the chamber magnet. Bx and By were calculated from polynomials

derived frcm the Bz polynomial by use of Maxwell's equaticns. These three

-

. - 2
polynomials were derived and fitted by the Birmingham K d grou “).

Bz = 9(91)[a1+a22+a3(2z—r2)+a4(223—3zr2)+a5(824~24z2r2+3r4)]
Bx = x.z.C(91)[-233—8.4.3z+a5(—16z2+12r2)]

2 .. 2
By = y.z.c(91)[—2a3-a4.3z+a5(-16z +122 )] (3.2

These formulae assume cylindrical symmetry, but not syummetry
about the z=0 plane, unlike the formulae given in reference 9. The x, y
and 2z coordinates had to be measured relative to a known field symmefry'
centre, which was néar the centre of chamber.

Bx and By affected the curvature of dipping tracks; this was
taken account of by correcting Bz.

Bz! = Bzt (sinS.Bx—césS.By).tan). (3.3

This is e#pressed in the helix fit coordinate frame. Note that
tanh was reversed for negative tracks in subroutine Slope, and was restored

tc normal after the helix fit.
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' Also four field ratics were calculated, which involved Bz and
the radial x-y component at three points along each track. These were used
in czlculations of the slowing~down corrections to the helixufit.

The r.m.s. residual between the fitted polynomial and the
original field measurements was 0.3% of Bz, which was very good. The use
of a polynomial rather than a2 table of the original fleld measurements
saved computing time and needed fewer program instructidns.

The nominal value for Bz at the field centre (C(91)) was
calculated from magnet current readings, but was checked by plotting
ideograms of the fitted x° mass froﬁ kinematics neutral vee fits. A4s a
result, it had to be corrected by up to 1<. The full width of the )
ideogram was about 10 lieV. The peak and the width of the ideogram varied
very little when different forms of the‘polynomial were used.

Thresh did not calculate the magnetic field; this was done in
Grind when a field table was used, calculated from the abo&e Bz
polynomial for convenience. Grind did not calculate Bx or By, nor correct
Bz, nor calculate slowing—dowﬁ corrections. The RO mass ildeogram had a
width of about 15 HeV, compared to a width of 9 eV found for the sane
events processed through the RHEL system. This reflected the more
sophisticated calculation methods of the RHEL system.

A fuller discussion of the derivation of these versions of the

field polynomials, and of the correction to Bz, is given in reference 13.

3.3.6 Choice of error constants.

The RHEHEL Geometry program required nine error constants of
various sorts, and Thresh required even more. In general, values used by
. previous Imperial College or RHEL experiments were taken. However constants

concerned with reconstruction errors were checked by plotting histograms of
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the eTTOoTs obtained from measured events, and by requiring flat
distributions for fit probabilities from the Kinematics progrem. These
constants are given in table 3.1. Cnly REEL constants are diééussed here.

7 The medians of the helix fit error histograms (figures 3.3a and
b) should have been roughly equal to GF; in fact they were higher than this.
0 p Vas used in the calculation of errors for all helix fit parameters: but
if the r.m.s. measurement error was larger than a constent (C(106)%), it
was used instead of Tne Because these constants were close (8 and 12u
respectively), a small underestimztion of both did not matter. The
maximum error of 30p was clearly satisfactory; tracks with a larger error
were failed.

Two vertex errors were calculated; the first using vertex and
track measurements, and the second using vertex measurements only. The
histograms of these errors should have had median values close to OF‘and
vafespectively; figures 3.4a and b sﬁow that this was so.

Some other error constants wiere checked similarly. The Tkrech

Table 3.1 Values of error constants used in thé Geometry programs.
Program | Symbol . Value used
RUEL oo Standard track error. 8 (on film)

1
c(106)% Check for r.m.s. helix fit error. 12u

NC(20) Maximum h.f. error. B o
oy Standard vertex error. 150
Thresh - Standard film error. _ 20p (on film)

250 (on front

glass)
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constants were obtained and checked by the same method. They were

generally larger than the corresponding RHEL errors, probably because of

the less sophisticated calculations made (see section 3.3.1).'

3.3.7 Beam track parameters.

The average beam track momentum at entry to the bubble chamber
was taken from histograms; the values used were 1.450 GeV/c for the third
run, and 1.650 GeV/c for all of runs 1, 2 and 4. An average momentum
error of 30 MeV/c was found from studies of tau fit probability and stretch
function distfibutions. These values were imposed by thé Geometry program
on all beam tracks, as the measured values fluctuated considerably; this

gave satisfactory tau fit results.

3+4 The Kinematic fitting progran.

3.4+.1 General description.

17),18)

The RHEL Xinematics program:was written by A.G. ¥Wilson s
and the CERN program, Grind, by R. Bgck and others15). The principles of
each are very similar, although programming details are different. The
laws of conservation of energy and momentum are uéed to test various‘
possible particle assignments for each event; also, for a successful
assignment, these laws are used to calculate the parameters of any unseen
particle, and to improve the accuracy of the parameters for the seen
particles.

The program read the Geometry program results for an event from
a magnetic tape. A-section of the program decoded the event topology, and
decided which of the particle assignment hypotheses should be tested. For
each hypofhesis, the parameters for any unseen particle were calculated,
using the four constraint equations that express the conservation laws.

Then all track parzmeters were varied in order to minimize the value of
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the chi-squared for the fit, subject to the cdnstraint equations.
Lagrangian multipliers were used and an iterative procedure Was necessary.
If an event had several vertices, fits viere made at each vertex
successively, starting with the most highly constrained vertices; and
then a multivertex fit was made. Finally new values of track parameters
and error matrix elements for all successful hypotheses were written out
onto a magnetic tape, and summaries were printed for all hypotheses tried.
These summaries included the predicted ionization and the stretch

functions for each track. The latter were defined as:

stretch (X) = (X(fitted)-X(measured)) (3.4

o(X(fitted)~X(measured))

where X is one of the three track paraméters. A stretch function should
have a Gaussian distribution with zero mean and standard deviation of onej;
a different width could be caused by incorrect choice of geometry error
constants, and a non-zero mean could indicate biases in reconstructicn of
events. Thus histograms of thése functions provided useful tests of the

y
quality of event reconstruction 2.

3.4.2 Px’ Py, Pz fitting.

Failure to see a spectatorvproton implies that its momentum iz
less than about 80 MeV/c, and this information can be used in the
- kinematic fitting. Other experimentgqgave used the normal track parameters
(1/p, dip angle, and azimuthal angle), but this is unsatisfactory because
the errors in these parameters are not Gaussian for the unseen spectator;
the spectator angles are completely unknown, and 1/b can go to infinity.

Howsver, if p , p_, and P, the compeonents of momentum, are used for all
o4

J
‘tracks, with starting values zero and errors of 30 MeV/b for the spectator,



..39-

these errors are roughly Gaussian, and the ex?ected spectator momentum
distribution is approximately reproduced. (Since a particle Fravelling
along a camera axis is unseen for a higher momentum than one travelling
normal to the camera axis, a larger error in p, was appropriate, and

40 MeV/c was used.)

Events with an unseen proton spectator and a missing neutral
particle, canhot be fitted without knowledge of the spectator particle,
but become one~-constraint fits when the zbove method is used. It will
be seen in chapter 4, however, that results from such fits were not very

satisfactory.

3.4.3 Selection criteria.

A 5ypothesis had to satisfy the following criteria before it was
accepted:
1) Predicted and observed ionization must agree, within the
accuracy of observation.
2) Chi—séuared probability for the production vertex fit must be
at least 1% for 3-and 4~constraint fits, or at least 5% for 1~and 2~
constraint fits. Events with decays must‘have a successful multivertex
fit also (i.e. at least 0.1% chi-squared probability).
3) The momentum of the proton from the production vertex must be
less than 150 lMeV/c for an unseen proton, or less than 350 MeV/c for a
- seen proton. |
4) If an hypothesis involving 3 or 4 constraints at the production
vertex is ambiguous with one involving‘1 or 2 constraints, reject the
latter; this does not apply to I\O/Y0 ambiguities, however.
5) The true lifetime of =2ll charged decay fits must be within the

limits specified in figure 3.521).
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6) Accept events with up to 3 ambiguous fits; remeasure or class
- as unmeasureable any event with more than +this.

7) Events giving only zero~constraint fits are Classedzés
unmeaéureable.

Multineutral events were not assigned to channels. No fit
probability ratio tesis were used to decide between ambiguous fits. Any
associated electron pazir, Dalitz pair, or nﬁépﬁ>e+ decay was also used to
help eliminate hypotheses.

Other groups in this collaboration did not reject events with
fast seen proton specitators (criteridn 3). Otherwise they used very
similar criteria.

The minimum fit probébility cuts were chosen after a study of
3= and 4-prong fitszz). With a 0.1% cut these showed a large low
probability "+tail' for the 4-constraint fits to K dappK 10 (figure 3.8a);
d~constraint tau decay fits did not sﬁow this (figure 3.8b), so that
incorrect errors or inaccurate geometry reconstruction were not the czuse.
Very probably, the "tail" came from contamination from events in other
channels, e.g. deéppK?nfno. A cut at 1%.reduced the "tail" greatly, and
also eliminated most ambiguities. For 1~constraint fits there was no "tail"
(figure 3.9a), but a higher probability cut was chosen for safety, as
misfit¥ing is generally easier for fits with less constraints. Neutral
vee and multivertex fits showed a slight bias towards low probabilities
(figure 3.9b), but a cut at only 0.1% was applied, as the production fit

probability cut seemed to give adequate protection against contamination.

3¢4.4 Checks on results.

Many of the checks on the kinematic fitting results were in fact
tests of the choice of errors and accuracy of reconstruction of the

geometry program. Of these, the tau deczy siretches and fit probabilities
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and tpe io ideograms vere most important and have already been
discussed in sections 3.3.5 and 3.3.6.

The fitting of neutral and charged decays was studi;d in
detai123). Of 127 neutral decoys giving gcod geometry results, eight
appeare@ to be unassocizted ox Ki decays, and 957 of the rest gave
satisfactory fits, with the expected stretch and probability distributions.

The plots of true lifetimes for E° and A® decays given in figures 3.10 and

3.11;, agree with the expected distributions, which were given by:

6N = W(total) exp (~%/1).0t (3.5

T

where 81 is the number of decays seen in true time interval 61,
t is the true lifetime of the decay,
T is the average trus lifetime,
and N(tot2l) is the tctal number of decays occurring, which is obtained
from the obssrved total by'corfecting for unseen short lifetime decays.
Average lifetimes are given in table 3.2.
Chargéd decays were more difficult to check; a one-prong scatter

could look Jjust like a charged decay to écanners, go that the fraction of

Table 3.2 Averecge true lifetimes for charred and neutral decays (in units

of 10-10 seconds. )

Decay Average for Average for Current world

1.45 GeV/c run | 1.65 GeV/c run averag924)
Kg-a e .822+.020 .798+.025 .862+.006
A% p1t 2.25+.035 2.34+.06 2.51+.03
T st 1.56+ .05 1.594+.06 1464+ .06
T .95+ .06 .76+.06 ‘.811.013
Lot T4+ .04 .81+.05 ,814.013
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decays fitting was not meaningful. Also most decay vertex fits were zerc-
- constraint, and so gave neither stretch functions ncr fit probabilities.
However, charged decay Titting depended on vertex accuracy as well as
track accuracy in much the same wzy as neutral decay fitting did; so the
success of the neutral decay was encouraging for the charged decay fits.
The £ i-true lifetime distributions are shovm in figures 3.6 and
3.73 the expected distribution was calculatsd in the same wzy as for neutral
vees. Scaﬁning losses were higher for Xf—épﬂo ther foI'XtF)nn?; this is
_ because of the smaller laboratory decay angles accessible to the former,
and a correction for this is discussed in chapter 5. There were nmany
Zb/Kf ambiguities but these were nearly all resolved by use of criterion

5 in section 3.4.3.

3.5 Preparation of Data Summary Tave.

25)

The program Inco read events from the magnetic tape written
by the RHEL Kinematics program, and selected fit results for frame numbers
and hypotheses specified on choice cards. For each selected fit, one record
was written onto a Data Summary Tape (D.S.T.).

A choice card was punched by hand for cach event giving a
satisfactofy fit. Up tc three hypothesis names could be specified.

The D.S.T. format-is given.in table 3.3, Event ideﬁtification,
vertex positiong, ana track directions and momenta vere recorded; further
kinematic quantities were calculated by the Statistics program (see next
secticn). The event code was zero for unique fits, and two for ambiguous
fits (which appeared in successive records). The track labels were the
serial numbers of the vertices between which the particle travelled, or
were zero, if no vertex vias involved. The track mass code was an
integer number of magnitude 1-20, which specified which particle was

thought to have caused the track; negatively charged particles had a
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Table 3.3 Data Summary Tape Formot.

Layout of a fit record.

Word no.

Event identification

l

C I = no. of words following in this record,
1 7 Frame no.
2 Evént No.
3 Packed hypothesis no. (12 bits per part)
i Topology
ii Rest of hypothesis name

iii No. of constraints for fit.

4 Event code,

5 Chi-squared of fit.

6 Probability of fite

T Yo, of vertices in the event.

For each vertex:

1 Missing mass squared ‘ (GeV/c2)2
2 Errcr on m.m.2o
3=5 X, ¥, and z coordinates of vertex (cmso)o

6 No. of tracks at vertex.

For each track at current vertex:

1  Packed code (6 bits per part)
i Beginning label
ii End label

iii ¥ass code.
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Table 3.3 Data Summary Tape Format ~ (continued).
2 | Length (cms.).

3 Azimuth (radians).

4> Dip ‘ (radians).

5 Momentum (Gev/c).

For multivertex events, chi-squared, probability and track

parameters are taken from the final multivertex fit.



code of negative sign. 4in end-of-block record was written after all events
_ from oné input tape had been read, and an end-of-tape record was written
after the last block on the D.S.T.

The P> Py’ P, variables for unseen spectator particles were
changed to the equivalent 1/&, dip, and azimuth variables. For events
containing two protons, the unseen proton or slowest proton was given mass
code 20 instead of the usual value of 5. This indicated it as the

probable spectator, and the justification for this is discussed in

chapter 4.

26) 6)

A modified version of the CERN program Slice1 produced &
D.S.T. of identical format from a Grind output tape. The program altered
all the track and vertex labels and track mass codes to the RIEL systenms,
as well as carrying out the operations mentioned above.

After a D.5.T. had been created, some hypothesis numbers were
changed by a special program, in order to have agreement with other groups

in the collzboration.

3.6 The Statistics program.

3.6.1 General description.

The program27) read a Datz Summary Tape, and plotted histograms
and two-dimensional scatter plots of various physical quantities, for
specified hypotheses, subject to selections if required. Standard
subroutines were available which calculated, for instance, effective
masses for all permutations of outgoing particle pairs, momentum transfer
to one or more particles, and decay angles of resonances. Many other
-éubroutines were written specially‘for this experiment, and calculated,
for example, the total energy in the X n centre of mass system, particle

momenta and direétions in the laboratory system, and lifetimes and decay
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angles'for charged and neutral wealk decays.

The standard selections available were for effective mass of
any particle combination, misging mass, momentum transfer and:fof cosd ,
where § 1is the centre of mass production angle for any single particle
or combination of particles. Other selections were added for track
length; momentum and dip, for beam track parameters, centre of mass
energy and decay polar angles. Up to three selections or anti-selections
on these quantities could be specified for any one plot. Events could be
selected or rejected singly according to frame number, or in blocks
according to the block number. The iatter facility allowed events from
different groups to be plotted separately, as such events were written in
different blocks on the D.S.T. Unique and ambiguous fits could be
plotted separately or together.

Histograms could be plotted with each event weighted to correct

)

for charged or neutral decays that had occurred either ouiside the humber,

28) 29)

or so close to the collision vertex that they were not detected 7 ~’« The

~— O

method used is described in chapter 5.

For two-dimensional plots, information was written on a
temporary output magnetic tape, which was read through after being
completed. This tape could be kept to provide input data for other
programs.

The advantages of this program compzred to the CERY program
SUHX3O) are that the writing of data for histogram plotting is much
simpler, and that since the D.3.7. contains less information for each
event, it can be read much more quickly. However, disadvantages also exist;
the data~uniting for two-dimensional plots is rather complicated, and also
"or" combinations and complex "and" combinations of selections cannot be

made.
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3.6.,2 ©Special facilities for deuterium collisions.

For each hypothesis, a particle could be specified that was to
be excluded when defining the centre of mass-systems; thus events could
be plotted as collisions on the neutron, proton, or deuteron (if no
spectator was specified). Also events could be plotted only if one of
the outgoing baryons (usually the proton) was slower than the other. This
slower baryon was the probable spectator.

Unseen spectators had their length set zero or negative in the
- Kinematics program, and this was the most convenient way to distinguish
these events from seen spectator events. COCne of the new selections could

gelect on this length.
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CHAPTER 4 Selection of events satisfying the impulse approximztion.

4.1 Introduction.

-In order to study‘Krn interaétioné in a deuteroﬁ, use must be
made of the impulse approximafion31—34), ﬁhich supposes ‘that 2 collisién
takes place with a2 single target nucleon, while the other nucleon remains
a "spectatqr” with its momentum unaffected by the collision. The formal
reqﬁirements for the validity of this approximation are:
a) | The incident particle never interacts strongly with more than
one constituent of the system at the saﬁe time (i.e. no double scattering).
b) The amplitude of the incident wave is nearly the szme for bound
‘and free nﬁcleons.
é)' The binding forces can be neglected for the duration of the
strong interzction. (Cnly this criterion correspends to the impulse
approximation in classical scattering theory. )

Tae deutercn is weakly bound (binding energy = 2.23 MeV), and
the mean separztion of the nucleons is 4 Fermis. This indicates that a
high percentage of collisions will be describable by the approximation ,
although the criteria for selecting events that satisfy the approximation
must be established empiriczlly.
| )

. Rr3=
For =11 calculations, the wave function formulated by Hulthén~~

has been used, namely:

N Y (z) = (Constant).e O, (1~e ) (4.1
- .

With ¢ = 232 Fermi™', and p = 4.2 ¢30)

Although this expression is coaveniently simple, it is not

reliable at small nucleon separaticns, i.e. high relative nucleon momentaj
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it deviates from a more accurzte description by more than 25%, for a
momentum larger than 260 KeV/ch).

42)

The Kulthén function gi?es Trise to the following“nucleon

momentum distribution:

P(p)dp = (Const.).p2 T 2 dp (4.2
2.2 2. 2
o +D B +p
B = atp
This distribution predicts that the probability of a nucleon
being faster than 200 MeV/c is only 1%. It is chown in section 4.3 that

because of double scattering and failure of the Hulthén function,

considerably more fast nucleons are observed.

4.2 Choice of spectator particle.

The spectator momentum should be distributed zccording to
equation 402, i.e. peaked at 80 MeV/b:with less than 1% above 300 MeV/b,
whereas the récoil baryon fypically had a fairly flat distribution ranging
from 80 to-TSOO MeV/c. It was therefore reasonzble to choose the slowest
nucleon as the spectator, T; ensure agreement with the impulse
approximation an upper limit of 280 MeV/c'was imposed for this slower
nucleon, (this is discussed in section 4.3). These criteria have been
used by most previous deuterium buﬁble chamber experiments, although the
cholce of upper momentum limit varies considerably; see for example
" references 37 to 40.

~ | If a hyperon and =a protoﬁ are seen in the final state, then, to
the extent that double cdllisions are ignored, the hyperon has to be the
recoil baryon. The proton has alweys been selected as the spectator in

these channels, even vwhere the hyperon iz slower. A study of such channels

can indicate how reliable it is to choose the slowest nucleon as the
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spectator for the nucleon-proton (I-p) channels.

Plots were made of p(proton) versus p(second baryon) for eight

common channels41):

K a»\Oprc (4.3) DR (4.7
L+pn7 : L+nn+

K > \prm© (4.4) K dsppk 1L (4.8

PN

K esfntn” (4.5) K dappK e 1° (4.9
L™

K % T " (446) K depnRr (4.10
lﬂrﬂo ‘ . An+n-

(Cnly events scanned at Birmingham and Glasgow were used because
of "the more restrictive criteria imposed at Imperial College: see section
2.2.2).

A total of 3300 events were plotted.

On all scatter plots, six regions were defined, and are shown in
figure 4.1.a. (The use of 300'MeV/blrather than 280 MeV/c aé & boundary
has only a small effect on the conclusions below). Figures 4.1b, ¢ and d
show the appearance of typical plots. TFor events producing two
protons the momentum of the faster is plotted as the ordinate, and so only
half the plot is populated.

For the hyperon-proton (Y-p) channels, events in regions 1, 2 and
4 yere selected as having a proton spectator satisfying the impulse
approximation. Hoﬁever, if the spectator was selected as the slower
baryon, events in regions 4 and 5 would have the hyperon incerrectly
chosen as the spectator; the fraction of events in these regzions averaged
2% for the Y-p chammels.

When there were two nucleons in the final state, only the
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cfiterion that the slower nucleon is the spectator was used. It was
agsumed that this criterion could be in error.in the same way as for the
Y-p éhannels, and the figure of 2%-was corrected for the difféfent
spectator and recoil baryon momentum distriﬁutions in eabh chaﬁnel. It
wés then found that the method was in erro? for 4% of events in channels
4.8 and 4.10 (proton spectator events only) and for 1% of channel 4.9;
also 1% of the proton spectator events.in channel 4.10 were incoxrrectly
identified as neutron spectator events, since they occurred in region 4.
The'reliability of the criteria for events in regions 1 and 4, where both
nucleons are slow, Qas confifmed by plptting_momentum distributions for
these events; the spectator and recoil nucieon distributions were
>marked1y different. Tigure 4.2 shows the plots for channel 4.8. Another
interesting conclusion is that most of the wrong identification was caused
by double scatteriné, where the "recoil" nucleon happened to be slow, and
the "spectator" fast; it is thercfore especially important to know the
size of the effect.

To summarize, the use of these criteriq resulted in a zero
misidentification of the spectator particle for the hyperon—-proton
channels, and 4% or less for the nucleon-proton channels. This should not

bias the data seriously.

4.3 Cholce of maximum spectator momentum to ensure agreement with

the impulse approximation.

In figures 4.3, 4}4, and 4.5, histograms are given of the .
momentuﬁ, the cosine of polar angle (i.e. cosd), and the azimuth angle
(w) for the speétator proton, in four of the common chennels listed in
section 4.2. All guantities are defined in the laboratory frame of

reference, and angles are defined with respect to the beam direction.
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¢ (2) = COS_T(E xz). Bxea) (4,11

"B" represents the beam particle, "a" the outgoing particle,
and "z'" the z axis, taken parallel to the optic axes.

Events from 21l lzboratories are‘plotted, and include about
.one-third of -the final data at 1.65 GeV/c. The Hulthén curves plotted
are calculated from equation 4.2, and are normalised to the number of
events with seen spectators from 80 - 300 ieV/c for 4.3 a and b, and to
the total number of events with spectators slower than 300 MeV/c for
4.3 c and d. The first two channels give distributions widely different
-from those'ezpectéd, when the spectiator 1s unseen. This i1s not caused
by.deviations from the impulse approximation, and is discussed in section
4.5,

.'The events with the "spectator" faster than 300 MeV/c showed
three effegts. Firstly, there vere more than the 1% éxpected from the
Hulthen function - see table 4.1; secondly, the spectator cos9 distribution
showed an excess in the forward diréction; thirdly, effective mass
combinations involving the "spectator" showed some resonance formation.
The first effect was not proof of brezkdown of the impulse approximation,
as it has already been noted that the Eulthén distribution is inaccurate
for fast nucleons. But the last two effects clearly indicated that double
collisions were taking place. The maximum of 300 MeV/c wag a Tirst
es%imate of the cut—-off moﬁentum; later inspection of the spectator
momentum distributions indicuted that 280 ieV/c was a better value to use.

411 events with spectators faster than 280 leV/c were rejected

‘when mzking physics plots, but were taken into account in calculations of



cross—=sections. Table 4.1 shows the fractions of such events for

chaennels 4.3 to 4.10.

Table 4.1 Zvents with "spectator' faster than 300 MeV/c, éxpressed as

a fraction of 21l events.

Channel Fraction() Channel Fraction()
4.3 19.0+2.5 4.7 14.1+3.5
4.4 : 20.&i1.5 4.8 8.2i1.1
4.5 © 23.242.8 4.9 17.3+3.8
' (proton
4.6 15.T+4e2 4.10 spec.) 8.1+1.6

4.4 Agreenent with the impulse approximation for events with proton

spectator slower than 280 licV/c.

Let us now consider the events with sl&wer‘spectators,
ignoring, for the moment, events with an unseen proton spectator together
with an unseen neutral particle. The momentum spectra (figure 4.3) agree
" with the Hulthén curve, and no systematic deviations are seen. The two
angular distributions (figures 4.4 andv4.5) are isotropic, as expected,
apart from a small excess of forward evenfs in the pnkn and A°prm®
channels. An excess of unseen spectétors was expected for ¢ equal O or
T, because of poor visibility for tracks parallel to the optic axes; this
was observed, but was too small an effect {o show up in figures 4.3 ¢ and
d.

The spectator momentum, cos9, and ¢ distributions for the other
four channels specified in section 4.2 were zlso in reasqnable agreement

with the expected distributions.
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It has been pointed ocut by '.IB:'.gataA’g>

that the spectator
momentum and cosd distributions may not agreé &ith the Hulthén prediction
for two reasons; firétly, the croés—section is modified becaﬁée of the
moment of the neutron target by a”flux'factér"; secondly, the variation
of cross—gsection with centre of mass energy may blas the momentum |
spectrum. The azimuthal angular distributions should be flat,

independently of these effects.

The flux factor, R is given by:

R = py (4 - Ep) . (4.12
pi . X
Where Ep = spectator energy in laboratory.

Ma mass of deuteron.

1]

Py = momentum of incident K in laboratory.

momentum of incident X in X n centre of mass system.

P

2

X = total energy in K n centre of mass.

Then Oo = O, . R: » . (4.13
Where OA = cross~section calculated neglecting momentum of

target.

Co = corrected cross—-secticn.

. an
Take tune ordinary spectator momentum distribution dp, and
di
calculate £f(p) = R dp .(p is the proton momentum). Then it can be

.‘sHown42) that the function H(p), defined below, should have a flat

distribution.

(4.14

Bigata obtained a flat distribution for H(p), at a 35%

confidence level.
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For this experiment, the uncorfected rlots agree reasonzbly
well with the impulse approximation, and so it'seems unnecessary to make
more’rigorous~checks. It is, however, interesting to estimaié what
qualitative effects should arise from the néglect of these corrections.

The effect on the spectator momentum distribution is hard to
estimate; but for a given value of D, opposite values of cos$ have an
opposité effect and hence tend to cancel. For the spectator cosd

distributions we have:

Co (4.15

dcosd R

aw

R

.As cosd increases from ~1 to +1 the value of x increaées, and
so R falls. -Since most channels have a cross—-section that falls with
increasing energy,cjoralso falls. Thus the tvo corrections tend to
cancel. This indicates that the agreement with theory obtained from our
uncqrrected plots is meanihgful.

A fﬁrther test of the impulse approximation is to calculate the
cross-section obtained for the A’ chanmel by unfolding the Fermi motion,
using the Hulthén momentuwm distribution, and compare it with that
obtained for KfpaAono. This K p channel is pure isospin 1, and should
héve a cross—gection equal to half of that for the K n channel. Figurg
4.6 shows values of Ao obtained by this experiment and by several X p

experiments.

-

A = o - (4.16

e

) . "
where X = h_ and D = K pomentum in K n centre of mass.
1

ks

ra=-
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»The first four experiments weré collected and fitted by Smart43),
aﬁd tge line obtained by him is plotted. An'ekperiment by Berthon et a1.44)
found significant digagreement with the data points of Vohl é% a1.45>, and
pointed out that the latter. group did not'make any correction for
contamination of A%’ fits by I°° events. The results from this

46)

experiment were obtained from events with seen spectalors of momentum
100 - 280 Hev/b and were subject to an overall uncertainty of 10% in
addition to the error bars shown. Ouf points agree well with those of
Berthon et al., although one point at 1.96 GeV shows a 2% standard
deviation difference. Also our results agree well with those of Louie
et al., Trower and Dauber et al., butvdisagree with the results. from
"ohl et al., and thus reinfofce the possibility of the latter being in
error. (For Kfn+Aon_,,contamination from.iam_ is smaller than for the
equivalent K-p channels, and can be satisfactorily removed47) 48).)
Bigata also compared A%t éfoss-seotions from two ¥ n and”Kfp

experiments, carried out in the same bubble chamber and subject to sinmilar

biases, and found excellent .agreement.

4.5 Reliability of Px’ Py’ PZ fits.

Chznnels with an unseen spectétor and no ﬁeutral particle can
be fitted by the coﬁventional method, subject to one constraint, or by the
P, Py’ P, method (see section 3.4.2), subject to four constraints. Bofh
methods gave satisfactory cpectator distributions (see figure 4.3y 4.4,
and 4.5, parts c and d), end gave nearly identiczl results for other
particles, except that the four-constraint fits gave slightly smaller fit
errors. another sw2ll advantace cf the Px’ Py, PZ method was that events
with one straight track coﬁld be fitted with three constroints, whereas
these events would give only zefo-constraint fits by the conventional

wmethod. The effective mass resolution (eguation 4.17) and angular

distributions from both methods agreed well with those for the sanme



channe} vhere the spectator was seen.

Channels with an unseen spectator,‘aﬁd a non=-decaying neutral
particle cannot be fitted by the conventional method, and giéé dnly one=-
constraint fits by the Px’ Py, PZ methéd. Thé spectator distributions
(figures 4.3, 4.4, and 4.5, parts a and b) are quite different from those
expected, and also eiTects are seen in plots involving the non-spectator
particles (fdr example, see figure 4.7). The cause of this seems to be
that the fit is so‘weakly-constrained that the three componenis of

'speétator momentum cannot be pulled far enough from their starting values;
therefore the specfator mdmentum spéctrum peaks at zero, not at about

40 MeV/c as expected. Also, most of the "pulling" of the spectator
‘momentum takes Place along the beam directicn, as the momentum errors
from measurement are largest in this direction. Thus the distribution of
cos$ for the spectator displays a large excess of events in the forward
and backward directions. The anisotfopy of the spectator ¢ distribution
is probably caused by the choice of an error in Pz larger than those in
PX and Py; it seems that the three errors should have been made equal.

This misfitting of the spectator meant that the neutral particle
was also badly fitted, and the centre of mass energy and the definition of
the c.m. reference system were both wréng. The first effect was seen in
an extensive study of eflfective mass distributions49?. The msss resolution

ALl was calculated for several prominent resonances.
. 2 2 :
ﬁoAI‘. 2 = r‘h haad r‘ -
(2.4) i T B (4.17
lﬁm and r; are the measured and expected widths respectively

of the Breit Tigner curve, [ﬂE values are taken from reference 24.
For mass combinations not including the neutral particle All

was 2bout 2 6 leV, both when the spectator was seen and when it was unseen.
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For mass combinations including the neutral particle, Al was zbout 25 eV
when the spectator was seen, and about 54 LieV when the spectator was unseen.
. . * » o - s
Mgure 4.7 chows Y1(1385) production as an example. This loss of
resolution is clearly rather sericus. Also the peak of the Y1(1385)
resonance in figure 4.7a cccurs at shout 1420 HeV, two standerd deviations
higher than expected. Smaller upward shifits were seen for other resonances;
this is a sitrong indicetion of wmisfitting.
Results from a 3 GeV/c ¥ n experiment described in a thesis by
17 : 50) o] " - .
W. Hoogland” ’ confirmed that the mass resolution wus worsened for one-
constraint inserted spectator fits; but an order-of-magnitude calculation
indicated that no shift in resonance peaks should occur. This is in
contradicticn to our results. The results of the Pos Py, P method of
=)
fitting (methbd A), were compared with a fitting method using the
bt T et o 1/ o v =1 . .
conventional variables, with /p = 45+30 meV/b , and dip and azimuth
equal to zerc with large errors (method B). For the one-constraint

inserted spectator fits, method A gave rezulis siiilar to those from this

(6]

experiments method B gave a better spectator momenitum distribution, but

worse anisotrepy in the zpectator angular distribufions. Also tlhe mass

resolution was vorsened, and a shift iﬁ the position of the resonance

peaks was expected. Thus method B seeméd to be even worse than method A.
These ccrclusions have been confirmed by our Glasgow collaborators,

using artificial "events" generated by a lMonte Carlo prcgram51>. They

usgd method A, and also tried a method that use@ the fitted spectator

rarameters from method A4 and the measured parameters for other particles,

k) carry'out & "second iteratibn" of method Aj; although this improﬁed the

spectator.mcmentum dictributicn, whieck then peaked at 50 IeV/b, the strong

engular anistropies were unchanged. The spread of centre of mass enerzy
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wag founl fo be too mwrrow, becuause the Iitted spectutor momoentum

pulelrite VS
too small. Both this study, and Hoogland's agieed that althousis the.
misidentification oi one-construint inseried spectator [ite wus worse then
for the corresponding seen spectator fits, it was not cxzcessive (gbcut
13% for one example in reference 51).

To summarize, four-~consiraint inserted smectator fits using the
Px’ Py{;PZ method show gome advantages over the conventicnal one-constraint
fits. However, ons-constraint inserted spectator fits lead to bilased and
inacourazte results. Such fits have been used tc calculate cross-sections,

or for the stuly of processes exclusively irvolving the seen outgoing

particles, but they were excluded from all other studies.
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/A—One proton unseen - 25 events.

 |— Both protons seen-13 events.
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Evehts
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FIGURE 4.3(continued).
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CHAPTER 5 - Contamination end decay weighting.

5.1 Bstimation of [raction of m particles in the beam.

~

Two different methods were used. Firstly, events with the

topology 4C0 were kinematically fitted to the following rezctions:

T d—T oD ' (5.1
Ka—X1m pp . - (5.2

Both reactions gave four—consiraint Tits (since both protons viere
seen), and were well ‘separated; only zbout &) of the events fitting 5.1 also
fitted 5.2. Tae ratio of fits fqr cach reaction was corrected for the
cross~section difference; the fuctor, 0‘(K—)’/(T(n-), vas UeT1.

For the second method, «ll delta rzys on beam tracks leading to.
interactions were recorded. Since tae momentum of all beam tracks that
passed the scanuing criteria was similar,m  particles had a larger value of
5(: v/b) than dia ¥ particles, and could therefore create more energetic
delta rays. It was found that at 1.65 GeV/b, delta rays of radius greater
than 1.8 cms were nearly 21l produced‘bylt— parficles, with an efficiency of
3.1% for an average beam track length of 40 cms. Tuae fraction of T particles
calculated was corrected for the difference ofm n and X n total cross—
sections. The ;atié\uséd was 0.80.

These two methods were used by all the collaborating groups on
about one helf of the pictures scanned and results from each agreed well.

-~

Also the results frow different groups were compatible, except for one
second run value that disagreed with all other determinations, and wes
therefore discarded. The avercges figures are given in table 5.1,

Cnly the second run was seriously contaminated, and it was found

thot T beam tracks from thiz run tended to enter the bubble chember lower
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Table 541 < & contomination.

Run Homentum (Nn?) / (NKf) at bubble chamber.

(Gev/c) _ : (%)

.1 _ 1465 2.7 + 0.7
2 | 1.65 13.'3 + 3.0
4 1.65 . 1.5 + 0.6
1+244 1.65 4.3 + 0.8
3 1445 1.0 + 1.0

than Kf's, i.e. with a smalier y coordinate. G60% of Tt beam tracks could

be rejected. Bul the final contazmination of all 1.65 GéV/c date (runs 1,

2 ané 4) would‘only be reduced by 1% és a result, ané so no action was taxen.
Of the channels discuscsed in_later chapters, only channel 5.2 is

affected byHI_ contemination. The fraction ¢f possiblemw-induced events

that fitted 5.2 as well as 5.1 varied with the degree of constraint of the

fit; it was 6% for a four—ccnétraint fit when both protons werc seen, 60¢ for

a one—constraiﬁt uﬁsean spectator fit, and prcbably about 40% for a four-

constraint wiseen spectator fit using the Px, Py, Pz variables. The

calculated contaminations, corrected for crogs—section differences?were 2% and

0.5% for the 1.65 Geﬁ/c and 1.45 Gev/b‘data respectively.

5.2 Contamination of ell three-bedy channels.

~

5.2.1 Introducticn.

The contamination from misidentification cof X —-induced events as
well as fromT -induced events is examined; in fact the latter only mz2iters
for the 300 and 400 channels. The following channels are considered; eccu

involves a proton spectator, satisfying the criteria of chapter 4.
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KTn-—»an?;o o , (5.3
pTT
Kfn-—anion; _ | o . (5.4
Ln'n
Kn—plm , (5.5
- - 4 o
Kn—Ynmn , _ (5.6
Lynr
— + [ - ' N . N
K n———>ZL_rf T, (5.7
jo1s
Knﬁifu ) P ‘ (5.8
. nw :

411 chennels ware'fitted by the Pys Py’pz method when the
spectator waz unzeen, except for one half of the Imperial College events for
charmels 5.5 %o 5.8 from the 1.65 GeV/c run. Therefore ohaﬁnels 5.5 to 5.8
gave four-constreint fits nearly always. Tuaese létter channels wexre the
mest hcavilf contaminated, by X ~induced cvents from other chsnnels. The
discussion in chapter 4 shows that, for events in these channels with an
unseen spectator, the event iéeﬁtification st fai:ly reliable, =2lthough the
kinemetic track'paiameters were seriously biased. Such events cre used for
cross—section czlculations, and so must be discussed here.

In general the 1.65 GeV/c data had larger contamination that the
145 GeV/c data, beczuse fpr the former, mcumentum errors vere slightly larger

and hence misidentification was easier.

5.2.2 Guantities plotted.

"To investigate contamination and losses for the above decays,

histograms oZ the tuc decay anzles vwere plotied:s

(5.9

I
O»

A
P-Ed

cos Sd(e)

‘Plz = COS (DIK _2) (QIX él) s (5.10
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The ~ on vectors indicotes unit length. D, e ané z represent the
‘décay parent, the selected decay prcduct, and fhe bubble chzmber z oxis
respectively. The first subscript épécifies the reference sysfém, 1 is the
laboratory system, p the production centfe of wmass system, and d the decay
c.m; systgm;

Cos SdAshould have a flat distribution for. all charged or neutral
decays from 2 or 3 body channels, since the polarisation of any deczying

A
perticle must be normal to Dp, by parity conservation.

Also  the distridbution of . _ should be flat, since any polarisation

1z

N '

of the decay parent is randomly orientated relative to the z axis. lHowever,
scanning lcsses may occur when the decay plane contsing the z axis, i.e. at

¢1z= OQorr.

Histograms were also examined for true decay lifetime, projected
§ . o 1 . . et 2
decay length, coordinates of production and decay vertices and (missing mass)®,

vhich is defined thuse

- ¥ )2

(wissing mass)2 = (B, ~-YLE )2 - (5.11

jo n

in “out £in Zout

The summation is carried out over seen outgoinz particles; unfitted

. . . 2
directions and momenta must be used. For exzmple in chznnel 5.5, the (m.m.)

- . . . 0y42
should be zero, and iu channel 5.3, it should equal (m{rt~))“.

5.2.3 X r=A%n® | (channel 5.3).
134

This channel suffers the vorst contamination, and is discussed in
somésdetail because cf its imporitznce in the later analysis.
:The identification of the A was very reliable. About 1% of the
decay vertex A° fits were ambiguous with io fits, and half of these gave
=

multivertex fits to 5.4, as well as to 5.3, and were excluded from 5.3 for

. . + - . 0 -
convenience. IMits to Y—=e e were unfortunately not atfempted. A4 K deczy
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or yconverasion could emulate a a A° decoy where tho proton travelled fcorward

. 0 . - .
in the A~ c.m., that is, with cosf, = +1. The histograms or cos$, for

152 for both

fits showed =z

A

unigue very small excess here, certainly less than
L 3 - o

beam momenta. 4 study ofxplﬂ histograms indicated that scanning losses were -

also. less than 1%

Cnce the A° had been identified, there were gtill four possible

A

contaminating channels, numbers 5.12 to 5.15, given in table 5.2, The luast

twe cuaannels vere unfittable, and their cross—-sections were estimz

Tittable channels involving different charge states of ths same

Isospin Clebsch~Gordon coefficients wores used to coleulsate resonant crosas—

sections, and -resonent cross-sectlons vere assumed to be equal

thoze for For example the non~resonant creoss—sections

+ = = - .
for the L mm chennels were .07 and .08 mb resvectively at

1.65 GeV/c, cnd for this part cf chammel 5.14.

Channel 5.12 vwas always preferred to 5.3, as it was more highly

., . 2 .. e s
conctrained. For channel 5.12 the (m.m. ) distribution was very narrow, and

3

Teble B.z Channels possibly cont ﬁinating KTn-—eACRjIO
LpTI:
Chennel Fo. of Cross—-sections (mb) Reference
constraints At 1.45 CeV/o | At 1.65 GeV/e number
K n —A% 4 2.8 2.0 5.12
K n —y % 1 0.80 0.45 5.13
- LAQY
Ir H—VZ Tt TE "'2 ~On6 NO.6 5014—
LAY '
Kn »Atw%° | -2 ~ 0.6 ' ~ 0.6 5.15
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- also the missing energy was closer to éero, whereaé the missing energy for
5.3. was usually large, Thus the two channels were kinematically well
separated, and losses from 5.3 should be negligible,

About 4% of seen spectator events and 6 of unseen spectator events
for channel 5.3-were ambiguous with 5,13, ‘Histogrgms of cosEh for the ¥°
decay for these events were not flat, but had an excess of forwardvy's,
(figure 5.1). This excess wus ﬁrobaﬁly caused by true 5.3 events with a
fasff? that could simulate a fast forward+y , and thus also fitted 5.13.
Figure 5.2 sﬁows cdsGb for the complémentary situation of /\O/Z0 ambiguities;
section 6.2 discusses this, On this,basis,‘about one~third of the ambiguous
events really came from . éhannel 5.3, and thus, rejecting ambiguous
events lost only about 2% of good 5.3 events,

The contamination from channels 5,14 and 5.15 is best investigated
from histograms of (missing mass)2 for channel 5,3; see figure 5,3 for
1,45 GeV/c»results. The minimum values of'(m.m.) 2 are‘about mg(no) for the
rtqy from 5,14 and 4m2 (no) for 5.15, Thus we expect 5,14 to be a larger
source of‘contamination; unfortunateiy these events will not all cause an
excess number of events oa the high mass éide of the (m.m.)2 pealk, since
measureiment errors can produce some events with (m.m)2 less than mg(rto)
which tend to cancé} fhe excess caused by the other events, TFigure 5.4 shows
the distributions of excess cvents, Ve assumed that half the 5.14 events
did no£ appear in the excess, and also that the contaminations from 5.15
ev;nts Qas half that from 5.1%4 events; the results are shown in table 5.3.
if all events with-(m.m.) 2 greater than 0,7 GeV 2 were removed, this
reduced contamination considerably without losing too many genuine events;
‘see table 5,3.

After having rejected all ambiguous eﬁents, and those with (m.m)2

o .
greater than ,07 GeV™, the remaining contamination and losscs are shown 1in
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Table 5.3 Contomination of channel 5,3 by channels 5.14 and 5.15.
Events Fraction of true . - Total Total after: True 5.3
. / / Te rd Dy
5144 () | 55 ()] (3 | ocut (2) cut (2).
]
1.45 GeV/c seen 4e7 2.3 7.0 449 3.3
srectators. .
1.45 GeV/c unseen| 6.5 3.2 9.7 T 4.7 7.0
spsctators. :
1.65 GeV/c seen 8.0 . 4.0 | 12.0 7.0 5.0
spectators. .

[¢)
.
n

1.65 GeV/c unseen| 13.0
spectators. ’

L] 1945 9.3 7.9

table 5.4. All estimates are subject to errors of about one-half, because of
statistical [luctuations and because of the assumptions made. Cnly the seen
spectator events were used for physics plots, and thus the remaining biases

should not be too serious.

5.2.4 Kn—nk°n” (channel 5.4).

bt

The numbers of ambiguous fits, mainly involving channel 5.3 only,

were less than 1% at both momenta. These were, therefore, not used.

Table 5.4 Contaminétion and losses for chznnel 5.3, from all sources.
Contemination from Loszes to
5.14 and 5.15 (%) 5.13, 5.14 and 5.15 (7o)
1.45 GeV/c seens V 4.9 5.5
1.45 GeV/c unseens 4.7 ’ 8.6
1.65 GeV/c seens 7.0 7.0
1.65 GeV/c unseens 9.3 10.3
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. - =0 o
The histograms of cos$.(m ) for the X~ decay showed a significant

d
_excess (for Qniéue events) at cos@d = =1, of.2% and 4? at 1.45 and 1.65 GeV/b
regpectively; see figure 5.5. ThiS»probably came Trom misfitiing of true A°
decays from channels 5.14 or 5.15; misfitted'y‘deca's from the ¥ © channels
would cause excesses at -1 and +1. The ¢ 1z histograms showed no losses.

‘When the X° had been identified, the only posgible contamination

was from:

Fn—nnn’ - (5.16

et

This channel was ugfittable.' However, the width of the (m.m.)2
neutron peak for 5.4 was about one-fifth of the separation of the neutron and
(n + n°) peaks (figure 5.6), so very little wmisfitting should occur. By
calculating‘thé excess on the high mass side of the neutron peek, as done for
channel 5.3, the contamination was found to be less than 0.5% and 3.07 for
all events with seen and unseen spectaéors respectively;

it»should be noted that the peak of the (m.m.)2 histogram at
1.45 GeV/c was at .875 (GeV)z; that is, .605 (GeV)2 lower than expected.
Channel 5.13 showed a similar effect. This was probebly cauged by under—
estimation of the beam momentum by about 4 MeV/b, but should affect the
overall gquality of fitting only a little.

Thus there are no serious contamination problems for this channel,

5.2.5 X n—pn (channel 5.5).

~

The possible sources of contamination weres

T n—spum - (5417
Kn-—pkn o : B | (5.18

Confusion of ¥ withtf—.
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The T contamination has been discussed in section 5.1 and was
‘not serious. Channel 5.5 was alweys preferred to 5.18 as it was more highly
constrained; these channels are kiném#tically well-geparated, fér the sane
reasong stated for channels 5.3 and 5.12, and thus contamination ¢l 5.5 was
negiigible. Migure 5.7 shows the (m.m.)2 plots Tor all fcur—constraint fits,
i.e. seen spectator events and unseen spectator events Titted using the
Pys py, p, method. Fizure 5.8 shows the plot for all Imperial College one-
constraint unseen spectator fits, which has a wider peek, with an excess of
.high (m.m.)2 events. Thus the use of the p_, Py1 P, method leads to an
’ : Lo
important improvement here.‘ But the one~constraint fits were iny 10% of all
fits to this channel for thé 1.65 Gev/c run, and were not used for the
1.45 GeV/c run, and so the finezl contamination was smalls
hen fits to 5.5 with m  and K particles interchanged were
ambiguous, the fit with lower probabiliiy was rejected, but this occurred
co A

for less than Sk of cll fits: MDable 5.5 summerizes the situation.

-
vina

5.2.6 ¥n—=Y n w  (chamels 5.6, 7, and 8).

e s . ¥ .
ambiguities with ¥ deceys were largely eliminated by use of
. + . . . 4 ~n e N 1
criterion 5 in section 3.4.33; only about 0.5% of all fits to these channels
remain ambiguous. The reliability of this criterion seemed very good,as

discussed in secticns 3.4.4.

— —

Table 5.5 Contaminatimof I n —2n
From 5.17 From 5.18 From T /K Total
(%) ” (% confusicn. (%) (<)
1445 GeV/c run 005 ~” 0,2 2. 2.7
1,65 GeV/c Tun 2.0 1.5 ~ 2. 5.5




L

Othsr contzmination could come from_K~n-—aZf¥rt_rt~rto events.
However, the corresvonding chonncls were kinenatically well seperated, just
as channels 5.3 and 5.12 were. The fofal contamination was 1esé:than 3%,
which was not serious.

However, both the cosdd and P, his?ograms were anistropic because
of scanning losces., This was worst for chamnnel 5.7, that is, JfoxX -—+~>m

These losses were corrected by a weighting method discussed in the next section.
-~ -~

53 .Welghting Tor unsesn wezk decays,

5-3.1 Introduction. . B .

: ) W et o 0 -~
Some charged and neutral decays (e.g. 0oFf L —p T or of A" — ol )

'Y

occur outside the bubble chamber, or toc close to the collision vexrtex 1o be
distiﬁguishéd. slso certszin conf iguraticns v be very difficult to see when
scanning. All of these losses are dependeni on the moumentum of the pavent
varticle, mad rust therelore, be corrected for; in crder o avold blases, and
in ordexr td compute cross—-scctiions. |

To cerrect for the first kiﬁd of loss, a minimum observable
rrojected decay lencth ( ) and a maximum observable decay vo]ume viere

chosen. Then all events with decays outside these limits were rejected, and

the remaining events were weighted thus:

Weight = 1 (519
- —, —— m
exp (-t /1) ~exp(~t_, _ /T)
. Hhere T = average true lifetime
boin = Bl (5.20
p.sin(dip)
Yhex = mel o _ (5.21
P
1 = distance from collision vexrtex to edge of decoy
max

volume, along decay parent direction. (5.22
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To select 1

min’

B

Tor most chznnels a loss of events

the projected decay length wvere

vas seen for 1 less tho

versus the value of lmin selected. Tor 1min less than 3 wmm, the scanning

losses were not completely corrected for, zand Nv vas too sumzlls as 1ri
. . v fl

increzsed, NW increased, and then flattened olff. The optimum lm.

turnover pcint.’ To help locate this point, error bers were drawn showing the

~expected fluctuation of one W_-relative to the previous one.

Y

5.23 1s corrected for the use of weighted events.

5.6 summarizes all the 1 |
e min

510 and table 5.7. The production volume was chosen during scanning, to be a

'
‘

o (I-IWE-I‘TM ) = (3’?01“%2 ) ° Ha2

(§y =

N

02

unwelighted number of events.)

i1

(5.23

1.

pé

s at

Then plots were made of the total weighted number of events (Nw)

Vias

the

-

The expressicn

-Figure 5.9 shows the Nw plots for three important cases, and table

alues used.

The production and deczy fiducial volumes used are shown in figure

rectangular area on the pictures from the second camera; in three dimensions

this becomes a box with sloping sides.

The z limits of the production volune

Teble 5.6

Values of 1 .
: 11N

selected.

Decay

1.45 GeV/c events

1.
min

(cms )

1.65 GeV/c events

+ —
P —-n'n
s
A° —pm
I —nm
Y —pm

+ +
Y —nm

0.3
0.3
0.4
0.9

0.4

0.3
0.3
0.5
0.5

0e5
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Table 5.7 - Dimensions o production and decay fiduciazl volunes.
x (cms.) v (ems.) - z (cms.)
Production | at back glass., ~-20.9 — 22,6 =13.7 = 13.7 ~ 0.
volume -at front glass. ~-20,9 — 13.0 -10.7 — 10.7 -50.
at mid-point. ~20.9 — 17.8 | =12.2 —12.2
Decay volume. ‘ -21.0 — 20.0 -17.0 —17.0 15. = 37.

depended on the spread in beam z position, and were found from histograms.
4The decay fiducial volume was also decided from histograms; it should not
“include any region where decays would not be measurable, and should be at
least one decay length away from the production fiducial volume, for the
decays with longest lifetimes (/\O's, for this experiment). The latter
requirement'avoids over-large decay weights that can cause large statistical
fluctuations in weighted histograms. In fact optimum conditions could not be
achieved;‘fo: exaﬁple, the decay of a fast A° particle travelling sideways
from a collision near the edge of the fiducizl volume, had a potential decay
length of 5 cms., equivalent to half avlifetime, and vwould receive a weignht of
about 2.8. However, such a combination ¢f circumstences was uncommon; about
3% of Ki- and A° decays received weights greater than 1.5,

The average decey weights for neuvtral decays are given in table 5.8.

+
5.3.2 Small-angle Jdecay losses for X decays.

The scanning loss of small-angle 2 decays is dependent on the

Table 5.8 - Average decay vieights for neutral decays.

Decay Channel 1.45 GeV/c data 1.65 GeV/c data
2 st {n—nk T 1.14 1,13

A T K n-APnon” 1,11 1.12
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Y momentum. A previous experiment28) in the CERN 81 cm bubble chamber
_ which has similar geometry to that used here, essentially found that
observed events should be weighted thus:

Vieight = A ' (5.2.4
1-ap '
_ ¥ *
where p is the I momentum in GeV/c, and a = .06 for L —¥ N T
and = .30 for Z+-——>p nt °. Figure 5.11 shows the variation of efficiency
(21 /weight) with X momentum.

The best verification of this method is to compare the final
weighted number for the two LT decay modes, which should be equal. Table
5.9 shows that the two decay modes agreed within one standard deviation.
Table 5.9 also shows a very high average weight for the Z+—->p m © decay
mode for the 1.45 GeV/c data. This caused rather large fluctuations in
histograms for channel 5.7, which involved this decayj; however, this was

+
the only X ~ decay that could be used to obtain I polarization.

x
Table 5,9 Event totals and averare weipghts for & decays
- {Channels 5.6 to 5.8, 1.C. data).

Decay o | Unweighted Weighted Length Angle Total
No. No, weight weight | weight

1.45 GeV/e T —nm | 1185 1446,2 1.15 1.06 1.22

Yoot | 598 T 823.h |1.30 1.06 | 1.38

S prl | 355 895.3 1,84 1.37 | 2.52

| A= -72 + 58

1,65 GeV/e I —=nm™ | 712 896.0 1.17 1.08 | 1.26

Ionrt | 280 506.1 1.38 1.05 | 1.45

T opn® | 216 520, 6 1,41 1.39 | 1.96

A= -18 + 38 |
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CHAPTER 6 . Cross—-section calculations for all fittable reactions.

6.1 Introduction.

6.1.1 Calculation method.

The cross—-section for any reaction, "a'", is given by

(¥o. of interactions of type a) x {Correction factors)
(Wo. of targets/unit volume) x (Total beam track length)
(6.1

O’a=

The correction factors corréct for ambiguous fits, differences in
scanning and processing efficiency for different topologies, unseen charged
- or neutral Vee decays etc. and are discussed in sections 6.2, 6.3 and 6.4.

‘The total beam-track length, for K particles has been calculated
from the observed number of téu decays. Beam;track counting could not be
used, since the p— contaminatioﬁ of the beam was not accurately knowne.

" To obtain the total track length from tkhe tau count, we note the

probability of a X decay per unit time in the laboratory system is

E& \'To
where T = mean laboratory lifetime
To = mean proper lifetime.

Hence, the probability of decay in length dx is given by:

dx - m'dx (6.3
cByTo p‘To
where p' = laboratory momentum of K particle.
m' = rest mass of K parficle

If NT tau decays are seen, for which the branching ratioc is R,
it then follows that:

total ¥ track length = Nyp' T
ml



~105=-

= Nppel, : (6.4
Rm

(if p is in MeV/c and m in MeV).

Then ¢, = N_=x (Correction factors) (6.5
a(a/w) Np pe To/(Rm)

The density of dewterium (1), was' taken as = +107+ .002 gms/oc?2).
p = mean momentum of K particles at collision.
= 1.643+ .001 GeV/c for nominal 1.65 GeV/c runs.
and 1.445+ 001 GeV/c for nominal 1.45 GeV/c runs.
(these values are obtained from momentum histograms for tau
decays).

This expression reduces to:

o, = N, x (Correction factors) x F (6.6
N
where F = 1.31 + .03 mwb for 1.65 GeV/c runs. (6.7

= 1.49 + .03 mb for 1.45 GeV/c runs.
The largest contributions to the error in F are the errors in

d (2%5 and in R (1%).

6.1.2 Explanation of cross-section tables.

Values of Na, the correction factors, and cross-—-sections for the
Imperial College events from the first two runs of 1.65 GeV/c film are given
in table 6.1, and the results for all £he Imperial College 1.45 GeV/c film
are given in table 6.2. All fittable reactions from K n collisions that
contain events are considered,except for elastic scattéring and the =K
channels, which are discussed elsewhere (references 85 and 84'respective1y.)

The topolozy codes are given for each reaction; they are odd for
‘tau decays and when the spectator proton is not seen, and even when the

spectator proton is seen. In this chapter two topologies differing only in
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Table 6.1 Cross~sections for Imperial College data from runs 1 and 2

at 1.65 GeV/c .

Corr. for
Reaction {Topology Spectatof Unique Ambiguous Aséigned No. of unseen
events events ambigs. taus decayse.
ATe 201 s 41 28 +26 243 1.53
P 101 u 89 0 -7 273 1.53
i 201 5 16 31 5 273 1.53
L{A-epﬂr
R 210 5 10 1 1 273 1.0
. Lnn:-
pK T 400 s 83 0 0 235 -
300 u 196 0 0 265 -
n¥on” 201" 5 53 0 0 273 2,92
Lf"n"
AT ® - 201 2 90 3 0 273 1.53
Lpﬂ;
T 410 s 31 0 0 243 1.0
nte 310 u 44 0 0 273 1.0
DI A 410 5 12 0 0 243 1.89
LpTEO 310 u 21 0 0 273 1.89
St 410 s 17 0 0 243 2.12'
LnTE+ 310 u 27 0 0 273 2,12
pK 0 400 8 5 0. 0 265 -
( PR 400 s 2 0 0 265 1.52 )
nK i 400 s 19 9 4.3 265 -
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. Reaction | Spectator| Decay Cther Corrected no. Cross—~section
weight corrections of events (mb)
At s 1.18 1.43 173 1.91 + .24
¥ " s 1.18 4,52 172 1 0.83 + .22
¥ n° s 1.23 5.03 68.1 0.33 + 10
pK Tt s - 1.23 102, 1.68 + .16
u i 1015 ) 2240
nkKo” s 1.13 4442 773 3.70 + .62
AnT© s 1.15 4.07 643 3.08 + .46
I TR 5 1.22 1.43 55.7 0.65 + 409
u 1.22 1.31 72.7
T 5 1.71 1.43 60.6 0.79 + 17
L.)pﬂjo u 1.71 1431 97.2
P 5 1.40 1443 T4 3 0.92 + .16
Lnn+ u 1.40 1.31 108.
pK T 1t° 5 - 3.90 19.5 96 + 44pb
(pEn i s - 3.90 11.9 58 + 41ub )
nK T s - 3.90 91.5 0.45 + .12
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Corr. for
Reaction | Topology | Spectator | Unique Ambiguous Asgigned No. of unseen
events events ambigs. taus decays
(At ™ | 400 s 17 13 6.3 265 2,88 )
(v | 400 s 9 5 2.3 265 2.88 )
AT 401 s 12 1 1 243 1.53
Lth— 301 u 42 0 -8 273 1.53
AR | 401 s 1 0 0 273 1.53
Lyprt” ‘
% nm | 401 s 2 1 0 273 1.53
l—a\{/\—-—pﬂ:_’
pRon R 401 s 0 0 0 243 2.92
Ln*rt' 301 u ) 0 0 273 2,92
BT ” | 401 s 0 0 0 273 2.92
L
T
¥ Tt © 410
s 7 9 .5 273 1.0
nt.
i | 410 s 3 0 0 273 1.89
l—»pﬂio
IR | 410 g 3 0 0 273 2.12

()

indicates an unreliable reaction topology. See section 6.6
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- Reaction | Spectator| Decay: Other Corrected no. Cross—section
weight corrections of events (ub)
(AT s - 3.90 262 1.29 + .36 )
(r%mr| s - 3.90 127 0.63 + .23 )
AT 5 1.15 1.77 40.4 0.64 + .10
u 1.15 1.47 87.9
A | s 1.05 5.63 9.07 43 + 43D
N s 1.15 5:63 19.8 95 + 67ub
PR s 1415 177 0 47 + 3Bub
u 1.15 1,47 9.9
B s 1410 5.63 <19.0 <91ub
Y T g 1028 451 43.4"° 0.21 + .08
+ = =0
DI (ol 1 1 6 8 1.75 4.51 44.7 - 0.21 + .12
Lpn°
T 5 1.44 4.51 41.5 0.20 + .12
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 Table 6.2 Cross-sections for all Imperial College data at 1.45 GeV/e.

Corr. for
Reaction | Topology | Spectator | Unique Ambiguous Assigned unseen
events events ambigse decays
Tau decays | 300 - 675 0 0 -
ATT 201 s 84 90 76 1.53
Lpn" 101 u 1133 262 228 1.53
I 200 | s . 41 . 107 24 1.53
Ly/\ —pT | 101 u 34 299 56 1.53
T’ 210 s 68 5 2 1.0
Lnﬂ? 110 u - 110 topology not measured ~
o™ | 400 s 133 12 6 -
300 uoo 361 24 12 .-
ni’n” 201 s 94 1 1 2.92
Ln*ft" 101 u | 250, T 3 2.92
An O 201 5 249 AT T 1.53
LpTT._ 101 u 488 37 16 1.53
R 410 s 55 0 0 1.0
Lnrc“ 30 |- u 149 2 2 1.0
st 410 s 10 0 0 1.89
LpTl:o | 310 u 41 0 0 1.89
2 R 410 s 22 0 0 2,12
LnTC+ 310 u 58 1 T 2,12
pK P 400 s 13 3 1 -
300 u 44 3 1 -
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Spectator

. Reaction Decay Other Corrected nce. | Cross—section
weight corrections of events (mb).
Tau decays - - 1.06 115 -
AT s 1.19 1419 348 2430 + .25
%7 8 1.19 1,20 143 0.70 + .09
u 1.19 1.19 195
5 re® 5 1.24 4.57 397 0.83 + .13
u -~ Not measured -
pk e ‘s - 1.16 161 1.19 + .09
u - 1410 408
nEGt” s 1413 1.18 371 2.78 + .23
u 1.16 1.13 968
At Te® s 1.12 1419 522 3.34 + .25
u 1.15 . .22 1085
Y s 1.26 1,26 . 87.5 0.65 + .06
u 1.25 1.18 223
s o ‘s 2.64 1.26 63.6 0463 + 412
Lqpﬂo u 2.60 1.18 239.5
st g 1.37 1.26 81.0 0.58 + .08
. Lnrr+ u 1.34 1.18 198.0
pKm e’ 8 - 1.22 171 0.14 + .02
u - 1.16 52.1
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Corr. for
" Reaction | Topology |Spectator | Unique Ambiguoﬁs Assigned unseen
events events  ambigs. “decays
(pE°m ™ 400 s 3 2 1 1.52 )
( )
( 300 u 13 1 1 1.52 )
nKT T 400 S 13 10 4.5 -
300 u 26 21 9 -
(At | 400 s .| 22 23 11 2.88 )
( ; )
( 300 u 44 62 29.5 2.88 )
(£ %™ | 400 s 7 18 7.5 2.88 2
(
( 300 u - ) 50 23.5 2.88 )
AT 401 s | 40 12 10 1.53
Lprr' | 301 u 57 47 25 1453
AR | 401 8 2 0 0 1.53
Lpft' 301 u 3 2 1 1.53
Yot T | 401 s 3 12 2 1.53
L»yA-—apnr 301 u 2 . 48 23 1.53
oo 401 s 1 0 0 2,92
Ln*rt' 301 u 1 0 0 2.92
BT | 401 s 0 0 0 2.92
R 301 u 0 0 o 2.92
s | 410 & 20 2 2 1.0
met' 310 u 44 2 2 1.0
St w® | 410 s 4 0 0 1.89
Lpﬂ" 310 u 15 0 0 1.89
R | 410 s 3 0 0 2.12
Lnrc+ 310 u 9 2 2 2412

( ) indicates an unreliable reaction topology. Sce section 6.6 .
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. Reaction | Spectator | Decay Other Corrected noe. Cross—-section
weight corrections of events (mb)
(pEO ™ 5 - 1,22 Ted 67 + 1Tud )
E ) u - 1.16 24.7’ ))
nk T s - 1.22 - 21.4 0.13 + .02
u - 1.16 40.6
(A s - 1.22 116. 0sT5 + +11 )
(( , u - 1.16 245. ))
(£ %" s - 1.22 51, 0.33 + .06 )
(( u - 1.16 108. ))
AT T s 1.135  1.18 97.4 0.55 + 07
u 1.135 1.16 166,
A en’| s 1.08 1.14 3.8 25 + 10pb
u 1.16 1.18 8.4
R s 1.11 1.14 9.7 0.125 + .025
u 1.11° 1.18 50.3
PRt T s 1.09 1.12 3.6 17 + 12pb
u 1.27 1.16 4.3
nEori T | s 1.1 1.14 <3.7 < 16b
u _ 1e1 1;18 <3.8
S s 1.27 1.29 36.1 0.21 + .03
u 1.20 1.21 67+
T e s 2.43 1.29 . 23.8 0.22 + .06
Lprto w | 2437 1.21 81.3
e s 1.33  1.29 10.9 0.10 + .03
Lm* u 1.34 1.21 3749
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the visibiiity of the proton (e.g. 101 and 201) are referred‘to collect-
- ively by the odd topology code; when necessary the spectator proton is
specifiedvto be unseen or seen.

The table also specifies whether the spectator is seen (s) or
unseen (u). These two classes are treated separately for each reaction,
as they need different correction factors.‘

The value used for Na.in equation 6.6, is the number of unique
events plus the numher of ambiguous events assigned.to that reaction
("assigned ambizs."). Both numbers are those obtained after the application
of the decay length cuts, aﬁd after r;quiring that the momentum of the
spectator proton is less than 300 MeV/c (or 280 MeV/c for 1.45 GeV/c data).
The cross-section per event, before corrections, is given by (F/NTJ and is
5.4 pbarnsvper event for Imperial College 1.65 GeV/c data, and 2.2 pbarns
per eveﬁt for 1.45 GeV/c data (about 1.0 pbarns per event at 1.65 GeV/c and
0.37 pbérns per event at 1.45 GeV/c, for the whble collaboration).

The correction factors listed in the tables are those fecr unseen
decays, the decay weights and all others combined. This last consists ofi-

(Scanning loss) x (Processing loss) x (Contamination)

x (Probability cut) x (Unseen spectators loss) X (Glauber corrections)
X (East spectators correction) (6.7

The values for each of these correction factofs can be found in
this chapter; the_fi:s£ two in table 6.4, the third in tables 6.5 and 6.6,
and the fourth in section 6.2.7. The last three corrections are the same
for all reactions af a given beam momentum, and their values are given in
sections.6.2.8, 6.3 and 6.4 respectively.

.The error on the cross-section given includes the statistical
error on the number of events seen, and the errors on all other factors in

the calculation; this is discussed in section 6.5
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6.2 Correction factors.

6.2.1 Introduction.

The assignment of ambiguous events, and the various correction
faqtors are discussed below in more detail. The Gléuber correction and
the correction for fast spectator events are rather different problems,
and are examined in sections 6.3 and 6.4 respectively.

602.2 AIHbiguOus fits.

AN .
For the reactions with 101 and 301 topologies that involve a

seen A decay, many events éave fits'émbiguous betvieen AT T % and
AT T® (for the 101 topology), and between ATHTT and similar reactions
(for the 301 topology). The events were divided between the reactions on
the basis of histograms of cosd, (A)s this is discussed in section 5.2,
and figures 5.1 and 5.2 show the plots for AT TN° /L% and for AT /X%
‘ambiguous events for the 1.65 GeV/c runs. The distributions should be flat
for trueEZO events. The AO/ZO ambiguous events show a peak at cos&d'=1;
this is produced by true A events where a slow baékward gamma can be added
with only a small effect on energy aﬁd momentum conservation, thus simulat-
ing a % Tor /NRO/EO ambiguous events, a broad shoulder for cosd, negative
corresponds to true ATC events (see section 5.2.3). Studies of the cos\‘)d
Plots indicate that, for the 101 topology, about 90% of the A /Zo ambiguous
events were really A events, and about 40% of the ATP/YO events were really
A Aw® events; for the 301 topology, the "true A " peak at cosdy =1 was less
sharp, and generally more of the ambigﬁities were L ° events. Table 6.3
shows a tabulation of these results.

Many ambiguous fits were also obtained between the 1-constraint

o

reactions nK7n+n_ ,/\n+n—nr and X n#n-n_ (with no neutral decays seen)

because of the weakness of constraint and absence of a decay signature.
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" Table 6.3 Assignment of A/L°/ Am® ambiguous events.

For each group of data, the first line gives the raw numbers of
unique and ambiguous events, while on the second line the assignment of

the ambiguous events and the consequent reaction totals are shovme.

Spectator A AT° £° r°/An® Ar®

101 topology N

1.65 GeV/c seen .M . 28 17 3 90
67  26/2 22 3/0 90
unseen 89 —— DNot fittable
82 -7 - - -
1.45 GeV/c seen 84 90 41 17 249
160 16/14 65 10/7 256
unseen . 133 262 34 37 488
361 '228/34 89 21/16 504

301 topology

1.65 GeV/c seen 12 1 2 0 1
13 1/0 2 0/0 -1

unseen 42 —— Not fittable
34 -8 - - -
1.45 GeV/c seen 40 12 3 0 2
50  10/2 5 - 0/0 2
unseen 57 47 2 2 3

82 25/02 25 1/1 4
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The lasﬁ tﬁo reactions are probably also contaminated by mis;assigned
events (see section 6.6).

’The A ambiguous -events were nearly all ambiguous with
An?n%m—. Hissing mass plots gave no indication as to how to assign these
events; therefore they were shared equally between the channéls.

No other reaction showed an apprecizble number of ambiguous fits.

6.2.3 Unseen decay modes and decay losses.

Reactions involviné'a seen neutral or charged particle decay must
be corrected for particle decays leading to other topologies, or to unfit-
table events. Also a few reactions'involving a neutral particle that is
not seen to decay, must Ee corrected for the seen decay modes. All branching
ratios and errors are taken from reference 24; the erfors range from 0,2%
for I —NT , to 3.0% for st onnt.

The numbers of events in tables 6.1 and 6.2 are obtained after

’fhe application of the minimum and maximum decay length cuts, and are then

weighted for unseen decay losses as discussed in section 5.3.

y

6.2.4 Scanning losses.

The scanning efficiency was calculated separately for each
topology by comparing the first and second scans.
If N1 = no. of events found in first scan,

N2 = no. of events found in second scan,

and N12 = noe. of events found in both scans.
Then N1. = e1NT
Ny = efip (6.9
Nig = &80y
where NT = total no. of events actually present

]

e1592 efficiencies for first and second scans respectively.
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)i - 7 = ¥, ¥
Therefore LT h1 12
N2
a1l "icie = = W =N
and the overall efficiency e (N1+LI2 112)
NT,
= 7] 1
(r_r1+1\2 1:12).1,12 ]
' N, N (6.10
172

Equation 6.9 assumes that losses are purely random. For the
reactions discu§fed in this thesis, the events with track configurations
of poor visibility were eliminated by minimum and maximum decay length cuts;
therefore the assumption islreasonabi;. Ij is also reasonable to assume
that different reactions with the same topology have approximately the same
scanning efficiency.

_Further corrections were made for extra events found during the
check séan, and for the part of the 1.65 GeV/b film for which only a single

scan was made.

The correction factor used is a ratio of efficiencies:

eo(306 fcpology) (6.11

qo(current topology )
Table 6.4 gives this factor for all topologies excépt 200 for all runs.
Only a part of the Imperial College film was used to calculate these values,

but the errors are still only about 1 - 2%, small compared with other errors.

6.2.5 Processing losses.

Unmeasureable events, eventis giving zero-consitraint fits, and
events without good measurements, cannot give fits, and must be allowed for.
The processing efficiency was found by counting the number of events in
these categories, and comparing with the total number of scanned events.

The correction factors were then calculated as for the scanning losses,

according to equation 6.11, and are given in table 6.4.
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Table 6.4 Correction factors for scanning losses and processing losses.

(Relative to the 300 topology)

Scenning losses >Processing losses
Topology 1.65 CGeV/c 1.45 GeV/c 1.65 GeV/ec 1445 GeV/c

run ran run run
101 1.05 ) 1.01 1.04 1,00
1 prong rare 1.39 0.98 1.12 1,00
201 1.09 ° 1.00 1.10 1.02
210 1,20 C1.22 1,10 1405
2 prong rare | 1.20 '. 1.02 1.26 1.32
300 1.00 1.00 1400 1400
301 | 1;01 0.98 1.16 1,02
310 0.99 - 0.97 1.06 1.05
3 prong rare 1.18 1.52 1.15 1.14
400 1.02 1.01 1,07 1.03
401 1.10 0.97 1.35 1,00
410 1.07 0497 1.12 1413
4 prong rare 1.25 1.11 . 1.40 1.45

=4 prongs - f.OO 1.70 - 1.06

Absolute value for

300 0.95 0.995 0.94 0.91
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The processing losses, like the scanning losses, are assumed to
. be the éame for different reactions with the same topology. All of the

Imperial Coliege events for the first two runs at 1.65 GeV/b,‘and for the
‘run at 1.45 GeV/c were used to calculate the factors in table 6.4, which

are subject to errors of about 1%.

6.2.6 Contamination.

Contamination of three-body channels has been discussed in
chapter 5. The percentage contamination of various channels is shown for
Imperial College events in tables 6.5 and 6.6. These differ slightly from
the values given for the whole collaboration in chapter 5, since the
px, py, pz fitting method Qas not used for Imperial College events at
1.65 GeV/c. A beam entry cut has been applied to all 1.65 CeV/c events of
300 topqloéy, to reduce ® =-induced contamination. |

Corrections have not been made for K —induced contamination of
“the nen tbrce;body reactioné. The conteawination of the An” and X%
reaétioné depends mainly on the accuracy of the assignment of the ambiguous
events. The £ T° reaction is contaminated mainly by events from the

¥ %° reaction, and it can be estimated from the study of AmT°® contam—
ination in section 5.2.3, that this will be less than 5% for all runs.

The contamination of the four- and five-body reactions should be

very much less than their statistical errors, except for some of the 300

topology fits, which yield unreliable results (see section 6.6).

6.2.7 Tit probability.

In choosing kinematic hypotheses, it was required that the
probability (X?) should not be less than 1% for four-constraint fits, and
5% for one-constraint fits. The distribution of probability (XQ) would be
expected to be flat, in which case corrections for the different cuts would

be simple. In fact only one-constraint events at 1.45 GeV/b gave a flat
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Table 6.5 Percentage contamination by T -induced reactions.
1.45 GeV/c run First two 1.65 GeV/c runs.

Spectators —— Seen Unseen Seen Unseen

Reaction

J
pK T 0 1 1 5
All othexr 300

‘ \

topology fits 1 145 5 6
Table 6.6 -  Percentage contamination by K —induced reactions.

Spectators ~—3

1.45 GeV/c run

Seen Unseen

First two 1.65 GeV/c runs

Seen Unseen

Reaction
+

A r®
Lth—
nkrc

e
1T

1.6 * —2,3 ¥

12.0 19.5

¥ Missing mass required to be less than 265 Mev/bz.
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distribgtion (figure 3.9); at 1.65 GeV/c four~constraint collision fits
and tau decay fits showed similar distributions, with a shoulder at iow
probabilities (figures 3.82 and b). At 1.45 GeV/c the tau decay fits alone
showed a similar effect, but also all types of events gave an excess of |
evénts with high fit probabilities (figures 6.1 and 6.2). The latter bias
was presumably caused by a slight overestiﬁation of the measurement errors
used for the GRIND kinematics program. The bias for four-constraint fits‘
was probably caused by small .inaccuracies in the reconstruction of points
" in space by the:éeometry programe.

A careful study of the Impeéial College film for the first two
1.65 deV/c runs discovered 30 events that were very probably tuus, from
their track ionizations and missing mass, but had not previously given
good fits to any hypothesis; for the same film 243 normal tau decay fits
had beeﬁ obtained. Thus 11% of tau decays did not fit with a probability
‘more than 1%.

Taﬁle 6.7 shows the fraction of events of each type estimated
to be excluded by the probability cutsy at 1.45 GeV/c it was assumed that
the excess of high probability eventé halved these fractions. The table

also shows the corrections applied to obtain Na/NT in equation 6.6, and

‘the number of tau decay events found.

6.2.8 Unseen spectators.

For the 1.65 GeV/c events used in table 6.1, px, py, pz fits were
not carried out,.and so reactions involving one unseen neutral particle
were unfittable when the spectator proton was also unseen. The boundary
between seen and unseen spectator protons was estimated to be at a proton
momentum of 85 + 3 MeV/c (from figures 4.3a to d,>and from plots for other
reactions). With an upper specfator momentum limit of 300 MeV/b, a correct-

ion factor of 3.03 + 0.17 is calculated from the Hulthén function, egquation

4-2.
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Table 6.7 Tau counts, and corrections for fit probabilify cuts.
Type of - Prob. Fraction Calculation method
events cut. excluded for "N_/N".

1.65 GeV/c

1~constraint 5% 5% N, x 1.05 + NT(total)
4~c.{collision) 1% 11% N, + T(>176)
4-c. (tau desgy) | 1% 11% Total = 273(265)

No. with prob. >1% = 243(235)

1.45 GeV/c

1~constraint 5% 2.5% N, x 1.025 +NT(>17£) x 1.06
4-c.(collision) 1% 0.5% - N x 1,005 + Ny(>1%) x 1.06

4-c. (tau decay) | 1% 6% Estimated total = 715

¥o. with prob.>1% = 675

¥ No. of tau events in brackets are those remaining after application of

a beam entry cut.

6.3 The Glauber correction.

Glauber has shown53) that the effective cross-section of a
nucleon bound in a deuterbn is reduced by a shadowing effect. This can be
approximated by:

o = oy, *t O, = og | (6.12
= ) _
= 1 <I‘ » po O"n : (6013

- where UG
4

Each o is a total "true" cross—section,'and<<?-é> is the average
inverse-square separation of the nucleons in the deuteron.

Thus the apparent neutron cross-sections measured in deuterium
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must be increased. Equations 6.12 and 6.13 apply exactly for elastic
scatter.ing (from which the total cross-section relations are derived "by
uge of the c;ptical theorem, and by assuming purely imaginary amplitudes).
For inelastic reactions, the equations are not v:_alidr, but the approximation:

. = ' *

o, =05 (1 *og ) (6.14
Ta

may be used , where 0'; is the measured inelastic cross-section o, the

corrected value, and T3 is the total cross—section.

54) 55) 56)

Sever;l groups have used tp and nd total cross—
sections and assumed charge independehce to calculate <r—2> ’ ob’caining
values of 0.024, 0.042 and 0.02Q m'b.m1 regpectively. Carter et a156),
found a systematic variation of <r~2> with energy, which corresponded to
.variation' in the total cross-section, and suggested a failure of the
G:lauber theory; but the effect is probably due to their omission of the
flux factor in the unfolding of the target nucleon Fermi motion. T8l1dt

57)

and Ericson point out other possible systematic errors in reference 56.

Therefore <r-2> is chosen to be 0.034 mb:1, the value obtained from the
deutoron wave function (equation 4.1).

Table 6.8 shows the values of 0, calculated from equation 6.13,

58)

G

using the KN cross-section values given by Bugg et al. s which are also
given in ’ché table. It should be noticed that those cross~sections do not

satisfy equation 6.8, since Bugg et al. used a value of <r_d> = .029111'b_1

to calculate on. However, since the correction is small, no further adjust-

Table 6.8 G lauber correction, total cross-sections, and correction factor.

Incident K oF) T oy, og (1+_g§_ 3

beam momentum (GeV/c) (mb) (mb) (mb) (mb) g
1.45 59.1 32.5 29.3 2.6 1.04
1.65 58.0 34.0 26.0 2.4 1.04
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ment 1s necessary. The probable error in Ub is 15%, and the resulting
N L 3
uncertainty in the correction is 0.6%, vhich is negligible compared to

the other errors.

6.4 . The assignment of fast spectator events.

Tvents with a "spectator!" proton faster than 300 MeV/c need
special study, since the majority involve multiple scattering in the
deuteron (section 4.3). Since these multiple scattering processes can be
inelastic, they\can cause th; apparent transfer of events from one reaction
to another, and correction must be made for this effect.

Two reactions are considered in detall to illustrate the general
principles of the correction. dnly two=body secondary interactions producing
two outgoing stable particles are included, and fn— = K interactions are‘
omitted because 6f their low cross—sections. It will be seen that for this
simple type of secondary interaction the T =-nucleon, nucleon-nucleon, and
hyperon-nucleon interactions, even if inelastic, all produce a nucleon in
the final state and so can be reversed by similar secondary interactions.
The K -nucleon interactions £owever,-can produce a hyperon and am, and
cannot‘be reversed in this way. Thus in general,reactions producing kaons
will suffer a net loss of events from secondary interactions. By similar
arguments, 1t can be shown that reactions producing two identical particles
will tend to suffer a net loss of events.

In the reactions below, the spectator is enclosed in brackets in
the initial state, and the spectator and the recoil particle that interacts
with it are bracketed in the final state.

Firstly, for X n(p)—pK m p, the possible secondary interactions

ares K n(p)—Kn (pp) — KT pp (6.15a
—pt (Kp)—»pr K p ( o
—s P K°n ( c

—pt A ®° ( d
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—pt Lin¥ ‘ (6.15e, T

— prt L ( g
—pK (Tp)— pK T p ( :Ah

— pEt°n - ( i

-~ Of these, six processes will deplete the initial reaction, while
the following two will augment it:
K p(n)— pK (t%n)— pK Tt p (6.153
K p(n)— o (Xn)— pr K p ( k
Secondly, consider the reaction K n(p) —» A°wn°p; the possible

gsecondary interactions are:

Kn(p)—»nn® (A%)— e A°p (6.16a -
— ):op ( b
A ( c
—A%° (n7p) — A%Onp ( d
-~ = A% ( e
— o (°p) — A%t %p ( f
— At ( &g

Four of these deplete the initial reaction. Conversely, eight

processes augment the initial reaction:

Kn(p)»>nn®(I%)-nn®A® . (6.16h
K-n(p)aﬁ-rto( Z+n)——>ﬂ:—n:o/\op ( i
K p(n)— A%(%n) — A%Omp (2 possibilities) (6.163, k
K—P(n)——f Aorc-(Tt+n) — A% (6.161
K n(p)— pT (Kp) — pr A° ( m
K p(n)— p°(K n) — piC A°m ( n
K p(n)— én_(ion) — pt. A%R° ( 0

The secondary interactions that are not balanced by other inter-
actions are, for reaction 6.15, four K-p interactions (d, e, f and g) that

deplete the channel; and for reaction 6.16, three KN interactions (m, n and

o) and interaction j/k, that all feed the channel. (The latter is a special
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case, where a final state involving two identical pions can suffer a net
depletion).

A comparison of the net number of incoming secondary interactions
with the fraction of fast "spectator" events for éom? common reactions is
given in table 6.9. There is a correlation, but nof an exach one. This
is partly'because the inelastic secondary interactions have different
cross-sections. For the inelastic meson-baryon processes considered, the
average cross-section for an incident momentum of 500-1500 MeV/o ranges
from 2.5 mb for X p— A%® to 25 mb for T p— n'n 59), The inelastic
hyperon-nucleon cross—~sections are quite unknown, but this is not important
for this problem, because such processes are approximately balapced by the
reversed processes. FElastic cross—sections are generally several times
larger, rgnging from an average of 15 mb for ™ p to 4Omb forlt+p. Also
other complications exist: some of cross-sections for meson-baryon secondary
interactions are also unknownj each cross-section has to be integrated over
the momentum spectrum of the recoil particle involved; allowance has to be

made for the different cross—sections for the primary interactions; and

Table 6.9 Secondary interactions.

Reaction Net no. of . % of events with "spectator"
incoming processes proton faster than 300 MeV/§

NP . +1 19.0 + 2.5

T +1 ' 16.3 + 3.8

£ | +1 21.5 + 4.0

pK Tt p -4 8.2 + 1.1

nﬁpm—p -3 8.1 + 1.6

A% +4 20.8 + 1.5

I p 42 | 23.2 + 2.8

Tty +1 14.9 + 2.8
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lastly multi-body secondary interactions may occur, Because of these
difficulties, a more thorough analysis is not attempted here.

However, from the evidence above, it seems reasonable to assume
that the fraction of events that undergo multiple sqattering in the
deuterqp is the same for all reactions, and that variation in the observed
fraction of multiply-scattered events is caused by the.inelastic rultiple~
scaltering processes. The average fraction of fast "spectator" events has

60)

been calculated for all events in common reactions™ ’, and this value is

\
used to correct cross-sections for all reactions. The results are shown in
table 6.10. The statistical error in the total number of fast spectator

events, results in an error of about 1% for both correction factors.

6.5 Error calculations.

" The final cross-section, calculated according to equation 6.6
is a product of various factors, and so the final fractional error is
calculated from the fraction errors on the factors according to equation
6017« Then the final absolute error, given in the last column of tables

6.1 and 6.2, can be calculated.

E° (total) = 1_ + 1_ + Ez(ambiguities) + E2(§Zi weights )
Na N‘I‘
+ E2(unseén spectators correction) + (0.1)2
+ B (F)
(617
Table 6.10 Average fraction of events with fast "spectator" proton.
% of total events
i) faster than ii) faster than Correction
280 MeV/o 300 MeV/c factor
. 1.15
1.65 GeV/c run - 13
' - 1.10
1.45 GeV/c Tun 9.
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vThe first two terms are the statistical errors in the numbers
of events for reaction & and for tau decays; (Na)w% varies from 3% (900
events) to 100% (1 event) and (NT)"%' is 6.2% for 1.65 GeV/c taus and 5%
for 1.45 GeV/c taus.

The errors in the correction factors are s;all except for‘the
three factors specified in equation 6.17. The uncertainty in the assign-
ment of ambiguities is about 7% for all reactions with a large fraction of
ambizuities, that is the reactions discussed in section 6.2.23 it is
negligible for dther reactions. The welghting procedure itself does not
add to the final fractional error, except for the weighting for losses of
small-angle y £ decays, where an uncertainty of 30% in the values of a
used in equation 5.24 results iﬁ an extra 2% uncertainty for reéctions with
> % nn¥ decays, and an extra 10% for feactions witﬁ ¥ s p® decays.

The fracticnal error in the correction factor for unfittable unseen spectator
events is 7.5%, as stated in section 6.2.8.

The errors on the other correction factors range from % - 2%, and

are taken account of by adding (10%)2 to the squared érror total.

The error in the calculation of F is given in section 6.1, and is

about 2% for the 1.45 GeV/c and 1.65 GeV/c runs.

6.6 Checks on the reliability of the results.

Checks can be made by using known branching ratios for the decagys
of charged and neutfal particles, and from the. principle of charge indep-
endence.

Reactions involving K° or A° particles can lead to different
event topologies, depending on whether the neutral decay is seen or notj
for example pzort_rt_., AT and T S*mnT are all fittable in the 300
and 301 topologies. After correction for the relevant branching ratiocs,

the 300 events give up to three times higher cross-sections than do the
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301 events. This is because the 300 events give only one-constraint fits,
and possess no decay identification signature; they therefore not only
suffer from ambiguities, but also from considerable contaminéfion. (The
same may be true of the pXm n°, and nK7n+n—vchanne}s).

In the channels involving I * particles, comparisons of the
cross—sections obtained for the Z?+——>pﬂ9 énd §:+——%nrt+ decays are possible.
At both beam momenta, results agree within two standard deviations and show
no systematic gffects. This-confirms the reliability of the decay weighting
method, for Imperial College events alone (the results of section 5.3
demonstrate this reliability for the éollaboration data).

Since the X n system is é pﬁre iséspin state, charge independence
jields definite ratios for two-body cross-sectionsj; for example,
c(¥n—5%") = o(Xn—In°). Koreover, (K n —Ar”) =
2 0c (Knp-—>Kho), since the reaction is pure isospin one even for a proton
target. Table 6.11 shows £he results of such comparisons. The agreement
is excellent, except for the LT cross-sections at 1.65 GeV/c. The discrep-
ancy here is only two standard deviaﬁions,-and might reflect wrong assign-

ments of A®/I © ambiguities.

Table 6.11 ‘ Experimental check of charge independence predictione,
Cross-sections (mb)

1.45 GeV/c 1.65 GeV/c
K n—s LM 0.70 + .19 0.83 + .22
Kn— IT° 0.83 + .13 0.33 + .10
Difference 0.13 + .23 -0.50 + .24
Kn— AT 2,30+ .25 191 + .24
2x (K'p — A%t®) C O 2.34 4 .12 1.93 + .11
Difference 0.04 + .28 0.02 + .26
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6.7 Cross-sections for three-body reactions, using 211 available

collaboration data.

- Cross—section values for most of the reactions in tables 6.1 and
61
6.2 are available at 1.45 GeV/c from our Birmingham University collaborators,

and 1.65 GeV/c from all collaborating groups62) 63) 64).

Comparisons are
shown in table 6.12, for the combined cross-section of nine common reactions
(A", I %I—,'pKrm_, nEorn, fen?to, T minmQand ¥ FEM) 5 the errors
quoted are those from the tau count, which are dominant. iThe agreement is
good, except for the Edinburgh results; which seem definitely high.

Thé average of the cross~sections for all fittable three-body
reactions was then made, using all available data except that from
Edinburgh Uni§ersity, and the résults are shovm in table 6.13. Out of 21
comparisons, four disagreements of more than two standard deviations are
seen. Three of these are for the I T T reaction and it is possible that
uncertainties in the L © decay weighting method are responsiblej but in

previous checks this method was shown to be reliable, and it was therefore

assumed that the aversges are useful.

6.8 Cross-sections for resonance production in three-body reactions.

The contributions of various final state resonances to the three~

Table 6.12 Combined cross—sections for 9 common reactions from different

groups. (see above).

London (I.C.) | Birmingham Edinburgh -| Glasgow

1.45 GeV/c
o (mb ) 11.94 + 45 12.21 + .39 - -

Difference - 0.27 + .60

1.65 GeV/c 7
o (mb) | 13.05 + .84 13,02 + .69 | 15.66 + 1.2 | 11.60 + .62

Difference - ~-0.03 + 1.0 2¢61 + 1.4 | =145 + 1.0
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Table 6.13 Cross-sections in millibarns for all fittable three-body

reactions.
Beam momentum = 1.45 GeV/c -
Birminghem ‘London Average
pK T 1.50 + 10 1.19 + .09 1.33 + .07 *
nk°r 2.86 + .21 2.78 + .23 2.82 + .16
A% N 3.56 + .25 3.3 + .25 3445 + .18
R 0.76 + .06 ~ ~ 0.65 + .06 0.70 + .04
T 1.0 + .10 0.63 + 412 0.85 + 07T *
Fommn 1.06 + .10 0.58 + .08 | 0.77 + .063 *
Ave T Tt - - 0.80 + 4050
Beam momentum = 1.65 GeV/c
Birmingham Glasgow London Average

pK T 2,05 + .17 1.80 + 415 1.68 + .16 | 1.84 + .09
nk°r” 3416 + 430 3.25 + .31 3.70 + 462 | 3.26 + .20
A°n® 3.16 + .27 3.00 + .26 3.08 + .46 | 3.07 + .17
I 0,81 + .08 0,66 + .07 0455 + .09 | 0,70 + .04
ST 0470 + 0T 0452 + 405 0.85 + .10 | 00,62 + .04

¥  indicates reactions involving disagreements of more than two standard

deviations.
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body reactions has been obtzined by our Birmingham University collabora‘borsé2
by fitting to the distribution of events on the Dahlitz plot, using a
maximum likelihood method. Table 6.14 shows these results. ﬁon—interfering
phase space and resonant amplitudes were agsumed, and for the resonances, a
'Dfeit'—Wigner shape with energy~dependent width was used. Checks on these
results were made at Imperial College, by the author, using a similar
program; generally the fractions for I (1765) and A(1815) were larger, and
“the ¥ (1385)— 531 fractions were smaller, than those from reference 6 2,
but othefwise no serious discrepancies were found. Also F. Heathcote of

64a)

Birmingham subsequently refitted the‘fesonance fractions , and obtained
significant differences in the resonance fractions for the Z’(1385)n~—+&%tn
reaction (which agreed with the Imperial College results), and for Kx(890)n
and ;T Aoj *hsse fractions have been used in table 6.14.

Figure 6.3 shows the two-body effective mass distributions and
fitted curves for combinations thet involve Y* resonances (taken from
reference 62), and for the T ° combination; the latter was obtained at
Juperial College, using the resonance fractions of reference 62 fpr the
fitted curve. All resonance masses and widths were fixed at accepted values,
or at values fixed in preliminary fits; one exception was the "X (1680)"
resonance, which was allowed variable mass and width. Tor this resonance,
the fitted mass and width varied over a range of 50 MeV and 30 lLieV respect-
ively, for different reactions; this was acceptable because there are in
fact two L and two A resonances in this mass region, which may be present in
different proportiéns in different reactions.

Events with both seen and unseen spectator protons slower than
280 MeV/c were used for all plots. This may be a somewhat questionable

0
. . - 0 =0 _~
procedure for the one-constraint reactions AU~ and nK'n , where the unseen

spectator evenis are not very reliably fitted. However, it is believed that
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e ™M ™M > ™M ™M ™M ™
. B jj§ ?3 :ff 1 o ~ %; 1 o ] o =
® O ! o) N W W o) n o o =3 3 =
Reaction I B S = & N N N = S 3 = 3 <
3
0 <o 1.45 24+2% 22¢1% | 2641 4+1 O+1 0+1 0+1
ATt T
1.65 3T+2% 1261% | 1541% 4+1 341 O+1 241
- - 1445 18+2 541 14+2 | 29+2 2342
rmmn
1.65 17+2 2+1 1242 | 33+4 25+4
+ - - 1.45 641 2442 | 3142 2142
rmm
1.65 13+3 1543 | 32+4 29+4
Y 1.45 40+2% 44+2 8+1
K nnt '
1.65 3942% 43+3 6+2
K prt :
1.65 6+1 2042 31 11542

Table 6.14

Fitted resonance percentages.

(* indicates results from reference 64a)

A
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the identification of the reaction is reliable (chapter 4), and where the
effective masses in question do not involve an unseen neutral particle,
they should also be reliable. Thus it is seen from table 6.14 that the
v(1385) fractions in At® and AT” are compatible, as expected from charge
inaependence. Discussion of ﬁ- production in At T® is deferred to chapter
Te |

However, considerable problems were found in fitting the N*(1236)
and A(1520) priguction in the nt and nk° effective mass combinationss both
gave large chi-squared values for the best fitted curves (not shown in
figure 6.%). This was mainly caused.by a general excess of events at high
E°n effective masses, which in turn appeared to be produced by events with
ungeen spectator protons, especially those with the spectator azimuth
approximately verticale). These are precisely the events for which the
spaectator proton and unseen neutral particle are most inaccurately fitted,
according to the dizcuszcion of scetion 4.5. Therefore the results for the
£°n and nr comﬁinations should be used with care.

The results of tables 6.13 and 6.14 have been used to calculate
(table 6.15) the cross-sections for all quasi-two body reactions identified,
except for the I (1680) and Y* resonances of higher mass. These values are
used inichapter 7 to calculate the variation of cross~section with centre of
mass energy. Also in table 6.15 the predictions of the $U.(2) Clebsch-Gordan
coefficients are compared with the results. The serious disagreements for
the A(1520) decays to KN and the less serious disagreements for the N*(1236)
decays are probabl& caused by the use of unseen spectator events for the
nkK°r” reaction,which is discussed above.,

Disagreement is also seen for the A(1405) decays to T ¥ at 1.45
GeV/cs this could be linked to the disagreement over X T 1 cross-sections

at 1.45 GeV/c already seen in table 6,13, and this suggests that the lower
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Table 6.15 Cross—-sections for some quasi two-body final states.
1.45 GeV/c 1.65 GeV/c
Exp'd Calc. Calc,
Reaction Final state | ratio o (mb) | ratio o (ub) ratio
K*(890)™n (E°1 )n - 1.13+.08 - 1.27+.11 -
N*(1236)K (nr )K° 940 | 1.24+.08 | 13.3+2.3 [ 1.40+.13 | 12.7+2.5
_(%)n:-)K- .093+.014 <11+.02
A=|+4.3+2.3 A=| +3.742.5
A(1520)n” (nk°)” 1.0 | 0.23+.03 | 04594.10 |0.20+.07 | 0.54+.19
(pr v 0.39+.03" 0.37+.04
A=|=e414.10" A=l -a46+.19"
ET)r | 1.0 |0.20 +.02 | 0.82+.10 |0.23+.03 | 1.15+.21
o | 0.25+.02 0.20+.03
A = ""o18i-10 A: +¢15i¢21
T (1385)n (A% )n® 1.0 | 0476+405 | 0.85+.04 |0437+.04 | 0.80+.10
(A%~ 0.90+.05 0.46+.04
=| =.15+.08 A =| =.20+.10
p A° ) A° - 0.83+.08 - 1414+.09 -
~ A(1405)n” ) 1.0 | 0.104.015 0.52+.11 | .084+.015 0.90+.24
T ) 0.19+.03 .093+.020
L= =ea8ra11” A=|=10+.24
OZ_ L P v
p ' )X - 0¢13+.02 - 0.12+.02 -

marks disagreements larger than two standard deviations.
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value, obtained by Imperial College is probably correct. However, for the
. A(1520) and A(1405) calculstions in chapter 7, the L m T and

Z—TE+TIZ— results have both been used.
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No.of events.

12_1 676 events. L 60 -
x5
8 40
4 - 20
2 .
——>Prob. (X7)

0 : 0
0. 0.5 , 1.0
129 aj Tau decays. -60
87 ' 361 events. - 40

- 20
o) T 0
0. 0.5 1.0

b) pKm p.One proton unseen (py,Py,P, fit).

4+ . o 133 events. 20
:[HXSM
o,-rlUl 0

0. 0.5 1.0

c) pKTp,Both protons seen, slowest <280 MeV/c.

FIGURE 61 PROBABILITY DISTRIBUTIONS
FOR 1.C. 145 GEVIC DATA, 4-CONST-

-RAINT FITS,
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" Note: these results are for 4-constraint multivertex tits;

and are similar to those for the corresponding

1-constraint production vertex fits.

_ ~100
~ 80
Weighted no.of events.
T 5504 events, L 80
40- 40
x5 .50
2
— s Prob.( X%)
T 0]
0.5 1.0

a) Nrcre®p.Unseen proton (px,py,pz fits).

Lyp anl
2784 events.
=40
- 20
1 O
0.5 1.0

b) N p.Seen proton, <280 MeV/c,
prc”

FIGURE 6.2 PROBABILITY DISTRIBUTION.

FOR IC. DATA, 145 GEV/C, "TCONSTRAINT
FITS.
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No of even ts 6.3 @)K
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FIGURE 63 SOME EFFECTIVE MASSES
(IN GEV/C) FOR 3-BODY FINAL STATES,
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T - No.of events

(unweighted),

683(c). (A7) T,

145 GeV/c.

(31°%%(1385))
3153 events.

100+

1.6S GeV/c.

(16%% (1385)

18311 events.

\

6.3(d). (NNTT)TT.

1.45 GeVic.
. (31°%X(1385))
' 3153 events.

1001

1.65 GeaV/c.

(23%5 (1385))

1811 events.

12

FIGURE 6.3(c) and (d),
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6.3(e). (T A.

No of events
P\

(weighted).
] 145 GeVic .
23 %% /o")
1495 (1654.5) events.
100-
o) N
2 1.0
1007 | ' 165 GeV/c.,
(47l o)
676(7581) events,
o) .
.2

FIGURE 63(e) .
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" No.of events

(unweighted).

- - 68.3(f).(Z ).

| B

145 GeV/c, 1.65 GeV/c.

1057 events. , 579 events.

1004 100

T 1 O
20
2 00~
N | 6.3 (QU(E Ty
[ )
rﬁ 145 GeV/e. 1.6 5 GeVic.
} gl 1006 events. 409 events. -
: .
]
I
{
!
|
' 100+
. O
20

FIGURE &3 (f) and (q).
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CiTAPTER 7 Variation of cross-section with centre of mass energy

7.1 Calculation method.

The Fermi motion of the proton and neutron:in tﬁe
deuterium nucleus results in a widening of the range of centre
of mass energy oBserved in collisions on eifher nucleon,

For this experiment, a beam momentum  spread of full width 2%
(about 30 MeV/c) would lead to an energy spread of about 15 MeV;
but with the inclusion of the Fermi motion of the target, the
energy spread is about 180 MeV (séé figure 7.1). Thus the
variatior of cross-section with energy can be stﬁdied over a
wide energy range.

The method used is to calculate, on the assumption
of a constant croés—seétion, the expected number of evenfs in
different energy intervals; this is compared with the actual
number of events observed, for a selected channel, or group of
channels, The relevant program was written at Imperial College

66) , and takes account of the Fermi motion of the

by F. Fuchs
target (equation 4.2), the flux factor (equation 4.12), and the
distribution of.beam momentum. Figure 7.1 shows the results of
this program for the distribution of the expected number of events;
results for the two different beém momentum values are plotted
separately.
The data is divided into 20 KeV intervals, and the

actual number of eventsis dividedvby the expected number and a
"reduéed"‘cross—section is calculated, which is normalised to
have an average value of 1.0 for an energy range of 1980-2030 NMeV,

Events from the two beam momentum runs are used separately, and
their results are then averaged. From the ratio of the mean

reduced cross-sections for each run, the correct scaling factor

can be obtained from the actual cross-sections, and also the

consistency of the actual cross-sections can be examined; the
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Calcdlatea ratio and the experimental ratio of cross-sections
should be équal.

The values used for the beam momenta were 1445 and
1640 MeV/d. These were less than the values of 1450-and 1650
MeV/c at chamber entry (see section 3.3.7), because the average
values at collision were required here aznd these were about
10 MeV/c less than those at chamber éntry, because of energy
loss. However, the missing mass studies for three-body channels
(sce section 5.2) indicated that the momentum value for the lower
energy run was about 5 MeV/c too low, This was confirmed by the
comparison of the calculated and experimental cross-sections
ratios, and therefpre thé value of 1445 MeV/c was used.

The momentum profiie was taken to be Gaussian, with &
full width at half height of 38 leV/c. The effect of the errors
in the fitted spectator particle momentum and the direction,
and in the fitted beam direction was taken into account in the
width of the profilé. This width was therefore larger than the
width for the fitted beam momentum from tau decays (26 MeV/c).

The systematic erras in the calculations were
investigated by changing the values of average beam momenta and
beam profile width by about three times the estimated uncertéinty
in each, An increase in either beam momentum increased the
calculated cross-sections below the central energy, and reduced
the cross_séctions above the central energy. (These central
energies were 1997 and 2083 NMeV for the 1445 and 1640 lieV/c
beam momenta respectively). A change of SMeV/c in either beam
mdmentum had a 10% effect on cross-sections at 100 MeV above or
below the central energy. An increase in the width of the beam
profile of 204, reduced the cross—secfions at 100 VeV both above
and below the.central energy, by about 10¢. Therefore the

systematic errors due to wrongly estimated beam profile were much
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less than 10%, for energies of 1900 to 2180 eV,

Only events with seen spectator protors of 100 to 280
eV/c were used for the calculations. Events with an_unseeﬁ
protmoccupied a narrow energy range, and their results were
therefore very sensitive to any inaccuracies in the beam
momenfum profile, Events fitted with a one constraint fit gave
biased mass plots when the spectator was unseen (Section 6.8);
also some computing problems were found for unseen spectator eveuts,

The cross-sections in table 6,13 were calculated using
seen and unseen spectator events; since these groups of events
may have had slightly different average cross-sections, this
could have introduced a small error into the overall normalisations
However, this error is certainly less than the statistical errors
present. It is shown in the next section that no hiases are
noticeable when these results are compared with those from other

experiments, (Figures 7.2 to 7.13).



=14 T=

7.2  Results for the ¥ m channel, and for taree-body and

quasi two-body channels.

7.2.1. Introduction.

The variatiorn of cross-section with centre of mass
energy has been calculated for the above cheannels from the data
of the present experiment, and is plotted in figures 7.2 to 7.13.
The fittable three-body channels and.the important quasi two-body
channels contributing to them (table 6.14) have been analysed;

however theZ “p °

, L(1680)rt and A(1815)n  channels have been
omifted because of the large fraction of background events under
their efrective mass peaks.

The 2 ©© ghannel is included here because it yields some
results relevent to the abové channels. The other two-body
chamnels have been discussed elsewhere, but are worth a briefl
summary here, A partial wave analysis of the-Am" channe£7%inds
the X (2030) resonance to be the dominant feature, and also finds
good evidence for decéy of the Ps /o (1905) and of a Pz /o

L resonance, mass abhout 2080 MeV, width about 80 MeV. Thez K

- chanr.el included rather few events, but a2 partial wave analysis
68)

‘showed cvidence for decay of the 2(2030)
The K™ n channel proved very difficult to separate from other
two proag —events, but was analysed to obtain cross-sections and
angular distributions 69{

Each figure includes all available data in this energy

region from other K n experiments, and from K p experiments

producing pure isospin 1 channels (e.g. Ap and A(1520)
the K p values are multiplied by two, to obtain equivalent K™ n

cross-sections, The lires drawn through the data are only guide-
lines, except for two fitted curves given by other experiments,

In addition to the statistical errors shown, each set of results
is subject to an overall error, which is shoﬁn on the figures

thus: /ﬁ§/ . This is the error on the factor calculated from the
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experimental cross-csections, which is used to scale up the
"reduced" cross-section values. Data points are only plotted
when the statistical errors .are less tﬁan 30% (except near
threshold, for the K (890)n and A p-charnels).

For each quasi two-btody channel, the ef’ective mass
selections used for the resonances are given in table 7.1. This
table also shows the fraction of the events selected that were in
faqt non-resonant background. The effect of these background
events was cofrected for only in the A(1520)rn  channel. This
was because the X (1385)n channel (27% background) gave a
very similar crosc-section variation with background subtraction
(reierence 70, figure 6), and without subtraction (figure 7.8);
both individual points and the general variation were in good
agreement. Thus a correction is unnecessary when the fraction
of background is small. However the results for the A p~reaction
(50¢% background) do appear to suffer from lack of background
" subtraction (sce section 7.2.9).

For every threé—body-final state, the contributions
of the important quasi two-body channels are shown. These are
calculated by scaling the guide-lines from the.relevant plots,
using accepted values for bfanching ratios 24) and the relevant
Clebsch-Gordan feactors.

The results for each channel are discussed individually
below.

7.2.2. I n__{(Pigure 7.2)

The results obtained By this experiment are taken from
L n® events, and were given at the 1968 Vienna Conference 70{
These had an average cross-section in good agreement with the
iatest I.C. values in‘tables 6.1 and 6.2 &and so have not been
rescaled. Z°n~ data was not used because of its possibly larger

contamination, so the Y n®cross-section was doubled to obtain this

4 = 0 .
total I°n cross-~section.
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TALLE 7.1 Effective liass selections for quasi two-body
: reactions, for figures 7.2 1o 7.13, with fraction
of hackgrcund events in range selected,
Reaction P inal states Mass limits Fraction of
used, (MeV), background
events (average
for both bean
momenta). (%).
K*%(890) ™n (¥° n T)n 860-920 20
N*(1236)K é nrt- ) K° %, 1160-1280 % 40
prn” ) K 40
¥ (1385)n (Ar”) no% 1350- 1420 27
( AwrO) n~
pT A ( nTrO) A 650-810 50
A(1405) n~ (r " nw¥)n” 1370-1440 45
A(1520) ©” (£fn¥)yn” % 1490-1550 25
( KT p )In”
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71)
- The data of R. Armenteros et al, shows a clear peak

at 1660 MeV, and a less clear peak at1800 NeV, both of which
correspond to known ¥ reson.nces; the data from this
“experiment show a broad peak at about 2C00 NeV, corresponding
to the known decay mode of the ¥ (2030) 24). There is also

a possible narrower peak at about 1970 MeV,

7.2.3. _n K’ (figure 7.3)

The total cross-section rises steadily with energy.
This is unusual, and is mainly caused by the steep rise in the
cross—section for K% (890)a, decaying to (Rh © )n, The low
cross-section reported at 2330 MeV 73) suggests that there is
a rapid fall in cross-section somewhere between 2170 and 2330 leV,
The émall shoulders in the cross-section at about 1940 and 2070
MeV are caused by the peaks seen in thébK*n and N*g distributions
respectively. Studies made of this channel at Imperial College
indicate that about 1% of the channel is produced from Y (1660)r
and. A(1815)m ; the opening of theée channels probably also

contributes to the rise in cross-section .,

7.2.4., K*(890) " n. (figure 7.4)

The results for the (K°rn ~)nchannel are plotted;
there is only one pther result available for this channel in this
energyvrange, from K., Galloway et al. 72X

The cross-sectibn rises from threshéld, shows a peak
at about 1940 NeV, of width about 50 MeV, then rises until 2170
MeV, The existence of a peak between 2170 énd 2330 MeV 1is
suggested‘by the low cross-section at 2330 VeV from K;F.
Galloway et al..

7.2.5. N¥(1236)X . (figure 7.5)

Events from (nn”) K° and n” YK were used for these
P

results, Because of the difficulties with the ( n n~ )K®cross-
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sectioné.(séction 6.8), the ( p n~ )X~ cross sections are
used to scale the reduced cross-section values and are
multiplied by 12 to correct for the ( pn~ )K and (nm®)K®
events. This means that the overall error is rather large,
which is preferable to using the (n n”)RC cross-sections,
which are possibly biased by unseen spectator misfitting.

A cross-section from a Kn experiment 72) is plotted.
The reaction Kp — I* (1236)K is pure isospin 1, (if isospin 2
amplitudes can be neglected), but only one cross-sction is
a&ailable at these energies‘75). The results of the present
experiment are compatible with both these cross-sections.

The cross-section shows an iﬁitial fall, which could
be connected with a X (1765) decay to this channel, ard then
rises slowly. There is a possible shoulder at 2030 NMeV,
However the mass selection for this K¥ resonance includes about

405 background, which would tend to smooth out any structure.

7.2.6. pKn~ (figure 7.6)

There is excellent agreement between the cross-sections

for the present experiment, and the results quoted by A. Barbaro-
Galtieri et a1.74) (for which no. error was qﬁoted).

The initial fall in cross-section is caused by the
"tail" of the X (1765) resonance in the g channel, for which the
reaction is: K h— s (1785)—A1520)n —sp Kt~ (7.1
(the A(1520)rn” cross-section curve plotted is scaled from the results
of figure 7.13).

The rise in cross—section at higher energies is
probably caused by the opening of the higher Y*r channels;
similar behaviour is seen for the n K°m™ channel (section 7.2.3).

- The two shouldérs seen in the pK?f’cross-section at about 1930
and 2000 MeV probably correspond to the peaks seen in the A(1520)n

cross-section .
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The cross-section for this channel is generally
-5 - ’ *
lower than that for n K' m™ , because the K (890) cannot be

produced in this channel.

7.2.7.  _Anrn® (Fgure 7.7)
The cross-sections for this channel from the present
75)

experiment, and from J.H. Bartley et al. are plotted A

letter by W.I, Sims et al? Es by the same authors and presents
a partial wave analysis of the same data, which is found to be
produced entirely via I{(1385)n for the relevant energy range
(details of this analysis are given in the next section),
Reference 75 gave no fitted curve, so the fitted curve from
reference 76 is used. Althéugh the cross-~sections given in
both references show the same structure, those from reference
75 are slightly higher between 1665 and 1725 MeV, which causes a
slight disagre:zment between thedata points and the curve shown
in‘figure T.7. |

The results from the present experiment show small
peeks at 1970 and 2030 MeV, which correspond to peaks in the
Y(1385)n cross-sections; also the cfoss—section begins to rise
at about 2150 MeV. The divergence between the I (1385)tand the
total Ann°cross sections increases with energy,vbecause of the

rise in the A pcross sections from the Ap~ threshold at 1880 lieV,

7.2.8. (1385 (Figure 7.8)

“Phe ¥°(1385)tand ¥ (1385)r° charnels are equivalent
and so are added together, The résults of references 75 and 76
given in Iigure 7.7 are replotted in figure T7.8. The partial
wave analysis of W.H., Sims et a1.76) shows that in the s channel,
there is strong productidn of the I (1765) resonance, and also
less strong production of the I(1660) and Y (1700) resonances,
At 1765 LieV, 8%. of the cross-section is attributable to the

¥ (1765). This cross-section is plotted, together with two



results for the same process obtained from K p experiments 77,78)

(corrected for isotopic spin differences) and another result

ottained from the Particle Data Group's fitted Xg.X for this
Y (1765) decay 24).
The four cross-section values for pure s channel
¥(1765) at 1765 LkeV all agree, although the large errors seen
make this not very meaningful. The total ¥ (1385)n cross-
sections at about 1850 MeV, from the present.experiment, fall
below the continuation of the fitted curve from reference 76,
but hére again, the Gross-section errors aré rather large.

The cross-section frém the present experiment falls as

the energy increases and shows small peaks at about 1960 and

2030 eV, The possible identification of these with resonances

in the s channel will be discussed in section 7.3.

7.2.9. Ap~ (figure 7.9)

The effective mass plots of figure 6.3e show that abbut
505 of the events in the mass-regions selected (see table 7.1),
are background events, not in fact due to p” production, The
effect of these events is corrected for, using the assumption thrat
the background is energy independent, Cross-sections for Kp=A p~
(a pure isospin 1 channel) have been given in a review by M.L.
Stevenson 79) , and are also shown in the figure.

The results of the present experiment show the cross-
section rising from the threshold, levelling off, and thehrising
again. However, these results are generally higher than those of
reference 79; and strongly disagree with the value at 2100 lMeV,
This is very probably because the cortribution of the high-mass
YT ¢ hannels is increasing at hicher energies, contrary to the

assumption made avove, Thus the cross-sections above 2150 lieV
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from the present experiment are probably overestimated.
The cross-section from the reference 79 show a:.‘
maximum at 2030 MeV, and strongly suggest the existence of a

Ap decay mode of the ¥ (2030), although this was not remarked

on by Stevenson,
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7.2.10. ¥ nfn” (figure 7.10)

Cfoss—sections are plotted for this channei, and for
the three main contributing quasi two-body channels separately,
and added fogether. Results from the other K n experiments are
plotted &0,81,82) . The results of R. Armenteros et al. 80)
are for an energy range just below the range of the present
experiment , and these cross-sections agree with the present
results. However, these results disagree with those of
W.C. Delaney et al. 8;); but the latter cross-sections are
only preliminary, and so are disregarded here.

The large peak in the cross-sections at 1745 MeV
is caused by the Z (1765) resonance in the s channel. |

K'n — T(01765) — A1520) n™— (L n")n” (7.2

It can be see from the curve (a) on figure 7.10, which
is scaled from the curves in figures 7.13, that this process
accounts for approximately the whole of the I mn'n” cross-section
at this energy. However, this cannot be quite so, because of
the Z(1385)n peak seen at the same energy (curve(c)); the
discrepancy is approximately equal to the error on curve (a)
at this energy.

The data from the present experiment show peaks at
1955 and 2060 MeV. The latterrcorresponds to the peaks in the

A (1520)nm  and A(1405)n cross-sections (which will be discussed
in sections 7.2.12 and 7.2.11 respectively). The peak at 1955
MeV, however, is at a slightly lower energy than the A(1520)n
peak at 1980 MeV. This could be caused by structure in the & p°
dr206&ﬁn:cross—sections, both of which are considerable at these

energies,

7.2.11. e (figure 7.11)
Cross-sections are plotted for this channel, and for tae

three main contributing gquasi-twobody channels separately, and
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added together. Events with.Xtﬂ>n°and Ztﬂwm+decays were used
together for these computations, since the events taken separately
gave reéults in good agreement, in spite of the larger statistical
fluctuations seen in the X —pn’ results. )
Cross-sections are available for tiwo other X n experiment

in this energy region 80,83) . The results from R. Armenteros

et al. €o) asree fairly well with those from the present experimen:
considering the large statistical errors on the present data at
the region of overlap, which is about 1870 leV.

The large peek in the cross-section at 1765 eV is
caused by the L(1765) in the s channel, as in the I'nn” channel;
KN —5(176 5) —A(1 520) 1 —{L o (7.3

It can be seen from curveb(a) on figure 7.11, that this
process accounts for about half of the ;an' cross-section at
this energy.

The results of thé present experiment show a peek at
1990 MeV, which corresponds to a peak in the A(1520)n” Cross-
section: but the A(1520)n” and A(1405)rn” peaks at higher
energies are not detectable in the YT cross-section values,

because >f the large errors in the latter.

The large differences between the cross-sections for
+ - _ - - . ~
Inn and I n'n are not unexpected, because of the different

isotopic spin decomposition of the ©nm and nnrn combinations in the
two channels, The contributions of the An and ¥n quasi
two-body channels should be the same for toth channels, if inter-
ference can be rneglected. The rise in the £ nw'n” cross-section
with energy is mainly causéd by the opering of the Z-p°channel,

which does not contribute to the Zﬁfﬁ‘channel.
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7.2.12 A(1405)n~ (Pigure 7.12).

Events from.the (¥ n~)n and (I n* )n~ channels
were used for these results; the cross-section was then
multiplied by 1.5 to correct for the unfittable (¥° n® )r~
reaction and the total (I m f)n’ cross-section ﬁiotted.

Results from two other K'n experiments are shown.

The reaction ( K N )1~—+( I )&t has been studied by R.
Armenteros et. al. 50) (the subscript represents isotopic spin).
From the cross-section for this reaction is subtracted the cross-
section for (iN)1—+ A(l520)m — (Ifn In , and a maximum value
for the ( A(1405)n %, cross-section is obtaineqd. By this method
the mazimum branching ratio for the X (1660) — A(1405)r  decay
is calculated to be 0.06, less than that obtained by production
experiments WO. The total amount of available data shown in
figure 7.12 is sparse, but all values are compatible. (It should
however be noticed that the results of reference 81 may be un-
reliable ~ sce sections 7.2.10 and 7.2.13).

The results of this experiment suggest a peak at 2050 Ne
this is unlikely to be caused by X (2030) in the s channel, since
- SU(3) forbids a (decuplet) —> (singlet) x (octet) decay, althbug
é small decay would be allowed if the A(1405) is mixed with the
octet A(1670).

7.2.13 _A(1520)m . (Figure 7.1%).

The resuits for the present experiment were obtained frc
(K™ pym” and ( 5T ) T events, and have previously been given
at the 1968 Vienné Conference, 70). In figure 7.13 these results
have been scaled to correct for the improved cross-section values
in table 6,15 andtb correct for A(1520) decays to K°n and a1l
other modes, £6n1t° events were omitted because they were

thought to be misfitted for unseen and secen spectator protons; the

seen spectator events are now known to be reliatle (section 6.8).
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The results of R. Armenteros et.a184)are shown; this

experiment studied; K'p — A(1520) g0 — (5 g7 ) r® (7.3

' This is a pure isospin 1 channel, and its cross-section
~ must be multiplied by 3/2, for the (zomo)mo channel, by 2, for
relative Kp/Kn Clebsch-Gordan coefficiénts, and by (1/0.45) fdr
other A(1520) decay modes 24% i.e. by an overall factor of
6.67, to give the Kn cross-section. The fitted curve of}referenc
84 is plotted; this fit assumed that fhe reaction preceded entirel;
via the X (1765) in the direct channel, and this gave excellent
agreement With the cross-section values in the energy range from
threshold (1660 MeV) to 1840 MeV., Using the same assumption, the
world-average I (1765) branching ratio to A(1520) 124) nas veen
used to calculate a cross-section at 1765 NMeV; this agrees with
the results of R. Afmenteros et al..

Results from fwo Kn experiments 81’82)are also shown;
these studied (¥ n*)n~ and are multiplied by (3/0.45) to obtai:
~ the total A{1520)r cross-section.

The agreement between the results of this experiment
~and those of R. Armenteros et al. is excellent. The results of

W.C. Delaney et al. &l)

disagree with the other results, and are
disregarded.

The variation of cross-section showé, as well as the
large peak at 1765 leV, two smaller peaks at 1980 and 2070 MeV;
the upturn in cross-section at 2150 leV from the present experimen
and the cross section at 2275 MeV from reference 82 suggest a
further peak between 2190 and 2275. |

Like the A (1405)m decay, the A(1520)n decay from
Y (2030) is forbidden by SU(3), although mixing of the A(1520)

85)

with the octet A(1700) would allow a small decay. There is

in fact no indication of a cross section peak at 2030 NeV.
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3 . Possible I resonances vroduced in the s channel.

-3
W

.1 Introduction

Pable .7.2 summarises the peaks seen in the cross-
sections shown in figures 7.2 to 7.13; peaks seen in the data of
other experiments are shown in square brackets, The widths are

the full widths at half height (corresponding to ' ), and can only
be estimated, Any peaks with a width of less than 40 MeV or more

than 120 MeV would be difficult to establish.
It is useful to compare the results from the present
experiment with known- ¥ resonances that may be found in the

8 channel in this energy region, of 1850 - 2170 NeV,

7.3.2 ¥ (1905)

Mass = 1905 + 4 MeV. Width = 59 + 9 MeV, J¥ = 5/,°

This resonance has previously been seen to decay to XN
(10?) and Am (505%), and is assigned to an SU(3) octet with the

N (1688) and A (1815) 86). Some disagreement exists over the
degree of certainty of this resonance, but it has been seen
strongly in the Ar decay mode ‘). The ¥ 1t ,nK{890) and

¥ (1385)m pegzks observed‘in the present results could be pro-
duced by decay of this resonance , and would correspond to branchin;
ratios of 8%, 2% and 6¢ respectively. A D - p production ex-
perimen‘f)has seen a ¥ (1942 + 9), width'36t§2 MeV, decaying to XEm
which,could correspond to the n K'(890) peak seen here, However
all these peaks occur at an energy about 40 KeV higher than the
accepted mass for the ¥ (1905). Possibly another resonance of
mass about 1940 NeV produces these peaks. This has also been
suggecsted by a partial wave analysi? of the £ (1385)n channel,
89

carried out at Imperial Ccllege ", which strongly indicates

the existence of a Py £ (1950 + 10) resonance, width about
2



TABLE 7.2

16

Peals obscrved in cross-section plots,

Channel Mass Width Cross— Comments.
(Mev), (MeV) section,
( mb).
mb
¥ [1670 + 15 110 | 2.5+ .5
(total) [1800 + 15 90 0.7 + .5 ]
1960 + 20 30 0.3 + .15
2020 + 30 80 0.3 + .15
N K#(390)" | 1940 + 15 60 0.6 + .3 x1.5 for total
L;bﬁ - - NK®,
K'n
N (1236) K (2040 + 30 .50 0.2 + .2) | x1.33 for total
— - N¥K,
2%
¥ (1385) 10 |[1690 + 10 25 0.9 + .7 ]
La n @ B
Ar o hes 120 | 6.0 + .5]
(1950 + 20 50 0.2 + .2) |p«1.11 for total
2030 + 10 60 o4+ .2 |JE(138S)Mm.
ApT [2020 + 50 100 | 0.9 + 15]
(total)
A(1405)m §2050 + 25 50 0.15_+ 15)
(total)
A(1520)n | 1765 120 5.5. % 3]
(total)
1980 + 15 40 0.6 + .2
2060 + 20 60 0.5 + .2

indicates peaks seen hy other experiments,

indicates peaks only weakly seen in the present experiment.
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100 + 30 keV, which appears to have a larger amplitude in this
charnel than dces the F5/2 ¥ (1905) resonance. Evidence for this
resonance has also been sgen by a Rutherford Laboratory - Saclay
K p formation experiment ¥7)

Therefore the results of this experiment confirm that
there is a resonance with a mass between 190C and 1950 lieV,
although it maybe the 1v5/2 r(1905), a P3/2 ¥ (1940) or both these |

resonarnces,

7.3.3. ¥ (2030).

Mass = 2027 + 4 MNeV, Width 131 ¥ 10 IeV, JP =7/2

(F7/2)-

This a well established resonance, seen to decay to Fi,
At and In , with a total identified brenching ratio of 5%, .It
is assigned to an SU(3) decuplet, together with the A (1920) ) .

The ¥m peak at 1920 NeV, in figure 6.4 corresponds to a
branching rati? of 7.5 + 4.0%, compatible with the previous best
value of 10% 2“). - Peaks in the H¥* (1236) E, ¥ (1385t , Ap
A (1465)n and A(1520)n cross-sections could also be produced
by decay of this resonance, However the last two decay modes
involve SU(3) singlets and octets, which cannot be produced from
the decay of an 3U(3) decuplét, although A singlet - octet mixing
could allowla small decay.

The remaining N* (1236) K, £ (1385)n and Ap peaks
éorrespond to L (2030) TDbranching ratiosof 7 + 7%, 11 + &L, and
23 + 4% respectively. These branching ratios,if correct, would
account for neérly all of the unkrown 45 of te ¥(2030) decay. |
However, calculations of SU(3) factors and phase space, similar
to those of Tripp et. al. %) indicate that the & 1°, K*(890)n
K*¥(890)n, and A(1670)n deceys should be about strong as the Ap
decay. Of‘these cheinels, only K*¥(830)nis investigated here, and

the upper limit for I(2030) decay is 0.% mb, equivalent to an 11¥
brariching ratio; this is less than the Ap branching ratio given
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atove, i.e. lower than expected,
| The existerce of a ¥ (1385)n decay mode of the ¥ (2030}
is strongly confirmed vy a partial wave analysis carried out at
Imperial College % , which gives a branching ratio of 23 + 3%,
rather higher than that deduced from the cross-section data alone
The peak in the Ap cross-section is particularly clear,
and is interesting since only a few other (RBaryon)— (Baryon +
‘Vector lleson) decays havebeen reported.

T.3.4. Other vpossible resonances.

The A (1520)m peak at 1980 MeV is at too high an
eiergy to be associated with the ¥ (1905), but could associéted
with the P3/ ¥(1950) that is supgzested in the prev1ous section,
which would then have to belong to an SU(3) octet.

The other A(1405)m and A(1520)m peaks at about 2050
MeV are ﬁnlikely to come from X (2030) decay, for reasons discuss
above, and therefore suggest the existence of a ¥ (2050), width
about 60 MeV,.belonging to an SU(3) octet. The evidence for this
is fairly good; fhe A(1520)nt peak is a 2% standard deviation
effect.



] 63-

T.4 Conclusiong

The cross~section results presented in this chapter indicate
the existence of several previously unreported decays of known Z_resonances
of masses between 1900 and 2100 MeV, to quasi two-body final states. There
is also good evidence foxr the existence of two neﬁ I resonances, of masses
1950 end 2050 leV,

The significance of the peaks observed is generally reasonable,
and the correlation between peaks in different states is encouraging,
However, the identification of these peaks with I resonances in tﬁe
8 channel cammot be completely justified until the final state angular
distributions have been studied, for example, by partial wave analyses.
This collaboration is carrying out pariial weve analyses for the ¥ (1385)rw

and A(1520)n channels, and interesting results can be expected.
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Calculated f'or events with

No.of events spectator protons of 100280 MeV/c.
(arbitrary units). Beam momentum protiles used
are Gaussian,full width 38 MeV/c.

204 Py-* 1445 MeV/c ——) ' <—-pK,: 1640 MeVi/c.
10+ .
O L

- 1600 1700 1800 1900 2000 2100 2200 2300
' ——C.m. energy (GeV/c).

FIGURE 71 EXPECTED DISTRIBUTION OF
~ C.M. ENERGY, ON THE ASSUMPTION
OF CONSTANT CROSS-SECTION,
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