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The Pacific Ocean Neutrino Experiment (P-ONE) is a proposed undersea neutrino detector in the northern Pacific near the British Columbia-Washington maritime boundary, with pathfinder instrumentation already deployed. P-ONE will consist of 1400 digital optical modules distributed across 70 strings. By deploying in a deep-sea environment, the scattering of Cherenkov photons is reduced relative to experiments in glacial ice, allowing event resolutions at or below a tenth of a degree. In this poster, we present and evaluate using Monte Carlo simulations a track reconstruction method that is based on a maximum likelihood method. Recorded light pulses are evaluated using pre-computed arrival time distributions of Cherenkov photons at optical modules as functions of track parameters. The corresponding angular resolution of the detector, when combined with the anticipated neutrino effective area, can be used to estimate the discovery potential, the flux needed to discover a point source of astrophysical neutrinos with P-ONE.
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## 1. The Pacific Ocean Neutrino Experiment

The Pacific Ocean Neutrino Experiment (P-ONE) is a next-generation cubic kilometer-scale neutrino telescope in the deep Pacific Ocean off the coast of Vancouver Island, British Columbia [1]. The telescope aims to detect neutrinos of astrophysical origin, complementing other existing or underconstruction neutrino telescopes [2,3]. The detector will be deployed in the Cascadia Basin region, located 2600 meters below sea level [1]. P-ONE will greatly benefit from the existing deep-sea infrastructure of Ocean Networks Canada (ONC) [1] utilizing its capabilities for construction, deployment, power, and data communication. In collaboration with Ocean Networks Canada, PONE deployed STRAW in 2018 to measure the optical properties and backgrounds of the Cascadia Basin [4]. In deep-sea environments, the scattering of Cherenkov light is of the order of 100 m scattering length, providing good timing resolution [5]; this will enable event reconstruction with an excellent angular resolution and hence good capability to point back to the sources of astrophysical neutrinos.

Figure 1: Top view of the simulated full 70 -string P-ONE reference geometry used in this study. The string-to-string and cluster-to-cluster spacings are under optimization [6].

## 2. P-ONE Monte Carlo Simulation

In this work, we use a detailed Monte Carlo simulation to estimate event reconstruction performance and neutrino effective area, characterizing the P-ONE detector performance capabilities.

Detector Geometry The P-ONE detector would be deployed in modules, and a single module will be 10 vertical mooring lines, each 1 km long, consisting $20 \mathrm{P}-\mathrm{ONE}$ Optical Modules
(P-OMs) [7] per string at a vertical spacing of 50 meters [1]. Each P-OM will contain 16 photomultiplier tubes (PMTs) [5]. The Monte Carlo simulation used for this initial study uses the reference geometry shown in Fig. 1. The array has lines spaced by 80 meters within clusters and a 400 -meter inter-cluster spacing (center-to-center). An ongoing effort is underway to optimize the geometry [6] for the string spacing and cluster spacing, which affect the sensitivity of the detector to astrophysical neutrino sources through both the angular resolution and the geometric volume of the detector.

Event Simulation The events simulated in this study were generated based on the methods developed for existing gigaton-volume neutrino detectors. The simulation workflow starts with simulating muon or neutrino events, then the propagation of secondary particles and Cherenkov photons in the detector medium, followed by detector response simulation, including noise and trigger simulation [8]. The Monte Carlo simulation in this study used the IceTray software framework [8]. We used MuonGun to simulate muon events with energy from 100 GeV to 1 PeV following $E_{\mu}^{-1}$. Neutrino event simulation was performed using LeptonInjector [9] with energy ranging from 1 TeV to 10 PeV on an $E_{v}^{-1}$ spectrum, and have been re-weighted by LeptonWeghter [9]. We used PROPOSAL [10] for muon propagation through the detector medium. The photon propagation through the detector medium was done using CLSim [11], which takes into account the optical properties (scattering and absorption) of the Cascadia Basin water [4]. The detector hardware simulation used P-ONE specific software and assuming a baseline noise rate of 10 kHz [4]. Performance under variable rates of noise due to bioluminescence will be studied in the future.

## 3. Likelihood Reconstruction

Following standard maximum likelihood reconstruction techniques used by AMANDA [12] and later refined by IceCube [13], we have developed a likelihood-based reconstruction algorithm to determine the trajectory of a muon passing through the P-ONE detector. For each P-OM $i$ that recorded light during the event, the data $\boldsymbol{t}_{\boldsymbol{i}}=\left\{t_{i j}\right\}$ consists of the time stamps $t_{i j}$ of the corresponding light pulses. The trajectory $\boldsymbol{x}(t)$, the position of the muon as a function of time, is parameterized using 5 parameters: the location $\boldsymbol{x}_{\mathbf{0}}=\left(x_{0}, y_{0}, z_{0}\right)$ of the muon at some arbitrary time $t_{0}$, and the direction of the track $\boldsymbol{\theta}=(\theta, \phi)$. The zenith angle $\theta$ and azimuthal angle $\phi$ mark the origin of the muon in the sky and are the parameters of interest of our reconstruction algorithm.

Likelihood Function For a given track hypothesis $\boldsymbol{\Theta}=\left(\boldsymbol{x}_{\mathbf{0}}, \boldsymbol{\theta}\right)$ and any timestamp $t_{i j}$, we compute the residual time $t_{i j}^{r e s}=t_{i j}-t_{i}^{g e o}(\boldsymbol{\Theta})$ at $\mathrm{P}-\mathrm{OM} i$ following the geometrical formulae discussed in [12] while taking into account that the detector medium is ocean water instead of ice. At each P-OM, the distribution of residual times can be described using a two-component mixture model, consisting of a uniform probability density function (pdf), $f_{b}\left(t^{r e s}\right)$, that accounts for detector noise, and a non-parametric arrival time distribution, $f_{s}\left(t^{r e s} \mid \boldsymbol{\Theta}\right)$, that characterize the propagation of a photon from the track $\boldsymbol{\Theta}$ to the receiving P-OM through water. The full likelihood function reads

$$
\begin{equation*}
\log \mathcal{L}\left(\boldsymbol{\Theta} \mid t^{r e s}\right)=\sum_{i}\left\{\sum_{j} \log \left[p_{i}^{s} f_{s}\left(t_{i j}^{r e s} \mid \boldsymbol{\Theta}\right)+p_{i}^{b} f_{b}\left(t_{i j}^{r e s}\right)\right]\right\} \tag{1}
\end{equation*}
$$

The mixture probabilities $p_{i}^{s}=1-p_{i}^{b}=1-q_{b} / q_{i}^{\text {tot }}$ are easily determined from the expected noise $q_{b}$ and the measured total charge $q_{i}^{\text {tot }}$ at P-OM $i$. The best-fit parameters $\hat{\boldsymbol{\Theta}}$ correspond to the global maximum of Eq. (1).

Residual Time PDF The performance of maximum likelihood methods hinges on the accuracy of the assumed likelihood model. Here, we derive the residual time pdfs $f_{s}\left(t^{r e s} \mid \boldsymbol{\Theta}\right)$ from large-scale simulations of muons with varying energies and random trajectories through the P-ONE detector using the simulation framework described in Sec. 2. Specifically, we inject muons with random orientations within a volume that is slightly larger than that of the instrumented volume ( 60 m padding). For each muon, we tabulate the residual times of the photon pulses $t_{i j}^{r e s}$ as a function of the distance $d_{i}(\boldsymbol{\Theta})$ that a photon would travel between its emission point on the track and the receiving P-OM $i$. We then approximate $f_{s}\left(t^{\text {res }} \mid \boldsymbol{\Theta}\right) \approx f_{s}\left(t^{\text {res }} \mid d(\boldsymbol{\Theta})\right)$ and construct the function on the RHS numerically by interpolating the corresponding 2D histogram using a non-parametric B-spline interpolation technique [14]. An example is shown in Fig. 2 (left) demonstrating that the B-spline representation of $f_{s}\left(t^{r e s} \mid d(\boldsymbol{\Theta})\right)$ evaluated at $d=30 \mathrm{~m}$ matches well with the recorded photon arrival times at that distance.

Numerical Optimization $\quad$ Correctly identifying $\hat{\boldsymbol{\Theta}}$ is challenging because it requires globally optimizing a non-linear likelihood function in a five-dimensional parameter space. In addition, due to the low scattering coefficient in ocean water, the correct solutions correspond to very narrow minima in the negative log-likelihood space and are therefore easily missed. We address the latter issue by convolving the B-splines PDF $[14,15]$ with a Gaussian distribution, which, as a function of the Gaussian variance, broadens the likelihood minima. We perform a series of Gaussian-convolved likelihood optimizations starting with $\sigma=35 \mathrm{~ns}$ (most broadening) and ending with $\sigma=0 \mathrm{~ns}$ (no broadening). Each optimization uses starting values (seed) taken from the previous solution. The very first fit ( $\sigma=35 \mathrm{~ns}$ ) is started from the result of a simple LineFit method [16]. This Gaussianconvolved iterative fitting method is visualized in Fig. 2 (right). Each minimization is performed using the SIMPLEX algorithm [17]. At present, we do not have a method that guarantees global convergence. However, when studying the reconstruction performance on simulated muons, we can already approximate global convergence by using the true values of the track trajectory as a seed to a single likelihood optimization without convolution.

Angular Resolution To evaluate the performance of our reconstruction method, we again use simulated muons (cf. Sec. 2) with muon energies distributed as $\propto E^{-1}$ and random trajectories through the P-ONE detector. We reconstruct these muons using the algorithm described before. Specifically, we reconstruct each event twice, once using the Gaussian-convolved iterative likelihood fit and once using the true values $\boldsymbol{\Theta}$ as a seed. Comparisons between the likelihood values at the respective solutions reveal that the ones found by the truth-seeded fit generally have values that are smaller or equal to the ones obtained with the Gaussian-convolved iterative fit. Hence, we consider the truth-seeded fits as representative of the performance that will be achievable in the future, once the global convergence has been further optimized. To quantify the accuracy of the reconstruction we use the angular distance, or opening angle, between the true trajectory $\boldsymbol{\Theta}$ and the estimated one $\hat{\boldsymbol{\Theta}}$, as a metric. Figure (3a) shows the median angular resolution as a function of the muon energy


Figure 2: (a) Distribution of residual times recorded at a distance of 30 m from the emission point on the muon track (blue. The b-spline representation (black) matches the data well. (b) Overview over the Gaussian-convolved iterative fitting method. Four intermediate likelihood fits are performed using Bsplines convolved successively with Gaussians of width $35 \mathrm{~ns}, 20 \mathrm{~ns}, 10 \mathrm{~ns}$, and 5 ns .
for muons with various minimum track lengths. Here, the length of the visible track in the detector is computed from the Gaussian-convolved iterative fit. Large values arise when long tracks are well reconstructed. Resolutions are given for both optimization strategies, Gaussian-convolutions (solid) and truth-seeding (dashed). As expected, the accuracy improves with the energy of the muon and the estimated length of its track in the detector. Based on the truth-seeded solutions, we conclude that P-ONE should be able to reach an angular resolution with $>700 \mathrm{~m}$ muon tracks of $\sim 0.1^{\circ}$ at 1 TeV , which improves to $\sim 0.05^{\circ}$ at 1 PeV . These values are a factor of $\sim 4$ better than those currently achieved by IceCube (blue solid line) [13]. The one-dimensional distribution of the opening angle is shown in Fig. (3b) for muon tracks with length larger than 700 m , for both the Gaussian-convolved iterative fits (dashed) and the truth-seeded method (solid). Around 74\% (63\%) of events with track lengths greater than 700 m have opening angles less than $0.1^{\circ}$ in the truth-seeded (Gaussian-convolved iterations) method. Ongoing work on global convergence is expected to reduce the population of misreconstructed events for the Gaussian-convolved iterations-based method.

Effective Area To assess the performance of P-ONE in terms of effective area, neutrino events were simulated using LeptonInjector following an energy spectrum $E_{\nu}^{-1}$, and later re-weighted to a signal spectrum of $E_{\nu}^{-2}$ using LeptonWeighter [9]. Neutrino effective area generally is calculated as

$$
\begin{equation*}
A_{\mathrm{eff}}=\frac{\pi r_{\mathrm{gen}}^{2} \Omega_{\mathrm{gen}} \sum_{i} \frac{p_{\mathrm{int}, i}}{N p_{\mathrm{gen}, i}}}{\Omega \Delta E} \tag{2}
\end{equation*}
$$

where $\Delta E$ is the range of energies being summed over, $\Omega_{\text {gen }}$ the solid angle over which the simu-


Figure 3: (a) Median angular resolution as a function of muon energy for different selections based on the estimated visible length of the muon track in the detector for truth-seeded fits (true seed) and Gaussianconvolved iterations (GC iter.). The IceCube angular resolution for muon tracks of at least 700 m [13] is also shown for comparison (blue). (b) Distribution of angular separation between the true direction of the muon and the reconstructed one for estimated visible track lengths of at least 700 m using simulated muons with energies following $E_{\mu}^{-1}$. Both figures show results obtained using the Gaussian-convolved iterative reconstruction (dashed lines) and the truth-seeded one (solid lines).
lation was generated, $\Omega$ the solid angle for which the effective area is being computed, $p_{\text {gen }, i}$ and $p_{\text {int }, i}$ are generation and interaction probabilities of the individual event respectively and N is the number of generated events [18].

Anticipated Point Source Sensitivity Both effective area and angular resolution performance are key ingredients to estimate the sensitivity to neutrino sources. The simulated 70-string configuration has an effective area comparable to that of IceCube [19] as shown in Fig. (4). With similar geometric size the analysis-level effective area should also be similar to IceCube effective area, although a full event selection chain has not yet been implemented for P-ONE. Initial studies show that the angular resolution will be potentially much better with improved event selection, Fig. (3). As the ability to detect point sources scales proportionally with the angular resolution, P-ONE should be several times more sensitive to sources than IceCube, although a full estimate is not included in this work. Detailed studies are underway to refine our estimate of the sensitivity of P-ONE to astrophysical sources of neutrinos.

## 4. Summary and Outlook

We have used a Monte Carlo simulation of the P-ONE detector to study muon track reconstruction. In the current results, using the preliminary P-ONE likelihood reconstruction, more than $60 \%$ of events with visible track length greater than 700 m have an opening angle less than 0.1 degrees. The combination of detector size comparable to existing observatories (Figure (4)) with significantly improved angular resolution (Figure (3b)) provides potentially superior sensitivity to astrophysical sources of high-energy neutrinos. In addition, P-ONE's location in the northern Pacific Ocean will


Figure 4: Effective area of the simulated P-ONE reference geometry as a function of neutrino energy, for different zenith angle bands at trigger level. The effects of Earth absorption on neutrinos with core-crossing trajectories is visible at high energies. The trigger applied here looks for events with pulses on at least 3 PMTs within a 10 ns window. The current simulated test geometry has an effective area at trigger level comparable to that of the IceCube detector, as expected based on their comparable geometric volumes. [19].
provide a view of the sky complementary to existing and planned neutrino telescopes in Antarctica, the Mediterranean, Lake Baikal and the western Pacific.
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