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ABSTRACT

We report results of a search for a deviation in the jet production cross section from the

prediction of perturbative quantum chromodynamics at next-to-leading order. The search

is conducted using a 7 TeV proton-proton data sample corresponding to an integrated

luminosity of 5.0 fb−1, collected with the Compact Muon Solenoid detector at the Large

Hadron Collider. A deviation could arise from interactions characterized by a mass scale

Λ too high to be probed directly at the LHC. Such phenomena can be modeled as contact

interactions. No evidence of a deviation is found. Using a Bayesian method lower limits are

set on Λ of 10.1 TeV and 14.1 TeV at 95% confidence level for models with destructive and

constructive interference, respectively.
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CHAPTER 1

INTRODUCTION

“Physical concepts are free creations of the human mind, and are not, however it may

seem, uniquely determined by the external world. In our endeavor to understand reality we

are somewhat like a man trying to understand the mechanism of a closed watch. He sees the

face and the moving hands, even hears its ticking, but he has no way of opening the case.

If he is ingenious he may form some picture of a mechanism which could be responsible for

all the things he observes, but he may never be quite sure his picture is the only one which

could explain his observations. He will never be able to compare his picture with the real

mechanism and he cannot even imagine the possibility or the meaning of such a comparison.

But he certainly believes that, as his knowledge increases, his picture of reality will become

simpler and simpler and will explain a wider and wider range of his sensuous impressions.

He may also believe in the existence of the ideal limit of knowledge and that it is approached

by the human mind. He may call this ideal limit the objective truth.” [1]

1.1 The goal of particle physics

Questions about fundamental aspects of the universe are difficult ones to answer. In

order to tackle questions, such as:

• What are the building blocks of our universe?

• What forces form the world in which we live?

• What drives the evolution of the universe, from the Big Bang to the present state?

particle physics describes the world in terms of fundamental constituents of matter and

their mutual interactions. Theoretical and experimental particle physicists have been very

1



successful in uncovering new principles of nature and many unsuspected features of the

universe, which resulted in a detailed physical theory called the Standard Model (SM). The

SM is a field theory, based on a Lagrangian, LSM , that describes the weak, electromagnetic

and strong interactions of a set of fundamental fields.

If we work with units in which ~ = c = 1, the Lagrangian has units of mass4. We can

consider the SM as an effective theory that is the limit of a more general theory described

by the Lagrangian Lnew−theory [2], which can be expressed as an expansion in 1/M ,

Lnew theory = LSM +
1

M
dim5 +

1

M2
dim6 + . . . , (1.1)

where M denotes a large mass scale and dim represents one or more dimension n operators.

At energies much less than M , the dominant terms in this new theory will be those of the

SM, because the other terms are suppressed by an inverse power of M .

The SM describes the world very accurately, however, there are several questions still left

unanswered. A sample of questions can be broken into two parts, experimental ones and

theoretical ones.

• Experimental questions:

– What is the nature of dark matter?

– What is the nature of dark energy?

– Where do neutrino masses come from?

– What is the origin of the matter-antimatter asymmetry?

• Theoretical questions:

– How do particles acquire mass?

– Are protons stable?

– How does gravity fit in?

– Can one theory describe all fundamental fields, including the gravitational field?
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These are some of the questions which define our experimental path for the future of particle

physics. It is perfectly plausible that the terms suppressed by the large mass scale could

answer some of these questions.

Historically, objects that were once thought to be elementary, such as those shown in

Figure 1.1, actually turn out to be composite structures. The current set of elementary

particles is shown in Figure 1.2. Evidence of compositeness of one or more particles in

Figure 1.1. The discovery of composite structures in decreasing size over time.

Figure 1.2. Three generations of particles, which make up the building blocks of matter:
six quarks and six leptons. The particles in the right most column are associated with the
fundamental forces.
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Figure 1.2 would show that some of the higher order terms in Equation 1.1 exist.

In 1934 Enrico Fermi developed a theory of the β decay, in which the latter was described

as an interaction between 4-fermion fields at a point, as depicted in Figure 1.3. Such an

interaction is called a contact interaction. The electroweak theory, developed in the 1960s,

replaced the four fermion contact interaction with interactions involving the exchange of

W and Z bosons between fermions. Figure 1.3 shows the description of neutron beta

decay as a contact interaction and the description according to the electroweak theory. In

the electroweak description the matrix element contains a propagator that represents the

exchange of a W−. This propagator goes like 1/(q2 −M2) where M here is a large mass

scale, in this case the mass of the (virtual) W boson. For low momentum transfers q << M ,

q can be neglected and the propagator becomes 1/M2. In this case, the theory reduces to

a 4-quark contact interaction theory. If quarks and leptons are composite, with at least

Figure 1.3. The description of neutron beta decay as a contact interaction (left). The
description of a neutron beta decay according to the electroweak theory involving the
exchange of a W− boson (right).

one common constituent, the interaction between these constituents could be described as

an effective four fermion contact interaction, as long as the collision energies between the

particles remained well below the compositeness scale, M , which is usually denoted by Λ.

The expression for a four fermion contact interaction, suppressed by the mass scale Λ, is a

dimension 6 operator. It will therefore appear in the third term on the right-hand side of

the Equation 1.1, and is consequently one of the possibilities for physics beyond the SM.

In this work, we have searched for evidence of 4-quark contact interactions, and therefore

indirectly for evidence of quark compositeness, at the Large Hadron Collider (LHC) the
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world’s highest energy particle accelerator. The collisions at LHC began in 2009 at CERN,

the European Center for Particle Physics in Geneva Switzerland. The LHC accelerates and

collides beams of protons and beams of lead nuclei. The analysis described in this dissertation

uses proton-proton data collected by the Compact Muon Solenoid (CMS) collaboration in

2011 when the total collision energy of the LHC was 7 TeV.

The goal of this work is to measure the transverse momentum (pT) spectrum of jets, look

for deviations of this spectrum from the prediction of the SM, and translate the experimental

results into a statement about the existence, or otherwise, of 4-quark contact interactions.

Chapter 2 describes the parts of the SM that are relevant to the work, Chapter 3 describes

the LHC and CMS experimental apparatus, Chapter 4 describes the event reconstruction,

Chapter 5 describes the search for contact interactions and Chapter 6 contains a summary of

this body of work. Appendix A contains the published documents of which I am the primary

author.
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CHAPTER 2

THEORY

The Standard Model (SM) is a compelling, consistent, computable theoretical framework

that describes elementary fields and their interactions. The theory has been tested

experimentally to high precision over the past decades. There are, however, strong arguments

for why the SM cannot be the ultimate theory of nature. These arguments have inspired

a wide range of new physics models to address the shortcomings of the SM. Some of these

models predict quark compositeness, that is, that quarks like protons are composite particles.

The subject of this dissertation is a search for evidence of quark compositeness. This chapter

reviews the theoretical background and presents the motivation for the search.

2.1 Standard model

The Standard Model is a quantum field theory, based on a Lagrangian, that describes

the electroweak and strong interactions between a set of fundamental fermion fields. The

description of the electroweak and strong interactions are based on symmetries and the

formalism of gauge theories. Each field exhibits quantized excitations that are interpreted

as elementary particles. These elementary particles are divided into spin 1
2

particles (leptons

and quarks) that constitute matter and spin 1 particles (gauge bosons) that manifest the

forces between the particles. Quarks are categorized based on their electric charge: as

up-type (Q = +2
3
e) and down-type (Q = −1

3
e) quarks. The up-type quarks include the

up (u), charm (c), and top (t) quarks, while the down-type quarks include the down (d),

strange (s), and bottom (b) quarks. A simplified picture of all ordinary stable matter in the

universe consists of electrons and quarks of the first generation (u, d, νe, e). The particles

of the other two generations, (c, s, νµ, µ), and (t, b, ντ , τ), have identical properties to their

first generation counterparts except for their masses. The leptons of the second and third
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Table 2.1. The fermions of the SM, where “L” and “R” indices denote left and right
chirality, respectively.

Fermions
1st generation 2nd generation 3rd generation

quarks

(
uL
dL

)
,uR,dR

(
cL
sL

)
, sR, cR

(
tL
bL

)
, tR, bR

leptons

(
νeL
eL

)
, eR

(
νµL
µL

)
, µR

(
ντL
τL

)
, τR

generation are the muon (“µ”) and the tau (“τ”) as well as the corresponding neutrinos

“νµ” and “ντ”. The quarks of the second generation are charm (“c”) and strange (“s”). The

quarks of the third generation are top (“t”) and bottom (“b”).

The essence of the SM is that all fundamental interactions are a consequence of

gauge invariance. The electromagnetic interaction follows from invariance under the U(1)

symmetry group with the electric charge as generator, while the relevant group for the weak

interactions is SU(2). SU(2)L transforms only the left-chiral parts of the fermion fields,

denoted by the index L, consistent with the observed parity-violating nature of the weak

interactions. As shown in Table 2.1, the left-chiral fermion fields are grouped into doublets,

where flavor changes can only occur between the two states in one SU(2)L doublet. An

example of flavor change: an electron transforms into an electron neutrino via emission of a

W−. Since the weak flavor eigenstates of fermions are different from their mass eigenstates,

the W± can also couple to fermions of different generations. The physical bosons, γ and Z,

correspond to a rotation in the SU(2) flavor space by the Weinberg angle, θW, [3], where

both Z and the photon couple to the left and right chiral states. The Standard Model

incorporates three of the four fundamental interactions of nature: the electromagnetic,

weak and strong interactions. Gravitational forces should also be included in the list

of fundamental interactions. However, their impact on fundamental particle processes at

the currently accessible energies is negligible. As noted, the fundamental interactions are

mediated by gauge bosons. The neutral and massless photon (γ) is responsible for the
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electromagnetic interaction acting between all electrically charged leptons and quarks. The

heavy W± and Z0 bosons mediate the weak interactions, which affect both the neutral and

charged particles. Eight massless gluons (g), which are electrically neutral but carry color

charge, are responsible for the strong interactions. Unlike leptons, quarks have color charge,

allowing them to interact through the strong interaction in addition to the electromagnetic

and weak interactions. The final critical component in the SM is the Higgs field, a neutral

scalar field whose interaction with the other fields gives mass to them except for the photon

and gluon fields. A Higgs like particle was discovered by the ATLAS and CMS Collaborations

in July 2012 with a mass near 126 GeV [4, 5]. It has yet to be determined whether this particle

is the postulated SM Higgs boson. However, current evidence supports this conclusion.

2.1.1 Key concepts of the Standard Model

In this section, we give a brief description of the main ideas of the Standard Model.

Complete descriptions can be found elsewhere [6, 7]. The SM describes the electromagnetic,

weak and strong interactions in terms of gauge theories. Gauge theories are quantum field

theories for which the Lagrangian is invariant under some set of local transformations,

separately valid at each space-time point, known as gauge transformations. These form

a symmetry group of the theory. The quanta of the gauge fields are gauge bosons.

The Standard Model is a non-Abelian gauge theory, which means that the symmetry

group is non-commutative. The Standard Model symmetry group is

SU(3)C × SU(2)L × U(1)Y, (2.1)

where SU(3)C is the symmetry group of the strong interactions with C being the associated

conserved quantum number, color, and SU(2)L×U(1)Y describes the electroweak interaction,

which unites the electromagnetic and weak interactions, where Y is the hypercharge and

L indicates left-handed doublets. The conserved charge of SU(2) is the weak isospin

T , from which the electric charge Q is defined through the Gell-Mann-Nishijima formula

Q = T3 + Y
2

[8], with the third component of weak isospin written as T3.

Electroweak interaction The electromagnetic interaction, described by Quantum

Electrodynamics (QED), exists between all electrically charged particles and is mediated by
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photons. The weak interaction is mediated by the W± and the Z0 bosons and acts between

quarks, charged and neutral leptons. The weak interaction also allows flavor-changing

transitions of quarks and leptons. The electroweak interaction is described by SU(2)L×U(1)Y

gauge group. The U(1)Y group has one associated gauge field, Bµ, and its conserved

quantum number is hypercharge Y . The SU(2)L group has three gauge fields, Aaµ where

a = 1, 2, 3. The conserved quantity is the weak isospin T . The gauge fields Bµ and Aaµ do

not represent physical states. In this theory, all gauge bosons are massless. The photon

and the gluons are indeed massless, however, the gauge bosons associated with the weak

interactions are massive. To accommodate this fact, one could try adding a mass term for

the gauge bosons to the Lagrangian. However, this violates the gauge invariance and leads

to a non-renormalizable theory.

Strong interactions The strong interactions between quarks and gluons is described by

Quantum Chromodynamics (QCD). QCD is a SU(3)C gauge theory, invariant under local

color transformations. The different color charges are typically referred to as blue, green

and red. The local invariance introduces eight gauge fields, which correspond to the eight

massless gluons that mediate the strong interactions. Since gluons carry color charge, they

interact with quarks as well as with other gluons. The QCD Lagrangian can be written as,

LQCD
eff [ψf (x), ψ̄f(x),A(x), c(x), c̄(x); g,mf ] = Linvariant + Lgauge + Lghost, (2.2)

where: ψf denote quark fields, A the gluon field, c the ghost field, g the QCD strong coupling

parameter and the parameters mf allow for the possibility of non-zero quark masses, where f

labels distinct quark fields. The Linvariant is the classical Lagrangian density, invariant under

local gauge transformations, Lgauge is the Lagrangian gauge-fixing term, and Lghost ensures

that gauge fixing does not spoil the unitarity of the physical scattering matrix that governs

scattering of partons (quarks and gluons).

An important property of the strong interactions is the strength of the coupling constant

(αs). In order to compute observables, divergences that appear in the matrix element are

regularized by introducing a cut-off to the momenta. The free parameters of the Lagrangian,

such as the coupling constant, are then redefined, so that divergences no longer appear,

which causes the coupling constant to become a function of an unphysical parameter called
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the renormalization scale, µR. A reference value α(µ2
R) has to be determined experimentally,

which reflects the fact that the absolute scale of the coupling strength cannot be predicted

by the SM. A typical choice for µR is the momentum transfer Q of the investigated process,

such that α(Q2) corresponds to the effective coupling strength in that process.

The QCD coupling parameter is given by [9]

αs(Q
2) =

12π

(33− 2nf ) ln(Q
2

Λ2 )
, (2.3)

where nf is the number of quark flavors, and Λ is defined by

Λ2 = µ2
R exp(

−12π

(33− 2nf )αs(µ2
R)

). (2.4)

The energy dependence of the strong coupling constant has two important consequences:

asymptotic freedom and confinement.

Asymptotic freedom and confinement Asymptotic freedom refers to the decreasing

interaction strength of the strong coupling parameter with increasing interaction energy. The

result is that at high energies quarks and gluons can be treated as free particles. Confinement

arises from the increasing interaction strength with increasing particle separation. The

consequence is that the color charged particles such as quarks and gluons cannot exist as

free particles but are confined to color-neutral composite particles (hadrons), for example

mesons, containing a quark and an antiquark, or baryons, containing three quarks.

At the high energies of hadron colliders, quarks and gluons can be treated as free particles

in interactions involving large momentum transfers. But quarks and gluons produced in the

interactions do not appear as free particles in the detector because of confinement. Instead,

they will appear as collimated collections of hadrons known as jets. The process of forming

hadrons from the initial quarks and gluons is called hadronization. Although the strong

interactions and asymptotic freedom are theoretically well described, the details of quark and

gluon confinement are not fully understood [10]. The process of hadronization is similarly

not a theoretically well understood process [9].

Higgs mechanism In the SM, the electroweak symmetry is broken through spontaneous

symmetry breaking [11]. In spontaneous symmetry breaking, the Lagrangian remains

invariant under the full symmetry group of the SM, while the lowest energy state, the vacuum,
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is not invariant under the full gauge symmetry. Spontaneous electroweak symmetry breaking

in the SM is governed by the Higgs mechanism [12]. The Higgs mechanism introduces four

scalar fields written as a complex scalar doublet field, the Higgs field, φ = 1√
2

(
h1

h2

)
. The

scalar field is governed by a Lagrangian density with a global U(1) gauge symmetry. The

vacuum state of the Higgs field lies on a circle in a complex two dimensional space described

by h2
1 + h2

2 = v2/2. The symmetry breaking occurs as the field φ acquires a non-zero

vacuum expectation value (vev). Once the Higgs field acquires a vev, the gauge bosons gain

mass through interactions with the Higgs field. Three of the fields of the Higgs doublet

become the longitudinal components of three fields: the gauge bosons, W± and Z0
µ. The

vector field, Aµ, orthogonal to Z0
µ remains massless and is interpreted as the photon. The

Higgs mechanism also provides mass to quarks and charged leptons via Yukawa interactions

between the massless fermion fields and the Higgs field. The fourth field of the Higgs doublet

emerges as a new massive scalar field, whose quanta are the Higgs bosons. The mass of the

Higgs boson is not predicted by the theory.

2.1.2 Jets

The scattering process at the LHC can be classified as either hard or soft. Hard scattering,

such as high pT jet production, can be predicted with good precision using perturbation

theory, however soft scattering, such as that which yields the underlying event, requires

non-perturbative calculations. A key idea in QCD is factorization [13]. The factorization

theorems show how to factorize long distance effects that cannot be calculated perturbatively

from calculable short distance physics. The long distance physics is encapsulated in functions

called parton distribution functions (PDFs) [13] that describe the distribution of partons in

a hadron. These functions must be measured experimentally. The portion of the cross

section that remains after the parton distribution functions have been factored out is the

short distance cross section for hard scattering of partons. This portion of the cross section

is perturbatively calculable.

First let us consider the proton-proton collision:

• Initially two hadrons, viewed as a collection of partons, collide.
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Parton Model: The parton model [14] interprets hadrons as a collection of

point like quasi-free particles. The model describes the cross section for high energy

scattering of hadrons as an incoherent sum of the cross sections of the point like partons

in a hadron. The three-quark-model of a proton, assumes that a proton is made of three

free non-interacting valence quarks. However the picture is a bit more complex, since

the valence quarks are embedded in a sea of virtual quark-antiquark pairs generated by

the gluons which hold the quarks together. Partons are the collective name for quarks

and gluons.

• Each parton can be characterized by a set of Parton Distribution Functions (PDFs).

PDFs: The parton distribution functions give the probability densities to find a

parton carrying a momentum fraction x of the proton at a given value of the square

of the momentum transfer, Q2. The number of partons goes up at low x with Q2, and

falls at high x. At high Q2 there are a larger number of sea quark-antiquark pairs

that carry a low momentum fraction x. The quarks and antiquarks carry about half

of the nucleon momentum, while the remainder is carried by the gluons. The fraction

of momentum carried by gluons increases with increasing Q2.

• In a collision, particles that carry color charges can undergo bremsstrahlung emitting

gluon radiation. Emissions that start from the two incoming colliding partons are called

Initial-State Radiation (ISR). Emissions that are associated with outgoing partons are

called Final-State Radiation (FSR).

• As partons recede, the color field strength increases, which causes the production of

new quark-antiquark pairs in a process called hadronization.

Hadronization: As the evolution of the event reaches Q2 ∼ ΛQCD [13], the

coupling forces become significant and confinement takes place. This transforms

all outgoing colored partons into colorless hadrons, a process that is modeled using

fragmentation functions [15] that represent the probability of a parton to fragment into

certain hadron final states. Many of these primary hadrons are unstable and decay

further at various timescales. Those primary hadrons that are sufficiently long-lived
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decay in the detector. There are several models of the hadronization process that

attempt to connect the results of the parton shower with the final particle spectrum

observed. These models are tuned using experimental observations. In this work,

we use the string fragmentation model [16]. The string fragmentation model assumes

a linear confinement, where the energy stored in the color field between quarks and

antiquarks is assumed to increase linearly with the separation of color charges.

• Colliding protons are made up of a multitude of partons, so more than one parton may

collide within a single proton-proton collision. The secondary collisions are referred to

as multiple parton interactions (MPI). The additional products of the collision that are

not explicitly related to the hard process of the collision: radiation, hadron remnants,

products of multiple parton interactions, to list a few, are generally referred to as the

underlying event.

QCD factorization As described above, a field theory of the strong interactions requires

an energy-dependent coupling strength to harmonize the strength of the strong interaction

at low energies with the weakness at high energy. This feature of the strong interactions is

formalized in a factorization theorem, which states that the cross section, for example, for

the production of a jet, can be factorized into two parts,

dσ(pp→ jet+X) =
∑
ij

∫
dx1dx2

parton distribution functions︷ ︸︸ ︷
fpi (x1, µF )fpj (x2, µF )

partonic cross section︷ ︸︸ ︷
dσ̂(ij → jet+X, x1, x2, Q

2, µF, µR),

(2.5)

where i and j run over the light quarks and gluons, fpi and fpj are parton distributions

functions, x1,2 are the fraction of hadron momentum carried by the parton i and j,

respectively, dσ̂(ij → jet + X) is the partonic cross section, µF is the factorization scale,

and Q2 is the hard scattering scale. Leaving the products, X, unspecified makes this process

inclusive. Figure 2.1 shows a representation of a pp collision which results in a final state jet

+ X, where X can be any collection of particles. As Equation 2.5 shows, the hadronic cross

section can be obtained by weighting the sub-process cross section with parton distribution
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Figure 2.1. A pp collision which results in a jet + X, where X can be any collection of
particles.

functions. These calculations showed very good agreement with the measured cross sections

and confirmed the parton-model formalism. Problems seemed to arise when perturbative

corrections were calculated from real and virtual gluon emissions. These calculations [9]

showed large logarithms from gluons emitted collinearly with the incoming quarks, which

seemed to spoil the convergence of the perturbative expansion. However, these logarithms

were the same as those that arise in deep-inelastic scattering structure function calculations,

and could therefore be absorbed into the definition of the parton distributions. It turned out

that the finite corrections left behind after the logarithms had been factored into the PDFs

were not universal and had to be calculated for each process separately [13].

Partonic cross section Perturbation theory can be used to calculate the partonic cross

section. Perturbative predictions of the partonic cross section can be obtained by connecting

the vertices, shown in Figure 2.2, and propagators derived from the Lagrangian, in all

possible ways, using the Feynman rules. Predictions for collider experiments often require

the computation of many thousands of Feynman diagrams. The simplest predictions can be

obtained by calculating the lowest order in the perturbative expansion of the observable. The

matrix elements are squared and integrated over the appropriate phase space. The diagrams

with the smallest number of vertices contribute the most to the hard process. It is necessary
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Figure 2.2. QCD Feynman diagrams for the quark-gluon vertex (left), the three-gluon
vertex (center) and the four-gluon vertex (right).

to impose restrictions on the phase space in order to avoid divergences in the matrix elements.

At each order in αs, the strong coupling parameter, the cross section contains ultraviolet

infinities that need to be removed in a procedure called renormalization. The perturbative

prediction for the cross section, at finite order n, as well as αs, depends on the factorization

and the renormalization scales µF,R respectively, as shown in Equation 2.5. However, we

expect that a complete calculation of the physical cross section would be independent of the

choices of factorization or renormalization scales, which are artifacts of the calculation. In

practice, since the calculations are always approximate there is, in general, a dependence

of the calculated cross section on these scales. However, it is found that the dependence

weakens as calculations are made more precise by going to higher order in αs.

Parton distribution functions and factorization The calculations of the production

cross sections at hadron colliders rely on the knowledge of the distribution of the momentum

fraction x of the partons. The Q2 dependence of the parton distribution functions

(PDFs) is given by the Dokshitzer - Gribov - Lipatov - Altarelli - Parisi (DGLAP) QCD

evolution equations [17]. The x dependence of the PDFs are obtained from global fits to

data from deep-inelastic scattering, Drell-Yan and jet production. The factorization and

renormalization scales for this work are set to µR = µF = jet pT.

2.2 Contact interactions

The understanding of PDFs at high parton momentum fraction over the past decade,

has made it possible to consider the inclusive jet pT spectrum as a competitive observable to
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search for contact interactions. It has been 17 years since a comparable study was performed

with this observable [18]. In this work, we consider the effective Lagrangian for the contact

interaction model,

L = ζ
2π

Λ2
(q̄Lγ

µqL)(q̄LγµqL), (2.6)

where qL denotes a left-handed quark field and ζ = +1 or −1 for destructively or

constructively interfering amplitudes, respectively. The amplitude for jet production is linear

in λ, so the cross section of the kth jet pT bin, σk at leading order, is given by

σk = ck + bk λ+ ak λ
2, (2.7)

where λ ≡ 1/Λ2 and ck, bk, and ak are jet pT-dependent coefficients. The steps involved in

measuring the inclusive jet pT spectrum will be discussed in Chapter 5.
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CHAPTER 3

LHC AND THE CMS DETECTOR

3.1 Large Hadron Collider

The Large Hadron Collider (LHC) [19] is built in a circular tunnel 26.7 km in

circumference. The tunnel was constructed between 1984 and 1989 for the European Center

for Particle Physics (CERN) Large Electron Positron machine. The tunnel is buried between

50 and 175 meters underground at the Swiss / French border on the outskirts of Geneva.

The LHC is designed to collide two counter rotating beams of protons, inside a continuous

vacuum system, guided by the field of 1232 dipole superconducting magnets, cooled by a

huge cryogenics system. During 2011, the beams were made up of proton bunches spaced

25, 50 and 75 nanoseconds apart [20]. The protons in the bunches are obtained by removing

electrons from hydrogen atoms, injecting the beam into the linear accelerator, LINAC2,

then into the Proton Synchrotron Booster, then the Proton Synchrotron (PS), followed by

the Super Proton Synchrotron (SPS), before finally reaching the Large Hadron Collider

(LHC) [19]. At the interaction point each bunch, of 100 billion protons, is squeezed down to

the width of a single human hair. At the luminosity of the LHC, prior to its long shutdown

in early 2013, approximately 20 protons on average collided out of the 100 billion protons

in each bunch. But, even with only 20 colliding protons per bunch, 600 million collisions

occur per second. This is due to the very short time for bunch crossings. The LHC beam

parameters, relevant to peak luminosity, for 2011 data [19], are shown in Table 3.1.

The total proton-proton cross section at 7 TeV is approximately 112 millibarns, with

contributions from:

• inelastic (60 mbarn),
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Figure 3.1. The Large Hadron Collider and its main detectors: CMS, ATLAS, LHCb, and
ALICE.

Table 3.1. 2011 LHC beam peak luminosity design parameters.

Parameter Value
Energy per proton beam 3.5 TeV
Number of particles per bunch 1.15 ×1011

Number of bunches per beam 2808
Bunch spacing 25 ns
Bunch crossing rate 40 MHz
Peak luminosity 1.0 ×1034cm−2sec−1

Luminosity lifetime 14.9 hours

• single diffractive (12 mbarn),

• elastic (40 mbarn).

Elastic scattering of the protons and diffractive events will not be seen by the major

components of the detector. It is only inelastic scatterings that gives rise to particles at

sufficiently high angles with respect to the beam axis and therefore enter the major detector

components.

Luminosity measures how many particles squeeze through a given area in a given time.

At a proton-proton collider this can be expressed as:
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L =
fn1n2

2π
√
σ2
x,1 + σ2

x,2

√
σ2
y,1 + σ2

y,2

, (3.1)

where f is the collision frequency, ni is the number of protons in the bunch of beam i, and

σx/y,i is the transverse spread of beam i in the x and y directions. The total amount of data

taken in a given time period is measured by the integrated luminosity, L, which is defined

by:

L =

∫
L dt. (3.2)

The luminosity, as determined from the CMS luminosity system is described in Ref. [21]. The

total event rate per second for a physics process can be calculated from R = σL, where σ is

the cross section of the physics process and L is the luminosity of the collider. The first LHC
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Figure 3.2. The integrated luminosity as a function of time, for 2011.

beams were circulated successfully on 10th September 2008. Unfortunately on the 19th

of September, a serious fault developed damaging a number of superconducting magnets.

The repair required a long technical intervention, providing beam again in November 2009.

First collisions took place on 30th March 2010 with the rest of the year mainly devoted to
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beam performance studies. 2011 was the first production year for collisions; the integrated

luminosity for 2011 is shown in Figure 3.2.

At the LHC there are four main detectors: two general purposed detectors, the Compact

Muon Solenoid (CMS) and A Toroidal Large Hadron Collider Apparatus (ATLAS), and two

specialized detectors, the LHCb, which specializes in bottom quark physics, and ALICE,

which is optimized to study heavy ion collisions.

3.2 Compact Muon Solenoid

The Compact Muon Solenoid (CMS) multi-purpose detector, shown in Figure 3.3, has a

Figure 3.3. The transverse view of the CMS detector during assembly.

diameter of 14.6 meters, a length of 21.6 meters, and a mass of 12.5 kilotonnes. Compact

is a relative term; CMS is compact relative the ATLAS detector. A good description of the

CMS detector requirements is given in the design specifications [22].

The main characteristics of the CMS detectors are:

• good muon identification and momentum resolution over a wide range of momenta and

angles, good dimuon mass resolution (∼1% at 100 GeV), and the ability to determine

unambiguously the charge of muons with momenta, p < 1 TeV;

20



• good charged particle momentum resolution and reconstruction efficiency in the inner

tracker. Efficient triggering and offline tagging of taus and b-quarks (requiring pixel

detectors close to the interaction region);

• good electromagnetic energy resolution, good diphoton and dielectron mass resolution

(∼ 1% at 100 GeV), wide geometric coverage, π0 rejection, and efficient photon and

lepton isolation at high luminosities, and

• good missing transverse energy and dijet mass resolution, requiring hadron calorimeters

with a large hermetic geometric coverage and with fine lateral segmentation.
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Figure 3.4. A slice of the transverse view of the CMS detector, showing particle trajectories
traversing the detector material.

The coordinate system adopted by CMS has the origin centered at the nominal collision

point, the y axis pointing vertically upward, and the x axis pointing radially inward toward

the center of the LHC. The z axis points along the beam direction toward the Jura mountains

from LHC point 5, see Figure 3.1. The azimuthal angle φ is measured from the x axis in

the x-y plane and the radial coordinate in this plane is denoted by r. The polar angle θ

is measured from the z axis. Pseudorapidity is defined as η = -ln tan(θ/2)). The rapidity

is defined as y = 1/2 ln[(E + pz)/(E − pz)], where E denotes the energy and pz is the
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component of the momentum along the beam direction. In the limit of massless particles,

η = y. The momentum and energy transverse to the beam direction are denoted by pT and

ET , respectively. The imbalance of energy measured in the transverse plane is called missing

transverse energy and is denoted by /ET .

The central feature of the CMS apparatus is a superconducting solenoid, of 6 meters

internal diameter, operating with a magnetic field strength of 3.8 Tesla. Within the field

volume are the silicon pixels, strip trackers, electromagnetic calorimeters (ECAL), followed

by a brass-scintillator hadronic calorimeter (HCAL). The electromagnetic calorimeter and

hadron calorimeter cells are grouped into towers, projecting radially outward from the

origin. In the region |η| < 1.74, the barrel region, these projective calorimeter towers have

segmentation ∆η = ∆φ = 0.087, and the η and φ widths progressively increase at higher

values of η. Figure 3.4 shows a transverse slice of the detector, with particle trajectories

traversing the detector material. Further details about the CMS detector may be found

elsewhere [23].

The large amount of data associated with collision events is impossible to store and

process, therefore a dramatic rate reduction has to be achieved by choosing events of interest.

This is obtained in two steps using two systems: the Level 1 Trigger [24] and the High Level

Trigger (HLT) [25]. The Level 1 Trigger is based on custom and programmable electronics,

while the HLT is implemented with software in a computer farm. The maximum allowed

output rate for the Level 1 Trigger is 100 kHz. Level 1 Trigger uses information from the

coarse segmentation of the calorimeters, the muon detectors, holding the high-resolution data

in a pipeline until an acceptance or rejection decision is made. The HLT exploits all the data

for each bunch crossing accepted by the Level 1 Trigger. Capable of complex calculations

such as those done offline, the HLT algorithms typically undergo major changes as luminosity

increases. The data from each event are processed through a world-wide computer network

described in Appendix A.
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CHAPTER 4

EVENT RECONSTRUCTION

This chapter describes the key elements of the CMS event reconstruction method. After

hadronization, described in Chapter 2, and possible particle decay, the final state particles

interact with the detector material differently for each type of particle. Each sub-detector

has been designed to measure specific particle characteristics. By combining information

from all sub-detectors one can make a more complete estimation of particle properties (see

Section 4.1). These particles can be used to reconstruct jets, as described in Section 4.2,

which are the objects used in this work.

4.1 Particle reconstruction

Particle Flow (PF) reconstruction, one of the CMS particle reconstruction methods,

aims at reconstructing and identifying all stable particles by combining the information

from all sub-detectors in an optimal determination of the particle’s direction, energy and

type. Particle Flow categorizes all particles into five types: muons, electrons, photons,

charged and neutral hadrons. The list of particles is then used to build jets, determine the

missing transverse energy, reconstruct and identify taus, quantify charged lepton isolation

with respect to other particles and tag b-jets.

The reconstruction of each particle is based on a combination of one to three particle

flow elements from various sub-detectors:

• charged-particle tracks,

• calorimeter clusters, and

• muon tracks.
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These elements must be identified with high efficiency and low fake rate (i.e., false

identification rate) in a high-track density environment. This task is accomplished by using

an iterative tracking algorithm, described in Section 4.1.1, and the calorimeter clustering

methods described in Section 4.1.2. The PF elements are used with a so-called link algorithm,

described in Section 4.1.3, which fully reconstructs each particle object, while at the same

time getting rid of possible double counting from different sub-detectors.

4.1.1 Iterative tracking algorithm

An iterative tracking strategy was adopted to achieve both high efficiency and a low rate

of fake tracks. The iterative tracking steps are:

• Seed tracks with an initial track candidate, then reconstruct the track using tight (i.e.,

strict) criteria to reduce the track fake rate.

• Loosen the seeding criteria such that unambiguously assigned data from the previous

iteration can be removed. The looser seeding criteria increase the tracking efficiency,

while the removal of hits allows the fake rate to be kept low because of reduced

combinatorics. During the first three iterations, tracks originating from within a thin

cylinder around the beam axis are found with an efficiency of 99.5% for isolated muons

and larger than 90% for charged hadrons in jets.

• The fourth and fifth iterations have relaxed constraints on the vertex. This allows for

the reconstruction of secondary charged particles originating from photon conversions

and nuclear interactions in the tracker material and from the decay of long-lived

particles such as K0
S.

The early steps have stricter requirements on tracks originating from the production vertex

while the later steps have stricter requirements on the track quality. With this iterative

technique, charged particles with as little as three hits, a pT as small as 150 MeV and a

vertex more than 50 cm away from the beam axis, are reconstructed with a track fake rate

on the order of 1%.
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4.1.2 Calorimeter clustering

The clustering algorithm was developed specifically for PF event reconstruction. The

purposes of the algorithm are to:

• Detect and measure the energy and direction of stable neutral particles such as photons

and neutral hadrons.

• Separate neutral particles from energy deposits due to charged hadrons.

• Reconstruct and identify electrons and all accompanying bremsstrahlung photons.

• Improve the energy measurement of charged hadrons for which the track parameters

are not determined accurately, such as is the case for high-pT tracks.

• Clearly separate energy deposits, which are in close proximity.

The clustering is performed separately in each sub-detector except the forward hadron

calorimeter. The steps of the algorithm are:

1. Identify cluster seeds, defined as local maxima of energy in the calorimeter.

2. Grow clusters from the seeds by aggregating cells with at least one side in common

with a cell already in the cluster and with energy in excess of a given threshold. These

thresholds equal two standard deviations of the electronic noise: 80-300 MeV in the

electromagnetic calorimeter and 800 MeV in the hadron calorimeter. The clustering

algorithm gives rise to as many PF clusters as there are cluster seeds.

3. The calorimeter granularity is exploited by sharing the energy of each cell among

all particle-flow clusters according to the cell-cluster distance, with an iterative

determination of the cluster energies and positions.

4.1.3 Link algorithm

A link is measured in η and φ between any two elements in the event. The link

algorithm [26] quantifies the connection quality between elements and creates blocks of
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elements, linked directly or indirectly. The blocks contain one, two or three elements, and

constitute inputs for the particle reconstruction and identification algorithm.

An example of the linking process between a charged particle track and a calorimeter

cluster is as follows:

• The track is first extrapolated from its last measured hit in the tracker to the two

layers of the electromagnetic calorimeter, and to the hadron calorimeter to a depth

corresponding to one interaction length, typical of a hadron shower.

• The track is linked to one or more clusters in the calorimeter if the extrapolated position

on the track lies within the cluster boundaries.

• The link distance is measured in the (η, φ) plane between the extrapolated track

position and the cluster position.

• Tangents to the tracks are extrapolated to the electromagnetic calorimeter from the

intersection points between the track and each of the track layers in order to collect

the energy of all bremsstrahlung photons emitted by electrons.

• A cluster arising from a potential bremsstrahlung photon is linked to the track if the

extrapolated tangent position is within the boundaries of the cluster.

• A link is established between the hadron calorimeter and the electromagnetic calorimeter.

In a similar fashion, links are made between tracks in the tracker and in the muon system.

4.1.4 Particle identification

Once the blocks are created, particles can be identified from each block of elements. The

resulting list of reconstructed particles constitutes a global description of each event.

The following describes the algorithm which loops over each block, reconstructing

particles:

• Muons: A PF candidate will become a muon when its momentum is within three

standard deviations of that determined from the tracker alone. The corresponding track
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is removed from the block. The energy deposited in the calorimeters was measured

using cosmic rays.

• Electrons: Electrons tend to give rise to short tracks and to lose energy by

bremsstrahlung in the tracker layers on their way to the calorimeter. Tracks are

refit [26] in an attempt to follow their trajectories to the calorimeter. Electrons

are identified by combining a number of tracking and calorimetric variables into a

multivariate discriminant. The corresponding track and calorimeter clusters are then

removed from the block.

• Charged hadrons: Tighter quality criteria are applied to the remaining tracks. These

criteria require the relative uncertainty on the measured pT be smaller than the relative

calorimetric energy resolution expected for charged hadrons. This requirement rejects

0.2% of the tracks used for hadronic jets. However, out of the 0.2%, 90% are rejections

of fake tracks. The hadron’s energy is measured independently with more precision,

by the calorimeters.

• Photons and neutral hadrons: The calibrated energy of the closest ECAL and

HCAL clusters linked to the track(s) can be significantly larger than the total associated

charged-particle momentum. If the relative energy excess is found to be larger than

the expected calorimeter energy resolution, the cluster energy gives rise to a photon,

and possibly to a neutral hadron. Precedence is given to photons over neutral hadrons

in the ECAL, due to the observation that, in jets, 25% of the jet energy is carried by

photons, while neutral hadrons carry only 3% of the jet energy.

There are rare cases where the total calibrated calorimetric energy is still smaller than the

total track momentum by a large amount. When the difference is larger than three standard

deviations, a relaxed search for muons and for fake tracks is performed. All muons, identified

in both the tracker and the muon detector, which are not already selected by the algorithm

and for which an estimate of the momentum exists with precision better than 25% are treated

as muons. The redundancy of the measurements in the tracker and the calorimeter allows

a few more muons to be found without increasing the fake-muon rate. This redundancy is
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further exploited by progressively removing tracks from the block ordered according to their

measured pT uncertainty. The process stops either when all the tracks with a pT uncertainty

in excess of 1 GeV have been examined, or when the removal of a track would render the

total track momentum smaller than the calibrated calorimetric energy.

Each of the remaining tracks in the block is presumed to be due to a charged hadron.

If the calorimetric energy is comparable with the track momentum within uncertainties, the

charged-hadron momenta are redefined by a fit of the measurements in the tracker and the

calorimeters. This combination is relevant at very high energies where the track parameters

are measured with larger uncertainties.

4.2 Jet reconstruction

Jets are produced when high-energy quarks or gluons from the colliding proton-proton

scatter. Each of the outgoing quarks or gluons materializes as a jet of particles with its

momentum distributed among the particles of the jet, shown in Figure 4.1. There are

several types of jet, however this study is limited to two: particle flow jets (PFJets) and

calorimeter jets (CaloJets), as described in Section 4.2.2. CaloJets use energies deposited in

the calorimeter to reconstruct jets, while PFJets use particles to reconstruct jets.

4.2.1 Characteristics

On average, high pT jets are narrower compared with low pT jets: at 20 GeV ∼15% of

the jet pT is distributed in a radius of 0.1 η × φ space around the initial parton while the

fraction increases to ∼90% at 600 GeV. The properties of a jet’s constituents depend on the

initial parton type (jet flavor). Due to color factors, the parton emission rate of gluons is

about twice as large as that of quarks. Gluons typically produce a higher multiplicity of

softer particles during showering than quarks, which leads to broader jets [27].

4.2.2 Jet types

Calorimeter jets Calorimeter jets (CaloJets) are reconstructed from energy deposits in

the calorimeter towers. A calorimeter tower consists of one or more hadron calorimeter cells
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Figure 4.1. A jet is produced when high-energy quarks or gluons from the colliding
proton-proton scatter. Each of the outgoing quarks or gluons materializes as a jet of particles
with its momentum distributed among the particles of the jet. The particles of the jet leave
energy depositions in the calorimeters.

and the corresponding electromagnetic calorimeter crystals. Specifically, in the central region

of the detector, which is referred to as the barrel, a projective calorimeter tower is made up

of the unweighted sum of a single hadron calorimeter cell and 5× 5 array of electromagnetic

calorimeter crystals. The association between calorimeters is more complex in the endcap

regions. In the forward region, a different calorimeter technology is employed, which uses

the light signals collected by short and long quartz readout fibers to aid the separation of

electromagnetic and hadronic signals. A 4-momentum is associated with each tower deposit

above a certain threshold, assuming zero mass, where the direction is the tower’s angular

position as seen from the interaction point.

Particle flow jets Particle-flow (PF) jets are clustered from the 4-momenta of the

particle candidates reconstructed as described in Section 4.1. PF jets have superior

performance compared to calorimeter jets in terms of response and resolution. One of the
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main reasons is due to the hadron calorimeter where only about 15% of the jet energy

is distributed among neutral hadrons [26]. Since particle candidates are used, the impact

from the calorimeter non-linearity is also reduced. The typical energy fractions carried by

charged particles, photons and neutral hadrons in jets are 65%, 25%, and 10%, respectively.

These fractions ensure that 90% of the jet energy can be reconstructed with good precision

by the particle-flow algorithm, while only 10% of the energy is affected by resolution and

calibration corrections. As a consequence, jets made of reconstructed particles are similar to

jets made of Monte Carlo generated particles, more so than jets made solely from calorimetric

information. The reconstructed jet object properties include: energy, E, defined as the scalar

sum of the constituent energies, momentum, −→p , defined as the vector sum of the constituent

momenta, and the transverse momentum, pT, the component of the jet −→p in the transverse

plane.

4.2.3 Clustering algorithm

The jets used in this work are reconstructed using the particle flow reconstruction

method [26] and the anti-kT algorithm [28]. The anti-kT algorithm can be applied to

calorimeter towers, particles or partons. A jet clustering algorithm associates objects based

either on proximity in coordinate space or in momentum space. In this study, we use the

anti-kT algorithm with distance parameters of D = 0.5 and 0.7. The kT algorithms are

massless four-momenta clustering algorithms in momentum space, which have the virtue of

being less sensitive to higher order perturbative QCD effects [29, 30, 31]. The kT algorithms

are based on pair-wise successive combinations of objects. The quantities k2
T,i = p2

T,i and

k2
T,(i,j) = min(pa×2

T,i , pa×2
T,j )∆R2

i,j/D
2 are computed for each object, where pT,i is the pT of the ith

object, ∆Ri,j is the distance in (η, φ)-space between objects i and j and D is the parameter

that controls the size of the object. The parameter a = 1 defines the kT algorithm, and

a = −1 defines the anti-kT algorithm. When k2
T,i < k2

T,(i,j) for the ith object, it is considered

to be a jet and removed from the list of objects. When k2
T,i > k2

T,(i,j), the two objects are

merged into a single object and the two original ones are removed from the list. The process

is iterated until all objects become jets. The anti-kT algorithm is infrared and collinear

safe [32].
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4.2.4 Jet energy scale corrections

The Jet Energy Scale Corrections (JEC) are chosen so that, on average, the pT of a

corrected jet is equal to the pT of the corresponding particle level jet, that is, a jet prior to

its interaction with the detector. These corrections are derived from MC and data driven

methods as a function of the jet pT and η, using dijet and photon/Z+jet pT balancing [33].

The correction is applied as a multiplicative factor to the uncorrected jet pT . CMS has 7

correction steps, however this search used the first three steps only. They are: L1 Pile up

correction, L2 Relative jet correction, L3 Absolute jet correction [34]. 1

1To access the JEC for this analysis, we use data keys: GR R 42 V19 with JEC ak7PFL1FastL2L3.

31



CHAPTER 5

ANALYSIS

This chapter describes my search for contact interactions using the inclusive jet pT

spectrum in pp collisions at
√
s = 7 TeV. We begin with a description of the data used

in our analysis. This is followed by a description of the models used to interpret the data,

our results, and our interpretation of these results in terms of limits on the compositeness

scale Λ.

5.1 Data

This section covers the data sets used in this work, the data quality and the data selection.

5.1.1 Data sets

The names of the data sets used in this work are listed in Table 5.1. A description of the

format of the reconstructed data can be found in Appendix A.

Table 5.1. The CMS 2011 data sets used in this analysis.

Run Name Run Numbers Integrated Luminosity [pb−1]
Run2011A 160329-163869 215
Run2011A 165071-168437 930
Run2011A 170053-172619 370
Run2011A 172620-173439 660
Run2011B 175000-180252 2490

In 2011, the data collection period was divided into two data eras: Run 2011A and Run

2011B. Run 2011A started in March and ended in August, while Run 2011B started in
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September and ended in October. Out of an integrated luminosity of 4.6 fb−1, 2.0 fb−1 was

collected in Run 2011A and 2.6 fb−1 was collected in Run 2011B. Since the LHC luminosity

rapidly increased over the year, Run 2011B was shorter than Run 2011A but more data were

collected. The average number of pile-up events, see Section 5.1.2, increased from 5.5 in Run

2011A to 9.2 in Run 2011B.

5.1.2 Data quality

Some basic distributions, after the selection criteria described in Section 5.1.4 have been

applied, are shown in the following figures. Figure 5.1 shows the photon energy fraction and

the neutral hadronic energy fraction. Figure 5.2 shows the electron energy fraction and the

charged hadronic fraction. An energy fraction is the object’s energy in each sub-detector /

total energy of the object.

Figure 5.3 shows the multiplicity distribution of charged hadrons, photons, muons, and

electrons, reconstructed using the particle flow method described in Chapter 4. Figure 5.4

shows the multiplicity distribution of primary vertices, that is, the distribution of the number

of vertices per beam crossing. Our selection criteria are indicated by the green and red

vertical lines.

Pile-up During the majority of the 2011 data taking period, the LHC operated with

1380 bunches per beam with a nominal bunch crossing of 50 nanoseconds. In Figure 5.4, on

average, 5.5 pp collisions occur per bunch crossing, an effect referred to as pile-up. Pile-up is

a byproduct of high luminosity and poses significant challenges. As the luminosity increases,

so does the pile-up. The challenge is to assign data to the correct pp interaction. In principle,

pile-up could affect the jet pT spectrum. In order to determine whether this is the case, we

studied the dependence of the spectrum on the number of primary vertices. The left plot

of Figure 5.5 shows the normalized jet pT spectra for events with either 1 to 5 or 6 to 40

primary vertices. The right plot of the same figure shows the ratio of these spectra relative

to the spectrum using all events. The spectrum is seen to be unaffected by pile-up.
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Figure 5.1. The photon energy fraction (left) and the neutral hadronic energy fraction
(right).
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Figure 5.2. The electron energy fraction (left) and the charged hadronic energy fraction
(right).

5.1.3 Data selection

Even though the CMS detector does an excellent job of collecting collision data (see

Figure 3.2), not all sub-detectors were always fully functional. After collision data are

34



Multiplicity of PF Candidates

0 50 100 150 200 2501

10

210

310

410

510

610

710

810
Candidate Multiplicity
================
PF objects
Charged Hadrons
Neutral Hadrons
Photons
Muons
Electrons

Figure 5.3. The particle flow candidate multiplicity for all five particle flow candidates,
and the overall multiplicity of candidates.

collected, prior to physics analyses the data’s quality is quantified. Good data are marked

using an identifier called a reference key, which is created for the purpose of event selection

depending on the type of physics analysis being performed. CMS records these keys in

text files called JSON files. The acronym JSON stands for JavaScript Object Notation

(JSON), which is a lightweight, software independent, text formatted notation, built on two

structures: the first, a collection of name-value pairs and the second, an ordered list of values.

This work uses the following JSON files to select data characterized as good:

• Cert 160404-163869 7TeV May10ReReco Collisions11 JSON v3.txt,

• Cert 160404-180252 7TeV PromptReco Collisions11 JSON.txt,

• Cert 170249-172619 7TeV ReReco5Aug Collisions11 JSON v3.txt,

where the naming convention is as follows: certified, run range, center-of-mass energy, data

era, collision year, format type, iteration.
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Figure 5.4. The primary vertex (PV) multiplicity distribution during Run2011A with, on
average, 5.5 pp collisions per bunch crossing.
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Figure 5.5. The normalized jet pT spectra for events with either 1 to 5 or 6 to 40 primary
vertices (left). The ratio of these spectra relative to the spectrum using all events (right).
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Jet triggers Once good data are identified using the information in the JSON files,

events are selected that satisfy a set of high level jet triggers (HLT Jet). These triggers

select events with at least one jet that has a transverse momentum above a specified value.

The triggers used in this work are listed in Table 5.2. The version, v, of the trigger changes

Table 5.2. The high level jet triggers are listed, where the Jet240 notation describes the
selection of an event which has at least one jet with a pT > 240 GeV.

Jet triggers
240 GeV pT 300 GeV pT

HLT Jet240 v1 HLT Jet300 v1
HLT Jet240 v2 HLT Jet300 v2
HLT Jet240 v3 HLT Jet300 v3
HLT Jet240 v4 HLT Jet300 v4
HLT Jet240 v5 HLT Jet300 v5
HLT Jet240 v6

during data collection because of processing and storage limits. In order to maintain specific

triggers for physics analyses as the signal bandwidth increases, only a portion of the events

are recorded. This is achieved using “prescales”. A trigger with a prescale value of 1 records

all events passing the trigger. For a trigger with a prescale of n, only 1 in n triggered events

are recorded. This work uses events with at least one jet per event and non-prescaled triggers,

that is, triggers with a prescale value of 1. Figure 5.6 shows that the trigger efficiency for

these triggers becomes independent of pT above a jet pT threshold of ∼ 400 GeV. This is

important because the predicted spectra with which the observed spectrum is compared do

not have to be corrected for trigger efficiency.

Jets are binned in a commonly used pT binning shared among CMS inclusive-jet analyses.

The jet pT bin widths increase with jet pT, corresponding approximately to the jet pT

resolution as a function of pT. Figure 5.7 shows event displays featuring some of the highest

pT jets in our event sample.

5.1.4 Jet identification

Not all reconstructed jets are physics objects. The jets due to detector noise need to

be rejected. Even though there are several algorithms implemented to reject noise at the

37



 [GeV/c]
T

Corrected Jet p
500 1000

A
cc

ep
ta

nc
e 

H
LT

_J
et

: 2
40

v*
 &

 3
00

v*

0.2

0.4

0.6

0.8

1

 = 7 TeVs      -1 = 2 fbLCMS               

Lower bound of signal region
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Figure 5.7. Two jets with jet pT of 1921 and 1893 GeV in one event, shown with ρ φ view
(left) and 3-d view (right).

detector level, not all cases reject the noise before the jet object is created. Jet identification

is introduced to reject fake jets.
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Jet background noise The main background event clean up method used in this

analysis is the HCAL noise filter [35]. There are three main types of sporadic noise within

the hadron calorimeter:

1. Hybrid PhotoDiode (HPD) Noise: misalignment between the electric field within an

HPD and the external magnetic field can lower the voltage of the HPD, which results

in occasional cascades where most of the 18 channels within a HPD report large energy

deposits.

2. Single readout box (RBX) (electronics for data collection) noise: when signals from

HPDs or photomultiplier tubes (PMTs) are digitized and most of the RBX channels

report large energy deposits.

3. PMT Window Noise: charged particles can occasionally hit a PMT window directly.

There are three types of HCAL noise filter: loose, tight, and high-level. We use the loose

HCAL noise filter in this analysis. If an event passes the loose noise filter the following is

true:

1. all RBXs with more than 25 GeV of energy contain at least 70% of their total signal

within 2 bunch crossings;

2. the reconstructed time falls within [-7, +6] ns of the trigger, and

3. the maximum number of channels reporting exactly 0 ADC counts within an RBX

is fewer than 8 (a large number of 0 values is an indication of a noise-related RBX

problem).

In order to filter out jets with background noise, we select events with at least one primary

vertex and one jet, using the following requirements:

1. Events must pass the loose HCAL noise filter,

2. have a good primary vertex,

(a) two or more good tracks,
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(b) interactions are close to the geometric center of the detector (|z| position ≤ 24

cm and ρ =
√
x2 + y2 ≤ 0.2 cm),

(c) and the jet is determined not to be a fake jet.

There are two types of jets used in our analysis, calorimeter jets (CaloJets) and particle

flow jets (PFJets):

Calorimeter jet criteria

1. Electromagnetic energy fraction of a jet > 0.01 OR CaloJet |η| > 2.6

Less than 90% of the jet energy is contained in a single calorimeter hit.

2. Tight jet criteria

Less than 95% of the measured jet energy is associated with a single Hybrid

PhotoDiode when the jet pT > 25 GeV.

Particle flow jet criteria

1. Number of particles > 1

2. Number of charged hadrons > 0

3. Charged hadronic energy fraction > 0

4. Electron energy fraction < 0.99

5. Corrected jet pT > 395 GeV

6. |y| < 0.5

7. Tight Jet criteria

(a) Neutral hadronic energy fraction < 0.90

(b) Photonic energy fraction < 0.90

More details of the jet identification criteria can be found in Ref. [36].
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5.2 Models

In this section, we describe the simulated data and models used in our analysis and the

statistical interpretation of our results in terms of these models. As noted in Chapter 2, at

leading order (LO) the amplitude is linear in λ = 1/Λ2. Therefore, the LO cross section will

depend on λ quadratically. In this analysis, we have chosen to calculate the QCD part of the

cross section at next-to-leading (NLO) order, but to parametrize deviations from the QCD

prediction using the LO contact interaction (CI) model; that is, we use cross section models

of the form QCDNLO + CI(Λ). In the following sections, we describe some of our studies of

the CI model and we give details of the QCD + CI models.

5.2.1 Studies of contact interaction models

We use Pythia 6.422 [37], tune Z2, to model the inclusive jet pT spectrum with, and

without, contact interactions. A Pythia tune is a particular adjustment of the program’s

parameters in order to achieve a good match between the predictions of Pythia and data

for a few standard processes. The meaning of the mass scale Λ is defined by the contact

interaction model in Pythia. The Pythia configuration is given in Appendix C.

Since the jet pT spectrum is extremely steep (it falls faster than p−5
T ) we produce simulated

events in different jet pT bins, to ensure that the high pT bins are well-populated with events.

Once the samples have been generated, events must be re-weighted by cross section / number

of events generated in order to obtain the correct spectral shape. New physics such as quark

compositeness or some new interaction at a high scale, Λ, can be modeled by a contact

interaction at a scale much lower than Λ. The effects of contact interactions are predicted

to be the largest at low jet pseudo-rapidity [38, 39, 40, 41].

In principle, an analysis could be based on both pseudo-rapidity and pT. We investigate

the predicted differential cross sections by generated models with Λ = 3 TeV for |η| <= 3

and jet pT in the range 500 ≤ pT ≤ 2000 GeV. The differential distributions are shown in

Figure 5.8. We find that limiting our search region to |η| < 0.5 provides the best signal to

noise ratio.

As noted, the cross section σk in the kth jet pT bin is given by
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Figure 5.8. QCDLO (left) and the (QCD + CI)LO (right) with Λ =3 TeV models generated
by Pythia for |η| <= 3 and the jet pT range 500 ≤ pT ≤ 2000 GeV.

σk = ck + bk λ+ ak λ
2, (5.1)

where ck, bk, and ak are jet-pT-dependent coefficients. Therefore, in principle, one need

merely fit the quadratic to the Pythia prediction, bin-by-bin, as described in the following.

Study of quadratic dependence The quadratic dependence of the jet cross section

on λ = 1/Λ2 was studied using large samples of generator level events, as well as fully

reconstructed events. Figure 5.9 shows the quadratic fits with generator level events and

fully reconstructed events. The fits are done for multiple values of Λ. Each vertical sequence

of points in Figure 5.9 pertains to a different value of Λ, while each curve corresponds

to a different jet pT bin, ranging from 395 GeV, the lowest curve on the vertical axis, to

2000 GeV, the highest curve on the vertical axis. The points range from λ = 0 TeV−2 ,

i.e., QCD, to λ = 1/9 TeV−2. We conclude that the quadratic dependence is indeed a good

model of the dependence of the cross section on λ. We, therefore, began this analysis by

performing quadratic fits to the cross section, bin by bin, making no assumption about the

pT dependence of the coefficients c, b, and a. Figure 5.10 shows the bin by bin fit results

for the coefficients b and a as a function of jet pT at both the generator and reconstruction

levels. The points with error bars are the results of the bin by bin fits. The curves are
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Figure 5.9. Quadratic fits with high statistics generator level events (left) and fully
reconstructed events (right). The fits are done for multiple values of Λ.

the results of a fit using a pT-dependent ansatz that was subsequently introduced into the

analysis (see Section 5.2.2). The ansatz was introduced to circumvent the inaccuracy of the

bin by bin fits below ∼ 800 GeV.

5.2.2 QCD and contact interaction models

We use models characterized by the cross section QCDNLO + CI(Λ), where QCDNLO = ck

is the inclusive jet cross section computed at next-to-leading order, and CI(Λ) = bk λ+ak λ
2

parameterizes the deviation of the inclusive jet cross section from the QCD prediction. The

QCDNLO cross section is calculated with version 2.1.0-1062 of the fastNLO program with

scenario table fnl2332y0.tab [42] using the NLO CTEQ6.6 PDFs [43]. The NLO QCD jet

pT spectrum is convolved with the CMS jet response function [44], where the jet energy

resolution (JER) σpT is given by

σpT = pT

√
− n2

pT
2

+
s2pT

m

pT

+ c2, (5.2)

with n = 5.09, s = 0.512, m = 0.325, c = 0.033, and

f(pT) =

∫
G(pT|p′T, σpT) f ′(p′T) dp′T,
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Figure 5.10. The bin by bin fit results for the coefficients b and a at the generator level
(left) and the reconstruction level (right). The curves are computed from the 4-parameter pT

dependent model. We see that below ∼800 GeV, the bin by bin fits become unreliable. Note
that a much larger event sample was used for our generator level studies. Consequently,
the bin by bin fits for this sample are more reliable. We conclude that there is nothing
intrinsically wrong with performing bin by bin fits, but because of the small signal to
background ratio it is necessary to compute the spectra below 800 GeV with adequate
statistical precision to yield reliable fits, or limit the search to pT > 800 GeV.

where f and f ′ are the smeared and unsmeared spectra respectively, G is a Gaussian jet

response function, and the integration is with respect to the true jet pT.

The signal term CI(Λ) is modeled by subtracting the leading-order (LO) QCD jet cross

section (QCDLO) from the LO jet cross section computed with a contact interaction term.

The leading-order jet pT spectra are computed by generating events with and without a CI

term as described earlier. The generated events are processed with the full CMS detector

simulation program, based on Geant4 [45]. Interactions between all quarks are included

and we consider models both with destructive and constructive interference between the

QCD and CI amplitudes. The Pythia configuration is given in Table C.1.

In the previous section, we noted the inaccuracy of the bin by bin fits below 800 GeV.

That approach had the virtue of avoiding an assumption about the pT-dependence of the

quadratic coefficients bk and ck. But, we opted to assume an ansatz for the pT-dependence

and thereby avoid the inaccuracy of the fits below 800 GeV. The jet pT dependence of
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CI(Λ) is modeled by fitting the ratio f = [QCDNLO + CI(Λ)]/QCDNLO simultaneously to

four Pythia CI models with Λ = 3, 5, 8, and 12 TeV. The fit is performed in this manner

in order to construct a smooth interpolation over the four cross section ratios. Several

functional forms were investigated. We chose the simplest ansatz [46]:

f = 1 + p1

( pT

100 GeV

)p2 ( λ

1 TeV−2

)
+ p3

( pT

100 GeV

)p4 ( λ

1 TeV−2

)2

. (5.3)

The results of a fit to models with destructive interference are shown in Figure 5.11. The

fit shown in Figure 5.11 uses the central values of the jet energy scale (JES), jet energy

resolution (JER), and PDF parameters and the renormalization (µr) and factorization (µf)

scales set to µr = µf = jet pT. Models with constructive interference are obtained by reversing

the sign of the parameter p1. The fit parameters are given in Table 5.3. Figures 5.12 and
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Figure 5.11. The cross section ratios, f = [QCDNLO + CI(Λ)]/QCDNLO, with Λ = 3, 5, 8,
and 12 TeV. The points with error bars are the theoretical values of the cross section ratios.
The curves are the results of a fit of Equation 5.3 simultaneously to the four cross section
ratios. The NLO QCD jet pT spectrum is calculated using the nominal values of the JES,
JER, PDF, renormalization and factorization scales for models with destructive interference.
The values of the parameters of the fit are given in Table 5.3.

5.13 show model spectra for different values of Λ in the jet pT range 500 ≤ pT ≤ 2000 GeV.

Figure 5.12 shows that the jet production cross section is enhanced at sufficiently high jet pT.

However, for interactions that interfere destructively, the cross section can decrease relative
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Table 5.3. The fit parameters associated with Figure 5.11. The first row lists the values of
the parameters p1, p2, p3, and p4, while the remaining rows list the elements of the associated
covariance matrix.

p1 p2 p3 p4

−1.5× 10−3 3.6 1.9× 10−3 5.23
p1 1.4× 10−6 3.6× 10−4 −3.4× 10−7 6.8× 10−5

p2 3.6× 10−4 9.2× 10−2 −8.4× 10−5 1.7× 10−2

p3 −3.4× 10−7 −8.4× 10−5 1.0× 10−7 −2.0× 10−5

p4 6.8× 10−5 1.7× 10−2 −2.0× 10−5 4.1× 10−3

to the NLO QCD prediction. For example, for Λ = 10 TeV, the QCDNLO+CI cross section

is lower than the QCDNLO cross section for jet pT < 1.3 TeV. Figure 5.13 shows the contact

interaction signal, CI(Λ), as a function of jet pT.
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Figure 5.12. The cross section ratios, f = [QCDNLO +CI(Λ)]/QCDNLO, with Λ = 8, 10, 12,
and 14 TeV, for models with destructive (left) and constructive (right) interference.

5.3 Results

We now come to the results of our analysis, that is, the inclusive jet pT spectrum in

the search region 507 ≤ pT ≤ 2116 GeV and |η| < 0.5 at 7 TeV. In Figure 5.14 we

compare the observed inclusive jet pT spectrum with the NLO QCD jet pT spectrum, which
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Figure 5.13. The CI signal spectra, defined as dσQCD+CI/dpT − dσQCD/dpT (pb/GeV)
with Λ = 8, 10, 12 and 14 TeV, for models with destructive (left) and constructive (right)
interference.

is normalized to the total observed jet count in the search region using the normalization

factor 4.007 ± 0.009 fb−1 (see Section 5.4). The normalization is the ratio of the observed

jet count to the predicted cross section in the search region. The data and the prediction

are in good agreement with a Kolmogorov-Smirnov probability Pr(KS) of 0.66 and a χ2 per

number of degrees of freedom (NDF) of 23.5/19. Table 5.4 lists the observed jet counts.

Figure 5.15 compares the observed jet pT spectrum in the search region with model spectra

for different values of Λ, for models with destructive interference. Figure 5.16 compares the

data with models with constructive interference.

5.4 Interpretation

We find no significant deviations between the observed and predicted spectra, therefore,

the results are interpreted in terms of lower limits on the CI scale Λ using the models

described in Section 5.2.1. In the search region, the inclusive jet spectrum has a range of

five orders of magnitude, which causes the limits on Λ to be sensitive to the choice of the

normalization factor and the size of the data sets. We have found that a few percent change

in the normalization factor can cause limits to change by as much as 50%. Therefore, for
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Figure 5.14. The observed jet pT spectrum compared with the NLO QCD jet pT spectrum
(left). The bands represent the total uncertainty in the prediction and incorporate the
uncertainties in the PDFs, jet energy scale, jet energy resolution, the renormalization
and factorization scales, and the modeling of the jet pT dependence of the parameters in
Equation 5.3. The ratio of the observed to the predicted spectrum (right). The error bars
represent the statistical uncertainties in the expected bin count.

Table 5.4. The observed jet count for each jet pT bin in the range 507–2116 GeV.

Bin pT (GeV) Jets Bin pT (GeV) Jets
1 507–548 73792 11 1032–1101 576
2 548–592 47416 12 1101–1172 384
3 592–638 29185 13 1172–1248 243
4 638–686 18187 14 1248–1327 100
5 686–737 11565 15 1327–1410 66
6 737–790 7095 16 1410–1497 34
7 790–846 4413 17 1497–1588 15
8 846–905 2862 18 1588–1684 9
9 905–967 1699 19 1684–1784 1

10 967–1032 1023 20 1784–2116 3

the purpose of computing limits, we consider only the shape of the jet pT spectrum. This we

achieve by using a multinomial distribution, which is the probability to observe K counts,

Nj, j = 1, · · · , K, given the observation of a total count N =
∑K

j=1Nj. Our likelihood is

then defined by
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Figure 5.15. The data compared with model spectra for different values of Λ for models
with destructive interference (left). The ratio of these spectra to the NLO QCD jet pT

spectrum (right).
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Figure 5.16. The data compared to model spectra for different values of Λ for models with
constructive interference (left). The ratio of these spectra to the NLO QCD jet pT spectrum
(right).

p(D|λ, ω) =
N !

N1! · · ·NK !

K∏
j=1

(σj
σ

)Nj

, (5.4)
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where K = 20 is the number of bins in the search region, Nj is the jet count in the jth jet

pT bin, D ≡ N1, · · · , NK , σ =
∑K

j=1 σj and N are the total cross section and total observed

count, respectively, in the search region, and the symbol ω denotes the nuisance parameters

p1, · · · , p4 in Equation 5.3.

We account for systematic uncertainties by integrating the likelihood with respect to a

nuisance prior π(ω) constructed as described in Section 5.4.1. This calculation yields the

marginal likelihood

p(D|λ) =

∫
p(D|λ, ω) π(ω) dω,

≈ 1

M

M∑
m=1

p(D|λ, ωm),

(5.5)

where M = 500 is the number of points ω = p1, p2, p3, p4 sampled from the nuisance

prior π(ω) described in Section 5.4.2. The marginal likelihood p(D|λ) is the basis of the

limit calculations. The likelihood functions for models with destructive and constructive

interference are shown in Figure 5.17.
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Figure 5.17. The likelihood functions assuming a model with either destructive (left)
or constructive (right) interference. The dashed curve is the likelihood function including
statistical uncertainties only and the central values of all nuisance parameters. The solid
curve is the likelihood marginalized over all systematic uncertainties.
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5.4.1 Uncertainties

The dominant sources of systematic uncertainties are associated with the JES, the PDFs,

the JER, the renormalization (µr) and factorization (µf) scales, and the modeling parameters

of Equation 5.3. Non-perturbative corrections are less than 1% for transverse momenta above

∼400 GeV [44], are negligible compared with other uncertainties, and are therefore not

applied to our analysis.

Jet Energy Scale The jet energy scale is sampled using 16 Gaussians each with zero

mean and unit variance that are used to calculate a coherent shift of the jet energy scale for

every jet, in every event, in every simulated sample. If we denote by x a Gaussian variate

and by δ one of the 16 components of the jet energy scale uncertainty [34] for a given jet,

the pT of the jet is shifted by xσ. We sum all 16 contributions in quadrature to form an

overall shift to the jet pT .

The effect of shifting the jet energy scale up or down is illustrated in Figure 5.18. The

figure illustrates the effect of an upwards or downwards shift in the jet energy scale for a

pure QCD spectrum (upper plot), which has a steeply falling spectrum, and for a pure CI

component (lower plot), which rises as a function of pT . An upwards shift in the JES causes

a rightwards shift to the spectrum and therefore an upwards shift in the count per bin, while

the converse is true for a downwards shift in the JES. An upwards shift in the JES causes

the CI component of the spectrum to shift rightwards. However, in this case, the count per

bin shifts downwards because of the rising spectrum. A 1 TeV jet has approximately a 10%

JES uncertainty.

Jet Energy Resolution The measured jet energy resolution (JER) is about 10% worse

than the value extracted from MC simulations. Therefore, the uncertainty on the JER uses

the data-driven estimates shown in Table 5.5 [47], where the jet pT resolutions for data are

estimated using dijet asymmetry and photon+jet pT balancing. This study focuses on the

Table 5.5. Data-driven estimates for JER uncertainties.

|y| < 0.5 0.5 ≤ |y| < 1 1 ≤ |y| < 1.5 1.5 ≤ |y| < 2 2 ≤ |y| < 2.5
10% 10% 10% 15% 25%
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Figure 5.18. The figure illustrates the effect of an upwards or downwards shift in the jet
energy scale (JES) for a pure QCD spectrum (top), which has a steeply falling spectrum,
and for a pure CI component (bottom), which rises as function of pT . An upwards shift
in the JES causes a rightwards shift to the spectrum and therefore an upwards shift in the
count per bin, while the converse is true for a downwards shift in the JES. An upwards shift
in the JES causes the CI component of the spectrum to shift rightwards. However, in this
case, the count per bin shifts downwards because of the rising spectrum.

central barrel region, |y| < 0.5. We sample the JER using a method identical to that used

to sample the JES.

Parton Distribution Functions The CTEQ Collaboration currently provides PDF

sets with each parameter shifted by “± 1.64 standard deviation” [48]. This is adequate

for standard error propagation, but not for error propagation through marginalization, (see

Section 5.4.2).

The effects of the JES, JER, PDF, and NLO scale uncertainties are illustrated in

Figure 5.19, which shows the uncertainty bands in the spectrum arising from the three

sets of systematic uncertainties. As expected, the uncertainties due to the JES and PDF are

dominant.
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Figure 5.19. The relative uncertainty in the jet pT spectrum arising from JES, PDF, JER,
and fitting uncertainties. In this plot, the systematic uncertainties are added in quadrature.
This plot also shows the ratio (QCD+CI)/QCD as a function of pT for Λ = 3, 5, 8 and
12 TeV.

5.4.2 Nuisance prior

In principle, a discrete representation of the nuisance prior π(ω) can be constructed by

sampling simultaneously the JES, JER, PDFs, and the three values of µf and µr: pT/2,

pT, and 2pT. However, the CTEQ collaboration [43] does not provide a sampling of PDFs.

Instead, CTEQ6.6 contains 44 PDF sets in which the 22 PDF parameters are shifted by

approximately ±1.64 standard deviations. If we assume the Gaussian approximation to be

valid, we can construct approximate 20 × 20 covariance matrices for the jet spectra from

the 44 PDF sets. Using these matrices, we generate ensembles of six correlated spectra:

QCDNLO, QCDLO, and (QCD + CI(Λ))LO with Λ = 3, 5, 8, and 12 TeV. The generation is

performed for models both with destructive and constructive interference. We approximate

the nuisance prior π(ω) starting with two sets of ensembles. In the first, the six 20-bin model

spectra QCDNLO, QCDLO, and [QCD + CI(Λ)]LO with Λ = 3, 5, 8, and 12 TeV are varied,

reflecting random variations in the PDF parameters as well as random choices of the three

µr and µf scales, while keeping the JES and JER parameters fixed at their central values; we
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call these the PDF ensembles. In the second set of ensembles, the JES and JER parameters

are varied simultaneously, while keeping the PDF parameters fixed to their central values

and the renormalization and factorization scales at their nominal values; we call these the

JES/JER ensembles.

Generating the PDF ensembles In the PDF ensembles, each of the six model spectra

is sampled from a multivariate Gaussian distribution using the associated 20×20 covariance

matrix. For each model spectrum, the covariance matrix is approximated by

Cnm =
22∑
i=1

22∑
j=1

∆Xni ∆Xmj, (5.6)

where ∆Xni = max(∆X+
nimax

,∆X−nimax
, 0), ∆X+

nimax
= max(X+

ni − X0, X
−
ni − X0, 0),

∆X−nimax
= max(X0 −X+

ni, X0 −X−ni, 0) with X0 as the central value and X±ni are the cross

section values for nth jet bin associated with the + and − variations of the ith pair of

CTEQ6.6 PDF sets [49]. CTEQ [43] publishes approximate 90% intervals. We therefore

approximate 68% intervals by dividing each ∆X by 1.64. The correlation induced by the PDF

uncertainties across all six model spectra is maintained by using the same set of underlying

Gaussian variates during the sampling of the spectra.

Generating the JES/JER ensembles In the JES/JER ensembles, the JES and JER

parameters are sampled simultaneously for the five model spectra QCDLO, and (QCD+CI)LO

with Λ = 3, 5, 8, and 12 TeV, yielding ensembles of correlated shifts from the central JES,

JER, and PDF values of the QCDLO and (QCD+CI)LO spectra. For example, we compute

the spectral residuals δσ = QCD′ − QCDcentral, where QCD′ is the shifted jet pT spectrum

and QCDcentral is the jet pT spectrum computed using the central values of the JES, JER,

and PDF parameters. Coherent shifts of the jet energy scale are calculated for every jet in

every simulated event. The jet pT is shifted by xδ for each component of the jet energy scale

uncertainty, of which there are sixteen, where x is a Gaussian variate of zero mean and unit

variance, and δ is a jet-dependent uncertainty for a given component. The contributions

from all uncertainty components are summed to obtain an overall shift in the jet pT. From

studies of dijet asymmetry and photon+jet pT balancing, the uncertainty in the jet energy

resolution is estimated to be 10% in the pseudorapidity |η| < 0.5 [44]. We sample the jet
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energy resolution using a procedure identical to that used to sample the jet energy scale, but

using a single Gaussian variate.

Generating the JES/JER/PDF ensemble Another ensemble is created, from the

PDF ensembles and the JES/JER ensembles, that approximates simultaneous sampling from

the JES, JER, PDF, renormalization, and factorization parameters. We pick at random a

correlated set of six spectra from the PDF ensembles, and a correlated set of five spectral

residuals from the JES/JER ensembles. The JES/JER spectral residuals δσ are added to

the corresponding shifted spectrum from the PDF ensembles, thereby creating a spectrum

in which the JES, JER, PDF, µr, and µf parameters have been randomly shifted. The

NLO QCD spectrum (from the PDF ensembles) is shifted using the LO QCD JES/JER

spectral residuals in order to approximate the effect of the JES and JER uncertainties in

this spectrum.

The result of the above procedure is an ensemble of sets of properly correlated spectra

QCDNLO + CI(Λ) with Λ = 3, 5, 8, and 12 TeV, in which the JES, JER, PDF, µr and µf

parameters vary randomly. The ansatz in Equation 5.3 is then fitted to the quartet of ratios

[QCDNLO + CI(Λ)] / QCDNLO as described in Section 5.4.1 to obtain parameter values for

p1, p2, p3, and p4. Five hundred sets of these parameters are generated, constituting a discrete

approximation to the prior π(ω) ≡ π(p1, p2, p3, p4).

5.4.3 Lower limits on Λ

We compute limits with a Bayesian method using the marginal likelihood p(D|λ),

Equation 5.5, and two different priors for λ: a prior flat in λ and a reference prior [50, 51, 52].

An upper limit on λ, λ∗, is found by solving∫ λ∗

0

p(D|λ) π(λ) dλ/p(D) = 0.95, (5.7)

where p(D) is a normalization constant. The integrals are performed using numerical

quadrature. Using a reference prior, we find lower limits on Λ of 10.1 TeV and 14.1 TeV

for models with destructive and constructive interference, respectively. The corresponding

limits using the flat prior are 10.6 TeV and 14.6 TeV, respectively. The CMS collaboration
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required that limits for this analysis be calculated using CLs. For completeness, we describe

this calculation below.

CLs calculation A CLs limit calculation requires two elements: a test statistic Q that

depends on the quantity of interest and its sampling distribution for two different hypotheses,

here λ > 0, which we denote by Hλ, and λ = 0, which we denote by H0. Hλ is the signal

plus background hypothesis while H0 is the background-only hypothesis. For this study, we

use the statistic

Q(λ) = t(D,λ) ≡ −2 ln [p(D|λ)/p(D|0)] , (5.8)

where p(D|λ) is the marginal likelihood 5.5. We compute the sampling distributions

p(Q|Hλ) =

∫
δ[Q− t(D,λ)] p(D|λ) dD, (5.9)

and

p(Q|H0) =

∫
δ[Q− t(D,λ)] p(D|0) dD, (5.10)

pertaining to the hypotheses Hλ and H0, respectively, and solve

CLs ≡ p(λ)/p(0) = 0.05, (5.11)

to obtain a 95 % confidence level (CLs) upper limit on λ, where the p-value p(λ) is defined

by

p(λ) = Pr[Q(λ) > Q0(λ)], (5.12)

and Q0 is the observed value of Q.

In practice, the CLs limits are approximated as follows:

1. Choose a value of λ, say λ∗, and compute the observed value of Q, Q0(λ∗).

2. Choose at random one of the M = 500 sets of nuisance parameters p1, p2, p3, and p4.

3. Generate a spectrum of K = 20 counts, D, according to the multinomial distribution,

Equation 5.4, with λ = λ∗, which corresponds to the hypothesis Hλ. Compute

Q = t(D,λ∗) and keep track of how often Q(λ∗) > Q0(λ∗). Call this count nλ.
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4. Generate another set of 20 counts, D, but with λ = 0, corresponding to the hypothesis

H0. Compute Q = t(D,λ∗) and keep track of how often Q(λ∗) > Q0(λ∗). Call this

count n0.

5. Repeat 25, 000 times steps 2 to 4, compute CLs ≈ nλ/n0 and report λ = λ∗ as the

upper limit on λ at 95% CL if CLs is sufficiently close to 0.05; otherwise, keep repeating

steps 1 to 4 with different values of λ. The algorithm starts with two values of λ that

are likely to bracket the solution and the solution is found using a binary search, which

typically requires about 10 to 15 iterations.

5.4.4 Further Studies

It has become conventional to provide some measure of the sensitivity of an experiment,

such as the expected limit, typically defined as the average limit over a suitable ensemble of

pseudo experiments.

Pseudo Experiments Figures 5.20 (left) and 5.20 (right) show the ensembles used to

estimate the expected limits. On average, the limits with systematic uncertainties included

are lower than the limits without. For models with constructive interference, when the

systematic uncertainties are included all pseudo experiments yield a limit that is “worse” than

the limit without. However, we find that about 20% of the pseudo experiments analyzed using

a model with destructive interference yield an “observed” limit with systematic uncertainties

included that is lower than the limit computed without. That is, experiments of lower

sensitivity can sometimes yield better limits than an experiment with higher sensitivity. This

behavior is analogous to the following well-known situation. A low-background experiment

is generally considered to be more sensitive than one with higher background, but for the

same observation the better experiment may yield a “worse” limit on the signal cross section

than the one obtained with the experiment of lower sensitivity. That this can happen is the

reason why it has become common practice to quote some measure of the sensitivity of an

experiment, such as expected limits, along with the observed limits. While the limits are

indeed worse on average when systematic uncertainties are included than when they are not,

this may not be true for all experiments.
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Figure 5.20. (left) Limits for pseudo experiments analyzed using a model with destructive
interference. Each point represents the limits without and with systematic uncertainties for
one pseudo experiment. As expected, on average, the limit with systematic uncertainties
are lower than those without. (right) Limits for pseudo experiments analyzed using a model
with constructive interference.
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CHAPTER 6

SUMMARY

It has been 17 years since a study comparable to the one described in this dissertation

was performed with the inclusive jet pT spectrum [18]. Our analysis officially started on

February 1st 2011. The final approval was on January 18th, 2013. The final reading of the

paper by the CMS Publication Committee was one of the shortest on record, due to all the

preparation. The publication proofs were completed on March 18th, 2013 and paper was

published March 26th, 2013.

The inclusive jet pT spectrum of 7 TeV proton-proton collision events in the range

507 ≤ pT ≤ 2116 GeV and |η| < 0.5 has been studied using a data set corresponding

to an integrated luminosity of 5.0 fb−1. The data are in excellent agreement with the jet

pT spectrum predicted using perturbative QCD at NLO when the predicted spectrum is

convolved with the CMS jet response function and normalized to the observed spectrum

in the search region. The Kolmogorov-Smirnov probability Pr(KS) is 0.66 and the χ2 per

number of degrees of freedom (NDF) is 23.5/19) Unfortunately, this means that we find no

evidence of contact interactions (CI).

We therefore use our null result to set the lower limits on the CI scale Λ listed in Table 6.1.

It is noteworthy that the limits reported in this dissertation, which are the most sensitive

limits published to date, have been obtained reprising the classic method to search for contact

interactions: namely, searching for deviations from QCD at high jet transverse momentum.

This work has been well-received by our colleagues in CMS as evidenced by the following

quotes from the CMS Exotica Multijet conveners.

Robert Harris “. . . for the first time in 20 years the jet pt distribution is being used

to set the best limits on contact interactions, more than just competitive with the angular

distribution. This is a triumph of the CMS understanding of the Jet Energy Scale, and
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HEP understanding of parton distribution uncertainties . . . Further, I believe this result is

so interesting to the community searching for new physics with jets that it warrants a paper,

despite the fact that it is 2011 data. It is both the new limits and also the reintroduction of

this classic technique that is of interest to the community.”

Table 6.1. Lower limits on the contact interaction scale, based on the analysis described
in this dissertation, using different statistical methods: a Bayesian method using a reference
prior and a flat prior and the CLs criterion.

Limits
reference prior flat prior CLs

Destructive Interference
Observed Λ > 10.1 10.6 9.9 TeV all systematics
Expected Λ > 9.5 ± 0.6 TeV all systematics

Constructive Interference
Observed Λ > 14.1 14.6 14.3 TeV all systematics
Expected Λ > 13.6 ± 1.6 TeV all systematics

Sung-Won Lee “Big congratulations to the authors (Jeff and Harrison; you two did an

EXCELLENT work), ARC (Anwar, Tommaso, Jim, Jane, Dave), and all involved! ... and

many thanks to the EXO conveners and especially to the PC(Greg et al) + (EXO)PubComm

(Paris, Bob, Dave, Giovanni, Claudia- Elisabeth) for helping to get this out today!! Once

again, we would like to reiterate the importance of this paper . . . Also, note that searching

for contact interactions in the inclusive jet pt spectrum is the hardest jet analysis in Exotic

and inclusive jet pT spectrum has not been used by hadron colliders for the 19 years since

CDF released an excess at high pt (attributed to the gluon distribution not being adequately

modeled in PDFs).”

6.1 Future use of results

In this work, we modeled possible deviations from QCD using the contact interaction

model in Pythia. No claim is made that this is the best, or the most general, way to model
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a putative deviation from QCD. Different models of new physics could in principle yield

different forms of deviation. In order to make our results as useful as possible, subject to

the constraints imposed by the CMS collaboration, we have chosen to disseminate as much

information as possible. It should be possible for theorists to use our results to test models

of new physics other than the one we used in this dissertation.

We have published the observed jet counts, the jet resolution function, and details of

the models we have used. What is missing in the published paper is the covariance matrix

of the nuisance parameters p1, · · · , p4, computed using only the JES, JER, and modeling

uncertainties. If this matrix were publicly available, it would be possible for a theorist to

take account of experimental systematic uncertainties in a straightforward manner. We hope

that in future work this matrix will also be made available.

There is considerable interest within parts of CMS to extend this analysis to the full

8 TeV data set. This work is underway. One significant change with respect to the published

analysis is the plan to use the NLO calculation of the CI cross section by Gao et al. [53], for

which a program to compute this cross section has recently become available [54].
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APPENDIX A

PUBLICATIONS

This Appendix contains three papers:

1. CMS-EXO-11-010, CERN-PH-EP-2013-002, Phys. Rev. D 87, 052017 (2013),

For readers with CADI access: EXO-11-010

2. CMS-CR-2010-273, Journal of Physics: Conference Series, 331(7):072019, 2011,

3. CMS-DN-2009-021,

where the authors are the CMS collaboration. The copyright permissions are listed in

Appendix D.

Search for contact interactions paper

This is a publication based on my research at CMS as a member of the Exotica Multijet

group from 2011 through 2013.

CMS computing paper

This is a publication based on my experience as a member of Fermilab’s Tier-1 data

processing team. In October, 2010, I was invited to talk at the International Conferences on

Computing in High Energy and Nuclear Physics (CHEP), CMS Distributed Computing

Workflow Experience Presentation, slides. CHEP is a major series of international

conferences for physicists and computing professionals from the high energy and nuclear

physics community, computer science, and information technology. CHEP provides an

international forum to exchange the experience and needs of the community, and to review

recent, ongoing, and future activities. The conference, organized by Academia Sinica Grid
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Computing Center, was held at Academia Sinica in Taipei, Taiwan on 18-22 October 2010.

The CMS Conference report which follows, CR2010 273, has been published in the open

access Journal of Physics: Conference Series (JPCS), published by IOP Publishing [55].

Hardware paper

This is a public detector note [56] regarding the CMS hadron calorimeter photon detector

upgrade [57]. The detector note was presented as a parallel talk at CAM: Canadian American

Mexican Graduate Student Physics Conference, on October 22-24 2009, in Acapulco Mexico.

This was the joint meeting of the Canadian (CAP), American (APS) and Mexican (SMF)

Physical Societies.

Publication permissions

CMS Publications Committee chair, CERN

March 25, 2013

Paris Sphicas

Dear Jeff;

I had to check with the CERN library, for the request to include a CERN document (the

preprint) on an “as is” basis in a thesis was a new one to me. I am told there is no problem,

as long as you indicate clearly that the pdf in question is on CDS server, with the CMS

collaboration as author (and provide the reference). With this, then, you have our (CMS)

permission. Please let me know if you need anything else from our side.

With my best regards,

Paris Sphicas

CMS Publications Committee chair
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Rights & Permissions Officer, IOP Publishing Ltd

March 19, 2013

Laura Sharples

Dear Jeff,

Not challenging at all! Articles published in our conference series are published under

licence. The authors retain copyright and grant us a non-exclusive licence to publish the

paper. Therefore you do not need to gain our permission to reuse the paper in your thesis.

We would be grateful if you could include citation details and, for electronic use, a link via

DOI to the version of record. You can see the full terms of the licence here: License If you

have any questions, please let me know. In the meantime, I wish you the best of luck with

the completion of your thesis.

Kind regards,

Laura

Laura Sharples

Rights & Permissions Officer

IOP Publishing Ltd

Temple Circus, Temple Way, Bristol BS1 6HG

Publications Marketing Coordinator, American Physical Society

April 8, 2013

Dear Mr. Haas,

Thank you for your email. As the author, you have the right to use the article or a portion

of the article in a thesis or dissertation without requesting permission from APS, provided
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the bibliographic citation and the APS copyright credit line are given on the appropriate

pages. This applies to adding an appendix as well. Please call if you have any problems, but

you may proceed with your request.

Best wishes,

Alex Menendez

Publications Marketing Coordinator

American Physical Society

http://librarians.aps.org/
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Results are reported of a search for a deviation in the jet production cross section from the prediction of

perturbative quantum chromodynamics at next-to-leading order. The search is conducted using a 7 TeV

proton-proton data sample corresponding to an integrated luminosity of 5:0 fb�1, collected with the

Compact Muon Solenoid detector at the Large Hadron Collider. A deviation could arise from interactions

characterized by a mass scale � too high to be probed directly at the LHC. Such phenomena can be

modeled as contact interactions. No evidence of a deviation is found. Using the CLs criterion, lower limits

are set on � of 9.9 TeVand 14.3 TeVat 95% confidence level for models with destructive and constructive

interference, respectively. Limits obtained with a Bayesian method are also reported.

DOI: 10.1103/PhysRevD.87.052017 PACS numbers: 13.85.Rm

I. INTRODUCTION

Interactions at an energy scale much lower than the mass
of the mediating particle can be modeled by contact inter-
actions (CI) [1–4] governed by a single mass scale conven-
tionally denoted by �. A search for contact interactions is
therefore a search for interactions whose detailed charac-
teristics become manifest only at higher energies. Contact
interactions can affect the jet angular distributions as well
as the jet transverse momentum (pT) spectra, particularly
for low-rapidity jets. Lower limits on � have been set by
the CDF [5], D0 [6], and ATLAS [7] collaborations. The
Compact Muon Solenoid (CMS) collaboration has previ-
ously measured the dijet angular distribution [8] using a
data set of

ffiffiffi
s

p ¼ 7 TeV proton-proton collisions corre-
sponding to an integrated luminosity of 2:2 fb�1, and
found �> 8:4 TeV and �> 11:7 TeV at 95% confidence
level (C.L.), for models with destructively and construc-
tively interfering amplitudes, respectively.

The inclusive jet pT spectrum, i.e., the spectrum of jets
in pþ p ! jetþ X events, where X can be any collection
of particles, is generally considered to be less sensitive to
the presence of contact interactions than the jet angular
distribution. This perception is due to the jet pT spectrum’s
greater dependence on the jet energy scale (JES) and on the
parton distribution functions (PDF), which are difficult to
determine accurately. However, considerable progress has
been made by the CMS collaboration in understanding the
JES [9]. The understanding of PDFs has also improved
greatly at high parton momentum fraction [10–12], in part
because of the important constraints on the gluon PDF
provided by measurements at the Tevatron [13,14]. These
developments have made the jet pT spectrum a competitive

observable to search for phenomena described by contact
interactions, reprising the method that was used in searches
by CDF [15] and D0 [16].
In this paper, we report the results of a search for a

deviation in the jet production cross section from the next-
to-leading-order (NLO) quantum chromodynamics (QCD)
prediction of jets produced at low-rapidity with transverse
momenta >500 GeV. The analysis is based on a 7 TeV
proton-proton data sample corresponding to an integrated
luminosity of 5:0 fb�1, collected with the CMS detector at
the Large Hadron Collider (LHC).

II. THEORETICAL MODELS

The experimental results are interpreted in terms of a CI
model described by the effective Lagrangian [3,17]

L ¼ �
2�

�2
ð �qL��qLÞð �qL��qLÞ; (1)

where qL denotes a left-handed quark field and � ¼ þ1
or �1 denote destructively or constructively interfering
amplitudes, respectively. The amplitude for jet production
can be written as

a ¼ aSM þ �aCI;

where aSM and aCI are the standard model (SM) and
contact interaction amplitudes, respectively. Since the am-
plitude is linear in � ¼ 1=�2, the cross section �k in the
kth jet pT bin is given by

�k ¼ ck þ bk�þ ak�
2; (2)

where ck, bk, and ak are jet-pT-dependent coefficients.
We use models characterized by the cross section

QCDNLO þ CIð�Þ, where QCDNLO ¼ ck is the inclusive
jet cross section computed at next-to-leading order, and
CIð�Þ ¼ bk�þ ak�

2 parametrizes the deviation of the
inclusive jet cross section from the QCD prediction arising
from the hypothesized contact interactions. The QCDNLO

cross section is calculated with version 2.1.0-1062 of the

*Full author list given at the end of the article.
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fastNLO program with scenario table fnl2332y0.tab [18]
using the NLO CTEQ6.6 PDFs [19]. We do not unfold the
observed inclusive jet pT spectrum. Instead, the NLO QCD
jet pT spectrum is convolved with the CMS jet response
function, where the jet energy resolution (JER) �pT

for

low-rapidity jets is given by

�PT
¼ PT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� n2

p2
T

þ s2pm
T

pT

þ c2

s
; (3)

with n ¼ 5:09, s ¼ 0:512, m ¼ 0:325, c ¼ 0:033, and
compared directly with the observed spectrum using a
likelihood function. Equation (3) is the standard form for
the calorimeter resolution function, modified to account for

a weak pT dependence of the coefficient of the (p�1
T )

stochastic term and to model better the resolution of low
pT jets by using a negative coefficient for the (p�2

T ) noise
term. For brevity, we shall refer to the smeared spectrum as
the NLO QCD jet pT spectrum.
The signal term CIð�Þ is modeled by subtracting the

leading-order (LO) QCD jet cross section ðQCDLOÞ from
the LO jet cross section computed with a contact term. The
leading-order jet pT spectra are computed by generating
events with and without a CI term using the program
PYTHIA 6.422, the Z2 underlying event tune [17,20], and

the same CTEQ PDFs used to calculate QCDNLO. The
generated events are processed with the full CMS detector
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FIG. 1 (color online). The cross section ratios, f¼½QCDNLOþ
CIð�Þ�=QCDNLO, with � ¼ 3, 5, 8, and 12 TeV. The points with
error bars are the theoretical values of the cross section ratios.
The curves are the results of a fit of Eq. (4) simultaneously to the
four cross section ratios. The NLO QCD jet pT spectrum is
calculated using the nominal values of the JES, JER, PDF,
renormalization and factorization scales for models with destruc-
tive interference. The values of the parameters of the fit are given
in Table I.

TABLE I. The fit parameters associated with Fig. 1. The first
row lists the values of the parameters p1, p2, p3, and p4, while
the remaining rows list the elements of the associated covariance
matrix.

p1 p2 p3 p4

�1:5� 10�3 3.6 1:9� 10�3 5.2

p1 1:4� 10�6 3:6� 10�4 �3:4� 10�7 6:8� 10�5

p2 3:6� 10�4 9:2� 10�2 �8:4� 10�5 1:7� 10�2

p3 �3:4� 10�7 �8:4� 10�5 1:0� 10�7 �2:0� 10�5

p4 6:8� 10�5 1:7� 10�2 �2:0� 10�5 4:1� 10�3
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simulation program, based on GEANT4 [21]. Interactions
between all quarks are included (Appendix A) and we
consider models both with destructive and constructive
interference between the QCD and CI amplitudes. We
note that NLO corrections to the contact interaction model
have recently become available [22], and we plan to
use these results in future studies. These corrections are
expected to change the results by less than 5%.

The jet pT dependence of CIð�Þ is modeled by fitting the
ratio f ¼ ½QCDNLO þ CIð�Þ�=QCDNLO simultaneously to
four PYTHIA CI models with � ¼ 3, 5, 8, and 12 TeV. The
fit is performed in this manner in order to construct a
smooth interpolation over the four cross section ratios.

Several functional forms were investigated that gave sat-
isfactory fits, including the ansatz [23]

f ¼ 1þ p1

�
pT

100 GeV

�
p2
�

�

1 TeV�2

�

þ p3

�
pT

100 GeV

�
p4
�

�

1 TeV�2

�
2
: (4)

In a generator-level study, we verified the adequacy of the
extrapolation of Eq. (4) up to 25 TeV. The results of fitting
Eq. (4) to models with destructive interference are shown
in Fig. 1. The fit shown in Fig. 1 uses the central values of
the JES, JER, and PDF parameters and the renormalization
(�r) and factorization (�f) scales set to �r ¼ �f ¼ jetpT.
Models with constructive interference are obtained by
reversing the sign of the parameter p1. The fit parameters
are given in Table I. Figures 2 and 3 show model spectra in
the jet pT range 500 � pT � 2000 GeV for values of �
that are close to the limits reported in this paper. Figure 2
shows that the jet production cross section is enhanced
at sufficiently high jet pT. However, for interactions
that interfere destructively, the cross section can decrease
relative to the NLO QCD prediction. For example, for
� ¼ 10 TeV, the QCDNLO þ CI cross section is lower
than the QCDNLO cross section for jet pT < 1:3 TeV.
Figure 3 shows the contact interaction signal, CIð�Þ, as a
function of jet pT.

III. EXPERIMENTAL SETUP

The CMS coordinate system is right-handed with the
origin at the center of the detector, the x axis directed toward
the center of the LHC ring, the y axis directed upward, and
the z axis directed along the counterclockwise proton beam.
We define � to be the azimuthal angle, � to be the polar
angle, and the pseudorapidity to be 	 � � ln ½tan ð�=2Þ�.
The central feature of the CMS apparatus is a supercon-
ducting solenoid of 6 m internal diameter, operating with a
magnetic field strength of 3.8 T. Within the field volume
are the silicon pixel and strip trackers and the barrel and
endcap calorimeters with j	j< 3. Outside the field vol-
ume, in the forward region, there is an iron/quartz-fiber
hadron calorimeter (3< j	j< 5). Further details about the
CMS detector may be found elsewhere [24].
Jets are built from the five types of reconstructed parti-

cles: photons, neutral hadrons, charged hadrons, muons,
and electrons, using the CMS particle-flow reconstruction
method [25] and the anti-kT algorithm with a distance
parameter of 0.7 [26–28]. The jet energy scale correction
is derived as a function of the jet pT and 	, using a
pT-balancing technique [9], and applied to all components
of the jet four momentum.
The results reported are based on data collected

using unprescaled single-jet triggers with pT thresholds
that were changed in steps from 240 to 300 GeV during
the data-taking period. The trigger thresholds were changed
in response to the increase in instantaneous luminosity.
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FIG. 3 (color online). The CI signal spectra, defined as
d�QCDþCI=dpT � d�QCD=dpT ðpb=GeVÞ with � ¼ 8, 10, 12,
and 14 TeV, for models with destructive (top) and constructive
(bottom) interference.
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The jet trigger efficiency is constant, �98:8%, above
�400 GeV, well below the search region. Events with
hadron calorimeter noise are removed [29] and each se-
lected event must have a primary vertex within 24 cm of
the geometric center of the detector along the z axis
and within 0.2 cm in the transverse x-y plane, defined
by criteria described in [30]. The search is restricted to
j	j< 0:5 where the effects of contact interactions are
predicted to be the largest [1–4]. The jet pT spectrum is

divided into 20 pT bins in the search region 507 � pT �
2116 GeV, where the bin width is approximately equal to
the jet resolution �pT

given in Eq. (3). No jets are observed

above 2000 GeV transverse energy.

IV. RESULTS

In Fig. 4 we compare the observed inclusive jet
pT spectrum with the NLO QCD jet pT spectrum,
which is normalized to the total observed jet count in the
search region using the normalization factor 4:007�
0:009ðstatÞ fb�1 (Sec. V). The normalization is the ratio
of the observed jet count to the predicted cross section in
the search region. The data and the prediction are in good
agreement as indicated by two standard criteria, the
Kolmogorov-Smirnov probability Pr(KS) of 0.66, and the

2 per number of degrees of freedom of 23:5=19. Table II
lists the observed jet counts. Figure 5 compares the ob-
served jet pT spectrum in the search region with model
spectra for different values of �, for models with destruc-
tive interference. Figure 6 compares the data with models
with constructive interference.

V. STATISTICAL ANALYSIS

Since there are no significant deviations between the
observed and predicted spectra, the results are interpreted
in terms of lower limits on the CI scale � using the models
described in Sec. II. The dominant sources of systematic
uncertainties are associated with the JES, the PDFs, the
JER, the renormalization (�r) and factorization (�f) scales,
and the modeling parameters of Eq. (4). Nonperturbative
corrections are less than 1% for transverse momenta above
�400 GeV [30], negligible compared with other uncertain-
ties, and are therefore not applied to our analysis.
In the search region, the inclusive jet spectrum has a

range of 5 orders of magnitude, which causes the limits on
� to be sensitive to the choice of the normalization factor
and the size of the data sets. We have found that a few
percent change in the normalization factor can cause limits
to change by as much as 50%. Therefore, for the purpose of
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FIG. 4 (color online). The observed jet pT spectrum compared
with the NLO QCD jet pT spectrum (top). The bands represent
the total uncertainty in the prediction and incorporate the uncer-
tainties in the PDFs, jet energy scale, jet energy resolution, the
renormalization and factorization scales, and the modeling of
the jet pT dependence of the parameters in Eq. (4). The ratio of
the observed to the predicted spectrum (bottom). The error bars
represent the statistical uncertainties in the expected bin count.

TABLE II. The observed jet count for each jet pT bin in the
range 507–2116 GeV.

Bin pT (GeV) Jets Bin pT (GeV) Jets

1 507–548 73792 11 1032–1101 576

2 548–592 47416 12 1101–1172 384

3 592–638 29185 13 1172–1248 243

4 638–686 18187 14 1248–1327 100

5 686–737 11565 15 1327–1410 66

6 737–790 7095 16 1410–1497 34

7 790–846 4413 17 1497–1588 15

8 846–905 2862 18 1588–1684 9

9 905–967 1699 19 1684–1784 1

10 967–1032 1023 20 1784–2116 3
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FIG. 5. The data compared with model spectra for different
values of Λ for models with destructive interference (top).
The ratio of these spectra to the NLO QCD jet pT spectrum
(bottom).

preted in terms of lower limits on the CI scale Λ using
the models described in Section II. The dominant sources
of systematic uncertainties are associated with the JES,
the PDFs, the JER, the renormalization (µr) and fac-
torization (µf) scales, and the modeling parameters of
Eq. (4). Non-perturbative corrections are less than 1%
for transverse momenta above ∼400 GeV [30], are negligi-
ble compared with other uncertainties, and are therefore
not applied to our analysis.
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FIG. 6. The data compared to model spectra for different
values of Λ for models with constructive interference (top).
The ratio of these spectra to the NLO QCD jet pT spectrum
(bottom).

In the search region, the inclusive jet spectrum has a
range of five orders of magnitude, which causes the limits
on Λ to be sensitive to the choice of the normalization
factor and the size of the data sets. We have found that a
few percent change in the normalization factor can cause
limits to change by as much as 50%. Therefore, for the
purpose of computing limits, we have chosen to sidestep
the issue of normalization by considering only the shape
of the jet pT spectrum. This we achieve by using a multi-



A. Uncertainties

In principle, a discrete representation of the nuisance prior
�ð!Þ can be constructed by sampling simultaneously the
JES, JER, PDFs, and the three values of �f and �r: pT=2,
pT, and 2pT. However, the CTEQ collaboration [19] does
not provide a sampling of PDFs. Instead, CTEQ6.6 contains
44 PDF sets in which the 22 PDF parameters are shifted by
approximately �1:64 standard deviations. If we assume the
Gaussian approximation to be valid, we can construct ap-
proximate 20� 20 covariance matrices for the jet spectra
from the 44 PDF sets. Using these matrices, we generate
ensembles of six correlated spectra: QCDNLO, QCDLO, and

ðQCDþ CIð�ÞÞLO with � ¼ 3, 5, 8, and 12 TeV. The
generation is performed for models both with destructive
and constructive interference. The details of our procedure,
which also includes simultaneous sampling of the JES and
JER parameters, are given in Appendix B 1.
For a given set of values for the JES, JER, PDF, �r, and

�f parameters, Eq. (4) is fitted to the ratio ðQCDNLOþCIÞ=
QCDNLO simultaneously to the four models with
� ¼ 3, 5, 8, and 12 TeV. We then sample a single set of
the four nuisance parameters ! ¼ p1, p2, p3, p4 from a
multivariate Gaussian using the fitted values and the asso-
ciated 4� 4 covariance matrix. The sampling and fitting
procedure is repeated 500 times, thereby generating a
discrete representation of the nuisance prior �ð!Þ that
incorporates all uncertainties. We have verified that our
conclusions are robust with respect to variations in the size
of the sample that represents �ð!Þ.

B. Lower limits on �

We use the CLs criterion [31,32] to compute upper
limits on �. For completeness, we give the details of
these calculations in Appendix B 2. Using the procedure
described in the Appendix, we obtain 95% lower limits on
� of 9.9 TeVand 14.3 TeV for models with destructive and
constructive interference, respectively. These more strin-
gent limits supersede those published by CMS based on a
measurement of the dijet angular distribution [8]. The
current search is more sensitive than the earlier dijet search
as evidenced by the expected limits, which for this analysis
are 9:5� 0:6 TeV and 13:6� 1:6 TeV, respectively,
obtained using 5 fb�1 of data.
Limits are also computed with a Bayesian method

(Appendix B 3) using the marginal likelihood pðDj�Þ
and two different priors for �: a prior flat in � and a
reference prior [33–35]. Using a flat prior, we find lower
limits on � of 10.6 TeV and 14.6 TeV at 95% C.L. for
models with destructive and constructive interference,
respectively. The corresponding limits using the reference
prior are 10.1 TeVand 14.1 TeV at 95% C.L., respectively.

VI. SUMMARY

The inclusive jet pT spectrum of 7 TeV proton-proton
collision events in the ranges 507 � pT � 2116 GeV and
j	j< 0:5 has been studied using a data set corresponding
to an integrated luminosity of 5:0 fb�1. The observed jet
pT spectrum is found to be in agreement with the jet pT

spectrum predicted using perturbative QCD at NLO when
the predicted spectrum is convolved with the CMS jet
response function and normalized to the observed spec-
trum in the search region. Should additional interactions
exist that can be modeled as contact interactions with
either destructive or constructive interference, their scale
� is above 9.9 TeVand 14.3 TeV, respectively, at 95% C.L.
We plan to extend this study to the full 8 TeV CMS data set,
making use of a recently released program [36] to calculate
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FIG. 7 (color online). The likelihood functions assuming a
model with either destructive (top) or constructive (bottom)
interference. The dashed curve is the likelihood function includ-
ing statistical uncertainties only and the central values of all
nuisance parameters. The solid curve is the likelihood margi-
nalized over all systematic uncertainties.
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B. Lower limits on Λ

We use the CLs criterion [31, 32] to compute upper
limits on λ. For completeness, we give the details of
these calculations in Appendix B 2. Using the procedure
described in the Appendix, we obtain 95% lower limits
on Λ of 9.9 TeV and 14.3 TeV for models with destructive
and constructive interference, respectively. These more
stringent limits supersede those published by CMS based
on a measurement of the dijet angular distribution [8].
The current search is more sensitive than the earlier dijet
search as evidenced by the expected limits, which for this
analysis are 9.5±0.6 TeV and 13.6±1.6 TeV, respectively,
obtained using 5 fb−1 of data.

Limits are also computed with a Bayesian method (Ap-
pendix B 3) using the marginal likelihood p(D|λ) and two
different priors for λ: a prior flat in λ and a reference
prior [33–35]. Using a flat prior, we find lower limits on
Λ of 10.6 TeV and 14.6 TeV at 95% confidence level for
models with destructive and constructive interference, re-
spectively. The corresponding limits using the reference
prior are 10.1 TeV and 14.1 TeV at 95% confidence level,
respectively.

VI. SUMMARY

The inclusive jet pT spectrum of 7 TeV proton-proton
collision events in the ranges 507 ≤ pT ≤ 2116 GeV and
|η| < 0.5 has been studied using a data set correspond-
ing to an integrated luminosity of 5.0 fb−1. The observed
jet pT spectrum is found to be in agreement with the
jet pT spectrum predicted using perturbative QCD at
NLO when the predicted spectrum is convolved with the
CMS jet response function and normalized to the ob-
served spectrum in the search region. Should additional
interactions exist that can be modeled as contact interac-
tions with either destructive or constructive interference,
their scale Λ is above 9.9 TeV and 14.3 TeV, respectively,
at 95% confidence level. We plan to extend this study to
the full 8 TeV CMS data set, making use of a recently re-

leased program [36] to calculate at next-to-leading order
the inclusive jet pT spectrum with contact interactions.

It is noteworthy that the limits reported in this paper,
which are the most sensitive limits published to date,
have been obtained reprising the classic method to search
for contact interactions: namely, searching for deviations
from QCD at high jet transverse momentum.
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jet in every simulated event. The jet pT is shifted by x� for
each component of the jet energy scale uncertainty, of which
there are 16, where x is a Gaussian variate of zero mean and
unit variance, and� is a jet-dependent uncertainty for a given
component. The contributions from all uncertainty compo-
nents are summed to obtain an overall shift in the jet pT.
From studies of dijet asymmetry and photonþ jet pT bal-
ancing, the uncertainty in the jet energy resolution is esti-
mated to be 10% in the pseudorapidity range j	j< 0:5 [30].
We sample the jet energy resolution using a procedure iden-
tical to that used to sample the jet energy scale but using a
single Gaussian variate.

C. Generating the JES/JER/PDF ensemble

Another ensemble is created, from the PDF ensembles
and the JES/JER ensembles, that approximates simulta-
neous sampling from the JES, JER, PDF, renormalization,
and factorization parameters. We pick at random a corre-
lated set of six spectra from the PDF ensembles and a
correlated set of five spectral residuals from the JES/JER
ensembles. The JES/JER spectral residuals �� are added
to the corresponding shifted spectrum from the PDF en-
sembles, thereby creating a spectrum in which the JES,
JER, PDF, �r, and �f parameters have been randomly
shifted. The NLO QCD spectrum (from the PDF ensem-
bles) is shifted using the LO QCD JES/JER spectral resid-
uals in order to approximate the effect of the JES and JER
uncertainties in this spectrum.

The result of the above procedure is an ensemble of
sets of properly correlated spectra QCDNLO þ CIð�Þ with
� ¼ 3, 5, 8, and 12 TeV, in which the JES, JER, PDF, �r,
and �f parameters vary randomly. The ansatz in Eq. (4)
is then fitted to the quartet of ratios ½QCDNLO þ
CIð�Þ�=QCDNLO as described in Sec. VA to obtain pa-
rameter values for p1, p2, p3, and p4. Five hundred sets of
these parameters are generated, constituting a discrete
approximation to the prior �ð!Þ � �ðp1; p2; p3; p4Þ.

2. CLs calculation

Since CLs is a criterion rather than a method, it is
necessary to document exactly how a CLs limit is calcu-
lated. Such a calculation requires two elements: a test
statistic Q that depends on the quantity of interest and its
sampling distribution for two different hypotheses, here
� > 0, which we denote by H�, and � ¼ 0, which we
denote by H0. H� is the signal plus background hypothesis
whileH0 is the background-only hypothesis. For this study,
we use the statistic

Qð�Þ ¼ tðD;�Þ � �2 ln ½pðDj�Þ=pðDj0Þ�; (B2)

where pðDj�Þ is the marginal likelihood

pðDj�Þ ¼
Z

pðDj�;!Þ�ð!Þd! � 1

M

XM
m¼1

pðDj�;!mÞ;

(B3)

whereM ¼ 500 is the number of points! ¼ p1, p2, p3, p4

sampled from the nuisance prior �ð!Þ described in
Appendix B 1. We compute the sampling distributions

pðQjH�Þ ¼
Z

�½Q� tðD;�Þ�pðDj�ÞdD; (B4)

and

pðQjH0Þ ¼
Z

�½Q� tðD;�Þ�pðDj0ÞdD; (B5)

pertaining to the hypotheses H� and H0, respectively,
and solve

CLs � pð�Þ=pð0Þ ¼ 0:05; (B6)

to obtain a 95% confidence level (CLs) upper limit on �,
where the p-value pð�Þ is defined by

pð�Þ ¼ Pr ½Qð�Þ>Q0ð�Þ� ; (B7)

and Q0 is the observed value of Q.
In practice, the CLs limits are approximated as follows:
(1) Choose a value of �, say �	, and compute the

observed value of Q, Q0ð�	Þ.
(2) Choose at random one of the M ¼ 500 sets of

nuisance parameters p1, p2, p3, and p4.
(3) Generate a spectrum of K ¼ 20 counts, D, accord-

ing to the multinomial distribution, Eq. (5), with
� ¼ �	, which corresponds to the hypothesis H�.
Compute Q ¼ tðD;�	Þ and keep track of how often
Qð�	Þ>Q0ð�	Þ. Call this count n�.

(4) Generate another set of 20 counts, D, but with � ¼
0, corresponding to the hypothesis H0. Compute
Q ¼ tðD;�	Þ and keep track of how often Qð�	Þ>
Q0ð�	Þ. Call this count n0.

(5) Repeat 25 000 times steps 2 to 4, compute CLs �
n�=n0, and report � ¼ �	 as the upper limit on � at
95% C.L. if CLs is sufficiently close to 0.05; other-
wise, keep repeating steps 1 to 4 with different
values of �. The algorithm starts with two values
of � that are likely to bracket the solution and the
solution is found using a binary search, which typi-
cally requires about 10–15 iterations.

3. Bayesian calculation

The Bayesian limit calculations use the marginal like-
lihood, Eq. (B3), and two different (formal) priors �ð�Þ: a
prior flat in � and a reference prior [33–35], which we
calculate numerically [35]. An upper limit on �, �	 is
computed by solving

Z �	

0
pðDj�Þ�ð�Þd�=pðDÞ ¼ 0:95; (B8)

where pðDÞ is a normalization constant. The integrals are
performed using numerical quadrature.
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58bUniversità di Genova, Genova, Italy

59aINFN Sezione di Milano-Bicocca, Milano, Italy
59bUniversità di Milano-Bicocca, Milano, Italy

60aINFN Sezione di Napoli, Napoli, Italy
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93Centro de Investigaciones Energéticas Medioambientales y Tecnológicas (CIEMAT), Madrid, Spain

94Universidad Autónoma de Madrid, Madrid, Spain
95Universidad de Oviedo, Oviedo, Spain

96Instituto de Fı́sica de Cantabria (IFCA), CSIC-Universidad de Cantabria, Santander, Spain
97CERN, European Organization for Nuclear Research, Geneva, Switzerland

98Paul Scherrer Institut, Villigen, Switzerland
99Institute for Particle Physics, ETH Zurich, Zurich, Switzerland
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Abstract. The vast majority of the CMS Computing capacity, which is organized in a tiered
hierarchy, is located away from CERN. The 7 Tier-1 sites archive the LHC proton-proton
collision data that is initially processed at CERN. These sites provide access to all recorded
and simulated data for the Tier-2 sites, via wide-area network (WAN) transfers. All central
data processing workflows are executed at the Tier-1 level, which contain re-reconstruction
and skimming workflows of collision data as well as reprocessing of simulated data to adapt
to changing detector conditions. This paper describes the operation of the CMS processing
infrastructure at the Tier-1 level. The Tier-1 workflows are described in detail. The operational
optimization of resource usage is described. In particular, the variation of different workflows
during the data taking period of 2010, their efficiencies and latencies as well as their impact
on the delivery of physics results is discussed and lessons are drawn from this experience. The
simulation of proton-proton collisions for the CMS experiment is primarily carried out at the
second tier of the CMS computing infrastructure. Half of the Tier-2 sites of CMS are reserved
for central Monte Carlo (MC) production while the other half is available for user analysis. This
paper summarizes the large throughput of the MC production operation during the data taking
period of 2010 and discusses the latencies and efficiencies of the various types of MC production
workflows. We present the operational procedures to optimize the usage of available resources
and we the operational model of CMS for including opportunistic resources, such as the larger
Tier-3 sites, into the central production operation.
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1. Introduction
In 2010, the LHC [1] at CERN started its physics program with the first long run collecting
proton-proton collisions at a center-of-mass energy of 7 TeV. 2010 also marked the final transition
of the CMS [2] computing systems from preparation to operation. This paper will describe the
experience of the CMS collaboration with the data processing and Monte-Carlo (MC) production
in 2010.

Several ingredients were necessary to complete these tasks, which include: software [5],
workload and data management tools [6, 7], grid infrastructure [3, 4], CMS Tier-1 and Tier-2
sites and the operation teams to keep everything alive and working [8]. We would like to thank
the developers of our tools, our integration teams, the CMS facility operations group, those who
care for the functionality of sites, and all the rest of CMS who contribute to this team effort.

The Compact Muon Solenoid (CMS) Computing Model [9] is designed as a hierarchical
structure of computing centers with well defined roles, located throughout the world. The CMS
Computing resources follow a tree model of tier levels (computing centers) ranging from Tier 3
to Tier 0. These resources are part of the World-wide Large Hadron Collider Computing Grid
(WLCG [10]).

A large majority of the CMS computing capacity is not located at the LHC host laboratory
CERN, but is distributed around the world. CERN is at the top of the hierarchical structure
as the only Tier-0 center. The Tier-0 is responsible for the safe keeping of the first copy of
experimental RAW data (archived on tape, considered a cold backup copy not intended to be
accessed frequently), prompt data processing, prompt calibration, and the distribution of data
to all Tier-1 centers.

There are a total of 7 Tier-1 centers, located at large universities and national laboratories in
France, Germany, Italy, Spain, Taiwan, the United Kingdom and the United States. Tier-1s are
at the center of the data flow. The Tier-0 sends the raw and reconstructed data for custodial care
(archived on tape) to the Tier-1s. Monte-Carlo simulations produced at the Tier-2s are also sent
to the Tier-1s for custodial care (archived on tape). The Tier-1s perform event re-reconstruction
and skimming workflows on the data, where the outputs are distributed to the Tier-2s. Since
August 2010, the Tier-1s also process Monte Carlo simulations of data if resources are available.

The Tier-2 centers are located at about 50 sites around the world. The Tier-2s do not have
tape systems available, all data are cached on disk for analysis. The Tier-2 level represents
the primary analysis facilities for CMS. Monte Carlo simulations are mainly carried out at the
Tier-2 level as well. The Tier-2s rely on Tier-1s as their link to CMS data and MC simulations
for analysis access.

The Tier-3 level is special in the sense that it is not a pledged resource of the experiments,
but rather voluntarily provided to CMS. A Tier-2 must have sufficient CPU and disk space to
produce Monte Carlo simulations and to support CMS analysis activities, while a Tier-3 does
not have these requirements. Therefore, while CMS can use Tier-3 resources for opportunistic
purposes, it cannot rely on their availability.

2. Processing at Tier-1 level
The Tier-1 level takes care of all processing that needs input from samples custodially archived
on tape. In the following, CMS’ concepts of data partitioning and the characteristics of Tier-1
workflows are introduced followed by the summary of processing during 2010.

2.1. Data Partitioning
CMS stores events recorded by the detector system and its derived products in files of different
contents. The following main data tiers characterize the content of these files:

• RAW: RAW event data contains detector data and trigger information. The largest
contributor to the RAW event size of the order of 500 kB is the silicon strip detector.
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• RECO: The Reconstructed data (RECO) contain reconstructed physics quantities derived
from RAW data. Detector calibration constants are applied and physics objects are
identified. A RECO event is about 400 kB in size.

• AOD: The Analysis Object Data (AOD) contains a small subset of the RECO data format,
sufficient for 90% of all physics analyses. An AOD event is about 120 kB in size.

• GEN-SIM-RAW: The RAW data tier originating from Monte Carlo (MC) simulations with
the Generator (GEN) information and the Simulation (SIM) information added. A GEN-
SIM-RAW event is about 1000 kB in size.

• GEN-SIM-RECO: Corresponds to RECO using GEN-SIM-RAW as input and contains small
amounts of generator and simulation information. A GEN-SIM-RECO event is about 500
kB in size.

• AODSIM: The AODSIM format contains a small subset of the GEN-SIM-RECO data
format sufficient for 90% of all analyses. An AODSIM event is about 140 kB in size.

CMS determines the luminosity corresponding to the recorded data in granularity of a
Luminosity Section (LS) which constitutes 23 seconds of data taking. In case of MC simulation,
a LS holds the events of a single MC production job. A LS is always kept intact in a single file
and not split between several files to guarantee bookkeeping of the luminosity during processing
and analysis. The size of individual files is 2-10 GB, optimized for tape storage.

Files are grouped together into file-blocks of 500 to 1000 files. Blocks contain no more than
one run. Site location is tracked on a block level and only complete blocks are available for
processing, partially transferred blocks have to wait for the completion of the transfer to be
processed.

Data from the detector is split into Primary Datasets (PD) by trigger selections by physics
interest. Examples are the Electron, Photon and Jet PDs. MC samples are split by their
generator configuration, like QCD or TTBar.

2.2. Processing workflows
The Production Agent (PA) [11] is the main component of the CMS Workload Management
System, which enables large processing of data using CMS software. It is a message based
modular python workload management system. There are 16 autonomous components, python
daemons, within the PA. These components take care of job creation, submission, tracking, error
handling, job cleanup, data merging and data publication.

CMS distinguishes two main processing workflow types on the Tier-1 level: data re-
reconstruction and MC re-digitization/re-reconstruction, ( a) and b) in Fig. 1). During data re-
reconstruction, the Tier-1 sites process RAW data with newer software releases and/or updated
alignment and detector condition constants, producing data in both the RECO and AOD
formats. The processing jobs can produce output file sizes that are too small and non-optimal
for tape storage. Therefore, a dedicated merge step combines the unmerged outputs of several
processing jobs with the same data format. The Tier-1s then skim the reconstructed data,
extracting events of interest, in a separate step. These events are written out into files of RECO
or a combination of RECO and RAW formats and follow the same processing/merge cycle as
the re-reconstruction (see a in Fig. 1).

The Tier-1 sites also reprocess Monte Carlo generated events with newer software versions
and/or newer alignment and calibration constants. The GEN-SIM-RAW input is re-digitized
producing an updated version of the simulated RAW data, which are then re-reconstructed.
In order to eliminate multi-step processing (processing of a dependent workflow after waiting
for completion of the merge step of the previous workflow), maximize computer resources and
improve the production efficiency significantly, Chained Processing (CI) was established (see
b in Fig. 1). In Chained Processing, all workflow steps are processed one after the other on
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Figure 1. Schematic overview of CMS’ processing and production workflows: a) data re-
reconstruction, b) MC re-digitization/re-reconstruction, c) MC production.

the same workernode using the output of the previous step as input for the following step. In
Chained Processing, the outputs are merged individually eliminating the need to wait for the
completion of the merge step of the previous workflow.

Processing of input samples is not split between different sites but rather processed completely
at a single site. The processing of a complete sample is optimized by splitting it into smaller
jobs. Each job should run about 8-12 hours to optimize resource usage. Job splitting is done
by file to keep luminosity sections intact. We also follow a run-based merging policy to avoid
having files contain more than one run. During the processing, the intermediate output is stored
on disk-only areas.

2.3. Processing experience in 2010
The Tier-1 sites have been stable during the 2010 collisions data taking period [8]. Apart from
their custodial allocation, all RAW collision data samples have been distributed to all Tier-1s
to increase processing flexibility. This was possible because of the small total data size. CMS
collected cosmic data early in 2010. In March, the Large Hadron Collider (LHC) provided
proton-proton collisions, but the bulk of the integrated luminosity has been collected since
September, when beam luminosity increased due to the use of closely packed bunches in proton
bunch trains. CMS recorded collisions at a data taking rate of 300Hz, with spikes reaching
700Hz. The primary datasets per data acquisition era are shown in Table 1.

CMS performed 3 MC re-digitization/re-reconstruction campaigns in 2010 (see Tab. 2) that
produced significantly more output than the data taking including the over 16 re-reconstruction
passes (see Tab. 3). The CPU needs for the re-reconstruction passes were small compared to the
needs for the MC campaigns but increased after September 2010 with the increasing collected
luminosity (see (left) in Fig. 2).

The Tier-1 production has been very successful during 2010 and the tools and operation
teams significantly contributed to the timely publication of the first physics results of CMS,
but not without challenges. Production efficiency suffered from lengthy debugging efforts before
production quality of the workflows could be reached. The large number of requests extended the
time spent on bookkeeping and completion of the workflows. This caused additional false starts
due to pilot error. All processing of data requires a detailed post-mortem for each failed job; this
was labor intensive and time consuming with the tools at hand. The production infrastructure
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PD Com10 2010A 2010B
Cosmics 593.1 264.2 68.2
MinimumBias 1339.9 119.2 19.0
ZeroBias 438.7 34.9 14.9
JetMETTau 168.0
JetMET 31.6
BTau 27.8 12.5
EG 61.8
Mu 56.0 10.6
MuOnia 37.4 11.8
Commissioning 181.9 7.2
Jet 13.1
MultiJet 1.1
METFwd 8.2
Total 2371.7 982.7 166.9

Table 1. Number of Million events in
Primary Datasets per Data Acquisition
Era in 2010.

Spring10 Summer10 Fall10

GEN-SIM-RAW

Events (M) 658.6 592.5 469.0
Size (TB) 481.3 412.4 322.5
GEN-SIM-RECO

Events (M) 744.6 592.0 469.0
Size (TB) 267.7 234.5 165.7
AODSIM

Events (M) 658.0 588.0 469.0
Size (TB) 78.6 57.3 39.3

Table 2. Number of Million events (M)
per MC re-digitization/re-reconstruction
campaign in 2010.

CMS Internal Events (M) Luminosity Start date Completion (days)
1 Jan23ReReco 40.7 N/A 01/23/10 2
2 Jan29ReReco 44.6 N/A 01/29/10 3
3 Feb9ReReco 44.6 N/A 02/09/10 2
4 Mar1rstReReco 6.2 N/A 03/01/10 5
5 Mar3rdReReco 223.0 N/A 03/03/10 5
6 Apr1ReReco 10.5 0.032 04/01/10 3
7 Apr20ReReco 168.8 0.516 04/20/10 1
8 May6thReReco 338.7 1.663 05/06/10 4
9 May27thReReco 824.4 18.195 05/27/10 3
10 Jun9thReReco (ICHEP) 1003.3 19.593 06/09/10 7
11 Jun14thReReco 1012.0 50.343 06/14/10 6
12 Jul6thReReco 26016800 83.291 07/06/10 1
13 Jul15thReReco 40.4 193.420 07/15/10 1
14 Jul16thReReco (ICHEP) 16.6 132.605 07/16/10 1
15 Jul26thReReco 11.5 115.010 07/26/10 1
16 Sep17ReReco 1295.8 3493.308 09/17/10 10

Table 3. Re-Reconstruction Passes During 2010; 7 TeV re-reconstruction
passes start April 1st, 2010

imposed its own restrictions due to performance reasons; a single instance was limited to 3000
jobs running in parallel. Due to the messaging based design, jobs got lost during processing
whose recovery was lengthy and difficult if not impossible in some cases.

3. MC production at the Tier-2 level
Tier-2s represent the primary CMS MC production and analysis facilities, where 50% of the
resources are committed to producing MC simulations and 50% are committed for use in CMS
analysis. Output from the MC production is archived on tape at the Tier-1 centers. The Tier-2s
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Figure 2. CMS processing (left) and MC production (right) jobs during 2010.

are divided up into geographic regions, grouped around Tier-1s. The NorduGrid region stands
on its own because of their different middleware technology. These regions are managed by 5
operator teams.

3.1. MC Production
CMS requires a large number of MC events to supplement the data physics studies. The task of
generating billions of MC events in a timely manner is accomplished using PAs like the Tier-1
processing. MC events are produced at all Tier-2 sites, a few opportunistic Tier-3 sites and, as
of August 2010, Tier-1 sites in order to make better use of free resources. The MC production
workflow is executed using a Chained Processing workflow type (see c in Fig. 1) where 3 outputs
for GEN-SIM-RAW, GEN-SIM-RECO and AODSIM are stored. During 2009 and 2010, CMS
produced over 3.5 billion events. Normal MC production capacity is about 300 Million events per
month, however during September 2010 500 Million events were produced due to low-occupancy
event compositions. Figure 2 shows the number of MC production jobs running in parallel in
2010. The increase in number of jobs in August 2010 is due to the significantly increased demand
for MC events and the possibility to use free resources at the Tier-1 sites for production.

The MC production in 2009/2010 was very successful and could meet all demands. Also
here, some issues were noticed. Apart from the same production infrastructure issues like the
Tier-1 processing, the large number of different sites created a multitude of individual problems.
Although the GRID infrastructure increased in stability over time and was very good in 2010
[8], occurring problems with basic services like compute and storage elements or individual
workernodes increased the time effort for debugging and decreased the production efficiency.

4. Conclusions & Outlook
This has been a successful year for CMS’ distributed workflow management in delivering input
for successful first physics analysis with LHC proton-proton data: data were re-reconstructed
22 times; 3 Monte Carlo re-digitization/re-reconstruction campaigns were completed since the
start of the 2010 run. Over the last 2 years, 3 billion Monte Carlo events were produced.

Looking into the future, developments to overcome shortcomings of the current workload
management system (PA) are undergoing integration tests. The architecture of the new CMS
Workload Management system (WMAgent) is based on a state machine rather than a messaging
system to keep track of each and every processing job reliably and with 100% accountability.
The new system will be the bases of all processing tasks at Tier-0, Tier-1, and MC production
and analysis. The expected increase in production efficiency will make sure that CMS will meet
its demands in producing input for physics analysis in the years to come.
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Abstract

We present the results of an experiment that measured the response of silicon photomultiplier (SiPM)
devices to minimum ionizing particles (MIPs). The SiPMs are proposed as replacements for the hybrid
photodiodes (HPDs) of the Compact Muon Solenoid (CMS) Hadron Outer (HO) Calorimeter in the
2010-2011 upgrade. The experiment was performed as part of the HCAL Test Beam in July 2009
at CERN. The emphasis was on the investigation of the potential for an unexpected response from a
MIP, which might result in a large spurious signal. We tested a new type of SiPM device, a micro-
pixel avalanche photodiode (MAPD) manufactured by Zecotek, and found that a MIP typically fired a
single pixel. The MIP interaction with the MAPD would fire two and sometimes three pixels, however
with a lower rate.



1 Introduction
The Hadron Calorimeter (HCAL) Group of the Compact Muon Solenoid (CMS) Collaboration has proposed to
upgrade the Hadron Outer (HO) calorimeter by replacing the hybrid photodiodes (HPD) with silicon photomul-
tiplier (SiPM) devices during the 2010-2011 shutdown. HPDsand SiPMs are both photodetectors sensitive to a
single photon. Until recently, the only technology available for this purpose has been photomultiplier tubes which
are fragile, large, and sensitive to magnetic fields. SiPMs are semiconductor devices consisting of an avalanche
photodiode matrix on a common silicon substrate. SiPMs are expected to perform better than HPDs because they
have a higher quantum efficiency, a good charge resolution, alarger gain, much lower power consumption and
are insensitive to magnetic fields. The SiPMs may also prove useful as a muon trigger due to their sensitivity to
minimum ionizing particles (MIPs).

During the Large Hadron Collider (LHC) run, a barrage of charged particles will enter the CMS calorimeter
system, so it is important to understand how a MIP interaction affects each part of the detector. We are interested
in characterizing a MIP interaction with a SiPM in order to assess the potential of unexpected large spurious
responses to this type of interaction. An experiment to investigate this was carried out during the HCAL Test
Beam in July 2009 at CERN. Here we focus on results from a special type of SiPM called a micro-pixel avalanche
photodiode (MAPD). This note is organized as follows: In Section 2 we give a description of the HO, SiPMs
and MAPDs. In Section 3, we give an overview of the experiment, describe the setup, the devices tested and the
operation. In Section 4 we present the analysis followed by our conclusions in Section 5.

2 Description of hardware
2.1 Hadron Outer calorimeter

The combined system of Electromagnetic Calorimeter barrel(EB) and Hadron Calorimeter barrel (HB) with|η| <
1.4 is not thick enough to fully contain hadronic showers. The effective interaction length has been increased by
placing hadron detectors inside the muon chambers yet outside the cryostat. CMS has 5 rings numbered -2, -1,
0, +1, +2. Figure 1 shows the schematic view of a quarter of theHCAL. In ring 0, the Hadron Outer calorimeter
(HO) [4] is made up of two layers of scintillators placed on either side of a 19.5 cm thick piece of iron at radial
distances of 3820 mm and 4070 mm. In all other rings, the HO hasa single layer of scintillator at a radial distance
of 4070 mm.

Figure 1: Schematic view of a quarter of the Hadron Calorimeter (HCAL).

Figure 2 shows the schematic view of an HO tray. Light from thescintillator tiles is collected using multi-clad
Y11 Kuraray wavelength shifting (WLS) fibers. The scintillator tiles are packed into a single unit, which is∼ 5◦

in φ but covers the entire span of a muon ring in thez direction. The light is then transported to the photodetectors
located on the return yoke, with a multi-clad Kuraray clear fiber. Currently, HO utilizes HPDs as photodetectors
that convert the scintillator light into electrical charge. The charge is then measured and encoded into a non-linear
digital scale of 25 nanoseconds time bins through a charge integrator that uses the Large Hadron Collider (LHC)
clock.

2



Figure 2: Schematic view of an HO tray shown with individual tiles and the corresponding grooves for wavelength
shifting fibers. Each tile is mapped to a tower of HB. Optical fibers from the tray extend to the decoder box, which
contains the photodetector and readout electronics [4].

2.2 SiPMs

SiPMs consist of an avalanche photodiode matrix on a common silicon substrate. They work in Geiger mode
where each pixel in the matrix has its own resistor, as is shown in Figure 3.

Figure 3: Top view of a SiPM device with four pixels.

Figure 4 shows a cut out view of a single SiPM pixel. SiPMs are activated by an excess of free electrons in the
device’s depletion region. The depletion region is createdwith a p-n junction, where the excess electrons in the
n-type doped material are attracted to the holes in the p-type region, and the holes are attracted to the electrons
in the n-type doped region. When a free electron enters this system, it propagates along the applied electric field
as shown in Figure 5. SiPMs operate as reverse bias diodes. Anexample of a reverse bias diode with a depletion
region is shown in the center of Figure 6. A pixel is activated(in Geiger mode) when a free electron in the depletion
region with an applied electric field triggers a self sustaining avalanche of electrons localized to the triggered pixel.
Each pixel is kept in this metastable state where any electron-hole pair created in the depletion region discharges
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Figure 4: Side cut view of one pixel, whereVbias is the bias voltage, Al is the Aluminum conducting band outlining
the pixel matrix,SiO2 is the insulation layer and the p+ and n+ regions make up the p-n junction. The n- region
separates multiple pixel activations, and the body of the device is a non-doped n-type silicon wafer∼ 50 µm,
where the doping is∼ 4 µm.

an individual pixel. The bias voltage then recharges the device back to its metastable state. In most SiPMs, the
voltage drop is regulated by a resistor. In Geiger mode, these pixels operate as digital devices, either on or off.

Figure 5: Motion of a free electron in a diode.

When a photon or MIP interacts with a pixel, the charge liberated in the pixel is given by

Q = C ∗ (Vbias − Vbd), (1)

whereC is the capacitance of the SiPM,Vbias is the bias voltage applied to the SiPM, andVbd is the breakdown
voltage of the pixel. In these devices, a single pixel can firewhile other pixels in the same device remain in their
metastable state. The greater the number of pixels in a device, the larger the number of photons or MIPs that can
be detected. It is possible, however, for a second photon passing through a fired pixel to go undetected. Multiple
interactions during a single pixel discharge can introducea saturation effect, as described further in Section 3.2.1.

SiPMs have excellent features, such as: high quantum efficiency, good charge resolution, fast response, compact
size, gains of∼ 106, are impervious to magnetic fields and require low bias voltage (30-70V). Two types of SiPMs
are under consideration for the HO upgrade: one from Hamamatsu and a Zecotek MAPD. Our study focuses on
the latter.

2.3 MAPDs

Figure 7 shows five3 × 3 mm2 micro-pixel avalanche photodiode (MAPD) devices. For simplicity, hereafter we
shall refer to the micro-pixels as pixels.
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Figure 6: A reversed bias diode with a depletion region in thecenter.

Figure 7: Five Zecotek MAPDs [8].

MAPDs have a different design compared to the standard SiPM described in Section 2.2. The new design has a
higher pixel density, which increases the dynamic range up to ∼ 104 photons. This was the largest dynamic range
of the devices we tested. The MAPDs use the same type of p-n junction as the standard SiPMs, however, MAPDs
have a single surface sensitive to interactions instead of adiscrete surface matrix with inactive regions as shown
in Figure 8. The matrix of avalanche regions are placed inside the silicon substrate at a depth of∼ 4µm using a
special distribution of the inner electric field [11]. This matrix is made of∼ 104 independent avalanche regions per
mm2 with individual micro-wells for charge collection and trapping. Charge collection in individual micro-wells
provides a local self-quenching of the avalanche processes. Quite remarkably, this means there is no need to use
resistors. However, manufacturing the MAPD takes a sophisticated process with epitaxial growing of extremely
pure silicon wafers with deep ion implantation.

Figure 8: Side cut view of an MAPD with individual micro-wells. The numbers point to the following: 1. common
metal electrode, 2. buffer layer of silicon oxide, 3. epitaxial silicon layer of p-type conductivity, 4. a high-doped
silicon layer of p-type conductivity, 5. a region with micro-wells, 6. local avalanche regions and, 7. individual
micro-wells [10].
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3 The experiment
3.1 Setup

The experiment took place as a part of the HCAL Test Beam 2009 at CERN. We were provided with muon,
electron and pion beams having energies that ranged from∼ 30 to 300 GeV. The beam size was determined by the
distribution across a scintillator upstream of all experiments. The beam was roughly 15 mm wide and 20 mm in
height with the highest density of particles at the center ofthe beam, where a 2.5mm2 SiPM would detect roughly
2% of the total available beam.

Our experiment, shown in Figure 9, was the first to interact with the beam. We used two SiPMs: a trigger SiPM
to verify that a particle interaction took place, and a test SiPM to observe and evaluate the MIP interaction. The
two SiPMs were positioned∼1 cm apart along the beam direction. The trigger device was made from a Zecotek
3× 3 mm2 MAPD with a 3 × 3 mm2 scintillator epoxied to its face, enclosed in a light tight material in order to
avoid any photon induced interactions. The test device, a1 × 1 mm2 Zecotek MAPD, is1/9 of the area of the
trigger device, so only a fraction of the particle beam on which we triggered passed through the test device. Both
the trigger and the test devices were connected to separate amplifiers, separated by∼ 4 mm. The schematic is
shown in Figure 10.

Figure 9: Experimental setup to measure a SiPM’s response toMIPs.

The amplifiers were connected to a Model 6487 Keithley PicoAMMeter/Voltage Source device and a single Model
D5A-0301-05 DVE switching power supply, 5V-4A output, operated remotely via LabVIEW. As a precaution,
LabVIEW was set up to reduce the bias voltage by small incremental steps in the event of a power down situa-
tion, so the SiPMs would not be damaged. The output from each amplifier was connected to a LeCroy 1.5 GHz
Oscilloscope, LCb84DXL. The data were transmitted to a Dellcomputer running Windows XP and LabVIEW 8,
located in the control room, using a National Instruments GPIB-ENET/100 ethernet cable. The remote access was
necessary due to access restriction during beam. The data were saved in binary formatted files and then converted
to ASCII format to be used in the analysis.

3.2 Tested devices

We tested the following devices:

• Center of Perspective Technology and Apparatus (CPTA)2.2× 2.2 mm2 (400 pixels permm2) [5],

• Fondazione Bruno Kessler (FBK)1× 1mm2 (400 pixels permm2)[6],

6



Figure 10: Schematic of amplifiers.

• Hamamatsu1× 1mm2 SiPM (400 pixels permm2)[7],

• Hamamatsu model MPPC S10931-050P(x)3× 3mm2 SiPM (400 pixels permm2)[7],

• Zecotek1× 1mm2 MAPD (14,000 pixels permm2)[8].

The first four are standard SiPMs with pixel sizes of50× 50 µm2 and the fifth is the MAPD. In this note, we only
show results from the MAPD device, which was chosen due to itsclean pulse shape and relatively low noise.

3.2.1 Saturation

When a pixel in Geiger mode, fires due to one or more photons the signal will be the same. If a photon or MIP
passes through a SiPM while it is active, due to an earlier interaction, it is said to besaturated and the secondary
interaction may go undetected. We simulated the saturationeffect by modeling a SiPM as a collection ofm boxes

Figure 11: SiPM and MAPD pixel saturation effects simulatedby a Monte Carlo study. Results are shown for 400
pixels permm2) and 14000 pixels permm2) devices.

(pixels) to whichn photons were thrownk times. In Figure 11 we show the number of pixels having at least
one photon for two different pixel densities where 400 pixels simulates a Hamamatsu SiPM and 14,000 pixels
simulates a Zecotek MAPD afterk = 100000 trials. The horizontal-axis shows the number of incident photonsn
and the vertical-axis shows the number of pixelsp activated by at least one photon. The scale on the right is the
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number of times ink trialsp pixels are activated. As expected, forn << m, the chance that more than one photon
lands in a pixel is very small, but asn increases, this probability also increases. The response function saturates in
both devices.

3.3 Notes on operation

Our initial intent was to perform the analysis online duringdata acquisition. We planned to histogram the number
of MIP interactions with the oscilloscope. However, duringthe first few days of the experiment observing the MIP
signal above the thermal noise proved to be very difficult, and so a change in setup became necessary. In the new
setup, the oscilloscope recorded the raw data and wrote out individual traces. The traces consist of a sequence of
voltages recorded every 0.5 nanoseconds. This new setup enabled a closer offline inspection of the data.

The oscilloscope read data continuously from the trigger and test devices. When the trigger voltage exceeded 0.15
volts, the oscilloscope wrote out both the trigger and test device traces in LabVIEW via the GPIB connection.
Since the oscilloscope was continually reading data, we were able to acquire data both before and after the trigger.
We refer to each such trace, shown in Figure 12, as anevent. The beam came in bunches∼33 seconds apart. We
recorded between 6 to 12 events per bunch crossing. Normally, the oscilloscope records a negative voltage, but
in this analysis we invert the sign of the voltage for convenience. We observed, during early inspections, that the
pulse shape generated from each device was dependent on the type of device as well as the device’s surface area.
We also observed that the voltage of the thermally activatedpixels were approximately the same as the voltage
from a MIP.

Figure 12: A trace of one event from LabVIEW showing the raw data from a1× 1mm2 MAPD.

4 Analysis
The focus of our analysis is to characterize the interactionof a MIP with a MAPD in terms of the number of pixels
fired. We tried to achieve this by checking the signal correlation with the trigger, pulse shape, temperature, average
and maximum voltage in a given time window, which are all presented below.

4.1 Signal correlation

We expect the time of signal pulses from a MIP interaction to correlate with (i.e., be in coincidence with) the
trigger device at timet = 0 seconds, whereas the thermally activated pulses, which constitute the noise, should
have a flat temporal distribution. We refer to the time windowof signal pulses correlated with the trigger device as
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Figure 13: Time distribution of voltages greater than 0.001Volts (left) and the same distribution in a smaller time
window aroundt = 0 (right).

the signal time window, whereas a time window where the distribution is flat and comes from thermal noise will
be referred to as thenoise time window.

In Figure 13 we show the time distribution of voltages greater than 0.001 Volts. The right-hand plot is a zoom of
the region aroundt = 0. The significant peak att = 0 confirms that we are observing a MIP signal.

4.2 Pulse shape

The area of the pulse and the pulse height have a direct relationship to the number of pixels fired. We are interested
in effects due to pixels firing from sources other than MIPs (such as delta rays). These affects will be observable
in the pulse shape. The algorithm used to analyze the pulse shape is as follows:

• Voltage> 0.001 volts, to eliminate electronic noise.

• Start with the voltage att = 0.

• Step left in 0.5 nanosecond time bins until the voltage dropsbelow 0.001 volts, and define that time bin as
the left time limit.

• Return tot = 0, and this time step right in 0.5 nanosecond bins until the voltage drops below 0.001 volts.
Define that time bin as the right time limit.

• The voltage data between the two time limits is referred to asthe signal pulse.

• Themaximum voltage is the highest voltage between the two time limits.

Figure 14 shows two different trace sections with three pulses each. The left-hand plot shows three well-seperated
pulses, where the pulse neart = 0 could be due to a MIP interaction, whereas the other two pulses are likely to be
due to noise. In the right-hand plot, two of the pulses have significant overlap close tot = 0, one of which could
be due to a MIP and the other is again likely to be due to noise. The signal pulse area and maximum voltage is
expected to be proportional to the number of pixels fired during the MIP interaction. For example, if two pixels fire
simultaneously during the MIP interaction, the area of the resulting pulse as well as the maximum voltage should
be approximately twice as large compared to the case where one pixel fires. In order to investigate the pulse shape
further, we examined the signal pulse’s full-width-at-half-maximum (FWHM) and the maximum voltage using the
following algorithm:

• Locate the maximum voltage as described above.

• Calculate half of the maximum voltage value.

• Go to the maximum voltage bin, and step left bin by bin until the bin with voltage closest to half of the
maximum voltage is located. Define that bin as the left time limit.

• Return to the maximum voltage bin, and this time step right bin by bin until the bin with voltage closest to
half of the maximum voltage is found. Define that bin as the right time limit.
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Figure 14: Section of a single trace over a voltage thresholdof 0.001V with three pulses (left), where the pulse
neart = 0 is likely to be due to a MIP, whereas the other two pulses are presumably due to noise. Another trace
section with three pulses, where two pulses overlap close tot = 0 (right). One of the overlapping pulses is possibly
due to a MIP interaction and the other is due to noise.

• The time difference between the two time limits is the FWHM.

Figure 15: Distribution of FWHM versus maximum voltage for the signal.

Figure 15 shows the distribution of FWHM versus maximum voltage for the signal. We see that the maximum
voltage is proportional to the FWHM for voltages less than 0.01 volts, and we observe a linear trend between 0.001
and 0.01 volts. For larger voltages, the relationship becomes non-linear.

4.2.1 Temperature

MAPDs are known to be temperature sensitive devices. Previous studies report a∼ 5− 10% change in maximum
voltage per degree Celsius. Figure 16 shows a plot of the maximum voltage versus ambient temperature. However
due to limited statistics we were unable to observe this effect.

4.3 MIP Signal

We use two methods to quantify the MIP signal: (1) we integrate voltages in the signal time window, and (2) we
find the maximum voltage in that window.

4.3.1 Definition using integration

In this method, we integrate the voltage over the time withinthe signal time window using the following algorithm:

10



Figure 16: Ambient temperature versus maximum voltage.

• Sum the voltages within signal time window.

– Set the signal time window to -10 to 10 nanoseconds, as suggested by Figure 13.

– Sum the voltages within this time window.

• Sum the voltages within the noise time window.

– Set the noise time window to -300.0 to -280.0 nanoseconds. Note that the window is chosen to be far
away fromt = 0 to avoid contributions from the signal.

– Sum the voltages within this time window.

• For both cases, calculate the average voltage by dividing the voltage sum by the width of the time window.

In Figure 17, we plot the the distribution of average voltagefor the signal and noise time windows. The right-
hand plot, which is a zoom of the plot on the left clearly showsthree peaks in the signal distribution, while the
background distribution exhibits two peaks. In both cases,the large peak centered at zero corresponds to the
pedestal1). We expect the pedestals for the signal and the noise time windows to be the same, however, we found
the shapes of the pedestals to be somewhat different. One possible reason could be a difference in the response of
the electronics (such as amplifiers and power sources) in thepresence and the absence of the MIP signal. The other
two peaks in the signal distribution correspond to the firingof one and two pixels, respectively. On the other hand,
the noise distribution shows only a single peak apart from the pedestal, presumably arising from the thermally
activated pixels. We see no indication of an additional peakdue to the simultaneous firing of two pixels. This is
to be expected given that the thermal noise is random and the probability for two pixels to be thermally activated
within the same time window is negligible.

4.3.2 Definition using maximum voltage

In this method, the signal is defined as the maximum (i.e., peak) voltage of the pulse using the following algorithm:

• Find the maximum voltage within the signal time window.

– Set the signal time window to -5 to 0 nanoseconds, as suggested by Figure 13 where we see the rising
edge of the distribution.

– Find the maximum of the voltages within this time window.

• Find the maximum voltage within the noise time window.

– Set the noise time window to -300.0 to -295.0 nanoseconds. Note again that the window is chosen to
be far away fromt = 0 to avoid contributions from the signal.

– Find the maximum of the voltages within this time window.
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Figure 17: Average voltage distribution in signal (solid red line) and noise (shaded histogram with dashed black
line) time windows, for all events (left) and for a zoom in thevertical direction (right).

Figure 18: Maximum voltage distribution in signal (solid red line) and noise (shaded histogram with dashed black
line) time windows, for all events (left) and for a zoom in thevertical direction (right).
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Figure 18 shows the distribution of maximum voltage in the signal and noise time windows. In the right-hand plot,
which is a zoom of the plot on the left, there are three major peaks in the signal distribution, and a hint of a fourth
peak, whereas in the noise distribution two peaks are seen. As in the case with average voltage, the first peak in
both signal and background corresponds to the pedestal. However, this time, the pedestal peak is composed of
two peaks, because the maximum voltage measured for the pedestal can be sometimes negative and sometimes
positive, and there is no averaging. Again, the signal and noise pedestal shapes are somewhat different due to
reasons discussed in Section 4.4.1. The other three peaks inthe signal distribution are associated with the firing of
one, two and three pixels, and the equal spacing between the peaks shows a discrete change in maximum voltage
values, which correspond to individual pixels firing. The second peak in the noise distribution is again due to the
thermally activated pixels, as was explained in Section 4.4.1.

5 Conclusion
We tested a number of silicon photomultiplier (SiPM) devices during the HCAL Test Beam 2009 to characterize
their responses to MIP interactions. In this note, we presented results for the Zecotek micro-pixel avalanche
photodiode (MAPD). Our experiment used a standard SiPM to trigger the readout of data collected by a free-
running oscilloscope. We defined the signal from the SiPM under study in two ways: the average and maximum
voltages of a pulse. We found no anomalous behavior in the response of a MAPD running in Geiger mode to
MIPs. In particular, we found that a MIP fires a single pixel most of the time, but can fire two or more with a lower
probability. As expected, the time distribution of thermally activated pixels is uniform.
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APPENDIX B

SYNCHRONIZATION

A synchronization sub-group was formed, between the QCD High pT group and the

Exotica Multi-Jet group, to coordinate analyses with similar event and object selection.

There are two sets of synchronization: one with the QCD group, and one with the Extinction

Analysis group. All groups agreed on the following list of criteria:

• Use Kostas Kousouris ntuple software package, location: cvs UserCode/KKousour/QCDAnalysis

• Version: V00-05-013

• EPS Golden JSONs, Runs: 160404 to 167913

• CMSSW 4 2 4 release

• Global Tag: GR R 42 V19

• JEC services: ak∗PFL1FastL2L3Residual, ak∗CaloL1L2L3Residual

• Configuration: ProcessedTreeProducer data cfg.py

• The jet pT bin widths increase with jet pT, corresponding approximately to the jet pT

resolution as a function of pT: 0, 1, 5, 6, 8, 10, 12, 15, 18, 21, 24, 28, 32, 37, 43, 49, 56,

64, 74, 84, 97, 114, 133, 153, 174, 196, 220, 245, 272, 300, 330, 362, 395, 430, 468, 507,

548, 592, 638, 686, 737, 790, 846, 905, 967, 1032, 1101, 1172, 1248, 1327, 1410, 1497,

1588, 1684, 1784, 1890, 2000, 2116, 2238, 2366, 2500, 2640, 2787, 2941, 3103, 3273,

3450, 3637, 3832, 4037, 4252, 4477, 4713, 4961, 5220, 5492, 5777, 6076, 6389, 6717,

7000.
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B.1 Extinction analysis

B.1.1 1st Synchronization

Synchronization with the Extinction group requirements were:

• HLT Jet370v∗ triggers

• Events with loose HCAL noise summary tag

• Events with a good primary vertex

• Use ak7PF Jets with a tight Jet ID

• 1.092 fb−1

• 160404-167913 runs
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Table B.1. Synchronization exercise with Extinction analysis group. The table is divided
up into columns of rapidity: 0.5, 1.0, 1.5. The discrepancy in the 1.0 < |y| <= 1.5 column,
may be due to rapidity bias applied in the Extinction analyzer software but not in our
software. This body of work is limited to the central rapidity bin |y| < 0.5.

HLT Jet370v∗
|η| < 0.5 0.5 < |η| <= 1.0 1.0 < |η| <= 1.5

jet pT bin CI Extinction CI Extinction CI Extinction
507 25107 25107 20751 20751 13022 12799
548 16147 16147 12967 12967 7653 7542
592 10045 10045 7945 7945 4233 4168
638 6126 6126 4833 4833 2499 2467
686 3884 3884 2999 2999 1417 1402
737 2399 2399 1793 1793 760 753
790 1544 1544 1047 1047 371 370
846 959 959 625 625 218 215
905 596 596 350 350 108 108
967 336 336 173 173 46 46
1032 174 174 129 129 21 21
1101 147 147 73 73 15 14
1172 87 87 28 28 5 5
1248 29 29 14 14 5 5
1327 25 25 14 14 0 0
1410 12 12 2 2 1 1
1497 5 5 2 2 0 0
1588 1 1 1 1 0 0
1684 0 0 0 0 0 0
1784 0 0 0 0 0 0
1890 2 2 0 0 0 0

B.1.2 2nd Synchronization on 2fb−1 of 2011 Data

• HLT Jet300v∗ trigger

• Events with loose HCAL noise summary tag

• Events with a good primary vertex

• Use ak7PF Jets with a tight Jet ID

107



Table B.2. Synchronization exercise with Extinction analysis group. This synchronization
is over the 2.004/fb of 2011 data. The table is divided up into columns of rapidity: 0.5, 1.0,
1.5. The discrepancy in the 1.0 < |y| <= 1.5 column, may be due to rapidity bias applied
in the Extinction analyzer but not in our analyzer. This analysis is limited to the central
rapidity bin |y| < 0.5.

HLT Jet300v1
|η| < 0.5 0.5 < |η| <= 1.0 1.0 < |η| <= 1.5

jet pT bin CI Extinction CI Extinction CI Extinction
395 15812 15812 13665 13665 9119 8931
430 10106 10106 8578 8578 5705 5590
468 6060 6060 5204 5204 3118 3056
507 3710 3710 3109 3109 1884 1855
548 2436 2436 1863 1863 1169 1152
592 1390 1390 1158 1158 602 595
638 873 873 698 698 369 366
686 593 593 441 441 244 243
737 341 341 299 299 122 121
790 220 220 162 162 51 51
846 127 127 95 95 27 26
905 84 84 45 45 16 16
967 48 48 28 28 3 3
1032 26 26 17 17 6 6
1101 27 27 11 11 4 3
1172 13 13 5 5 2 2
1248 5 5 3 3 1 1
1327 2 2 2 2 0 0
1410 5 5 1 1 1 1
1497 0 0 0 0 0 0
1588 0 0 0 0 0 0
1684 0 0 0 0 0 0
1784 0 0 0 0 0 0
1890 0 0 0 0 0 0
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Table B.3. Synchronization exercise with Extinction analysis group. This synchronization
is over the 2.004/fb of 2011 data. The table is divided up into columns of rapidity: 0.5, 1.0,
1.5. The discrepancy in the 1.0 < |y| <= 1.5 column, may be due to rapidity bias applied
in the Extinction analyzer but not in our analyzer. This analysis is limited to the central
rapidity bin |y| < 0.5.

HLT Jet300v2
|η| < 0.5 0.5 < |η| <= 1.0 1.0 < |η| <= 1.5

jet pT bin CI Extinction CI Extinction CI Extinction
395 12779 12779 10901 10901 7652 7487
430 7973 7973 7014 7014 4544 4452
468 4843 4843 4252 4252 2532 2491
507 2925 2925 2425 2425 1539 1519
548 1905 1905 1501 1501 888 873
592 1203 1203 1041 1041 507 493
638 823 823 581 581 305 302
686 475 475 355 355 168 164
737 297 297 220 220 95 93
790 182 182 127 127 40 40
846 146 146 59 59 31 31
905 72 72 48 48 11 11
967 38 38 20 20 8 8
1032 16 16 16 16 0 0
1101 22 22 11 11 1 1
1172 11 11 5 5 2 2
1248 2 2 1 1 0 0
1327 4 4 1 1 0 0
1410 2 2 0 0 0 0
1497 0 0 0 0 0 0
1588 0 0 0 0 0 0
1684 0 0 0 0 0 0
1784 0 0 0 0 0 0
1890 0 0 0 0 0 0
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Table B.4. Synchronization exercise with Extinction analysis group. This synchronization
is over the 2.004/fb of 2011 data. The table is divided up into columns of rapidity: 0.5, 1.0,
1.5. The discrepancy in the 1.0 < |y| <= 1.5 column, may be due to rapidity bias applied
in the Extinction analyzer but not in our analyzer. This analysis is limited to the central
rapidity bin |y| < 0.5.

HLT Jet300v3
|η| < 0.5 0.5 < |η| <= 1.0 1.0 < |η| <= 1.5

jet pT bin CI Extinction CI Extinction CI Extinction
395 50861 50861 43809 43809 29944 29285
430 32073 32073 27408 27408 18072 17737
468 19322 19322 16284 16284 10344 10175
507 12097 12097 9843 9843 6274 6162
548 7695 7695 6133 6133 3588 3541
592 4877 4877 3769 3769 2040 2011
638 2902 2902 2300 2300 1160 1139
686 1819 1819 1406 1406 633 626
737 1109 1109 844 844 365 363
790 755 755 471 471 183 182
846 425 425 308 308 114 112
905 279 279 172 172 49 49
967 170 170 81 81 20 20
1032 79 79 67 67 7 7
1101 57 57 34 34 6 6
1172 41 41 8 8 1 1
1248 12 12 6 6 2 2
1327 13 13 5 5 0 0
1410 4 4 1 1 0 0
1497 5 5 1 1 0 0
1588 1 1 1 1 0 0
1684 0 0 0 0 0 0
1784 0 0 0 0 0 0
1890 0 0 0 0 0 0

110



Table B.5. Synchronization exercise with Extinction analysis group. This synchronization
is over the 2.004/fb of 2011 data. The table is divided up into columns of rapidity: 0.5, 1.0,
1.5. The discrepancy in the 1.0 < |y| <= 1.5 column, may be due to rapidity bias applied
in the Extinction analyzer but not in our analyzer. This analysis is limited to the central
rapidity bin |y| < 0.5.

HLT Jet300v4
|η| < 0.5 0.5 < |η| <= 1.0 1.0 < |η| <= 1.5

jet pT bin CI Extinction CI Extinction CI Extinction
395 373 373 335 335 224 224
430 256 256 197 197 130 130
468 146 146 135 135 75 75
507 88 88 67 67 40 37
548 74 74 62 62 23 23
592 29 29 25 25 14 14
638 24 24 27 27 12 12
686 20 20 15 15 7 7
737 12 12 4 4 5 5
790 4 4 4 4 1 1
846 1 1 4 4 0 0
905 3 3 1 1 0 0
967 2 2 0 0 0 0
1032 2 2 0 0 0 0
1101 1 1 0 0 0 0
1172 0 0 0 0 0 0
1248 1 1 0 0 0 0
1327 1 1 0 0 0 0
1410 0 0 0 0 0 0
1497 0 0 0 0 0 0
1588 0 0 0 0 0 0
1684 0 0 0 0 0 0
1784 0 0 0 0 0 0
1890 0 0 0 0 0 0
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Table B.6. Synchronization exercise with Extinction analysis group. This synchronization
is over the 2.004/fb of 2011 data. The table is divided up into columns of rapidity: 0.5, 1.0,
1.5. The discrepancy in the 1.0 < |y| <= 1.5 column, may be due to rapidity bias applied
in the Extinction analyzer but not in our analyzer. This analysis is limited to the central
rapidity bin |y| < 0.5.

HLT Jet300v5
|η| < 0.5 0.5 < |η| <= 1.0 1.0 < |η| <= 1.5

jet pT bin CI Extinction CI Extinction CI Extinction
395 101562 101562 87050 87050 58882 57626
430 65229 65229 55184 55184 35769 35028
468 39114 39114 32908 32908 20742 20356
507 24253 24253 19868 19868 12100 11876
548 15697 15697 12597 12597 7197 7074
592 9476 9476 7400 7400 4019 3955
638 5839 5839 4557 4557 2307 2273
686 3638 3638 2873 2873 1254 1241
737 2379 2379 1656 1656 683 676
790 1400 1400 1038 1038 401 401
846 889 889 605 605 206 205
905 543 543 328 328 100 100
967 326 326 194 194 61 61
1032 186 186 110 110 19 19
1101 119 119 78 78 11 10
1172 77 77 37 37 3 3
1248 34 34 10 10 5 5
1327 15 15 8 8 0 0
1410 7 7 3 3 0 0
1497 3 3 2 2 0 0
1588 5 5 3 3 0 0
1684 1 1 0 0 0 0
1784 0 0 0 0 1 1
1890 2 2 0 0 0 0

B.1.3 QCD Synchronization

Synchronization with the QCD group requirements were:

• A combination of HLT Jet240v∗ and HLT Jet300v∗ triggers with all prescales included

• Events with loose HCAL noise summer tag

• Events with good primary vertex
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• Use ak5 PF and Calo Jets with a tight Jet ID

Table B.7. Synchronization exercise with the QCD analysis group.

Selection criterion QCD CI
HLT Jet240 v1
Events passing trigger: 390359 390359
Events passing PV: 364950 364950
Events passing PV and loose HCAL noise: 322593 322593
PFJets with pT > 362 GeV 16261 16261
CaloJets with pT > 362 GeV 15813 15813
PFJets with tightJetID 16117 16117
CaloJets with tightJetID 15642 15642
HLT Jet240 v2
Events passing trigger: 427297 427297
Events passing PV: 426735 426735
Events passing PV and loose HCAL noise: 363322 363322
PFJets with pT > 362 GeV 18967 18967
CaloJets with pT > 362 GeV 18797 18797
PFJets with tightJetID 18475 18475
CaloJets with tightJetID 18164 18164
HLT Jet240 v3
Events passing trigger: 174703 174703
Events passing PV: 174510 174510
Events passing PV and loose HCAL noise: 150867 150867
PFJets with pT > 362 GeV 8603 8603
CaloJets with pT > 362 GeV 8512 8512
PFJets with tightJetID 8456 8456
CaloJets with tightJetID 8299 8299
HLT Jet240 v4
Events passing trigger: 671651 671651
Events passing PV: 671142 671142
Events passing PV and loose HCAL noise: 582857 582857
PFJets with pT > 362 GeV 33515 33515
CaloJets with pT > 362 GeV 32963 32963
PFJets with tightJetID 33097 33097
CaloJets with tightJetID 32430 32430
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Table B.8. Synchronization exercise with the QCD analysis group.

Selection criterion QCD CI
HLT Jet240 v5
Events passing trigger: 4944 4944
Events passing PV: 4923 4923
Events passing PV and loose HCAL noise: 3962 3962
PFJets with pT > 362 GeV 260 260
CaloJets with pT > 362 GeV 250 250
PFJets with tightJetID 254 254
CaloJets with tightJetID 242 242
HLT Jet240 v6
Events passing trigger: 326230 326230
Events passing PV: 325114 325114
Events passing PV and loose HCAL noise: 293834 293834
PFJets with pT > 362 GeV 16993 16993
CaloJets with pT > 362 GeV 16705 16705
PFJets with tightJetID 16838 16838
CaloJets with tightJetID 16509 16509

Table B.9. Synchronization exercise with the QCD analysis group. The jet count
comparison shows excellent agreement, though there is a one jet discrepancy shown in red.

Selection criterion QCD CI
HLT Jet300 v1
Events passing trigger: 403347 403347
Events passing PV: 402509 402509
Events passing PV and loose HCAL noise: 339459 339459
PFJets with pT > 362 GeV 58695 58695
CaloJets with pT > 362 GeV 58229 58229
PFJets with tightJetID 57201 57201
CaloJets with tightJetID 56215 56215
HLT Jet300 v2
Events passing trigger: 292854 292854
Events passing PV: 292329 292329
Events passing PV and loose HCAL noise: 247228 247228
PFJets with pT > 362 GeV 47352 47352
CaloJets with pT > 362 GeV 46845 46845
PFJets with tightJetID 46420 46420
CaloJets with tightJetID 45553 45553
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Table B.10. Synchronization exercise with the QCD analysis group. The jet count
comparison shows excellent agreement, though there is a one jet discrepancy shown in red.

Selection criterion QCD CI
HLT Jet300 v3
Events passing trigger: 1129923 1129923
Events passing PV: 1128278 1128278
Events passing PV and loose HCAL noise: 968290 968290
PFJets with pT > 362 GeV 187027 187027
CaloJets with pT > 362 GeV 184250 184249
PFJets with tightJetID 184651 184651
CaloJets with tightJetID 181246 181245
HLT Jet300 v4
Events passing trigger: 9182 9182
Events passing PV: 9122 9122
Events passing PV and loose HCAL noise: 7338 7338
PFJets with pT > 362 GeV 1440 1440
CaloJets with pT > 362 GeV 1435 1435
PFJets with tightJetID 1414 1414
CaloJets with tightJetID 1396 1396
HLT Jet300 v5
Events passing trigger: 506185 506185
Events passing PV: 502739 502739
Events passing PV and loose HCAL noise: 443746 443746
PFJets with pT > 362 GeV 85274 85274
CaloJets with pT > 362 GeV 83831 83831
PFJets with tightJetID 84362 84362
CaloJets with tightJetID 82693 82693
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APPENDIX C

PYTHIA

C.1 Pythia samples

The CMS official Pythia samples used in this work are:

• /QCD Pt-* TuneZ2 7TeV pythia6/Summer11-PU S4 START42 V11-v1/AODSIM,

• /QCDplus3TeVcontact pt-* 7TeV-pythia6/Summer11-PU S4 START42 V11-v1/AODSIM,

• /QCDplus5TeVcontact pt-* 7TeV-pythia6/Summer11-PU S4 START42 V11-v1/AODSIM,

• /QCDplus8TeVcontact pt-* 7TeV-pythia6/Summer11-PU S4 START42 V11-v1/AODSIM,

• /QCDplus12TeVcontact pt-* 7TeV-pythia6/Summer11-PU S4 START42 V11-v1/AODSIM,

where the naming convention is as follows: type of process, pT range, center-of-mass energy,

type of generator, MC production era, pile up conditions, software version, processing

iteration, data format type.

C.2 Pythia configuration

In Pythia, the ITCM(5) term (>= 1) allows for the introduction of anomalous couplings

in addition to the Standard Model ones. When set to unity, the model assumes that only

the u and d quarks are composite, at the scale studied. When the ITCM(5) term is 2

or 4, composite terms are included in the interactions between all quarks, and when the

ITCM(5) term equals 3 the interaction produces events using the helicity non-conserving

model. The sign of the contact interaction term is set with the parameter RTCM(42). We

used ITCM(5) = 2, that is interactions between all quarks with a positive contact term for

all contact interaction models in our analysis.
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Table C.1. Pythia 6.422 configuration for Λ = 8 TeV contact interactions.

Pythia 6.422 settings specific to contact interactions
Settings Description
ITCM(5)=2 Switch on contact int. for all quarks
RTCM(41)=8000 Set contact scale Λ to 8 TeV
RTCM(42)=1 Sign of contact int. is +
MSUB(381)=1 qiqj → qiqj via QCD plus a contact int.
MSUB(382)=1 qiq̄i → qkq̄k via QCD plus a contact int.
MSUB(13)=1 qiq̄i → gg via normal QCD
MSUB(28)=1 qig → qig via normal QCD
MSUB(53)=1 gg → qkq̄k via normal QCD
MSUB(68)=1 gg → gg via normal QCD
CKIN(3)=170 minimum p̂T for hard int.
CKIN(4)=230 maximum p̂T for hard int.
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all of the following conditions are met: (a) at least one author of the derived work

is an author of the Article; (b) the derived work includes at least ten (10) percent of

new material not covered by APSs copyright in the Article; and (c) the derived work

includes no more than fifty (50) percent of the text (including equations) of the Article.

If these conditions are met, copyright in the derived work rests with the authors of that

work, and APS (and its successors and assigns) will make no claim on that copyright.

If these conditions are not met, explicit APS permission must be obtained. Nothing

in this Section shall prevent APS (and its successors and assigns) from exercising its

rights in the Article.
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6. If the Article was prepared under a U.S. Government contract, the government shall

have the rights under the copyright to the extent required by the contract.

All copies of part or all of the Article made under any of the Author Rights shall include

the appropriate bibliographic citation and notice of the APS copyright.

By signing this Agreement, the author(s), and in the case of a Work Made For Hire,

the employer, jointly and severally represent and warrant that the Article is original with

the author(s) and does not infringe any copyright or violate any other right of any third

parties, and that the Article has not been published elsewhere, and is not being considered

for publication elsewhere in any form, except as provided herein. If each authors signature

does not appear [below], the signing author(s) represent that they sign this Agreement

as authorized agents for and on behalf of all authors who have the legal right to transfer

copyright and that this Agreement and authorization is made on behalf of the same. The

signing author(s) (and, in the case of a Work Made For Hire, the signing employer) also

represent and warrant that they have the full power to enter into this Agreement and to

make the grants contained herein.

D.2 Science IOP

For papers published in our open access proceedings titles IOP Publishing no longer

requires authors to sign and submit copyright forms. Our regular journals are unaffected by

this change. Authors who wish to publish a paper in the following titles:

• Journal of Physics: Conference Series (JPCS),

• IOP Conference Series: Materials Science and Engineering (MSE),

• IOP Conference Series: Earth and Environmental Science (EES),

are asked to submit a paper only if all authors of the paper can agree in full to the terms of

the licence. All papers submitted to us for publication in the above titles will be published

according to the following terms and conditions.
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D.2.1 Licence terms and conditions

By submitting your paper to the conference organizer, you, as author/representative of

all the authors, grant a royalty free licence to IOP Publishing Limited (IOP) to use the

copyright in the paper for the full term of copyright in all ways otherwise restricted by

copyright, including the right to reproduce, distribute and communicate the article to the

public and to make any other use which IOP may choose world-wide, by all means, media and

formats, whether known or unknown at the date of submission, to the conference organizer.

This licence does not transfer the copyright in the paper as submitted which therefore

remains with the authors or their employer, as appropriate. IOP encourages authors to use

the paper in any way provided that, where possible, he/she displays citation information and

the IOP Proceedings Licence Notice, for electronic use, best efforts are made to include a

link to the online abstract in the journal and no author offers the paper to another publisher

(prior to withdrawal or rejection) or includes it in another publisher’s website.

However, a re-written and extended version of the paper may be published in another

journal provided such re-use is within generally accepted ethical scientific limits and provided

further citation information and the IOP Proceedings Licence Notice is displayed if possible,

and for electronic use best efforts are made to include a link to the online abstract in the

journal.

By granting this licence, the author warrants that the paper he/she is submitting is

his/her original work, has not been published previously (other than in a research thesis or

dissertation which fact has been notified to the conference organizer in writing), all named

authors participated sufficiently in the conception and writing of the paper, have received

a final version of the paper, agree to its submission and take responsibility for it, and the

submission has been approved as necessary by the authorities at the establishment where

the research was carried out.

By granting this licence, the author also warrants that he/she acts on behalf of, and with

the knowledge of, all authors of the paper, that the paper does not infringe any third party

rights, it contains nothing libellous, all factual statements are, to the best of the authors’
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knowledge, true or based on valid research conducted according to accepted norms, and all

required permissions have been obtained.

D.2.2 The IOP Proceedings Licence Notice

The IOP Proceedings Licence Notice should be displayed as: Published under licence

in Journal Title by IOP Publishing Ltd. where Journal Title is one of: Journal of

Physics: Conference Series, IOP Conference Series: Materials Science and Engineering, IOP

Conference Series: Earth and Environmental Science.

D.3 CERN

Supporting Open Access Publishing

CERN is committed to Open Access and the Scientific Information Service implements

the vision and policies of the Organization.

CERNs vision is directly inspired to our establishing Convention which stipulates that

”all results of its experimental and theoretical work shall be published or otherwise made

generally available. As a publicly and internationally funded research institution we believe

everyone should get access to our results without any financial barrier. Open Access

publishing is a tool to reach this objective. CERN recognizes the value journals add, at

a cost, to scientific information, and is implementing a series of initiative to facilitate Open

Access publishing in high-quality journals.

The most important tool to implement this vision is the SCOAP3 initiative, through

which CERN and partners in over 20 countries are working to convert to Open Access

existing high-quality High-Energy Physics journals. While waiting for the SCOAP3 initiative

to be operational, and all High-Energy Physics literature to be available Open Access,

CERN and leading publishers in the field (the American Physical Society, Elsevier, SISSA

and Springer) have reached agreements to make the scientific publications from the LHC

accelerator available Open Access and under a Creative Common license, thus complying

with the publication policy of our Physics Department
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In other fields, such as accelerator science, CERN contributes to Open Access by

contributing to the sponsorship the Open Access journal Physical Review Special Topics

Accelerators and Beams

In addition, CERN contributes to underwriting part of the running costs of arXiv,

as well as building tools for open access to all this information such as INSPIRE. We

also co-ordinated a consortium of libraries, publishers and funding agencies, SOAP, in a

large-scale study to identify the demand and offer for Open Access and its main drivers and

barriers.

These initiatives do not cover the entire spectrum of the literature produced at CERN.

As signatories of COPE, we take further action to encourage a transition to Open Access

publishing. In particular, recognizing that high-quality scientific publishing has a cost, and

scientific journals play a key role in the quality-assurance process, the Scientific Information

Service covers reasonable fees that some journals could charge in order to make research

articles Open Access. This instrument is only available for articles published in Open Access

journals that are entirely Open Access, and not for so called hybrid journals, which sell

subscriptions and make part of their content available Open Access: the CERN Library has

already paid for those journals, so Open Access fees cannot be covered. These arrangements

apply for research articles spontaneously submitted by members of personnel. Applying is

easy: just contact the Scientific Information Service to discuss arrangements.
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