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The development of practical, high-
performance decoding algorithms reduces
the resource cost of fault-tolerant quan-
tum computing. Here we propose a de-
coder for the surface code that finds low-
weight correction operators for errors pro-
duced by the depolarising noise model.
The decoder is obtained by mapping the
syndrome of the surface code onto that
of the color code, thereby allowing us to
adopt more sophisticated graph-based de-
coding protocols used for the color code.
Analytical arguments and exhaustive test-
ing show that the resulting decoder can
find a least-weight correction for all weight
d/2 depolarising errors for even code dis-
tance d. This improves the logical error
rate by an exponential factor O(2%/2) com-
pared with decoders that treat bit-flip and
dephasing errors separately. We demon-
strate this improvement with analytical ar-
guments and supporting numerical simu-
lations at low error rates. Of independent
interest, we also demonstrate an exponen-
tial improvement in logical error rate for
our decoder used to correct independent
and identically distributed bit-flip errors
affecting the color code compared with
more conventional color code decoding al-
gorithms.

1 Introduction

We envisage that a large-scale quantum computer
will operate by performing fault-tolerant logic
gates on qubits encoded using quantum error-
correcting codes (QEC) [1, 2, 3, 4, 5, 6]. As
quantum information is processed, a classical de-
coding algorithm [7, 8, 9, 10, 11, 12, 13, 14] will
be used to interpret syndrome information that
is collected by making parity measurements over

the physical qubits of a code, to determine the er-
rors it experiences. It is important to design high-
performance and practical decoding algorithms to
minimise the number of failure mechanisms that
lead to a logical qubit error in real quantum sys-
tems. Such algorithms will reduce the high re-
source cost of encoding logical qubits, as better
decoding algorithms will allow us to achieve a tar-
get rate of logical failures using fewer physical
qubits.

Topological codes, such as the surface code [15,
16, 7, 17] and color code [18, 19, 20, 21|,
are among the most promising quantum error-
correcting codes to be realised with quantum
technology that is now under development [22,
23, 24, 25, 26, 27|. This is due to their lay-
out which can be realised with a planar array
of qubits with only nearest-neighbour interac-
tions, and their demonstrated high threshold er-
ror rates, such that they can function under sig-
nificant laboratory noise. A well-established class
of decoders for the surface code |7, 28, 29, 17] is
based on the minimum-weight perfect-matching
algorithm (MWPM) [30, 7, 31]. We colloqui-
ally refer to these decoders as matching decoders.
Matching decoders give rise to high thresholds
for topological codes, and have been demon-
strated to be highly versatile in that they can
be adapted to correct for different noise mod-
els [32, 33, 34, 35, 36, 37, 38, 39, 40|, as well
as different codes [41, 42, 43|, including the color
code [44, 45, 46, 47, 48, 49| and surface code vari-
ants [50, 51, 52, 53, 54]. See the perspective arti-
cle, Ref. [55] for a discussion.

A matching decoder exploits the structure of
the code to identify errors which likely caused
the error syndrome. Specifically, we take sub-
sets of the syndrome data and represent them
on a lattice, such that this syndrome data re-
spects certain symmetries of the code [15, 41, 55].
These symmetries are characterised by the fact
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that errors produce syndrome violations, com-
monly known as defects, in pairs over the lattice.
Given such a lattice, the MWPM algorithm can
be used to pair spatially local defects. In turn,
this pairing can be interpreted to identify an error
that is likely to have given rise to the syndrome,
such that a correction that recovers the encoded
state can be determined.

The performance of a matching decoder is de-
termined by the choice of syndrome lattice. The
surface code has consistently demonstrated high
thresholds by concentrating on syndrome lattices
which correct for bit-flip errors and dephasing
errors separately. However, without additional
decoding steps [56, 45, 57|, such decoders can-
not identify correlations between these two error
types that occur in common error models such as
depolarising noise. See for example Refs. [8, 56|
where candid discussions are presented on the
limitations of matching decoder variations cor-
recting for depolarising noise. In this work, we
introduce a syndrome lattice for the surface code
that accounts for correlations between bit-flip and
dephasing errors, which we obtain by exploiting
a correspondence between the surface code and
the color code, commonly known as an unfold-
ing map [58, 59, 60, 61|. Through this mapping,
we can adopt color code decoding algorithms to
correct noise on the surface code. Indeed, a syn-
drome lattice for our decoder naturally ensues
by adapting the decoding methods introduced in
Ref. [48].

We find that our unified decoder determines a
least-weight correction for all weight d/2 depolar-
ising noise errors for surface codes with even dis-
tance d. As such, in the limit of low error rate, we
obtain optimal logical failure rates. In contrast,
conventional matching decoders that do not ac-
count for correlated errors have a logical failure
rate O(2%2) a factor higher than the decoder we
present. We adopt a number of methods to anal-
yse the performance of our decoder at low error
rates. We first evaluate the number of weight d/2
errors that should lead to a logical failure for both
our matching decoder, as well as a conventional
matching decoder. We verify our expressions with
exhaustive searching of weight d/2 errors. In ad-
dition, we measure the logical failure rate of our
decoder using the splitting method [62, 63]. We
find the numerical results we obtain to be con-
sistent with our analytic results in the limit of

vanishing physical error rate, thereby verifying
the performance of our decoder in comparison to
We also show that the
threshold of our decoder is comparable to more
conventional decoding methods. Finally, we in-
vestigate the performance of our scheme to de-
code the color code undergoing bit-flip noise. We
find our analysis sheds light on the role of entropy
in quantum error correction with the matching
decoders that are central to our study [64, 65, 66].
The remainder of this manuscript is structured
as follows. In Sec. 2, we briefly review the quan-
tum error-correcting codes of relevance in this
study, namely the surface code and color code.
In Sec. 3, we review the symmetries of the color
code, and how they are used to obtain matching
decoders. We also explain why the unified de-
coder is capable of decoding high-weight errors.
In Sec. 4, we describe the mapping from surface to
color code, and introduce a noise mapping from
depolarising errors on the surface code to a bit-
flip noise on the color code. We present the re-
sults supporting the out-performance of the uni-
fied decoder over its restricted counterpart under
depolarising noise on the surface code in Sec. 5,
and we present results using the same decoder to
correct bit-flip noise on the color code in Sec. 6.
We finally offer concluding remarks in Sec. 7.

conventional decoders.

2  Preliminaries

In this section we introduce the surface code and
the color code, both of which are central to this
work. We begin by stating the stabilizer formal-
ism we use to describe these codes.

2.1 The stabilizer formalism

Quantum-error correcting codes are designed to
protect logical information that is encoded in a
subspace of a larger physical Hilbert space. This
subspace is called the code space. A large class of
QEC codes are readily described using the stabi-
lizer formalism [67], whereby a QEC code is de-
fined by an Abelian subgroup of the Pauli group
P, known as the stabilizer group & € P. Up
to phases, the Pauli group on n qubits is gen-
erated by the operators n-qubit Pauli matrices
X,y and Z,; which respectively denote the stan-
dard Pauli-X and Pauli-Z operatorss acting on
qubit ¢g. The code space of a stabilizer code is
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Figure 1: The distance-7 unrotated surface code with
qubits on the edges. (a) An X-type (star) parity check
operator. (b) A Z-type (face) parity check operator.
(c,d,e) Single-qubit X, Y and Z errors and their syn-
dromes. (f) A vertical X logical operator. (g) A hori-
zontal Z logical operator.

the +1 eigenspace of all of its elements, namely
slp) = [y Vs € S, where the code space is
spanned by eigenstates |1).

A stabilizer code is capable of detecting er-
rors locally, without revealing information of the
global encoded state. We consider Pauli errors £
that act on the code qubits. If an error E anti-
commutes with a subset of the stabilizer gener-
ators, when these are measured we obtain a set
of syndrome defects to be used for error correc-
tion. We refer to a syndrome defect where a sta-
bilizer measurement returns a negative outcome,
ie. SyE = —ESy.

A correction C can be found and applied to
return the code to the ground subspace such that
CFE € S, and recover the encoded logical state
|). We obtain C' using a decoding algorithm
that is designed to determine a highly probable
error giving rise to a measured syndrome, given
a known error model where we assume errors are
introduced at a low rate. In general, an [n,k, d]
quantum code is characterised by the number of
physical qubits n, the number of logical qubits
k that they encode, and a code distance d given
by the minimum weight of an error configuration
triggering a logical error.

2.2  The surface code

We define the surface code on a two-dimensional
square lattice with boundaries, see Fig. 1 [15, 7].
A single physical qubit is supported on each edge
e of the lattice. The stabilizer group of the surface
code is generated by vertex operators and face
operators, denoted A, and By, respectively. A
vertex operator is defined at each site v of the lat-
tice, acting on the qubits located on the incident
edges E, on the vertex, such that A, = l.ecp, Xe.
Similarly, we define an operator By = Ilecp, Z,
on each face f of the lattice, where the set Ky
of edges is adjacent to the face f. On this pla-
nar variant of the surface code, the product of Z
(X) stabilizer operators creates a smooth (rough)
boundary at the top and bottom (left and right)
of the lattice. A string of Pauli operators termi-
nating at the rough (smooth) boundaries generate
logical Z (X)) operations on this encoded qubit,
as shown in Fig. 1., see Refs. [16, 7| for details.

In this work, we propose and implement a
matching decoder to correct for the surface code
undergoing an independent and identically dis-
tributed depolarising noise model. This error
model is such that each qubit experiences either a
Pauli-X, -Y', or -Z error with probability p/3, or
no error with probability (1 —p). We indicate ex-
amples of these single-qubit errors and their cor-
responding syndromes in Fig. 1.

2.3 The color code

We obtain a decoder for the surface code under-
going depolarising noise by mapping its syndrome
onto that of the color code. Here we briefly de-
scribe the basic features of the color code, intro-
duced in Ref. [18].

The color code is defined on a three-colorable
two-dimensional lattice. We will focus on the
regular square-octagon color code with square
boundaries, see Fig. 2. Physical qubits are lo-
cated on the vertices of the lattice, v, and each
face f supports two stabilizer operators S}D =
[lver, Pe where P € {X,Z} and Ey denotes the
qubits on the boundaries of face f.

We define a set of color labels red, green and
blue in bold C = {r,g,b}, and each face of the
code is assigned a label u € C such that no two
faces of the same color touch.

We also assign colors to boundaries. The lat-
tice of interest in Fig. 2 has differently colored
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Figure 2: The distance-8 square-octagonal color code
with square boundaries. (a) An octagonal stabilizer gen-
erator. (b) A square stabilizer generator. (c) a single-
qubit X-error. (d) A two-qubit X-error. (e) A horizontal
logical operator.

boundaries on its four sides and corners, outlined
with their appropriate colors. To be precise, we
attribute a color label to a boundary such that
the qubits lying on a boundary of color u € C do
not support a face of color u. A corner on the
lattice is attributed a color u if its vertex only
supports one face of color u. We find a u-colored
corner at a vertex where two boundaries of col-
ors v and w overlap where u # v # w # u. We
note that a corner of color u is also a member of
its two adjacent boundaries that must necessarily
have colors v and w.

The color code lattice we consider in Fig. 2 fea-
tures two green boundaries, two blue boundaries,
and four red corners. We henceforth refer to the
instance of the square-octagon color code shown
in Fig. 2 merely as the color code, and alterna-
tively as the square-boundary color code when
paying specific attention to its boundary condi-
tions.

The color code encodes two logical qubits with
an even code distance d, using n = 2(d — 1)% + 2
physical qubits. We define representatives of the
logical operators of the code as follows:

Xu= ][] Xvand Zy = [] Z, (1)

vEdu VESU

where the product is taken over qubits lying on a
boundary du of color u = g, b, and obey the com-
mutation relation XyZy = —Zy X, if and only
if u # v. Otherwise, logical operators commute.
These represent strings terminating at opposite

Figure 3: The manifold which preserves the global sym-
metry of the square-octagonal color code is a punctured
torus.

boundaries of the same color, of which we show
an example in Fig. 2(e).
our interest to the Pauli-Z stabilizer generators
of the color code, and as such we omit the super-
script label indicating the stabilizer type, such
that Sy = SfZ . We show examples of an octago-
nal and a square stabilizer Sy in Fig. 2 (a) and (b)
respectively. We note that a defect is attributed
the color from C of the violated stabilizer it lies
on, and discuss the decoding of the color code in
Sec. 3.

For now, we restrict

3 Materialised symmetries and decod-
ing

In this section, we review the concept of materi-
alised symmetries for topological quantum codes
introduced in Refs. [15, 41, 48, 55|. These symme-
tries give rise to a parity conservation law on syn-
drome defects, that is, any error creates an even
number of defects on the symmetry. We exploit
this parity conservation law to make a matching
decoder for the square-boundary color code. In
Ref. [48], a global symmetry termed the unified
lattice was derived for the triangular color code
with a single red, blue and green boundary. No-
tably, the unified lattice presented in Ref. [4§]
had the topology of a Mobius strip. Due to the
unified lattice’s improved capacity to handle cor-
rectable errors at the boundary [68], Ref. [48] re-
ported improvements in both the threshold and
logical failure rates for the triangular color code
using decoding on the unified lattice. Motivated
by this, we introduce a unified decoder for the
color code presented in Sec. 2.3. In addition to in-
troducing the unified lattice decoder, we will also
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review the matching decoder on the restricted lat-
tice |44, 45, 46, 47, 49]. In later sections, we
will compare the restricted-lattice decoder to the
unified-lattice decoder.

3.1 Symmetries of the color code

We use symmetries to obtain matching decoders.
We define a symmetry as a subset of stabilizers

Y such that
[[s=1 (2)
seEX

This definition is such that the elements of the
symmetry ¥ necessarily give rise to an even num-
ber of syndrome defects under any error. Given
an appropriate choice of ¥ we can thus design a
matching decoder, demonstrated with a number
of examples |7, 44, 45, 35, 36, 37, 42, 69, 48, 49,
43, 70] which are summarised in Ref. [55].

We find the symmetries of the color code by
considering subsets of its stabilizer generators
with specific colors [45, 48]. Our goal is to derive
a single ‘unifying’ symmetry for the color code
with boundaries. We also investigate other color
code decoders based on restricted lattices. Inter-
estingly, we find that the square-boundary color
code has a unified lattice with a topology that is
distinct from that in Ref. [48], and is given by the
manifold in Fig. 3. In this subsection, we show
how to derive this unified lattice for the square
boundary color code, which we will adopt in our
matching decoder implementation.

Prior work has established a specific set of bulk
symmetries, referred to as restricted lattices on
the color code [45]. A uv-restricted lattice, de-
noted by Ry (where u # v # w # u), is defined

Rw = {{St}col() 2w} (3)

We show the restricted lattices Ry, Ry, and Rg
in Fig. 4(a). Errors in the bulk of the color code
preserve defect parity on any single restricted lat-
tice. We show examples of bulk errors on the re-
stricted lattices in Fig. 4(a), where the bottom
left error on the lattice flips a single qubit and
creates a single defect of each color, and the top
right error flips two qubits, and creates two green
defects.

Note that the restricted lattices are not symme-
tries for the color code with boundaries. Errors
at the boundary may give rise to a single defect
on the restricted lattice, see the error in Fig. 4(a)

(bottom right). We must therefore introduce a
boundary operator to complete the restricted lat-
tice symmetry; see Refs. [48, 55| for discussions
on boundary operators.

We introduce a boundary operator for each re-
stricted lattice, defined as

I sy (4)
col(f)#w

bu =

where we take the product over all faces of the
restricted lattice, i.e. those not colored u. This
operator is highlighted for each restricted lattice
in Fig. 4(b). We note that the boundary operator
by is supported on all boundaries and corners that
are not u-colored.

We find that the inclusion of the boundary op-
erator with its restricted lattice gives rise to a
materialised symmetry [48]. A set that includes
this boundary operator, by, together with the face
operators of its respective restricted lattice, Ry,
completes a symmetry and thereby allows us to
match lone defects on the restricted lattice to the
boundary. Explicitly, we write this symmetry as
follows

2u = {meu},

H s=1. (5)

SEXu

We now derive a global symmetry by taking
products of smaller symmetries. Relationships
among the boundary operators reveal that re-
stricted lattices can be unified by their bound-
aries, brbgbp, = 1. This is discussed in gener-
ality in Ref. [48]. Let us describe this unifica-
tion procedure in steps. We start by examining
the subproduct bpbg of this equation; this is es-
sentially the combination of the gb and rb re-
stricted lattices, as in Fig. 4(b) (centre right). Be-
cause the qubits at the right (left) of R, are the
same as those on the left (right) of a horizontally
flipped R, this product stitches the symmetries
together, thus forming a cylinder. We now add
by, the product of all faces on R, to this subprod-
uct. Analogously, the qubits at the top (bottom)
of R, are the same as that on the bottom (top)
of a vertically flipped Ry, and we join them ac-
cordingly, as in Fig. 4(b) (left). This creates the
manifold seen in Fig. 3.

We now provide an alternate explanation of
the stitching procedure adopted to produce the
unified lattice. To do so, we consider the syn-
dromes created by errors at the lattice bound-
ary. Let us specifically consider a single qubit
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Figure 4: (a) One and two-qubit errors with the corresponding syndromes on the three restricted lattices of the d = 6
color code. (b) Stitching the lattices together along the boundary operators. (c) Edge weights for the matching
graph. This configuration is empirically chosen to correct for all expected minimum-weight uncorrectable errors, but

is non-unique.

error at the lattice boundary, such as the single
error shown at the green boundary in Fig. 4(a)
(bottom right). We concentrate our attention
on the two single defects created by this error
on both the R, and Ry lattices. Ideally, these
defects should be paired by a single low-weight
edge. As such, we can consider stitching these
two restricted lattices together along the green
boundary, such that these two defects are adja-
cent on the unified lattice. Next, by analogy, we
join Ry with Rg along the b boundaries. The sys-
tem takes on the topology of a torus with a disk-
shaped puncture, again resulting in the manifold
of Fig. 3.

Let us additionally examine a single qubit er-
ror at the corner of the lattice to show how we
stitch the corners of the unified lattice. See for
example the top left error in Fig. 4(a). This error
produces syndromes only on Ry, and Rg, not on
Ry. Consequently, we would like our matching
decoder to pair defects across any corner of Ry,
to the equivalent corner of Rg. This manifests
on the unified lattice as a string stretching from
the top of the cylinder diagonally across to the
sheet-like handle.

3.2 Matching decoders and code symmetries

We can use symmetries to design decoders
based on minimum-weight perfect matching. See
Ref. [55] for a discussion. Here, let us briefly re-
view the restricted-lattice decoder and the unified
lattice decoder that we use throughout this work.

Prior work has proposed using the individual
restricted lattices for error correction [49]. In the
restriction-lattice decoder, defects on each of the
Rg and Ry, lattices are matched within the lat-
tice or to the boundary operator that completes
the symmetry to produce local correction oper-
ators {Cg,Cp}. In Fig.5(a), for instance, these
consist of Pauli corrections on the qubits lying
along the highlighted paths. In order to apply
a global correction, the union of the local correc-
tion operators Cg UCy, is applied to the underlying
physical qubits.

The unified lattice is obtained from the global
symmetry of the color code described in the pre-
vious subsection, on which errors give rise to
pairs of defects. Given a collection of defects
on the unified lattice, the matching-based decod-
ing problem reduces to finding a pairing between
these defects that is created by an underlying er-
ror with maximal probability. Towards this goal,
a matching between a pair of defects is assigned
a weight inversely dependent on the probabil-
ity of errors on all the qubits along the shortest
path connecting the two. As a result, decoding
is equivalent to finding the perfect matching of
minimum weight on this weighted graph on the
unified lattice.

It was seen in Ref. [48] that the choice of edge
weights on this graph can be determined by ex-
amining simple error patterns at the bulk, bound-
ary and corners of the unified lattice. We apply
the same basic concept in this work, but we set
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the edge weights as free parameters w4 to bulk
edges on Rg and Ry, and wp on Ry, as shown
in Fig 4(c), where we adopt a matching graph
which allows for the correction of all expected er-
rors when the global symmetry is respected. In
the following sections, specific weights were found
by numerical tests depending on the noise model.

Given a matching on a particular lattice — uni-
fied or restricted — we now lay out the procedure
to obtain the relevant correction to the logical
qubit subjected to X errors on the underlying
physical qubits. Note that the following proce-
dure is valid for both the restricted and unified
lattices. We first apply the Pauli-Z corrections
to qubits along the shortest paths determined by
the matching algorithm. This returns the logical
qubit to the code space. During this process, we
track the parity of a logical operator, here the ver-
tical Z logical depicted in Fig. 5. We successfully
return the encoded qubit to the correct logical
state if the decoding algorithm has determined
that the parity of matched paths across this log-
ical is the same as the parity of physical Pauli
errors on the qubits along the logical, a method
discussed in more detail in Ref. [55, 48]. For ex-
ample, in Fig. 5, if the decoder finds the yellow
matching, the corresponding correction, together
with the initial error, applies X to the encoded
qubit; the grey matching returns the lattice to
the correct state. Henceforth, we will refer to the
MWPM-based decoder applied to syndrome data
on the restricted (unified) lattice as the restricted
(unified) decoder.

4 Mapping surface code errors to
color code errors

We have introduced the surface code and the
color code in the previous section, and proposed
a decoding procedure for bit-flip errors acting
on the color code by matching on either the re-
stricted lattice or the unified lattice. We now
describe the local mapping from the surface code
onto the square-octagonal color code, inspired by
the unfolding of the color code [59], and intro-
duce a mapping from depolarising errors on the
former to correlated bit-flip errors on the latter.
We exploit this mapping to adopt the restricted-
lattice and unified-lattice color code decoder for
the surface code undergoing depolarising noise.
The two-dimensional color code is locally

2wy + 3wy + 5wp + (wa + wp)

= 6wy + 6wp

e 2wy + 3wy + 3wp + (w4 + wp)

= 6wy +4wp

Matching Path
Correct

Incorrect
..... Both

Figure 5: Here we consider a weight-4 error on a d = 8
color code lattice, which can be interpreted as a weight-
2 error on the d = 4 surface code as per Sec. 4, further
shown in Fig. 7. We examine correction operators found
by matching using (a) the restricted decoder, and (b) the
unified decoder. A correct (incorrect) pairing of defects
that returns the encoded qubit to the correct (incorrect)
state in the logical subspace is depicted in grey (yellow).
Matching on the restricted lattice is unable to reliably
determine the correct defect pairing. Matching on the
unified lattice correctly pairs the syndrome defects when
the error string contains a Pauli-Y error, by having a
demonstrably lower weight.

equivalent to two copies of the surface code |71,
58, 60, 59, 61|. We first describe this equivalence
via operators, before providing a formalism to re-
construct it. As a guide for the mapping, we show
the surface code in blue overlaid with the color
code in Fig. 6(a). The figure additionally depicts
a second copy of the surface code in green, laid
out on the dual lattice, that duplicates the syn-
drome of the blue copy. Considering two copies of
the duplicate syndrome facilitates the unfolding
map between two copies of the surface code and
the color code.

Let us begin by stating the equivalence between
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Figure 6: The surface-color code mapping. (a) The color code with an overlay of two surface codes - blue and
green - to indicate their positioning with respect to the color code stabilizers, along with weight-2 bit-flip errors and
their syndromes on the color code. (b) Correspondence of the indicated weight-2 bit-flip errors on the color code to
single-qubit depolarising noise on the surface codes. For a given error on the color code in (a), the corresponding error
for the blue (green) surface code is shown on the blue (green) edge across the red squares in (i-iii), with the surface
code stabilizer measurements to its left and top displayed in the same color. (c) Stabilizers and logical operators of
the [4,2,2] code defined on a single square with qubits on its vertices. The displayed orientation is used for a red
square traversed by a horizontal (vertical) edge of the blue (green) surface code. In the alternate case, an orientation
rotated by 90° applies. (d,e) Stabilizers of the (d) blue and (e) green surface codes obtained from the mapping in
Sec. 4. The star operators of the blue (green) surface code are Pauli-X stabilizers, where each X operator is encoded
as the logical X1(X5) operator of the [4,2,2] codes shown in (c). The face operators are Pauli-Z stabilizers where

each Z operator is encoded as the logical Z;(Z3) operator of the [4,2,2] codes.

the different lattice elements under this mapping,
by considering the surface code displayed with a
blue lattice in Fig. 6(a). First, we map the ver-
tex and face operators of this blue surface code
onto octagonal face operators of the color code.
Specifically, each surface code star operator cor-
responds to a blue octagon Sy of the color code
and, likewise, each face operator of the surface
code corresponds to a green octagonal face oper-
ator in the color code picture Sy. This is shown in
Fig. 6(a), where the star and face operators of the
blue surface code align with their corresponding
color code stabilizers exactly, thereby illustrat-
ing this mapping. We also show the surface code
displayed with a green lattice, which represents
a rotation of the blue counterpart, and where a
similar argument holds.

Now that we have identified stars and plaque-
ttes of each surface code with octagonal face op-
erators of the color code, we must choose errors in
the color code picture that give rise to equivalent
syndromes in the surface code picture. A Pauli-Z
error on the surface code will violate its two adja-
cent vertex operators, as shown in Fig. 1. In the
color code picture, this error will violate the cor-

responding blue octagonal operators as shown in
Fig. 6(b)(i) where we indicate this Z-flip on the
blue surface code edge. To obtain this violation
in the color code picture, we add two horizon-
tal bit-flip errors onto the single red face of the
color code on which the edge lies such that its two
adjacent blue octagons support a syndrome, see
Fig. 6(a). Similarly, a Pauli-X error in the sur-
face code picture will violate two adjacent face
operators, which correspond to green octagons in
the color code picture in Fig. 6(b)(ii). We find
that the error in the color code picture that vi-
olates these appropriate color code octagons is a
pair of bit-flip errors lying vertically on a single
red square-shaped face operator shown in the cor-
responding diagram in Fig. 6(a).

We can obtain a Pauli-Y error by adding a
Pauli-Z error and a Pauli-X error to the same red
face of the color code, which results in a diagonal
bit-flip pair on the latter. Since the surface code
defined using the green lattice is rotated, so is
the orientation of the errors it detects, namely a
horizontal(vertical) pair of bit-flips on such a red
plaquette in the color code picture corresponds to
a Pauli-X (Z) error, also shown in Fig. 6(a) and
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(b).

We have now proposed an error model that vi-
olates pairs of either blue or green face operators
according to the mapping from the surface code
undergoing a depolarising noise model. As we
have alluded, single qubit errors in the surface
code picture correspond to two-qubit errors sup-
ported on individual red faces of the color code.
Indeed, we see that the edges in the surface code
picture each have an underlying red face opera-
tor in the color code picture, where the red square
inherits an orientation from the underlying edge.
We therefore identify qubits in the surface code
picture with red faces in the color code picture.
In what follows, it will be helpful to keep this
identification in mind as we describe the map-
ping more rigorously. We note that this mapping
is non-trivial in the sense that the commutation
relations of the errors are not preserved. Never-
theless, we find a valid decoder for the surface
code with the equivalence we have proposed.

Let us make this mapping more concrete us-
ing the more rigorous language of the unfolding
map |58, 60, 59]. Specifically, we duplicate the
surface code supporting the syndrome, where the
second copy differs from the first by a transversal
Hadamard rotation. We show the duplicate sur-
face code syndrome on the dual lattice in green
in Fig. 6. We then put the two duplicate copies
through a folding map, see e.g. Refs. [58, 59, 61].
Specifically, we will consider the unfolding map of
Ref. [61] where pairs of surface code qubits are en-
coded with the [4, 2, 2]-code. See also Ref. [72] on
this equivalence. This four-qubit code can be re-
garded as an inner code for a concatenated model
with the surface code as the outer code. All to-
gether, this concatenated model gives the square-
octagon color code we have studied throughout
this work.

Under this mapping, the inner [4,2,2] code
can be regarded as a red face of the color code.
Indeed each disjoint red face supports the four
qubits of the [4,2,2] code lying on its vertices
as shown in Fig. 6(c). Furthermore, the sta-
bilizer group of the inner code is generated by
SX = XXXX and S% = ZZZZ, which coin-
cide with the red face operators of the square-
octagon color code. Moreover, the inner code en-
codes two logical qubits represented by the oper-
ators X1 = XIXI, Zy = ZZII, X9 = XXII
and Zo = ZIZI visualised per the convention in

Fig. 6(c).

We then express the stabilizers of the blue
and green surface codes respectively, using the
two logical operators of the inner code {X1, 21}
and {X5, Zs}, where the first(second) qubit en-
codes the blue(green) copy of the surface code,
as shown in Fig. 6(d) (Fig. 6(e)). We emphasise
that that the orientation of the edge qubit of the
surface code dictates the orientation of the encod-
ing of the [4,2,2] code. See Fig. 6(c). Indeed, a
red square associated with a horizontal (vertical)
edge of the blue (green) surface code is encoded
as per Fig. 6(c), but when traversed by a verti-
cal edge, this encoding must be rotated by 90° to
preserve our mapping.

Hence, in this mapping, a Pauli operator on a
surface code qubit corresponds to a pair of Pauli
operators on the red stabilizer lying on the asso-
ciated edge, where this pair defines the appropri-
ate logical operator of the [4,2,2] code. This is
summarised in the following equivalences between
stabilizers of the surface codes, color codes, and
product of logical operators of the inner code

Ss):{c,b = Sfb = H 7’1" (6)
redf

Sécp =57 = I;Ifii (7)
re

Sicg = S7g = lgffé (8)
re

SScg=5fb =11 22 (9)
redf

where the product over r € df indicates that the
logical operator is applied to all four red square
operators on the boundary of the appropriate
color code stabilizer.

Finally, since the surface code on the green lat-
tice is a duplicate of its blue counterpart up to
a Hadamard rotation, we identify certain logical
operators of the inner code to complete our map-
ping. Indeed, under the duplication, with the
Hadamard rotation, we have the following rela-
tions between pairs of logical operators of the in-
ner code, namely X1 = Z5 and Z; = X,. This
ensures the syndrome correspondence in Fig. 6(a)
such that all depolarising errors on the surface
code now have a one-to-one correspondence with
a commuting two-qubit bit-flip error model. Most
importantly, this enables us to use a decoder for a
CSS code [3, 73] to correct after depolarising noise
on the surface code, represented in the color code
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picture.

5 Surface code performance under de-
polarising noise

In this section, we study the surface code under
depolarising Pauli noise on data qubits and per-
fect measurements. We compare the performance
of the surface code decoder we have introduced
to the conventional matching decoder. Under the
mapping, these correspond to the unified decoder
and the restricted decoder, respectively.

Our analysis begins by counting the num-
ber of minimum-weight uncorrectable errors on
the lattice for each decoder. The unified de-
coder provides an advantage that results in a
logical error rate suppression in the low physi-
cal error-rate regime. We interrogate our ana-
lytical estimates numerically using the splitting
method [63]. Additionally, we investigate the
threshold performance of the code numerically us-
ing PyMatching [31].

5.1  Correcting Pauli-Y errors on the surface
code

Under depolarising noise, p(Y) = p(X) = p(Z).
Since Y = X7, breaking Y's down into X and
Z creates correlated X and Z errors and corre-
sponding correlated syndromes among the star
and plaquette stabilizers. However, these corre-
lations generally elude decoders which treat X
and Z errors independently. As we will argue,
the unified decoder identifies these correlations.
We use the unified decoder on the syndrome
of the surface code mapped onto the color code
lattice to correct for a depolarising noise model.
This is motivated by the ability of such a decoder
to identify Pauli-Y errors on the surface code,
since each one gives rise to a distinct syndrome
pattern on the unified lattice. Indeed, a Pauli-X
error on the blue surface code introduces a syn-
drome defect on R, and Ry as shown in Fig. 6.
Similarly, a Pauli-Z error leads to a syndrome on
Rr and Rg, and finally a Pauli-Y error is distin-
guished by its syndrome featuring on all three
restricted lattices. Hence, we find that in the
presence of at least one Y error, decoding on the
unified lattice captures correlations that any one
or pair of restricted lattices remain oblivious to.

()
-2 ——
()

Figure 7. The d = 4 surface code, with depolarising
errors giving rise to the corresponding set of syndrome
defects seen in Fig. 5 on the color code.

To illustrate our argument, we provide an ex-
ample of a minimum-weight uncorrectable error
on the surface code with one Pauli-Y that corre-
sponds to a weight d/2 bit-flip error on the color
code in Fig. 5. Note that due to the presence of
a diagonal bit-flip pair on a red stabilizer of the
color code, the syndrome on the unified decoder
spans all three sub-lattices and a lower-weight
matching path emerges for the successful correc-
tion (Fig. 5(a)). We numerically find that this
improvement from the unified decoder is valid for
a range of values of weights w4 and wpg in the
matching graph depicted in Fig. 4(c). For exam-
ple, wa = wp = 1 achieves an optimal number of
successful corrections.

5.2 Path-counting of failure mechanisms

The advantages of using the unified-lattice de-
coder are very apparent in the limit where physi-
cal error rates p are low. In the regime of asymp-
totically low p, the logical failure rate is dom-
inated by minimum-weight failure mechanisms,
such that the following holds

Py, := limP(p,n) ~ Nfailpd/2 (10)
p—0

where Ngyy is the entropic term that denotes the
number of least-weight errors leading to a logical
failure.

In what follows we evaluate the entropic term
for both the restricted-lattice decoder and the
unified lattice decoder, Ngi and Nfg?li respec-
tively. We find the restricted-lattice decoder has
an exponentially larger number of failure mech-
anisms in the low error rate regime than the
unified-lattice decoder as a function of the code
distance:

e /N

ail —

24/2, (11)

We attribute this factor to the ability of the
unified-lattice decoder to identify the occurrence
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of Pauli-Y errors. First, we count Ni% and N@
exactly. In the following section we interrogate
the relative performance of the two decoders nu-
merically, and verify our expressions with exhaus-
tive testing.

We now evaluate the number of least-weight
errors that lead the surface code to failure using
the restricted-lattice decoder. This decoder can-
not distinguish between Pauli-Z or Pauli-Y errors.
As such we count the number of weight d/2 con-
figurations of errors along a major row of the color
code lattice, where we say a major row is a row of
d red plaquettes. In contrast, a minor row of the
lattice is a row of d — 1 red color code plaquettes.
Since the lattice is square, it supports d major
rows and d — 1 minor rows.

The probability of d/2 Pauli-Z or Pauli-Y er-
rors occurring is (1—p)"~%2(2p/3)#2. There are
d major rows on which one of these error con-
figurations can occur, and on each of these rows,
there are d! x (d/2)!=2 distinct configurations the
d/2 errors can find on the d plaquettes of the ma-
jor row. We therefore find that

PﬁZZ(lpW3<§>(3u%;®) (12)

(@) 19

where we include an additional prefactor of one
half due to the matching decoder correctly guess-
ing a correction that successfully corrected the
error with probability 1/2 and, on the right hand
side, we assume that 1 —p ~ 1 in the limit of very
small p. Expressing the equation this way allows
us to read off the entropic term

[SI[oH

N = o (?) @37 ()
2\3

We verify Eq. 14 by exhaustively testing the
restricted-lattice decoder for all configurations of
weight d/2 across the lattice of distances d = 4,6
and 8.

Let us next evaluate the entropic term for the
unified-lattice decoder. As discussed in Sec. 5.1,
unlike the restricted-lattice decoder, the unified-
lattice decoder allows us to identify correlations
between the syndromes caused by Pauli-Y er-
rors to distinguish Pauli-Y errors from Pauli-Z
errors. The unified-lattice decoder fails when
d/2 Pauli-Z errors are configured along a major

row of the lattice. This occurs with probability
(1—p)"~%2(p/3)%2. These errors may be config-
ured along the d sites of one of the d major rows.
We therefore obtain a logical failure rate in the

low error rate limit
2p >
_ 15
)(Nl—m (15)

(16)

[S]ISW

—suni nd
Py, =(1-p) 2<

~5(3) 5

where, as in the restricted-lattice decoder case, a
factor 1/2 is included to account for error con-
figurations where the decoder guesses the correct
solution. We can therefore identify the entropic
term for the unified-lattice decoder

via NI QL

e,

N = ;l(if) aB.an
2

We again verify this numerically by exhaustively
generating all errors of weight d/2 on the lattice,
and decoding each error using the unified lattice
for surface code distances d = 4,6 and 8, using
different values of w4 and wg. We find that a
range of weight configurations minimises the en-
tropic term by achieving Eq. 17, with the con-
straint that 0 < wp < J, where § is a constant
changing with code distance. We numerically find
that when ws =~ wpg, the entropic term is recov-
ered. With Eq. 14 and Eq. 17 evaluated, the ratio
stated at the beginning of this subsection, Eq. 11
is readily checked.

5.3  Low error-rate performance

We adopt the splitting method [63] for the sim-
ulation of rare events, in order to numerically
investigate logical failure rates at low physical
error rates p. These estimates are used to nu-
merically verify the analytical expressions derived
from path-counting in Sec. 5.2.

As discussed in Refs. [63, 66|, the splitting
method is used to evaluate ratios of logical fail-
ure rates R; = P(p;j,n)/P(pj+1,n) evaluated at
physical error rates p; and pjy; that are simi-
lar. The product of many such ratios can be used
to interpolate between the high error rate regime
where logical failure rates can be obtained us-
ing Monte Carlo sampling, and the path-counting
regime discussed in the previous subsection where
logical error rates are very small. Each term in
a given ratio is evaluated by averaging over a
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Figure 8: The logical failure rate data (in logarithmic
scale) for the surface code under low physical error rates
computed using the splitting method [63] to test the re-
stricted and unified decoders for even surface code dis-
tances. The dashed and solid lines respectively indicate
the fits obtained using Egs. 14 and 17 for the restricted
and unified decoders.

sample of failure paths drawn from the appropri-
ate error distribution. We note that when sam-
pling these errors, we heuristically chose a num-
ber of steps such that statistical fluctuations are
smaller than the desired logical error rate pre-
cision, and discard 50% of the total generated
Metropolis samples to ensure that the mixing
time of the Markov process was surpassed. We
adopt the heuristic sequence of ratios R; with
physical error rates pj; 1 = pj2ﬂ/\/“’7, as pro-
posed in Ref. [63] to minimise statistical error,
where w; = max(d/2,pjn) for a code distance d.
We use this splitting method to numerically in-
terpolate between initial estimates obtained us-
ing Monte Carlo sampling at p = 5%, and the
analytical path counting results in the low error
rate regime derived in Sec. 5.2. Our numerical
results show good agreement with our analyti-
cal estimates for the logical error rates for both
the restricted and unified decoders. In Fig. 8 we
compare logical failure rates obtained with the
splitting method to our analytical expressions.

5.4 Thresholds

The threshold is a critical physical error rate piy
below which a topological code is protected such
that error correction succeeds with an probability
exponentially suppressed as the code distance in-
creases. Decoding becomes ineffective above this
threshold, and the logical failure rate increases
with the size of the code. We fit the logical fail-

ure rate data from Monte Carlo sampling near
the threshold to a second order Taylor function
given by

f=Ax*+ Bz +C (18)

where x is the re-scaled error rate = = (p—py)"/¥

[28]. We find a fitted threshold of py, ~ 15.4(7)%
for the restricted decoder under depolarising er-
rors using the data shown in Fig. 9, where we
obtain a fitted critical exponent v = 0.611, and
Taylor fit constants A = 0.471, B = 0.540 and
C = 0.153. For the unified decoder, we find
that the threshold estimate varies slightly with
the chosen values of w4 and wg. We considered
multiple weights wp with fixed wq = 1 for edges
of the matching graph in Fig. 4(c), and find a
threshold of py, ~ 15.2(1)% using wy = 1 for
wp = 0.5, as shown in Fig. 9 where v = 0.664,
A = 0.606, B = 0.452 and C = 0.127. We pro-
vide the data for different weight configurations
in Appendix B, where the threshold is still com-
parable to that of the standard surface code, with
a minor discrepancy.

6 Color code performance under bit-
flip noise

In this section, we compare the performance of
the restricted and unified decoders used to decode
the color code undergoing independent and iden-
tically distributed bit-flip noise and perfect mea-
surements, where a bit flip occurs on each qubit
with probability p. We begin by counting the
number of minimum-weight uncorrectable errors
on the lattice for each decoder. We show that us-
ing the unified decoder achieves a higher success
rate, providing an advantage in the low physical
error-rate regime. We verify the estimates nu-
merically using the splitting method as was done
in Sec. 5.3 [63], as well as direct Monte Carlo
sampling. We investigate the threshold perfor-
mance of the code numerically assuming perfect
measurements.

6.1 Path-counting

We start by counting the number of minimum-
weight uncorrectable error configurations on each
row of the color code ngy of distance D sup-
porting M = % square plaquettes. We define
these new parameters to avoid confusion with the

surface code parameters used in earlier sections.
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Figure 9: The logical failure rate P (in logarithmic
scale) as a function of physical error rate p for the re-
stricted and unified surface codes of even distance d,
under an i.i.d depolarising noise channel. The threshold
Peh is indicated by the intersection. Edge weights were
set to wq =1 and wp = 0.5 in Fig. 4(c). Each dashed
line indicates the fit to a Taylor expansion for a given
system size, and the error bars show the standard devi-
ation of the mean logical failure rate where each data
point is collected using > 6 x 10* Monte Carlo samples.

Since the lattice is square, there are M such rows.
Using the restricted decoder, the number of er-
rors that cannot be corrected is given by counting
configurations consisting of errors lying on such
rows. The possible paths an error can take de-
pend on the configuration of X errors in an error
string lying on each red square of a row, where
each square can support a single-qubit X error,
or a two-qubit error lying either on the two vertex
qubits of a horizontal edge, or on diagonal vertices
of the square. Placing any of these four combina-
tions on | M/2] locations on a row accounts for a
number of strings

L)
> (V) (37 ) e 0o

k=0

res __
fail —

where k is the number of red plaquettes that sup-
port a weight-2 error, and M — 2k the number of
weight-1 errors. Hence, the total number of log-
ical failures on the restricted lattice corresponds
to the number of equivalent configurations sup-
ported on all M rows, namely

1
res __ res
Ngait = §“faﬂM

R0

k=0

(20)

where the prefactor of one half is due to the clas-
sical decoder misidentifying the right correction
with a 50% probability.

We consider the MWPM problem on the uni-
fied lattice shown in Fig. 4(c). Unlike decoding
on the restricted lattice, a diagonal error gives
rise to a syndrome mapped onto all sub-lattices of
the unified lattice, as depicted in Fig. 5. On each
row supporting M square plaquettes, the number
of weight-M error configurations that cannot be
corrected is given by

&
IS (ﬁf) (Aﬂj _‘2";) P4V (o)

k=0

where k is the number of weight-2 errors that can
reside on each square plaquette. As for the re-
stricted lattice, the total number of logical fail-
ures when decoding on the unified lattice is

uni

. 1
uni __
Ngil = 5 Uil

L) (22)
M M\ (M -k _3
-5 () () e

k=0

We numerically verified these estimate by exhaus-
tively generating all error strings of weight M on
each M-square row of the color code, mapping
the error configuration respectively to a restricted
and unified lattice, and running the MWPM de-
coder.

6.2  Low error-rate performance

We implement the splitting method under the as-
sumption of errors drawn from an i.i.d bit-flip
noise on the color code, which can be written as

;i (E)

= plPla — -1l (23)

where n is the number of physical qubits in
the color code, |E| the weight of an error op-
erator £/. Once again, we adopt the sequence
Dj+1 = ijil/\/“Tj to split ratios [63| to minimise
statistical error, where w; = max(d/2,p;n) for
a code distance d. We numerically interpolate
between initial estimates obtained using Monte
Carlo sampling at physical error rate p = 5%, and
the analytical path counting results in the low er-
ror rate regime shown in Sec. 6.1. The results are
shown in Fig. 10 where a MWPM decoder was
executed on the color code restricted and unified
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Figure 10: Logical failure rates at low physical error
rates (in logarithmic scale) computed using the splitting
method [63] with the restricted and unified decoders on
the color code under i.i.d bit-flip noise. For the latter,
edge weights weresettow 4 = 1.1, wp = 1. The dashed
and solid lines respectively indicate the fits using Eq. 20
and 22.

lattices respectively, under bit-flip noise and per-
fect measurements. For the distances considered,
the analytic estimates in Eqgs. 20 and 22 accu-
rately predict the dominant behaviour of the error
chains in the low error rate regime, as indicated
by the solid line fits. We note that in order to
correct for all expected minimum-weight configu-
rations for bit-flip errors on the color code there
is a constraint on the edge weights, namely that
w4 > wpg, which does not exist in the case of
depolarising errors on the even-distance surface
code.

6.3  Thresholds

The restricted decoder recovers the threshold
pin ~ 10.2% under independent and identically
distributed bit-flip noise, see Fig. 11, where we
obtain a fitted critical exponent v = 0.628, and
Taylor fit constants A = —0.0419, B = 1.136
and C = 0.165 for Eq. 18. This is consistent
with that of the surface code on a square lat-
tice |28, 45|. In the case of the unified decoder,
we considered multiple weights w4 with wp =1
for edges of the matching graph in Fig. 4(c), and
find a peak in threshold at py, ~ 10.1(3)% around
wy = 2.1 (Fig. 11). Surprisingly, the unified de-
coder demonstrates a marginally lower threshold
than the restricted decoder. This pattern is con-
sistent with the threshold comparison applied to
the surface code in Sec. 5.4. We hypothesize that

in the near-threshold regime, the presence of ad-
ditional defects on the unified lattice contributes
to an increased number of incorrect minimum-
weight paths that the decoder may choose, lead-
ing to this reduction.

7 Discussion

In conclusion, we demonstrated a method to re-
duce the logical error rate of the surface code
under depolarising errors. This was done by
first outlining a mapping from the surface to
the color code. We then showed that this noise
model on the surface code can be mapped onto
a set of two-qubit bit-flip errors on the color
code. Subsequently, we constructed a unified lat-
tice in the form of a punctured torus, for use
under a minimum-weight perfect matching de-
coder to correct high-weight errors. To evalu-
ate the performance of our decoder we analyti-
cally and numerically investigated the logical fail-
ure rates at low physical error rates and veri-
fied their agreement. For even code distances,
our unified decoder achieves a least-weight cor-
rection for all weight d/2 depolarising errors on
the surface code. We also demonstrated an ex-
ponential suppression in the logical error rate for
the color code under independent and identically
distributed bit-flip noise, extending the work in
Ref. [48] to the square-octagonal color code with
boundaries.

It will be interesting to determine how the per-
formance of our decoder compares to other prac-
tical decoders that are designed to account for de-
polarising noise, both in terms of error-correction
performance and runtime. For instance, both it-
erative [45, 56] and belief-matching decoders [57]
have been proposed to augment matching de-
coders with the ability to take advantage of corre-
lations between the syndromes measured by the
star and plaquette operators. To complete such a
comparison, it will first be necessary to determine
the performance of other decoding algorithms in
the limit of low error rate. Of course, the match-
ing decoder we have presented here is compati-
ble with other decoding techniques such as belief-
matching and two-stage decoding |65, 74|, at the
cost of added computational complexity, and it
may be interesting to design versatile decoders for
other codes by adapting these techniques. How-
ever, it is important to note that our decoder only
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Figure 11: The logical failure rate Py (in logarithmic
scale) as a function of physical error rate p for codes of
different distance d, under an i.i.d bit-flip noise model.
The threshold indicated by the intersection is found to
be pin ~ 10.2% for the restricted decoder (top). The
unified decoder threshold (bottom) is py, ~ 10.1(3)%,
using edge weights wyq = 2.1 and wp = 1 with the
matching graph in Fig. 4(c). Each dashed line indicates
this fitting for a given system size, and the error bars
show the standard deviation of the mean logical failure
rate where each data point is collected using > 6 x 10%
Monte Carlo samples.

requires a single invocation of an MWPM decoder
to address Pauli correlations. As a result, it ben-
efits from the expected linear time complexity of
MWPM [31], with only a constant factor increase
of 4 in the size of the matching graph. One could
also readily combine our decoder with fast de-
coders such as union-find [14, 75, 76] or weighted
union-find [77]| to improve its runtime. We note
that we can also generalise our versatile matching
decoder to deal with non-trivial syndrome corre-
lations that occur in fault-tolerant error correc-
tion |28, 50, 17], and may be adapted for use in
other variations of the surface code with bound-
aries such as Floquet codes |78, 54]. One might
also explore generalising our decoding method to
surface codes with alternative topologies, or per-
haps using other color code symmetries. Both of
these directions are discussed in Appendix F of
Ref. [48].

Broadly speaking, we have shown that we can
obtain a matching decoder for the surface code
capable of correcting depolarising noise by map-

ping its syndrome onto an enlarged state space,
namely, the syndrome of the color code. It
will be interesting to explore this method fur-
ther to determine the extent to which it gener-
alises. For instance, it is compelling to investigate
whether we obtain near-optimal performance us-
ing our mapped decoder for different lattice ge-
ometries [66]. Another important case to consider
is the circuit noise model, where decoding is con-
ducted on a (24 1)-dimensional syndrome history.
Trivially, we can adapt the matching graph ob-
tained from the unified lattice for this setting by
extending it along the time direction in the stan-
dard way [7, 41, 55]. Nevertheless, it will be very
interesting if the novel decoding methods we have
proposed can be generalised to offer an advantage
in correcting the types of correlated errors the cir-
cuit noise model can introduce. Perhaps, for in-
stance, the edge weights on the unified lattice can
be chosen appropriately to account for correlated
errors such as hook errors. Perhaps there is even
some other alternative lattice that can be found
to offer an advantage in dealing with this more
complicated noise model. More generally, it is
exciting to consider other decoding problems on
extended Hilbert spaces. This may lead to practi-
cal, high-performance decoders for more sophis-
ticated codes, as well as more exotic correlated
noise models. We leave this exploration to future
work.
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A Pseudocode for unified decoding on the surface code

Here, we outline the Unified decoder presented in the main text. The procedure requires a set of
syndrome measurements of the color code stabilizers o, a subroutine which restricts o, . to syndromes
on restricted lattices, and a subroutine which builds the unified lattice as prescribed in Fig. 4. A
minimum-weight perfect matching decoder mwpmdecoder is then used to decode the syndrome and
provide a correction C. The correction operator returns the code to the codespace, and its success is
given by the condition that the decoding algorithm has determined that the parity of the edges in the
matching solution crossing a chosen logical representative Z is equal to the parity of Pauli errors which
occurred on qubits ¢ € Z, as mentioned in Sec. 3.2.

Algorithm 1: Unified Decoder

1 Require:
Restricted lattices Ry = {{S} }col(f)u} On a manifold Gg,,
Unified lattice constructor U(.)
A MWPM decoder mwpmdecoder

Input: A color code syndrome o .. on the color code manifold G

w N

Output: A correction operator C

/* Map syndromes to restricted lattices */

4 foreach u € {r, g, b} do

5 foreach o; € 0... do

6 if color(o;) = u then

7 ‘ Ru(oi) on Gr, < 0; on Ge..

8 end

9 end

10 end

/* Construct unified lattice, and map syndrome on the unified lattice */

(Gu,oiu) < U (GRr,, Gry, Gryy s Re(0:), Rg(04), Ru(04))

/* Decode */

12 C' = mupmdecoder(Gy, i)

/* Apply Pauli-Z corrections to qubits along the shortest paths determined by
the decoder */

13 Apply qué Zy

1

[u—y
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B Thresholds for the even-distance surface code using varied weights
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Figure 12: The logical failure rate P,y (in logarithmic scale) as a function of physical error rate p for surface codes
of different even distance d, under i.i.d depolarising noise. The restricted decoder threshold is shown against the
unified decoder configured with weights w4 = 1, and (a) wg = 0.7, (b) wp =1 and (c) wp = 1.1, (d) wp = 2
using the matching graph in Fig. 4(c). Each dashed line indicates the fit to a Taylor expansion for each system size,
and the error bars show the standard deviation of the mean logical failure rate where each data point is collected
using > 6 x 10* Monte Carlo samples.
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