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A Stand-Alone Surrogate Model for Predicting
Protection Heater Delays in Nb3Sn
Accelerator Magnets

Shahriar Bakrani Balani

Abstract—Quench is an irreversible transition where the magnet
locally loses its superconducting properties and becomes resistive.
Early quench detection and a prompt protection system response
are essential to avoid conductor damage. One of the conventional
methods for accelerator magnet quench protection is to place resis-
tive heaters on the surface of the coils. The protection heaters are
stainless steel strips which are powered with a voltage pulse from
capacitor bank discharge. Current is passing through the heaters,
generating heat due to the resistivity of the stainless steel. Heat is
transferred to the cable by conduction. There is at least one layer
of polyimide film and the cable insulation (impregnated glass fiber)
between the heater and the superconducting cable. Heater delay is
defined as the required time to reach the current sharing tempera-
ture in the cable after heater firing. Typically predicting the heater
delay requires numerical simulations which are computationally
somewhat challenging and require expertise and need of specific
software. In this study, we are providing a fast and easily accessible
surrogate model for predicting the heater delay in Nb3Sn magnets.
Finite Element Method simulations with COMSOL Multiphysics
are used for collecting the dataset and training a supervised arti-
ficial neural network algorithm. The model can be used for first
estimations of heater delay in Nb3zSn accelerator magnets during
their design phase. In future, the surrogate model could be also
integrated with other quench protection design tools to accelerate
the detailed protection design of future magnets.

Index Terms—Accelerator magnets, machine learning, neural
network, NbsSn dipoles, protection heaters, quench protection.

1. INTRODUCTION

IGH magnetic field Nb3Sn dipoles and quadrupoles are
H currently being developed for the next generation of par-
ticle accelerators. Higher magnetic field in dipoles enables the
bending of higher-energy particle beams and higher gradient
quadrupoles enable stronger focusing of the beam thus leading
to increased collision energy and luminosity in experiments
[1]. Developing effective quench protection systems is crucial
in designing these high-energy density magnets. Quench pro-
tection must quickly detect and safely manage quench events,
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preventing damage to the magnet and surrounding infrastructure
due to the violent heating associated with the abrupt loss of
superconductivity. Several quench protection methods for low-
temperature superconductors (LTS) can be considered, includ-
ing heater strips [2]. The heater strip technology utilizes trace
technology. This involves a thin flexible printed circuit on a
polyimide foil with resistive metal heaters made of stainless steel
(25 pm thick) which is embedded on the surface of the coil [3].
Protection heaters are fired by capacitor discharge to deliberately
initiate a controlled quench across a superconducting magnet.
This allows resistive heating in large coil volumes after switch-
ing off the magnet current supply and more even distribution of
the stored energy in absence of external dump resistor. One of
the most important factors influencing the performance of the
heaters is the heater delay. It refers to the time interval between
the activation of the heater and the moment when it quenches
the cable (cable reaches current sharing temperature (7.5)) [4].
Consequently, to improve the protection, it is required to reduce
the heater delay. Dedicated measurements during magnet tests
and numerical simulations can be used to determine the heater
delay for different conditions. Salmi et al. [5], [6] developed a
computer code called COHDA (Code for Heater Delay Analysis)
for modeling the protection heaters for High-Field (HF) Nb3Sn
accelerator magnets. CoHDA solves a 2D thermal diffusion
problem in the cable cross-section (thermal network method)
to determine the heat transfer between the heaters and coil.
Experimental tests in liquid helium temperatures are naturally
more costly compared to the numerical simulation, but they are
necessary to validate the numerical models. Baldini et al. [7]
studied the influence of heater insulation on the performance
of the heater and the durability of the insulation between the
heater and coil using destructive tests. Infrared thermal imaging
is one of the non-destructive experimental tests for the charac-
terization of heat diffusion in impregnated heaters [8]. Artificial
intelligence (AI) techniques [9] have potential to streamline and
fasten the design and optimization processes in superconducting
magnets [10], [11]. Quench event prediction is one of the most
common quench-related properties studies using different Al
techniques. Sotnikov et al. [12] developed a machine learning
model with the random forest algorithm for the computation
of quench behavior in 2G High Temperature Superconductors
(HTS). The algorithm is using a Finite Element Method (FEM)
model for model training [12]. Other Machine learning algo-
rithms such as Auto-Encoder Deep Neural Networks (AE-DNN)
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[13], k-nearest neighbors (KNN), and Artificial Neural Net-
works (ANN) [14] methods are used to “predict” the quenches
under different magnet conditions.

The numerical simulations of heater delay are experimentally
validated [15] but the model development is relatively demand-
ing because the domain includes thin layers of material with
very different thermal properties and large temperature gradient.
Building or using them requires expertise and suitable numerical
codes. In this work we aim to train a neural network surrogate
model that is able to predict the heater delay. The model can
be easily shared with the community, and it can provide esti-
mations of heater delays without need of complex multiphysics
simulation software. Based on our literature Al-based methods
has been used in magnet design previously, but there is no
machine learning neural model for determination of the heater
delay. The neural network model is trained with a dataset from
a simplified FEM simulation model, that was previously used
in [15]. The remainder of this paper is organized as follows:
Section II outlines the parameters influencing the heater delay
and creation of the training dataset and libraries used for creating
the neural model using machine learning. Section III focuses on
the developed machine learning model. Finally, the predicted
heater delay from the machine learning model is compared with
the heater delay determined by COMSOL numerical simulation
and CoHDA code [5].

II. MATERIALS AND METHODS

The simulated heater delay is defined when the cable reaches
the current sharing temperature (7.s). In this study we took the
conservative approach to look at the temperature in the center of
the cable [16]. Heater related variables include heater thickness
(tn) and heater width (wy,), heater current (/},), and heater current
pulse decay time constant (7). To reduce the number of the
variables; t,, wy, and I, are replaced by heater current density
(Jn), and heater thickness is fixed to 0.025 mm. Between the
heater and cable there is one layer of Kapton (polyimide film)
and one layer of G10. The thickness of Kapton layer is denoted
by fi, and thickness of G10 layer is denoted by 7g1. The initial
temperature of the cable is set at 4.2 K.

The magnet Rutherford cable is composed of Nb3Sn, Copper,
and G10. Based on literature references, thermal properties of
each material in the cable such as density (d), specific heat capac-
ity (Cp), and thermal conductivity (K) are considered exogenous
parameters. The average thermal properties of the cable are
determined according to cable characteristics such as the fraction
of copper to Nb3Sn (F,/sc) in strand and the percentage of G10
in the cable (%G 10) and copper residual-resistance ratio (RRR).
The magnet operational conditions such as magnet field (B)
and magnet current (/,,) influence the thermal properties of the
cable components such as thermal conductivity of copper (K.y),
specific heat capacity of NbsSn (Cpny,), and current sharing
temperature (7). To reduce the number of the input variables
of the neural network model, I,,, and B are replaced by 75 as
an independent variable. The width of the cable (w.,) is another
variable influencing the heater delay which is considered as an
input variable.
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Fig. 1. Illustration of the numerical model adapted to collect the data for the
dataset.
TABLE I
SELECTED VALUES OF THE VARIABLES FOR THE CREATION OF THE DATASET
Variable Selected levels
Feysc (1) 0.8,1.5,2.2
10 (mm) 0.1,0.15,0.2
ta (mm) 0.025, 0.05, 0.075
Jy (A.mm™) 200, 333, 466, 600
%G10 (1) 0.1,0.16, 0.22
7 (ms) 10, 15, 25, 45
Wea (Mm) 12.73, 15, 20
B (T) 1,5,6,9,13,17
T (K) Based on the critical
surface

A. Dataset Creation

The dataset used in this study is generated based on the
COMSOL Multiphysics 6.2 model which is validated with
experimental data from literature and CoHDA code [15]. A
modification has been performed to reduce the computation time
The numerical model adapted to create the dataset is presented
in Fig. 1. The cable temperature reference point for the current
sharing temperature is selected at the center of the cable to be
conservative. The simulated heater delays were limited below
50 ms. This means dataset only includes the cases where heater
delay is less than 50 ms. The main reason behind this limitation
is to facilitate data separation and labeling and reduce the com-
putation time. Additionally, the most important heater design
region is for delays shorter than 50 ms. Moreover, we assume
that the heating station length is long enough not to influence
the delay and neglect its impact. This allows reducing the 2D
model to practically 1D simulation.

Before creation of the dataset, a preliminary study was per-
formed to evaluate the influence of each variable on the heater
delay. This is required to reduce the number of simulations for
the creation of the dataset. Based on the preliminary study, the
influence of RRR on the heater delay is negligible. Therefore,
it is considered a constant value (150) in all the simulations.
As represented in Table I, the 9 most influential variables are
selected for the creation of the dataset for the machine learning
algorithm. The ranges of the variables were selected based on
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Fig. 2. Distribution of the output values (heater delay) in the dataset.

their typical range in magnet design. For each variable, the
upper and lower boundary of the range is selected as a level.
A full factorial design of experience (DOE) is performed, in
which all the combinations of the variables presented in Table I
were simulated. The impact of Ty, was analyzed through data
processing on the data exported from the simulations. 7 is
selected based on the critical surface and critical temperature
(T.) [17], indicating that the selected T.s value is smaller than
T. in all the cases.

Performing a full factorial DOE increases the accuracy of
the model. The heater delay is determined based on the 75 by
post-processing the exported data from COMSOL. The average
computation time for numerical simulation is approximately 3.5
minutes using a desktop computer with a 12th Gen Intel(R)
Core(TM) 17-12700H 2.30 GHz processor. Since the maximum
heater delay simulation was set at 50 ms, the cases where the
heater delay is above 50 ms are discarded from the dataset. The
distribution of the output values (heater delay) in the dataset
is demonstrated in Fig. 2. At higher heater delay values the
number of observations is reduced. As an example for heater
delay between 47.5 ms and 50 ms, less than 200 instances in
the dataset are observed, compared to 10000x = ? instances
for heater delays between 5 and 20 ms. This could reduce the
performance of the neural model at the higher heater delays.
On the other hand, most of the observations take place between
2.5 ms and 15 ms, the most critical regime for heater design.

B. Machine Learning

We developed a supervised Deep Neural Network (DNN) ma-
chine learning using TensorFlow library to provide a surrogate
model for predicting the heater delay. The DNN is created using
Keras’ Sequential Application Programming Interface (API).
Before feeding the data to the model, all the values for the
input variables were normalized between O and 1. O is assigned
to the minimum value of the variable in the dataset and 1 is
assigned to the maximum value of the same variable. 80% of
the data were assigned for training the algorithm and 20% rest
was for testing the accuracy of the neural model. The input layer
includes 9 variables discussed previously. Two fully connected
(dense) layers with 64 neurons and ReLU (Rectified Linear Unit)
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Fig.3. Performance of the developed model for determination of heater delay;

(a) distribution of the neural model error; (b) deviation of true value vs neural
model predictions; (c) loss plot of training loss vs validation loss.

activation function are defined. For the output Layer, a fully
connected layer with a single neuron is defined. In this layer, no
activation function is defined, which means it defaults to a linear
activation. This is typical for regression tasks where the output
is a continuous value. Adam (Adaptive Moment Estimation)
which is a variant of stochastic gradient descent (SGD) is used
for the training algorithm. For the compiler, the learning process
‘Mean Absolute Error’ (MAE) is used as the loss function with
a learning rate of 0.001. Three hundred epochs were selected
to train the model, meaning that the model will go through the
entire training dataset 300 times during the training process.

III. RESULTS AND DISCUSSION
A. Model Performance

The performance of the neural network model for heater delay
prediction is presented in Fig. 3. The distribution of the neural
model errors is illustrated in Fig. 3(a). The neural model values
are very close to the values in the training dataset and there is
no significant bias. The narrow spread of the prediction error
shows the consistency of the neural model. Based on the error
distribution histogram, most of the neural values have less than
40.5 ms error. The scatter plot for comparison between true
values and neural values is illustrated in Fig. 3(b). Red points in
the scatter plot represent the neural values, while the diagonal
blue line is the ideal line or true value. The cluster of the red
points around the line represents the accuracy of the developed
neural model. At the higher heater delay (close to 50 ms) the
deviation of the neural model results is larger compared to the
deviation below 40 ms. The primary reason for the discrepancy
near 50 ms is limited number of instances available in the dataset
for heater delay in this range. The neural model could also be
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Fig. 4. Comparison between performance of neural model with CoHDA code
for three random cases (Case 1 - 3).

used to predict the heater delay above 50 ms. However, the error
might be higher comparing the heater delay below 50 ms.

This results in fewer data points available for fitting and
consequently, less accuracy of the neural model. The increase
of the uncertainties at the higher heater delay is also observed
in the literature [16], [18] for real heater design. Consequently,
it is crucial to incorporate a sufficient margin in the protection
design. The loss plot of the neural model is illustrated in Fig. 3(c).
The blue line illustrates the training loss, and the red line is
the validation loss. Reducing the training loss curve indicates
that the model is learning and improving its performance on the
training data by increasing epochs. The validation loss represents
the loss calculated on the validation dataset and how well the
model generalizes to new data. Decrease and stabilization of the
training loss curve and validation loss illustrate the convergence
of the model and no overfitting or underfitting is observed. The
computation time for heater delay prediction using the neural
model is less than 1 s.

The performance of the created neural model has been mea-
sured with MAE, Mean Squared Error (MSE), and Root Mean
Squared Error (RMSD) methods, see Table III. Low values for
all three indexes and their consistency suggest that the neural
model performs very well in predicting the heater delay. RMSE
is slightly higher than MAE showing that there are some larger
errors in the individuals, but they are not substantial.

B. Cross-Check Validation

In the previous section, performance of the neural model has
been studied on 20% of the instances in the dataset. In this
section, the performance of the neural model is investigated
through several cross-validations with random cases outside the
dataset. The comparison between heater delay determined by
the neural model and value from CoHDA is illustrated in Fig. 4.
The value of each variable is selected randomly while keeping
them different from the levels explained in Table II. The neural
values show very good agreement with CoHDA, with an average
error of 3-4%. The CoHDA simulation model was adjusted to
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TABLE IT
PERFORMANCE OF THE NEURAL MODEL ACCORDING TO DIFFERENT
EVALUATION METRICS
Error Index Value
Mean Absolute Error (MAE) 0.058 ms
Mean Squared Error (MSE) 0.019 ms’
Root Mean Squared Error (RMSD) 0.138 ms
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Fig. 5. The comparison between neural model and simulated value (Case 4).

represent the same geometry (1D) and temperature reference
point (center of the cable) as the COMSOL simulation model.
The maximum error occurs in case 3 at low T, which could be
due to the high value selected for 7 (48 ms), as it is beyond the
range included in the neural network model training dataset. A
strong deviation is also observed for case 1 at 13 K. As presented
in Fig. 5 increasing the 7 value results in an increase in the
error of the neural model. The heater delay is very non-linearly
dependent on this parameter, which could be the reason for
not capturing its impact correctly. The impact of 7 saturates at
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TABLE III
VALUE OF THE VARIABLES FOR INVESTIGATING THE INFLUENCE OF EACH
'VARIABLE ON HEATER DELAY

Par. Fewsc tG1o txa Jn %G10 T Wea B T
Case 1 1 0.12 0.045 250 0.12 20 17 9 &
Case 2 1.2 0.145 0.076 360 0.18 22 18.4 9 *
Case 3 1.8 0.18 0.026 500 0.14 48 14 9 3
Case 4 1.2 0.15 0.05 300 0.16 15 15 8 8

different values depending on the other parameters in the heater
simulation case.

C. Sensitivity Analysis

Influence of each variable on the heater delay is determined
by the neural model and compared with numerical simulation.
In the parametric study shown in Fig. 5, all variables are held
constant at their initial values from Case 4 in Table III, except for
one variable which is varied in each graph. This analysis allows
us to identify which variables are most significant and how they
interact with the target.

The comparison between the heater delay determined with
the neural model and heater delays derived from the numerical
simulation is presented in Fig. 5. The results closely align,
demonstrating the model captures the underlying patterns and
relationships within the data. The accuracy holds even for input
variable values extending beyond the maximum and minimum
values outlined in Table I. The impact of %G10, 7, B and Fy /sc
are narrower compared to other variables which indicates their
small influence on the heater delay. However, it is noteworthy
that the deviation between the neural model results and numer-
ical simulations increases at higher heater delays. Particularly
when these values exceed 40 ms. Fig. 5 demonstrates the linear
effect of tG10, tka, %G10, B, and w., on the heater delay while
other variables exhibit a non-linear effect on the heater delay.
According to the effect curve of 7 in Fig. 5, it reaches a plateau
above 30 ms, indicating that beyond this value, 7 does not
influence the heater delay when the heater current density and
other parameters are as in Case 4. The Maximum value of error
observed between numerical simulation and neural model value
is 2.2% which corresponds to the f, with 0.025 mm.

D. Neural Network Model Accessibility

After validation of the neural network model, it is saved
with the Keras API format for the later use, without the
need to re-specify the architecture or retrain the model.
Saved model includes model architecture, model weights, op-
timizer configuration, and training configuration. This model
can be downloaded and used as a stand-alone tool to make
the prediction. The neural model can be found in pub-
lic depository (github.com/Shahibak/Heater-delay-prediction-
model) [19]. The neural model represents one cable turn in
magnet and can be called several times to map the heater delay
in different regions of the magnet.
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IV. CONCLUSION

We developed and evaluated a stand-alone surrogate model
for predicting heater delay in Nb3Sn accelerator magnet cables.
Using a machine learning model offers several key benefits com-
pared to experimental study and numerical simulation. These
benefits include speed, cost-effectiveness, and availability for
non-expert users. The neural network model was trained with a
comprehensive dataset created through numerical simulations
with COMSOL Multiphysics software. The Mean Absolute
Error (MAE) value of 0.058 ms demonstrates the accuracy of the
neural model. The deviation between neural model results and
numerical simulations is small, but it increases at higher heater
delays. This indicates potential areas for further refinement
of the model to enhance its performance in this range. Other
future improvement areas are the flexibility to change cable
temperature reference point location, more in-depth study of
7 and J;, and to include the impact of heater station length.

The computation time of COMSOL simulation was 3.5 min-
utes, while in the neural model it was 1 second. This reduction in
computation time becomes valuable if the model is integrated in
real heater design processes or real-time test data analyses which
typically involve tens or hundreds of heater delay simulations.
Perhaps the biggest advantage here however is that the user does
not need to generate the relatively complex numerical model
with thin layers and temperature-dependent non-linear material
properties but can use this model to quickly estimate the heater
delay at various stages of magnet design processes.
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