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Introduction

Mankind formally discovered radioactivity at the end of the 19*" century with the work of H. Becquerel.
Neither relativity nor quantum mechanics were established at the time, yet they are the theoretical
tools required to understand such a phenomenon. A little more than one century later, the Higgs boson
was unveiled at CERN, milestoning the modern comprehension of subatomic physics. What we know
of particle physics is embedded in the so-called Standard Model (SM), divided according to the four
fundamental interactions governing the universe. One of them, the Weak interaction, is responsible for
the very peculiar 5~ decay where a quark is spontaneously transmuted in another one, resulting in the
ejection of an electron and an anti-neutrino. The mechanisms concealed behind this intriguing curiosity
are complex and require the currently dedicated worldwide effort to be fully seized.

Two very different and complementary logics are being followed. On the one hand, the colossal LHC
provides the required energy in its collisions to synthesize directly the possible new yet undiscovered
particles. On the other hand, the low energy community performs measurements where precision is the
keyword. If any new physics lies outside the SM, it is expected to manifest through extremely thin
effects in the low energy context. A careful control of all possible sources of uncertainties is thus a major
objective. Correlation parameters in S decay were fully formalized by J.D. Jackson et. al. in 1957.
The present work is part of the measurement of such parameters, more specifically, of the § — v angular
correlation parameter ag,. Experiments are performed where a high statistical count of observables
characterizing a relevant 3 decay is gathered. Extracting ag, from such data and grasping the error
on its value require the full numerical description of the experimental set-up. Therefore, a thorough
simulation of all particular aspects is developed. It is only through the comparison between the exper-
imental and simulated data that ag, emerges. Indeed, the basic idea is to control the value of ag, in
the simulated data and reconstruct the exact same spectra that are experimentally obtained. When this
objective is reached, a value of ag, is established. In the present case, the experimental observable of
utmost importance is the Time-Of-Flight (TOF) of the Recoiling Ion (RI).

This work is divided in four uneven chapters. The first one grounds the theoretical landscape in which
the present work belongs. A global yet swift description of the SM is given to begin with, in which are
introduced the quarks, leptons, gauge bosons and the three interactions relevant to subatomic physics.
A particular attention is dedicated to electromagnetism as it is not only relevant for this work in itself, it
serves as an excellent transition to the Weak interaction which is built on it. This latter is then detailed
in a concise way, starting with a historical perspective, to reach the correlation parameters where a
particular interest lies for the present work. The state of the art is thereupon provided and shows that
most of the experiments falling in the present framework are requiring the extensive control through
simulation that was mentioned above. Indeed, the present precision is reaching a point where higher
order contributions cannot be neglected anymore (e.g. order-a corrections in the 8 decay). Lastly, an
infringement in atomic physics is done to acquaint with the Shake-Off (SO) effect.

The second chapter focuses on the experimental apparatus installed at GANIL: the LPCTrap. The
used ions sources, whether online or offline, are described first. The very distinct experiments which
are performed in the present context require the conversion of a continuously incoming ion beam to
slowed cooled ion bunches. The required devices to perform such a task are thus detailed. Ensues the
presentation of the Paul trap for which only the prepared ion bunches are suited for confinement. With
trapped radioactive ions, 5 decay can be observed and this is done with what follows, i.e. the detection
set-up. It is an ensemble made with the combination of a MicroChannel Plate (MCP) able to detect
slowly-recoiling ions and a [ telescope which is the coupling of Double Sided Stripped Silicon Detector
(DSSSD) and a plastic scintillator. This experimental section ends with a review of all the experiments

11



INTRODUCTION

performed with LPCTrap, from the first one accomplished with 6He™ in 2005 to the 2012 3> Ar* dataset
to the last one with 1Ne?* in 2013. A quick summary of the experimental results so far is given, in-
cluding the status of ag, extraction and Shake-Off probabilities. An important conclusion is that two
important systematic uncertainties remain: the proper modeling of the trapped ion cloud and of the 8
scattering.

The major chapter of this work is the third one and is dedicated to simulations. After a quick in-
troduction, the modeling of initial decaying events in a Paul trap is detailed. The full description of
the numerical 8 decay is provided first. It is followed by where the present effort was concentrated:
The program CLOUDA for which the objective is to account for all the possible sources of uncertainty in
the dynamics of the trapped ion cloud using modern Graphics Processing Units (GPU). A microscopic
approach was followed where a realistic description of the confining field, the collision with the buffer gas
and the space-charge due to the Coulomb repulsion (N-body effect) is achieved. CLOUDA sheds light on
aspects that were not finely known and is expected to yield a better control of the relevant uncertainties.
Once a decay occurs, the BAYEUX package takes over to track both the 3 particle and the RI in a realistic
geometry. BAYEUX is a GEANT4 wrapper amongst other things and, as such, benefits from its powerful
modeling of the 8 scattering.

The fourth and last chapter rapidly reviews the ongoing data analysis of 3°Art. The methodology
around it is summarized through an estimation of the SO probabilities in the 3°Art system with the
2012 dataset. The future of LPCTrap is finally discussed with the possible minimal upgrade or the larger
project WINNINGMOTIONS in which D, yet another correlation parameter, becomes the target.
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Introduction (Frangais)

L’humanité a formellement découvert la radioactivité a la fin du 19¢ siecle a travers le travail d’H. Bec-
querel. A I’époque, ni la relativité ni la mécanique quantique étaient établies alors qu’il s’agit des outils
théoriques nécessaires pour comprendre un tel phénomene. Un peu plus d’un siecle plus tard, le CERN
confirme ’observation du boson de Higgs, couronnant notre compréhension moderne de la physique sub-
atomique. Ce que nous savons de la physique des particules est intégré dans ce que 'on appelle le Modele
Standard (MS) qui est divisé selon les quatre interactions fondamentales qui gouvernent 'univers. L’une
d’elles, 'interaction Faible, est responsable de ’étrange décroissance S~ ou un quark est spontanément
transmuté en un autre, résultant en ’éjection d’un électron et d’un anti-neutrino. Les mécanismes
dissimulés derriere cette curiosité intriguante sont complexes et nécessitent l'effort international actuelle-
ment dédié pour étre totalement compris.

Deux logiques tres différentes et complémentaires sont suivies. D’une part, le gigantesque LHC fournit
I’énergie nécessaire dans ses collisions pour synthétiser directement les nouvelles particules possibles qui
ne sont pas encore découvertes. D’autre part, la communauté de la basse énergie effectue des mesures o
la précision est le maitre-mot. Si de la nouvelle physique se trouve au-dela du MS, il est attendu qu’elle
se manifeste par des effets extrémement fins dans le contexte de la basse énergie. Par conséquent, le
controle minutieux de toutes les sources possibles d’incertitude est un objectif majeur. Les parametres
de corrélation dans la décroissance § furent entierement formalisés par J.D. Jackson et. al. en 1957. Ce
travail fait partie intégrante des mesures de tels parametres et, plus spécifiquement, du parametre de
corrélation angulaire 8 — v ag,. Des expériences sont menées ou l'idée est d’accumuler une statistique
importante des observables qui caractérisent la décroissance J d’intérét. L’extraction de ag, ainsi que
la compréhension de l'erreur sur sa valeur nécessitent une description numérique compléte du dispositif
expérimental. Pour cette raison, une simulation fine comportant tous les aspects caractéristiques est
développée. Une comparaison entre les données simulées et expérimentales est alors essentielle pour faire
émerger la valeur de ag,. En effet, I'idée fondamentale est de controler la valeur de ag, dans les données
simulées et de reconstruire précisément les spectres expérimentaux obtenus. Lorsque cet objectif est
atteint, la valeur de ag, est établie. Dans le cas présent, 'observable expérimentale la plus importante
est le temps de vol de 'ion de recul.

Ce travail est divisé en quatre chapitres inégaux. Le premier ancre le contexte théorique auquel ap-
partient ce travail. Une description globale mais breve est d’abord donnée dans laquelle sont introduits
les quarks, les leptons, les bosons de jauge et les trois interactions d’intérét pour la physique subatomique.
Une attention particuliere est dédiée a 1’électromagnétisme qui non seulement présente un intérét pour
ce travail, mais qui sert également de transition vers 'interaction Faible qui fut construite dessus. Cette
derniére est ensuite détaillée de maniére concise en débutant par une perspective historique pour ter-
miner avec les parametres de corrélation ou se trouve un intérét particulier pour ce travail. L’état de I'art
est alors fourni et montre que la plupart des expériences appartenant au contexte présent requierent le
contréle étendu par simulation abordé ci-haut. En effet, la précision actuelle atteint un point ou il n’est
plus possible de négliger certaines contributions d’ordre supérieur. Enfin, une transgression en physique
atomique est faite pour se familiariser avec 'effet Shake-Off.

Le second chapitre se concentre sur le dispositif expérimental installé au GANIL: le LPCTrap. Les
sources d’ions en-ligne et hors-ligne utilisées sont d’abord décrites. Les expériences tres particulieres
effectuées dans le présent contexte nécessitent la conversion d’un faisceau continu d’ions en paquets
refroidis et ralentis. Les appareils requis pour accomplir cette tache sont donc détaillés. S’ensuit la
présentation du piege de Paul pour lequel seulement les paquets d’ions préparés sont adaptés au con-
finement. Les ions radioactifs désormais piégés permettent alors I’observation de décroissances 3, ce qui
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est accompli avec ce qui vient ensuite, i.e. le dispositif de détection. Il s’agit d’'un tandem fait de la
combinaison d’une galette a micro-canaux adaptée a la détection d’ions de recul lents et d’un télescope
B qui est l'assemblage d’un silicium a piste et d’un scintillateur plastique. La section expérimentale
termine avec une revue de toutes les expériences effectuées avec LPCTrap, de la premiere accomplie en
2005 avec I'ion “He™t jusqu’a la derniere en 2013 avec I'ion '“Ne?*, en passant par I'expérience de 2012
avec Iion 3%Art. La conclusion qui s'impose est qu’il reste deux effets systématiques importants qui ne
sont pas encore maitrisés : la modélisation correcte du nuage d’ions piégé et la diffusion du 5.

Le chapitre le plus important de ce travail est le troisieme et est dédié aux simulations. Apres une
introduction rapide, la modélisation des décroissances initiales dans le piege de Paul est détaillée. La
description compléte des décroissances (3 est fournie d’abord. Elle est suivie par 1a ou s’est concentré ce
travail: le programme CLOUDA dont I'objectif est ’étude de toutes les éventuelles sources d’incertitude
cachées dans la dynamique du nuage d’ions piégé en s’appuyant sur des cartes graphiques (GPU) mod-
ernes. Une approche microscopique fut appliquée ot une description réaliste qui comporte le champ de
piégeage, les collisions avec le gaz tampon et la charge d’espace due a la répulsion coulombienne (effet
a N-corps) est accomplie. CLOUDA met en lumiére certains aspects jusqu’alors méconnus et devrait
permettre un meilleur controle des incertitudes d’intérét. Lorsqu’une décroissance a lieu, I’application
BAYEUX prend la releve pour traquer a la fois la particule 8 et ion de recul au sein d'une géométrie
réaliste. BAYEUX est en fait un ”enveloppeur” de GEANT4 entre autres choses et bénéficie ainsi de sa
modélisation puissante de la diffusion des j.

Le quatrieme et dernier chapitre passe rapidement en revue I’analyse des données 3> Art qui est en cours.
Sa méthodologie est résumée via l'estimation des probabilités de Shake-Off dans le systéme 3°Ar™ en
utilisant le lot de données de 2012. Le futur de LPCTrap est finalement abordé, que ce soit a court terme
avec une évolution minimale possible ou a plus long terme avec le projet WINNINGMOTIONS ou D, un
autre parametre de corrélation, devient ’objectif.

14



Chapter 1

Context

Résumé francgais — Le contexte théorique dans lequel s’inscrit cette these est celui du modele standard
des particules. Aprés une bréve introduction des particules élémentaires, les trois interactions d’intérét
pour la physique des particules sont présentées. L’accent est mis sur I’électromagnétisme d’abord ou les
idées fondamentales de l'intéraction faible sont établies. Cette derniere est ensuite détaillée de maniere
concise, en commengant avec une revue historique des événements marquants depuis la découverte de
la radioactivité en 1896 jusqu’a la premiere observation du boson de Higgs en 2012. Un cheminement
complet est alors suivi en partant de la regle d’or de Fermi pour aboutir a I’élément de matrice de
transition nucléaire qui caractérise completement une décroissance 3 en tenant compte des violations
de symétries, des hélicités leptoniques observées ainsi que des différents courants faibles (pseudoscalaire,
scalaire, vector, axial-vecteur et tenseur). Une section dédiée aux tests possibles de l'interaction faible
est ensuite abordée. On y introduit la matrice de Cabibbo-Kobayashi-Maskawa (CKM), en particulier
lélément V4, ainsi que ’hypothese du courant vecteur conservé (CVC). La valeur ft corrigée est alors
présentée. Les parameétres de corrélation sont ensuite discutés en mettant 'accent sur le parametre de
corrélation angulaire S—v, ag,. S’ensuit une revue de ’état de 'art sur, d’une part, I’existence potentielle
de courants dits exotiques et, d’autre part, la valeur de V,4. La conclusion est sans équivoque : il est
nécessaire de controler de maniere extrémement fine les sources d’erreur systématiques, en particuler en
utilisant des simulations de pointe. Enfin, la derniere section consiste en la présentation du phénomene
de ”Shake-Off” qui appartient a la physique atomique.
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The theoretical framework in which this thesis is written is essentially the Standard Model of particle
physics (SM). More specifically, we will focus on the weak sector of the SM through the study of the
(nuclear) beta decay. A transgression in atomic physics will be made to introduce the Shake-Off (SO)
effect.

1.1 Standard Model landscape

The SM strives to describe the fundamental constituents of matter and the way they interact. Satisfying
the requirements of both special relativity and quantum mechanics, it correctly accounts for what we
henceforth know as the electromagnetic (EM), weak and strong interactions. Although the SM is quite
successful on many aspects, several phenomena are testing its limits. For instance, the mechanisms
underlying quantum gravity or dark matter are still speculative. Moreover, the gravitation is by far the
weakest of all interactions as its coupling constant' is around 1073 where the three others range from
1072 to 1. For these reasons, we will be neglecting gravity (but obviously not mass !). Most of the data,
conventions and reasonings comes from [Beril2; BJ95; GM01; HGO1].

1.1.1 Particles

Sixteen elementary ”bricks” are embedded in the SM. They are divided into three categories: the gauge
bosons, the quarks and the leptons. The two latter, fermion in nature, differ for one another in the way
they interact. The four gauge bosons will be discussed in the next section dedicated to the interactions.
Each charged particle has an associated anti-particle with the same mass and opposite charge.

1.1.1.1 Quarks

Six different quark flavors regrouped into three generations compose the quark family, namely, in as-
cending order of mass:

e 15¢ generation: up (u) and down (d)
e 2°d generation: strange (s) and charm (c)

e 3" generation: bottom (b) and top (t)

1When normalized to the strong interaction coupling constant.
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| Gn | Flavor Mass | Q | T; |
1st up 23707 MeV +%/5 | +/2
down 4.810:5 MeV Yz | =Y,
ond charm 1.275 4+ 0.025 GeV +2%3 | +Y
strange 95+ 5 MeV sl =Y,
gra | oD | 173070522072 GeV | +%5 |+
bottom 418 +0.03 GeV Y| =Y,

Q: EM charge - T3: Weak isospin

Table 1.1: Quarks — the up quark has the lowest mass, explaining the amplitude of the |V,4|? term
discussed in section 1.2.4.1.

| Gn [ Flavor | Mass MeV) [Q | L [ L. [ L, | £ |
o e | 0510098928 (11) | -1 | +1 | +1 0
Ve <2x107° O|+1[+1] 0| O
gua | 4| 105.6583715 (35) | -1 | 41| 0 | 41| 0
Yy <2x107° 0O |+1| 0 |+1] 0
gud T 1776.82 (16) | -1 | +1| 0 | 0 | +1
vy <2x 1076 O|+1| O 0 | +1

Q: EM charge - L: Lepton number - T3: Weak isospin
Le: Electron lepton number - £,: Muon lepton number - £;: Tau lepton number

Table 1.2: Leptons — See text for remark on the neutrino masses.

These elementary particles are subjugated to all three interactions because they are (electrically) charged,
have a non-zero weak isospin and are colored (see section 1.1.2.1). As of today, no quark was observed in
an unbound state [Beril2]. Indeed, they always form objects made of two (mesons) or three (baryons)
quarks®?. The prevalent forms of baryon in the universe are the proton (uud) and the neutron (udd).
The quarks have particular quantum numbers which are important for the different conservation laws
governing the possible interactions. It is important to note that the anti-quarks have the same quantum
numbers, but with opposite sign. Table 1.1 sums up their features.

1.1.1.2 Leptons

The leptons are divided into three couples :

(E)E) m

The electron (e), muon (u) and tau (7) are massive particles with an electric charge equal to —1. They
only interact through EM and weak interactions and are, just like the quarks, elementary particles without
known substructure. Each of these charged leptons has an associated neutrino with a rather tiny mass.
Experimental evidence interpreted with the proper theoretical model seems to point out that neutrinos
do have a mass because oscillation between the different neutrino states was observed [GGMa07]. These
elusive particles interact only through the W interaction (since they are both chargeless and colorless)
with a very low cross section, making them amazingly hard to detect directly (see next section). Moreover,
it is rather complicated to measure the mass of a single neutrino flavor since their weak interacting-states
are a mixture of the three possible flavors. Exactly like the quarks, when considering the anti-leptons
one needs to take the opposite sign for all the quantum numbers regrouped in table 1.2.

2An object made with any number of quarks is called a hadron.
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s | S | e (| ooy | ERectie| G
Strong 1 10715 10723 1 gluon (g)
Weak ~0.04 10-18 >10-12 109 W, 70

EM ~0.01 o) <1016 1072 photon ()

Table 1.3: Interactions — This table is mainly adapted from [BJ95].

qG 4B o H Ve e
ed:] v w=
qB qG e e d U
(a) Gluon exchange (b) (Virtual) photon exchange (c) (Virtual) W~ exchange

Figure 1.1: Typical Feynman diagrams for each fundamental interaction.

1.1.2 Interactions

There are three fundamental interactions through which the different particles interacts: the electro-
magnetic (EM), the weak and the strong interactions. In this work, we will be focusing on the weak
interaction and since it was built with ideas coming from electromagnetism, it is useful to introduce the
two of them. The strong interaction discussion will be short and is there mainly for the sake of com-
pleteness. We will be using Feynman diagrams to represent the fundamental interactions (see fig. 1.1).
The relative ”strength” of the different interactions are given in table 1.3 at the nuclear scope (and not
the quark scope) since the couplings depend on the considered scale®. The four gauge bosons mentioned
above are the interaction information carriers. Excepted the Higgs boson which gives particles their
masses, they are all shown in the table as well.

1.1.2.1 Strong interaction

A problem rose when the AT+ baryon was discovered: it was composed of three u quarks, thus violating
ostensibly the Pauli exclusion principle. The idea to add a new quantum number, defined as the color,
was then put forward to explain such an apparent contradiction. Three were defined for the quarks,
namely Red (R), Green (G) and Blue (B) with three associated anti-colors (RGB)* for the anti-quarks
and the constraint that any hadron is white or colorless was established. The gauge theory studying this
aspect of the SM was then named accordingly as Quantum Chromo-Dynamics (QCD). The gauge boson
responsible for the information exchange in this sector is the massless gluon which carries one color and
one anti-color, yielding nine possibilities :

RR,RG,RB,GR,GG,GB,BR, BG,BB

The color wavefunctions can be linear combination of those possibilities, leading to eight actual glu-
ons. Since these latter are colored themselves, they can interact with each other, unlike an electrically-
chargeless photon carrying the EM information. The strong interaction always conserves the baryon and
”sub”-baryon numbers and couples only to quarks. An example of interaction is given in figure 1.1a. A
specificity of this interaction is that its related potential energy increases very rapidly with distance. A

3Indeed, gravitation contributes much more than the strong interaction at the galactic scale !
4Some authors refer to the anti-colors as Cyan, Magenta and Yellow.
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quark and an anti-quark pair being sufficiently brought apart yields a scenario where it is more energet-
ically favorable to break the confinement field into a new pair of anti-quark/quark. This effect, named
hadronization, is believed to be the reason why quarks were always observed in bound states.

1.1.2.2 Electromagnetism

The concept of radiative correction is important in the present work and a base for the theoretical devel-
opment of the weak interaction itself is required. This section is thus useful to introduce the fundamentals
behind these ideas: We will start with familiar concepts and end up with more modern ones.

The classical electromagnetism description was fully formalized by Maxwell at the end of the 19" century
with its four well-known equations. In their differential form:

v.E-2 vxg--B
€0 ot
B (1.2)
V-B=0 VXB:uo(j-‘rﬁom)

with E and B the electric and magnetic fields, p and j the charge and current densities.

As it is detailed in [BJ95] section 8.12, one can then apply an appropriate gauge transformation with
an arbitrary scalar function to the scalar and vector potentials from which the vectors E and B can be
derived. Imposing the Lorenz gauge constraint will imply that the two potentials will follow the wave
equations and then, by rewriting these potentials as four vectors, the initial Maxwell equations can be
rewritten as:

04, = Gy (1.3)

with 0 = §,,0" the D’Alembertian, A, = (¢, A) the four-potential from which the EM fields can be
derived and j, = q¥v, ¥ the EM current. We will come back at this below.

The Lagrangian® of a spinor is defined as:
L =iUy"6, ¥ —mb¥ (1.4)

Imposing local gauge invariance to the spinor, this Lagrangian requires the introduction of the gauge
covariant derivative (which will be subjected to the same transformations as the field themselves) in
order to preserve gauge invariance. Such a step will yield an additional gauge field A, associated with
the photon field. Then, by adding the kinetic energy term, one can reach the full QED® Lagrangian
which is: .

L=U(iy"d, —m)¥ — j*A, — ZF’WFW (1.5)

with £, = 0,4, — 0, A, the Faraday tensor. The first term is associated to the Dirac equation for a
free spin !/, particle, the second term is the interaction between matter and the EM radiation and the
third term describes the propagation of the free photon.

Restricting this Lagrangian to the terms associated to the EM field yields:

1
L= _ZFWFW —j"A, (1.6)
We then recall the generalized Euler-Lagrange equation:
oL [ oL ]
— =0y | = =0 1.7
00, " [90.00) 47
with the fields ¢; = f(z1,..., ;).
Injecting 1.6 in 1.7 yields:
O Fr = jv (1.8)

5The word ”Lagrangian” will in fact designate the Lagrangian density £ defined as L = [ £ d3z, with L the ”true”
Lagrangian.
6Quantum ElectroDynamics
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(a) 1°¢ order (b) 2" order

Figure 1.2: EM effective interactions between an electron and a proton

which are the Maxwell equations in covariant form, an expression similar to equation 1.3.

We have rewritten the well-known Maxwell equations from their classical differential form to a tensorial
form. In parallel, with reasonings coming from quantum field theory, thus requiring the introduction
of the Lagrangian concept, we derived an equivalent tensorial expression. This shows the elegance and
power of such a formalism. As we will see in the next section, the basis of the weak interaction was built
on this.

Fine structure constant and higher order contributions Using the second term in expression 1.5,
one can compute the matrix element of the processes shown in fig. 1.2. At first order, the interaction
between an electron and a proton is done through a single virtual photon. During this exchange, it is
possible for this photon to form a virtual electron-positron pair such as in the 2% order diagram. We
showed here only two examples of Feynman diagrams, but one could imagine a multitude of higher order
processes, for instance the self-interaction of an electron with itself through another virtual photon and
so on. In Feynman diagrams, each vertex is associated with a coupling constant which depends on the
specific interaction. In the QED case, the well-known fine structure constant takes this role:

_ e? 1
4T dmeohe 137

(1.9)

Furthermore, o shows a very interesting peculiarity: it is universal, meaning that the EM interaction is
governed by some intrinsic coupling strength which is the same for all charged particles, regardless of its
nature. Since o < 1, summing up higher order contribution (a™) is not an issue since it does not require
renormalization and can thus be done perturbatively. We will come back to this in section 1.2.4.3, when
approaching the corrected Ft values.
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1.2 Weak interaction

Among the three fundamental interactions relevant to particle and nuclear physics, the weak one is the
most elusive. It does not form bound states such as the strong interaction’s baryon or the EM’s atom.
Its Z° gauge bosons are EM-neutral unlike the charged W*. It is actually pretty hard to picture because
there is no analogy possible with our daily existence. Let us start off with a brief history which might
give us an overall view of it then we will jump in the heart of things.

1.2.1 Historical perspective

1896 H. Becquerel explains that phosphorescent substances like uranium salts (K(UQO)SOy4) are able to
mark a photographic plate protected by black fabric and even thin layers of metal [Bec96b]. During
the same year, he finds out that these substances are not phosphorescent because they do not need
to be exposed to sunlight to emit their own radiation: Radioactivity is discovered [Bec96a].

1897 J.J. Thomson presents an experiment where he finds evidence that cathode rays, or electric dis-
charges, are probably carried by corpuscules, with a specific @ ratio that he measures, rather than
being solely aetherial: Electrons are discovered [Thom97].

1899 E. Rutherford classifies the different kinds of radiation according to their penetrating power.
« particles penetrate less than 8 particles [Ruth99]. Later that year, he performed quantitative
measurements and found out that the % ratio of the 8 particles was the same that what Thomson
found two years earlier: § particles are, in fact, electrons.

1914 J. Chadwick shows that the g particle energy spectrum is continuous. At the time, this is a major
issue because 8 decay involves only two bodies [CJ14]. Some people even propose to revise energy
conservation.

1928 P.A.M. Dirac derives the first relativistic quantum wave equation for the electron [Dira28]. It is in
this period that Dirac, Heisenberg and Pauli develop a complete quantum field theory which unites
quantum mechanics and relativity and is applicable to all fundamental interactions.

1930 W. Pauli sends an open letter to ”"the group of radioactive people at the Gauverein meeting in
Tiibingen” stating that a neutron may be emitted during 8 decay, making it a three-body process
and preserving energy conservation. As he said himself, this was an almost improbable remedy, but
still, why not consider it. This neutron should have a mass between that of an electron and 1% of
the proton mass, travel slower than the speed of light and be a fermion. Pauli actually postulated
the existence of the neutrino” for the first time [Paul30].

1932 J. Chadwick wraps up evidence available at the time and provides insights to testify the existence
of another nucleon: the neutron (the modern one this time). He suggests that the neutron is
composed of a proton and an electron since its mass is between 1.005 m, and 1.008 m, [CJ32].
Later that year, Heisenberg presents a new nucleus formed only by protons and neutrons [Heis32].
In the very same year, C. D. Anderson observes antimatter for the first time through the detection
of positrons [Ande33], granting him half the Nobel Prize of 1936.

)

1934 E. Fermi establishes a complete theory for the S decay which includes Pauli’s "neutron”. In
his work, he uses analogies with electromagnetism, treating the relevant particles just like photons
emitted from atoms. As far as experimental evidence available at the time is concerned, this theory
accounts for the observed [ energy spectra. It has a powerful predicting potential, foreseeing, for
instance, the possibility of electron capture. This could be considered the first Weak interaction
theory [Ferm34]®.

7 From [Amal84], p.306:

The name "neutrino” (a funny and grammatically incorrect contraction of ”little neutron” in Italian: neu-
tronino) entered the international terminology through Fermi, who started to use it sometime between the
conference in Paris in July 1932 and the Solvay Conference in October 1933 where Pauli used it. The word
came out in a humorous conversation at the Istituto di Via Panisperna. Fermi, Amaldi and a few others were
present and Fermi was explaining Pauli’s hypothesis about his ”light neutron”. For distinguishing this particle
from the Chadwick neutron Amaldi jokingly used this funny name, — says Occhialini, who recalls of having
shortly later told around this little story in Cambridge.

8Translated and commented in [Wils68].
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1937 S.H. Neddermeyer and C.D. Anderson observe a particle that is less massive than a proton, more
massive than an electron and behaves like an electron. The muon is discovered. [NA37]

Late 1940s Feynman, Tomonaga, Schwinger and Dyson developed independently what we henceforth
know as the Quantum ElectroDynamics”, which was the first quantum gauge field theory. All the
following work on gauge field theories were based on what was done for QED.

1953 F. Reines and C.L. Cowan detect neutrinos for the first time through the detection in coincidence
of a neutron and a positron coming from an inverse 5 decay reaction [ReCo53].

1956 T.D. Lee and C.N. Yang outline that although parity conservation was observed in strong and EM
interactions, it was not tested for weak interactions. They express a few experimental ideas which
might test such a conservation [LY56].

1957 C.S. Wu et al. performed a parity conservation test through the observation of polarized 5°Co
B decay. They found an important asymmetry in the counting rate of s with respect to the nuclei
orientation, detectors position and to the de-polarizing time: Parity is discovered to be highly
violated, if not maximally [Wub7].

1958 E.C.G. Sudarshan and R.E. Marshak [SM58] and independently R.P. Feynman and M. Gell-
Mann [FGM58] review the experimental evidence available at the time and suggest that, except for
a few experiments which could be wrong, the so-called universal Fermi interaction is most probably
Vector and Axial-Vector, thus setting aside the Scalar and Tensor currents. Moreover, the discovery
of C.S. Wu et al. is followed by intense research to understand the fundamental nature of the Weak
interaction. As an example, M. Goldhaber et al. set up an experiment to check the neutrinos
helicity using polarized Eu'®2. They conclude that the Gamow-Teller transitions, that is with a
final spin triplet state, are of an Axial-Vector nature [GGS58].

1961 S.L. Glashow publishes the first work that formalizes the ressemblances between the weak and
EM interactions [Glas61] through the introduction of the relevant gauge bosons (from fig. 1.3a to
1.3b). This could be considered the premises of the SM.

1963 N. Cabibbo introduces the angle which now bears his name as an assumption on J,,, the "weak
current of strong interacting particles” [Cabi63]. In the same year, a precise measurement of the
B — v angular correlation parameter ag, is performed by C. H. Johnson, F. Pleasonton and T. A.
Carlson in the decay of “Het [JPC63].

1964 G. Zweig establishes the aces model (now named quarks) [Zwei64]. Three of them should account
for all the particles discovered at the time, namely the u, d and s. In the same year, J. W. Cronin and
V. L. Fitch discover evidence of indirect CP-violation awarding them the 1980 Nobel prize [CTH64].

1970 S. L. Glashow, J. liopoulos and L. Maiani predict the existence of a fourth quark [GIM70].

1972 M. Kobayashi and T. Maskawa shows that CP-Violation requires the introduction of other new
quark fields and establish what we henceforth know as the Cabibbo-Kobayashi-Maskawa (CKM)
matrix which includes three quark generations [KM73].

1975 Electron-positron annihilation were observed to populate an exit channel made of an electron, a
muon and missing energy. This is, in fact, the first observation of the 7 lepton [Perl75]. The same
year, the teams of B. Richter and S.C.C. Ting observed independently the J/W¥ for the first time,
thus discovering the charm quark [Augu74; AubeT74]

1977 S.W. Herb et al. discover the bottom quark [Herb77].

1983 As the accelerators technology evolves, the available energy to perform experiments reaches the
mass of the different gauge bosons of the Weak interaction, namely the W—, the WT and the
Z°. The Super Proton Synchrotron (SPS) built at CERN was the machine used to discover these
bosons. In 1984, the two main team leaders, C. Rubbia and S. van der Meer were awarded the
Nobel prize for this discovery.

1995 First observation of the top quark at Fermilab [Abea95].

9Feynman, Tomonaga and Schwinger were jointly awarded the Nobel Prize in 1965 ”for their fundamental work in
quantum electrodynamics, with deep-ploughing consequences for the physics of elementary particles” [FN65].
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1998 The Super Kamiokande collaboration published evidence of neutrino oscillations [Fuku98]. This
was confirmed by another experiment that took place at SNO'® [Ahma01]. T. Kajita and A.B. Mc-
Donald were conjointly awarded the 2015 Nobel prize for the discovery of neutrino oscillations.

2012 The Higgs boson was discovered, as announced conjointly by the CMS and ATLAS collaborations
at CERN [Chat12; Aad12].

1.2.2 Application of the Fermi theory to nuclear 3 decay

In order to assess it, we need to reach a full theoretical description of the (nuclear) § decay. We will start
with what Fermi had done in 1934, when he established a first complete description of such a phenomenon.
This will be followed by the inclusion of adjustements required by the ever-accumulating experimental
evidence. As an example, the maximal parity violation, discovered in 1957, is now embedded in the
formal description of a # decay. This process will end with the expression of the V-A theory.

1.2.2.1 Fermi golden rule

Perturbation theory is applicable in the case of a nuclear § transition since the implied weak interaction
is characterized by a weak coupling constant. Defining A\ as a transition probability between two given
states, M y; as the transition matrix element between the two same states and % as the density of final
states per energy unit, the Fermi golden rule states that:

(1.10)

This equation summarizes, more or less, all one needs to know about 8 decay. Looking quite simple, it
is in the details that complications and stakes rise. Let us first take a closer look at the term My;. As
said above, it is a transition matrix element that could be defined, using the Dirac formalism, as:

Myi = (fIH i) (1.11)

with [i) the initial state, 7 the Hamiltonian of such a transition, which is the key term here as we will
see below, and (f] the final state.

The initial state is a specific nuclear state with a given parity and spin. In this initial nucleus, a
neutron transforms into a proton and two leptons: an electron (the so-called § particle) and an elec-
tronic anti-neutrino. The final state is the group formed by these two leptons and the new nucleus which
has one more proton and one less neutron. This last sentence describes the 8~ decay and reversing the
words ”proton” and “neutron” from it describes the 87 decay. In fact we will only refer to the 3~ decay
as of now and assert that the 87 decay is nothing more than the Hermitian conjugate of the former.

Depending on the relative spin orientation of the emitted leptons, the daughter nuclear state has ei-
ther changed its spin or not when compared to the initial nuclear state. The former case is known as a
Gamow-Teller (GT) transition while the latter is named a Fermi transition (F). In the case of a mixed
transition, the mixing ratio p between the F and GT components is yet another important observable.

The derivation of the final states density is done in e.g. [LiUH10]. Considering a 8 with a momen-
tum between p. and p. + dp. we have:
dN  27V?

i 5 Ve (Bo — Ee) sin fdp.dfdS, (1.12)

with V a normalization volume, Fy the total available energy for the decay, E. the 3 energy, 6 the angle
between the leptons and €. the solid angle covered by the 3.
1.2.2.2 Weak Hamiltonian

We saw in equation 1.5 that the term j*A, embodies the interaction between matter and EM radiation.
Moreover, the Maxwell equations 1.3, A, = j,, give us a correspondance between the EM current and

10Sudbury Neutrino Observatory
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(a) Point-like 5~ decay (b) B~ decay with propagator

Figure 1.3: Weak effective interactions

the four-potential. This leads us to write the matrix element of this current-current interaction shown
in fig. 1.2a:

. 1. .
My~ jHA, ~ —quu(e)y“(p) (1.13)

with j,(e) = @cy,ue the electron current, j*(p) = @,y"u. the proton current and -1/¢* the photon
propagator term. Fermi originally saw that the interactions pictured in fig. 1.2a and fig. 1.3a were pretty
much alike'!. As we said above, nuclear 3 decay occurs at low energies (few MeVs) comparing to the
mass of the W boson (~80 GeV). This justifies the fact that we do not need to explicit the propagator
term in the expression of the matrix element as it is done in fig. 1.3b. In other words, we will assume the
nuclear 5 decay to be pointlike. The exiting anti-neutrino will also be considered an entering neutrino in
the appropriate Feynman diagram. Fermi then replaced respectively the proton current and the electron
current with a hadron current j#(h) = 4,y"u, and a lepton current j,(I) = %,7v,u. and changed the
EM fine structure constant for a weak coupling constant G (which we will discuss later) [Ferm34]:

My =Gju(l)j*(h) (1.14)

This weak matrix element is usually named the general hamiltonian density of the 5 decay.

HOf course, the Feynman diagrams were still not invented at the time: Feynman himself was only 15 years old!
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’ Operator \ Definition
Scalar 1
Vector o
Tensor O = %[’yu, )

Axial-vector V5Vu
Pseudoscalar s

Table 1.4: Mathematically possible operators in weak currents.

1.2.3 Towards a general description

We will now use equation 1.14 as our entry point to reach a general expression where all observed
experimental features are accounted for.

1.2.3.1 Operator generalization

In each current j, of equation 1.14, the operator between the initial and final state is v*. This operator
is vector in nature, but any combination of the five v matrices which covers exhaustively the possible
behavior under a Lorentz transformation coupled with a Parity transformation is mathematically accept-
able. O; will designate such operators with i belonging to {S,V,T,A,P}. These letters stand respectively
for Scalar, Vector, Tensor, Axial-vector and Pseudoscalar and each one behaves differently under the
combined Lorentz and Parity transformations. They are defined in table 1.4. Including all possibilities
and expliciting the currents, equation 1.14 becomes:

Myi =G Ci(t,Oiue ) (in O'uy) (1.15)
i
with C; the coupling constant weighting the contribution of each operator.

1.2.3.2 Symmetries violation

Fermi established his theory in 1934 [Ferm34] and for more than two decades it worked nicely, until Wu et
al. discovered evidence to maximal parity violation in 1957 [Wu57]. This kind of symmetry feature needs
to be included in the matrix element we are computing. The way to perform this is to add a pseudoscalar
term (y5) which exhibits the behavior we are looking for under the parity transformation. Weighting
this new term with a coupling constant C/, our matrix element turns into:

Mfz = g ZCZ (uuoz <1 + 375) ue) (ﬂnolu;ﬂ) (116)

Putting constraints on C; and C/ enables to embed the symmetry features of this matrix element. For
instance, C-symmetry happens when C; are real and C/ are purely imaginary, maximal P-symmetry
violation is accounted for if |C;| = |C{| and T-symmetry invariance is ensured if both coupling constants
are real. Thus, our matrix element transforms to:

Myi =G Ci (0,0 (1+75) ue) (Un O'uy) (1.17)

1.2.3.3 Handedness

At this point, it is useful to introduce the notion of helicity which is defined as the projection of the
spin direction on the momentum direction. It is equal to 1 (-1) when the spin and the momentum are
parallel (anti-parallel). We thus say that the considered particle is right-handed /RH (left-handed /LH).
If we consider v and v to be a particle spinor and an anti-particle spinor, respectively, the operators
%(1 + %) project the handedness'? of that particle in the following way:
1 1
2 2

12This holds true when the v matrices are chosen in the Weyl basis.

(147" u = up (1—~")u=ur (1.18)
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1 1
5(1—&—75)1):% 5(1—75)1):1)3 (1.19)

Experimental evidence showed that neutrinos and anti-neutrinos are respectively LH and RH. We will
then only keep the negative part in the helicity operator projection of our matrix element which therefore
becomes:

My =G Ci (0,0 (1= ) ) (1O (1.20)

1.2.3.4 V-A theory

We will now discriminate among the possible operators we found out in 1.2.3.1. The easiest one is Op
which vanishes in a non relativistic approximation. The remaining four terms can be divided into two
categories. Axial-vector and Tensor couplings allow a spin change, ergo, they are associated to Gamow-
Teller (GT) transitions whereas Vector and Scalar couplings do not allow a spin change and are thus
associated to Fermi transitions. Experimental evidence showed that both the Scalar and the Tensor
couplings are tiny, if there are any [SNC11]. This lead to the elaboration of the V-A theory in which
Cs=Cr=0 (and CA/CV < 0)1

My = GCv (U (1 —75) ue) (U up) + GCA (U v57u (1 — 5) ue) (ﬂn’y5’y”up) (1.21)

In order to simplify and explicit the F and GT parts, one can rewrite this expression in the following
manner:

(Myil? = CF|Mp[* + C3 | Mar|? (1.22)

where Cy and C4 are now expressed in G units. This expression will be useful later.

1.2.4 Testing the Weak interaction

This section is dedicated to the ways experiments can test the weak interaction. Although there are
many possibilities, we will focus on what can be done with the LPCTrap experiments. Indeed, through
our measurement of ag,, which we will be presenting below, either a test of the exotic current existence
or of the unitarity of the CKM matrix (defined below) can be performed.

1.2.4.1 CKM Matrix

Quarks weak eigenstates differ from their mass eigenstates. In a way, a 8 decay is the transformation of
an up-type quark mass-eigenstate to a down-type quark weak-eigenstate'® which is then projected in the
down-type quark mass-eigenstates space, resulting in any of the three possible down-type mass-eigenstate
with a probability closely tied to the relevant elements of a particular matrix. Noting qw and ¢, the
weak and mass eigenstates, the following relation holds:

dW Vud Vus Vub dm
SwW = Vea Ves Vo Sm (1-23)
bW ‘/td V;&s ‘/tb bm

Where the central matrix is the Cabibbo-Kobayashi-Maskawa (CKM) matrix. The Particle Data Group
recommends the following values [O14]:

0.97427 +0.00014  0.22536 = 0.00061  0.00355 % 0.00015
Vorym = | 0.2252240.00061 0.97343 +0.00015  0.04140 + 0.00120 (1.24)
0.008861 000035 0.0405105015  0.99914 + 0.00005

I3Flavor-Changing Neutral Current (FCNC) are supposed inexistant in the frame of this work, thus, quarks undergoing
a 8 decay may transform only to the other-type quark, i.e. a up-type to a down-type or vice-versa.
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The unitarity requirement of the CKM matrix is an important problematic since any disparity could
lead to new physics [HT15]. The most useful data linked to this allows to check that:

|‘/ud|2 + ‘Vus|2 + ‘Vub|2 =1 (125)

Since V4 is the most contributing term, a good precision on it is crucial.

1.2.4.2 CVC hypothesis

We now take a closer look at G, the weak coupling constant. A measurement in the case of the purely
leptonic decay of the muon yielded G ~ 0.89619 x 10~* MeV.fm3. In nuclear § decay, this value is
CyG ~ 0.88526 x 10~* MeV.fm>. These values are quite similar and suggest that even for different decay
types, some universal weak constant governs the amplitude of the decay rate as it is the case in the
EM interaction with the constant a. The nuclear scenario has an important specificity: It is not purely
leptonic and the hadronic part of it, that is the quark transmutation, implies that one needs to include a
specific factor linked to the existence of the quark generation themselves. This factor is in fact V4 and
was introduced in section 1.2.4.1.

Another hint advocates the path to a universal weak coupling constant. A proton in some nuclear
medium may emit virtual pions. Consequently, one expects nuclear 3 decay to be altered because such
higher order Feynman diagrams exists. It happens that it is not the case, i.e. the proton weak charge
is not renormalized because of such processes, as it was validated by measurements done in the case of
non-virtual pions (see [BJ95], section 11.7).

We thus call the Conserved Vector Current (CVC) hypothesis the assumption that in Vector-type inter-
actions the same coupling rests underneath [FGM58]. Using the above notation (eq. 1.22), this means
that:

Cy = GVig (1.26)

Precisely measuring V4 in different decays is consequently a way to test the CVC hypothesis.

1.2.4.3 Ft

Ft, the corrected ft value'® is classically extracted in the superallowed pure Fermi decay (0T — 07)
through:

K
t=ft(1+8)(1+0ns —0c) = =5 1.2

Ft is expected to be a unique value for all such transitions.

§; and AY, are correction terms which are discussed below.

K regroups fundamental constants [Beril2]:

2 In(2)A7 5
K = @M 100.9776(9) x 10-10GeV s (1.28)
(mec?)®

G is the universal weak constant.

V., described in the last section, appears explicitly here.

The objective here is to reach V,4, thus one needs to know all the other quantities with the greater
possible precision. We will give some more details on the superallowed pure Fermi decays in section 1.3.
The experiments around LPCTrap were done with quite different nuclei. One can take advantage of
mirror nuclei undergoing mixed (GT/F) transitions between T = 1/2 isospin doublets to obtain Ft, the
corrected [t value [Sevl4a; NS09]. In such a case, expression 1.27 becomes:

K

Ft = ft(1+85) (1 +6ns — dc)[L+ (fa/fv)p*] = V2 (14 AY)
ud R

(1.29)

where a few terms have been added, namely:

14 This value is usually presented as log ft = log f+logt, where f is associated to theoretical calculations (Fermi function)
while ¢ is linked to specific nuclear data of a given nucleus.
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e fa/fv is the ratio to account for the slight discrepancy in the statistical rate function between F
and GT transitions.

e pis the GT to F mixing ratio.

Once again, we are interested in V,,4. The relevant nuclear data (mass, halflife, branching ratio) is
known with a better precision than the mixing ratio p, which is thus the greatest source of (statistical)
uncertainty [Sevl4a]. As we will see in section 1.2.4.4, this is where ag,, the 8-v angular correlation
parameter, may play a role.

Now, regarding the correction terms (computed in [Seve08] for the mirror transitions):

e &% and AY, are pure QED corrections [MS06]. Can go up to ~1.5%.
e 0ng is a nuclear structure correction.

e Jc is the isospin symmetry breaking correction, usually computed from shell-model calculations [TH0S],
although other approaches exist [LVGM10] [Auer09]. Combined with dyg, they can have a contri-
bution in 0.3% — 1.5%.

1.2.4.4 Correlation parameters

In 1957, using natural units (¢ = i = 1), Jackson et al. developped an expression for the angular
distribution of the electron and neutrino as a function of the coupling constants C; and kinematic
quantities [JTW57a; JTW57b]. For unoriented nuclei and including Coulomb corrections to order «, we
have:

w(o|Ee, Qe, Q)dEdQ.dQY, =

F(:I:Z, Ee)
(@)

where the subscripts e and v are associated to the electron and the neutrino, p and E are momentum
and energy. F(£Z, E.) is the Fermi function. ¢ = ag, is called the S-v angular correlation parameter
and b the Fierz interference term. The coupling constants are regrouped in ag, and b in the following
manner:

1 pe'py Me
E.(E° — E.)?dE.dQ.dQ, =4 1 1.
pe e( e) d ed ed 25{ +aEeEu +bEe +[ ]} ( 30)

aZm

ag = |Mp[* (= ICsI? +1Cv P = G52 + |Cy 2 F Z2228(CsCy + +C5Cy )

e

+ %(mﬂz IR+ 04 — 047 % D30+ 44 0) (181)
b = £2Re|[Me*(CsCy +C4CY) + [Morl(CrCi+ CrC5)| (1.32)

with & defined as:

€= IMp[2(ICs P +1CvI2 + C5P +1CV12) + IMorl(ICr? + Cal? + |C2 + ICA2)  (1.33)

Other correlation parameters exist as we will see in the next section. For pure currents, ag, takes the
values presented in table 1.5. As we illustrate in fig. 1.4a and 1.4b, the shape of the Recoil Ion (RI)
momentum distribution following a nuclear 8 decay depends on the value of ag,. In the LPCTrap case,
we actually measure the TOF for multiple nuclei (see sections 3.2.1 and 2.4).

It is worth noting that, experimentally, ag, is not measured directly and alone. Indeed, the Fierz inter-
ference term, b, has an effect on the observed kinematics. Detecting the § particle makes us dependent
on this term in the following manner:

~ agy
= — 1.34
“TIF b'Ee (1.34)

Although this is inexact, we will be referring to @ in this document when evoking ag, .
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’ Current \ ag, value ‘
Vector (SM, F) +1
Axial-vector (SM, GT) -1/3
Scalar (Exotic, F) -1
Tensor (Exotic, GT) +1/3

Table 1.5: ag, values

Extracting a precise value of ag, is very useful since it allows to check either of two hypothesis.

Hypothesis 1 (V,,4) V-A theory is true, i.e. there are no exotic currents. Thus, the following relation
holds:
1—p?/3
agy = ———
Bv 1 +p2

ag, is then extracted from the TOF data and considered to be the SM value. This yields an experimental
value for p which contributes to the global dataset mentioned in section 1.2.4.3. Consequently, it serves
the purpose of testing the unitarity of the CKM matrix through V4.

(1.35)

Hypothesis 2 (Exotic currents) For mixed mirror transitions, we consider the value of V,,4 recom-
mended by the PDG'® to be the SM value. Combined with other nuclear data, one can then compute a
mixing ratio p which yields a ”SM value” for ag,. It is then possible to compare this latter value with the
one extracted from the TOF spectrum. Any deviations would suggest the existence of non-SM coupling,
namely Tensor for GT transitions or Scalar for F transitions.

Pure transitions, either of F or GT nature, are nevertheless better suited to constrain one specific
exotic current. These transitions are characterized by the disappearance of either the |Mp|? or |[Mgr|?
term in equation 1.31, allowing to choose what exotic current to focus on.

15Particle Data Group
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Figure 1.4: RI momentum distributions following GT & F transitions.
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1.3 State of the Art

The LPCTrap experiments, which the present work is part of, are based on the detection in coincidence of
the decay products following a nuclear § transition. The decaying nuclei are confined in a Paul trap. The
achieved Time-of-Flight (TOF') spectrum of the recoiling ion is thoroughly analyzed to extract ag, using
realistic simulations of the whole experiment (see chapter 3). As it will be more detailed in chapter 2,
three nuclei were studied with the LPCTrap device: SHe™, 3°ArTand ' Ne™. The measurement of ag, is
the objective in each of these experiments, but the studied transitions are very different. In the case
of ®Het, the pure GT transition allows to test the existence of exotic tensorial currents. 3°Art decays
through a mixed mirror transition, mostly F in nature. '?Ne?*is a mixed transition as well, but with
a dominating GT component. The ag, value thus allows to increase the constraint on the current V,q4
value or, with another interpretation, to test the existence of the exotic scalar current. The present
section is a quick overview of the other existing experiments which follow similar goals with variants.

Experimentally, Paul traps to limit [ scattering and to provide a well-localized source are not the
only trapping techniques in usage: Penning traps and Magneto-Optical Traps (MOT) are used as well.
This being said, confining the radioactive source is not mandatory, ergo, some experiments do not use
traps at all.

On the theoretical side, ag, is not the only angular correlation parameter existing. To illustrate this,
let us write the complete expression 1.30, i.e. account also for possibly-oriented nuclei. A more general
expression is [JTW57a; JTW57b]: re

W({(D)|Ee, Qe, 0,)dE.dQdQ, = F((j;Z’)SEE)pGEe(EO — E,)%dE.dQ.d,
m
Pe * Pv ﬁ lpe'pu 7 (pe'j)(pu'.j) J(J+1)73<(‘]j)2>
5{1 T m, TPE T3 BB, E.E, J(2J —1)

(J) Pe Pv Pe X Pv
) gPe  pPv pPeX Py Ly
7 %E. TE TV EE, (138)

This expression still shows ag,,, but other correlation parameters such as A, B and D appear when they
are not integrated out over the polarization. Measuring these other parameters grants access to various
aspects of the SM. For example, section 4.2 presents the experimental future of LPCTrap where a mea-
surement of D is foreseen. The value of this parameter is linked to the existence of a possible source of
CP-violation.

Choosing to study a specific aspect of a particular baryon undergoing a [ decay changes what is tested
underneath. To access the value of V,,4, we mentioned the case of the mirror transitions where ag, is
extracted (see equation 1.29), which is the chosen path in the LPCTrap case. Yet, the same could be
done in the free neutron, a very different system where several effects coming from the nuclear medium
are not present. We also introduced the superallowed pure Fermi decays through equation 1.27 where
the precision on specific nuclear data (mass, lifetime, BR, ...) becomes the challenge. An important
number of measurements using superallowed decays have been carried out for the past decades [HT14].
Experiments with pions where the same logic applies exist as well [Pocal4]. These different systems and
their observables are all a complementary source of precious input to increase the current constraint on
the value of V4.

As mentionned in the the previous section, pure transitions, whether of F or GT nature, are well-
suited to test the existence of exotic currents.

The section will be divided according to the LPCTrap timeline. The first part will be dedicated to
the search of exotic currents in pure (GT/F) decays while the second will focus on V,4. The neutron
case actually belongs to both studies, we arbitrarily placed it in the second part.
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Figure 1.5: 1963 Oak Ridge Experiment

1.3.1 Exotic currents in pure transitions
1.3.1.1 Oak Ridge Research Reactor (1963)

One of the most stringent constraints on the existence of exotic currents comes from a measurement
done in 1963 [JPC63]. The Oak Ridge Research Reactor provided the neutrons required for the relevant
production reaction: “Be(n, a)°He. The produced gaseous SHe was routed using water vapor to the
detection setup as pictured in fig. 1.5a. Cold traps on the way were used to capture the water and
other contaminants. The recoiling °Li* resulting from the pure GT nuclear 3 decay of He was steered
using magnetic and electric fields, thus allowing a selection on energy, to an electron multiplier. A
typical spectrum presenting the recoil ion energy counts is shown in fig. 1.5b. The error control was very
thorough and yielded this result:

Cr|* + |C7[?

e < 0.4% 1.37

Carricye = 137
implying agr = —0.3343(30). Gliick modified this value with the inclusion of radiative corrections to
agr = —0.3303(30) [Gluc98]. This value is still today one of the most precise results on tensor currents.

1.3.1.2 ANLTrap@CENPA

A team at Argonne National Laboratory (ANL) has been developing an experiment to measure ag, in
the pure GT decay of *He [Mull14; Robel5; Lerel5]. The atoms are produced using the "Li(d, *He)%He
reaction with the tandem accelerator at CENPA'C in Seattle with a high yield: 10'° atoms/s. The high
intensity deuteron beam caused issues as the rapid degradation of the stainless-steel foil which houses the
Lithium was observed. This was mend through the replacement of this stainless-steel foil with Tantalum,
one of the few elements that do not react chemically with Lithium. Tantalum has a melting point twice
as high when compared to stainless-steel (1400 vs 3020 °C). The whole target can now operate for weeks
instead of days.

The experiment consists of two coupled MOTs where the first receives and shapes an atom bunch
while the second (see fig. 1.6a) is equipped with the detectors. Although the transfer efficiency is around
30%, possible non-trapped °He contamination is reduced in the process. The total efficiency is around
2 x 10~7. This results in a few thousands atoms trapped per second inside the detection zone. Using

16Center for Experimental Nuclear Physics and Astrophysics
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Figure 1.6: CENPA SHe Experiment

MOTs provides a few assets. A high selectivity is possible and no space-charge effects or RFP'” enables
to have a quasi-punctual cold source. The bunch dynamics is an important source of systematic uncer-
tainty in Penning or Paul trap experiments and is thus avoided here. The detector setup is similar to
what LPCTrap is equipped with. Detection in coincidence of the decay products, namely the 8 particle
and the recoil ion °Lit, is done using respectively a plastic scintillator and a MCP (see section 2.3).

A full simulation of the whole setup using GEANT4 and COMSOL was developed in this framework.
The last experiments yielded ~ 0.3 coincidences/second for a total of ~ 2 x 10 events (see fig. 1.6b),
representing a 4% relative statistical error on ag,. An update of the detection efficiency is foreseen and
should allow to reach Aag,/ag, = 0.1%.

1.3.1.3 Paul trap at Argonne (ATLAS)

A collaboration working at Argonne is performing a correlation measurement in the 8Li 8 decay in a Paul
trap [Sciel4]. The transition is almost pure GT with a F component smaller than 10~3. The daughter
nucleus is an excited 8Be which fissions in two delayed-a particles. The detection of these products
changes the "usual” dependence of the kinematic distribution on the correlation parameter [Lil3]. The
end result is that the experiment really measures |C7/C4|? through the energy difference of the alphas,
thus constraining the possible existence of exotic currents. The coincidence detection with the 8 allows
to clear background.

The radioactive ions are produced through the "Li(d,p)®Li reaction with a beam provided by ATLAS'®
where 24 MeV "Li imping on a cryogenic Dy target. As it is shown in fig. 1.7 the Paul trap is surrounded
by DSSSDs'? which allows the detection of the triple S-a-a coincidence. The back-to-back coincidences
of the two as were used to measure the cloud dimensions which is approximated as a 3D Gaussian
distribution with 1.8 mm of FWHM. A full simulation including the setup geometry, the ion cloud distri-
bution, the § scattering and the detector response was used to better understand the possible systematic

17Radio-Frequency Phase, see section 3.2.2
18 Argonne Tandem-Linac Accelerator System
9Double-Sided Striped Silicon Detector, see section 2.3.1.1
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Figure 1.7: Argonne experiment detection setup [Sciel4].

effects. Unlike LPCTrap, the effects from the RF field, the *He buffer gas and the ion temperature were
neglected in the first campaign [Li13] which yielded the following result:

|Cr/Cal? = 0.004 £ 0.0091q¢ % 0.010,y4 (1.38)

A second campaign took place where ten times more statistics were gathered. Detailed simulations and
fine theoretical corrections are required for a good control of the systematic effects. The preliminary
result is [Ster13]:

|C7/Cal* = 0.0018 £ 0.0036510t + 0.0041, (1.39)

which implies:
ag, = —0.3321 £ 0.0036 (1.40)

The collaboration published more recent results as well [Ster15]:
|C7/Ca* = —0.0013 £ 0.00384¢4; & 0.0043 ¢ (1.41)

which implies:
agy, = —0.3342 £ 0.002644¢ £ 0.0029, ¢ (1.42)

1.3.1.4 TRINATQTRIUMF

The TRINAT collaboration at TRIUMF studied the superallowed pure F decay 33K —38 Ar+ 381 +v,.
The TRIUMF ISAC facility provided the 3*™K beam, the metastable state being the only one captured
in a first MOT. A 75% efficiency transfer towards a second MOT lowers the background. The coincidence
detection of the 3 particle and the recoil ion with, respectively, a Double Sided Silicon Stripped Detector
(DSSSD) and a Micro-Channel Plate (MCP) is performed for 150 ms in the second MOT. The TOF
spectrum of the RI, from which ag, is extraced with the proper fit, is thus collected as shown in fig. 1.8b.
An experiment in 2005 yielded [GMAAO5]:

ag, = 0.9981 4 0.0030(stat) 00052 (syst) (1.43)

A TOF spectrum is shown in fig. 1.8a. The collaboration is working on an upgrade that would lower the
error on ag, to 0.001 [BG14; Behrl4]. The update relies on the idea of collecting all recoil ions with a
proper electric field, a larger MCP and a larger 8 detector.
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Figure 1.8: TRINAT 3*"K Experiment

1.3.1.5 WITCH

The WITCH experiment is installed after the REXTRAP device at ISOLDE, CERN. The objective
of WITCH is the measurement of ag, in the 3°Ar 3 decay, a mirror transition mostly Fermi in na-
ture (see section 2.4.2). The apparatus consists of a double Penning trap system as it is pictured in
fig. 1.9a [Sev14b]. The first cooler trap cools the ions with buffer gas collisions in order to bunch them,
readying them for injection in the second so-called decay trap. In this second region, a potential barrier
is present and, depending on the set voltage, allows selected ion energies to pass. A typical dataset is
shown in fig. 1.9b. Varying this voltage allows to construct a full inclusive spectrum of the RI energies
with which the fit of ag, is done.

Like most trap-based experiment reaching a high level of precision, the control and understanding of
the systematic effects becomes crucial. For example, the decay trap dynamics generate three specific
eigenmotions because of the overlapping electro- and magneto-static fields (see section 3.2.2.1). The
space-charge effect comes into play and must not be neglected as well. All of this contributes to a non-
pointlike dynamic source and its proper modeling is required in order to control the errors it causes.
A recent study of these effects is available [Porol5] where the simulation work was done using SIM-
BUCA [VG11]. Just like for LPCTrap, the analysis is ongoing and now depends on the commissioning
of thorough simulations. A few % of precision is expected on ag,,.

1.3.1.6 TAMUTRAP

Installed at the Texas A&M University (TAMU), the TAMUTRAP experiment is based on a singly
cyclindrical-shaped Penning trap of which the goal is to measure ag, through the study of S-delayed
proton emitters [Melc14; Mehl13], the pure Fermi 3?Ar case being considered first. A global layout is
shown in fig. 1.10a. This endeavor is very promising since it is expected to yield a high statistical count
as its geometrical efficiency is nearing 4. Indeed, the path of the decay products is anticipable, allowing
the design of an appropriate Penning geometry to maximize the collection of the protons and the fs
using proper EM fields combined with detectors placed on the ends of the chamber. Unlike the LPCTrap
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Figure 1.9: WITCH 3°Ar Experiment
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Figure 1.10: TAMUTRAP Experiment

expe riment where ag, is obtained through the analysis of the RI TOF spectrum, TAMUTRAP aims to
extract this correlation parameter using the proton energy where a detection of proton-£ coincidences
occurs. The effect of possible exotic (S) currents is shown in fig. 1.10b.

This experiment is rather new and still in its R&D phase as the required apparatus to bunch and
cool the relevant ions, the RFQCB (see section 2.2.2), has recently been commissioned [Mehl15]. The
measurement trap itself as well as the full detection setup is still in development. The first test runs are
estimated for the year 2017. In the future, it is not excluded to use this apparatus to measure other
observables, e.g. through a coupling with lasers, thus polarizing chosen ions.
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1.3.1.7 WIRED

Experiments using the WIRED?" apparatus are being developed at the Weizmann Institute [Ronl4;
Dhall3; Avivl2]. Fig. 1.11 illustrates the experimental setup which allows for a high-resolution mass
selection. Indeed, the ions travel back and forth through multiple reflection around the detectors and get
separated according to their mass. When in the free field region, 5 decay can occur and the decay products
are captured by the detectors. The collaboration is aiming at measurements of correlation parameters
with a coincidence detection of the RI and the 3 in 5He. To this end, the SARAF?! accelerator is being
constructed to deliver the required exotic beams.

1.3.2 V,; measurements
1.3.2.1 Lawrence Berkeley National Laboratory (LBNL)

The LBNL extracted ag, in the 3 decay of 2'Na —2! Ne + 8+ + v, [Vett08]. The studied Sodium nuclei
are provided by a cyclotron at LBNL using ?Mg(p, a)?'Na. The produced 2!Na atoms are injected
in a MOT where the detection setup is mounted (see fig. 1.12a). The detection in coincidence of the
2INe and the 3 yields a TOF spectrum, a sample of which is shown in fig. 1.12b. The studied mixed
(F/GT) transition produced a first faulty result because of the presence of molecular Sodium [Scie04]. A
new experiment ensured that less atoms were trapped, preventing the formation of undesired molecules
yielding a wrong TOF. In this new experiment the TOF was constructed with the detection in coincidence
of the RI and the Shake-Off electrons. The value for ag, was then later corrected to [Vett08]:

ag, = 0.5502 + 0.0038(stat) + 0.0046(syst) (1.44)

which is in agreement with the SM-predicted value of ag,= 0.553(2).

1.3.2.2 Non-nuclear § decay

Pions A recent summary reviews the results from the PEN?? experiments using the PIBETA ar-
ray [Pocald]. From a theoretical point of view, pions are the easiest systems to study because of their
low number of decay channels and very good understanding of radiative corrections. The pion g decay
rate is given by:

ASf(e,A) (1 - QA) (1+06,) (1.45)

my

_ GIval
T 30%3

20Weizmann Institute Radioactive Electrostatic Device
2150req Applied Research Accelerator Facility
22http://pen.phys.virginia.edu/
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Figure 1.12: Berkeley 2! Na Experiment

with A = M, — My, € = (%)2, M, , My and m, are respectively the 77, 7% and electron masses.
f is the Fermi function while ¢, is a well-controled theoretically-computed correction term.

Accessing V, 4 is thus possible by precisely measuring the decay rate I' or, as it is done experimentally
to cancel out several uncertainties, the branching ratio to the 8 decay. It is important to note that the
major difficulty of this measurement is that this branching ratio is very low (~ 10~%). Normalizing to
either the average experimental 7.y branching ratio (R;’/M = (1.230 4 0.004) x 10~% — exp. nor.) or to

the established theoretical value (RT, = (1.2352 %+ 0.0005) x 10~* — theo. nor.), yields:

VP 1O —(.9728 4 0.0030 (1.46)
Vtheo. mor- _() 9748 + 0.0025 (1.47)

Neutrons The free neutron decay is a powerful tool to search for exotic currents or increase the
constraint on V.4 (currently, V4 = 0.9774 &+ 0.017 from the neutron [O14]). Regarding the exotic
currents, we notice that the beta asymmetry parameter A appears in equation 1.36. It is through
the measurement of this parameter that free neutron decay provides an accurate method to constrain
the existence of possible exotic currents. The polarization of the neutrons is thus mandatory [Bael4;
YCFG14]. The corrected Ft value in the case of neutron decay is [SBNCO06]:

K/In2
fnma(146r) = (1.48)
GLVZ(1+ AY)(1+322)
where 7, is the lifetime of the free neutron, f,,(1+40g) is the phase space factor and X is the ratio between
Axial and Vector coupling including some radiative corrections. It is this ratio that grants access to the
parameter A:

A2+

2 (1.49)

Asy = —

39



1.3. STATE OF THE ART CHAPTER 1. CONTEXT

Electron Detector 1 (Plastic Scintillator) 1.0 T Superconducting ~ Cudecay MWPC Plastic

\\\\M i\w#gnetic Field solenoidal magnet  volume scintillator
W : PMT
?U‘“\ ‘lw* 0% ‘
1 ‘\M TH“‘;‘ 1Decay Electrons S M ; = = 7 \Z
o = = =
‘M ‘ | f %) ! 7 = AN J
A w i , X &, GO0 |, | RO X 6
Polarized Neutrons| ! 1‘1 w} } [“ W ! z
AT Be-coated  Cu guide| || | 7T Polarizer/ 1 joh guide
| G }/ M . mylar foil 1| | spin-flipper
Split Pair Magnet “‘/\“/‘/ “W I')L(‘-coul.ed
] UL . quartz guide A
il
T I UCN fi
Electron Detector 2 (Plastic Scintillator) SD, sotrl?cn;
(a) Perkeo II setup [Bael4]. (b) UCNA setup [YCFG14].

Figure 1.13: (Ultra) Cold neutron experiments

Neutron has the ease of not being in a nuclear environment, thus avoiding possible nuclear or isospin
breaking corrections. This simplicity is similar to the pion case we just discussed. In this context, we
could cite two experiments:

PERKEO II Using cold neutrons®®, the PERKEO II experiment detects the decays from a polar-
ized neutron beam passing through the detection setup (see fig. 1.13a). A recent measurement
yielded [Mund13]:

A= —0.11972 £ 0.00045 (stat) T500053 (syst) (1.50)
A= g—"‘ = —1.2761 4 0.0012 (stat) 29999 (syst) (1.51)
14

The upgrade of this experiment is being developed: PERKEO III, where more statistics is expected.

UCNA In this other experiment, ultra cold neutrons®* decay in a chamber where the proton and the 3
are detected. A recent measurement yielded [Mend13]:

A = —0.11954 4 0.00055 (stat) + 0.00098 (syst) (1.52)
A= z—"‘ = —1.2756 =+ 0.0030 (1.53)
Vv

23Cold neutrons: at thermal equilibrium with matter at 40 K, mean neutron kinetic energy of 5 meV.
24Ultra cold neutrons: Ex < 335 neV
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’ SM test ‘ Transition ‘ Nucleus ‘ Experiment Results
Exotic Pure GT 6o Oak Ridge acr = —0.3303(30)
(1963) (Gliick correction)
Exotic Pure GT 6o CENPA Expecting 0.1% of rel.
precision on ag,
Exotic ~Pure GT (negl. F) 8Li Argonne agy, = —0.3342 £ 0.00265¢a¢ £ 0.00295y¢
Exotic Superall. pure F 88my TRINAT agy = 0.9981 £ 0.0030(stat) t5 00sz (syst)
Exotic Mostly F 350, WITCH Expecting a few % of
rel. precision on ag,
Exotic Pure F 32Ar TAMUTRAP in development
Exotic Pure GT 5He WIRED in development
’ Vaud ‘ mirror ‘ 2INa, ‘ LBNL ag, = 0.5502 £ 0.0038(stat) £ 0.0046(syst)

Table 1.6: State of the art — summary

1.3.3 Conclusion

An important experimental effort is being dedicated to the study of the weak interaction through preci-
sion measurements at (very) low energy. Whether it is in pion, neutron or nuclear (superallowed, mirror)
B decays, the information that has been accumulating for the past decades is beginning to reach very
high sensitivities on an important number of systematic effects. For most of the experiments using trap-
ping techniques, this translates in important theoretical and simulation efforts. A summary is showed
in table 1.6.

The LHC also provides an important input at high energy. The approach is radically different since
instead of verifying tiny possible Beyond-Standard-Model (BSM) effects, the LHC rather follows the
logic of producing possible e.g. BSM bosons directly. The key of comparing the results between low
energy and high energy experiments is through the selection of the relevant theoretical framework.
See [NCGA13; GA14] for further details on the comparison between low and high energy domains.

Although the constraints on possible physics beyond the SM are tightening, experimental results are
still all consistent with the SM for now [Hols14]. The recent evolution of the constraints on the exotic
currents are shown in fig. 1.14. Although we focused on GT tensorial currents research, the field is active
in its F counterpart as well, i.e. the possible scalar contribution as we show on the figure.

Regarding V4, we list the results coming from four different sources:
e Superallowed |V,q| = 0.97425 4 0.00022, is the most precise (PDG value) [014].
e Pions |V,4| = 0.9728 £ 0.0030 (PDG value) [O14].
e Neutrons |V,q| = 0.9774 + 0.0017 (PDG value) [014)).
o Mirror |Vyq| = 0.9719 & 0.0017 [NS09; Sev14b]
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Figure 1.14: Evolution of the constraints on exotic current existence. g and ep can be interpreted as
the exotic contribution of the Scalar and Tensor currents. The purple region comes from the free neutron
decay, the green region is associated to superallowed nuclear 5 decays and the yellow region is the result
of a global fit done on nuclear and neutron decays. The red region was established using measurements
in the polarization of 1O and 19C. Taken from [GA14].

42
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1.4 Atomics: Shake-Off effect

The abrupt change of the charge of a given nucleus, through any available nuclear process, has an effect
on the bound electronic cloud. Electronic excitation processes may take place such as the Shake-up
(SU) or the Shake-off (SO) effects which are respectively the excitation toward a higher orbital or to
the continuum. The sudden approximation provides a framework to compute the probabilities of such
processes. The validity of such an approximation depends on the speed at which the central potential
changes when compared to the relaxation time of the electrons in the new potential. In our specific
nuclear 3 decay case, this charge change happens in less than 10~ '® s which corresponds to the transit
time of the emitted 8 particle through the electronic cloud. Moreover, this assumption is valid in the
case that aZeg < 1, a and Z.g being respectively the fine structure constant and the effective nuclear
charge. Indeed, the sudden approximation makes sense only if the S particle does not "have time” to
interact with the electronic cloud (see [CPJ63]).

The first computations of the probabilities of such processes were done using hydrogen like wave func-
tions [Migd41; Feindl; Levi53]. More sophisticated calculations were performed using numerical self-
consistent wave functions for many-electron atoms [CNT68]. A hole in the inner shells of the electronic
cloud may be filled with a higher orbital electron. A way to preserve energy conservation is through
the ejection of another high orbital electron: this is the Auger emission which constitutes a possible
secondary process. The comparison between theoretical predictions and experimental results is not eas-
ily done because of such processes [Scie03]. A calculation was performed in the SHe case [WV96] and
although the prediction for the single ionization was in good agreement with experimental results, the
2+ state was overestimated by one order of magnitude. Indeed, this probability was predicted to be
0.32% but its measurement yielded 0.024% =+ 0.009 in [CPJ63]. It is thus important to include possibly
contributing secondary processes in such predictions.

Since 2010, LPCTrap is capable of providing the SO probabilities following the 3 decay of interest
and has done so for the the decay of three ions. These results are addressed in section 2.4. Z. Patyk
and B. Pons computed precisely the SO probabilities from a theoretical point of view in He and 3°Ar,
providing a stringent test of the sudden approximation in 8He and showing the importance of including
the Auger effect in 33 Ar [Cour12; Courl3b]. A measurement was done with Ne as well, the theoretical
and experimental analysis is underway.
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Chapter 2

LPCTrap Experiments

Résumé francgais — Ce chapitre présente tous les aspects expérimentaux qui touchent au dispositif
LPCTrap qui est installé au GANIL. On aborde en premier lieu la production des ions qui sont envoyés
au dispositif expérimental. Ces ions sont produits soit par des sources d’ionisation de surface soit par
I’ensemble SPTRAL, lorsqu’il est disponible, qui fournit un faisceau stable en phase de test ou un faisceau
qui contient les ions radioactifs d’intéréts pour les ”vraies” mesures physiques. Le dispositif LPCTrap
est ensuite détaillé, il permet de s’attaquer a deux problématiques intrinsequement liées. La premiere est
la mise en forme d’un faisceau d’ions continu pour le préparer a son piégeage par paquet dans un piege
de Paul transparent. Le deuxiéme est la détection des produits issus de la désintégration béta des ions
ainsi piégés. L’ensemble de détection est ensuite discuté, il est constitué d’une galette a micro-canaux
avec lignes a retard pour l'ion de recul ainsi que d’un télescope béta (pistes de silicium couplées & un
scintillateur plastique). Ces deux détecteurs sont montés face-d-face pour, historiquement (premieéres
expériences avec “He™ ), maximiser la sensibilité aux éventuels courants exotiques tensoriels actuellement
exclut du Modele Standard par la théorie V-A. Finalement, un résumé de toutes les campagnes de
mesures effectuées avec LPCTrap est établi. Il en ressort que LPCTrap a largement prouvé sa capacité
a récolter des données de trés bonne qualité avec une statistique suffisante pour, en principe, atteindre
une grande précision sur ag, (supérieure & 1%). Par ailleurs, les probabilités de Shake-Off ont été
mesurées dans le cas de SHeT et 3°Art et s’accordent tres bien avec les prédictions théoriques alors que
la méme comparaison dans le cas de '"Net présente des anomalies. Malgré tout, extraire une valeur de
ag, requiert un bon contrdle des effets systématiques, ce qui est possible en développant une simulation
complete de l'expérience. En particulier, la (rétro) diffusion de la particule béta et la modélisation fine
de la dynamique du nuage d’ions piégé sont les deux plus gros contributeurs a ces erreurs qu’il reste a
étudier minutieusement.

Contents
2.1 Ions production . . . . . . . i i i ittt e e e e e e e e e e e e e e e e 45
2.2 From the acc. tothe Paultrap . ... ... ... ... 00000, 47
2.2.1 Beam diagnostic . . . . . ... L 49
2.2.2  Radio Frequency Quadrupole Cooler Buncher (RFQCB) . . . . . .. ... ... 49
2.2.3 Transfer line . . . . . .. e 51
2.2.4 Transparent Paul Trap . . . . . . . . .. ... 51
2.3 Detection set-up . . . . . . o i L e e e e e e e e e e e e e e e 57
2.3.1 B Telescope . . . . . o e e e e 57
2.3.1.1 DSSSD . . . 57
2.3.1.2  Plastic scintillator . . . . . .. ... L oo 59
Calibration source . . . . . . . . .. ..o 60
2.3.2 Recoil ion detection . . . . . . . Lo Lo 60
2.3.3 Acquisition . . . ... e 60
2.4 Campaigns . . . vt it i e e e e e e e e e e e e e e e e e e e e e e 63
2.4.1 SHet . oo 63
2.4.1. 1 May 2005 . . . . .o e e 65



CHAPTER 2. LPCTRAP EXPERIMENTS 2.1. IONS PRODUCTION

2.4.1.2 July 2006 . . . ... e e e e e e 66
2.4.1.3 October 2008 . . . . . . . . e 67
2.4.1.4 November 2010 . . . . . . . . . . . . e 67
242 PPAYT 69
2.4.2.1 June 2011 . . . . . L e e e 70
2.4.2.2 June 2012 . . . . .. e 72
243 Nel L 73

In this chapter, we present all the experimental aspects around LPCTrap. We start with the radioac-
tive beams production in 2.1. Details about the LPCTrap device are thereafter given concerning both
the incoming ions injection in the Paul trap (2.2) and the detection set-up (2.3). A generic description of
all these parts is given first and is followed in section 2.4 by the explicit configuration of each component
and experimental specificities for each of the three studied ions, namely He™, 3°Artand Ne?t, with
a focus on the second one.

Multiple theses were written prior to this one [Courl3a] [Velt1l] [MAO7] [Dari04] [Dela02]. In sec-
tion 2.2 in particular, we merely sum up the work done during these past years. The earlier the reference
thesis, the higher the experimental /instrumental development done in it while the recent thesis are more
focused on data analysis and set-up simulation. English material is available as well through several
articles published by the LPCTrap group. They either sum up the LPCTrap functionning [Rodr06] or
focus on specific aspects of it [LiHBO05]. If the reader is interested in details about the elements given in
this chapter, these references are available.

2.1 Ions production

The nuclei we are working with are unstable isotopes with rather short lifetimes and thus must be
produced at an accelerator facility. For the LPCTrap experiments this is done at GANIL' with the
SPIRAL? facility which is using the ISOL? technique [Lind04]. This method requires a few components:
A primary/driver beam of stable ions, a thick target on which the beam impinges, an ion source to ionize
the formed atoms and an electromagnetic mass analyzer to roughly select and send the proper nuclei
to the chosen beam line. This technique allows a high production yield of mostly contaminants among
which the nuclei we are interested in are formed through fragmentation.

The SPIRAL facility accelerates its primary stable beam with three cyclotrons (C0, CSS1 and CSS2)
and sends it on a thick graphite target. The resulting radioactive gas is routed through an ECR*
source (Nanogan IIT) where it is not fully ionized. A magnetic dipole (ICD1) then allows the separation
of the different species according to their -Z ratio (mass separation resolution of - ~ 250) [CC15a]. The
roughly-selected radioactive ions are thereupon delivered to LIRAT® (the low-energy branch), CIME®
(a post-acceleration cyclotron) or an identification station. As shown in figure 2.1, the LPCTrap device
is located at the end of LIRAT. This is where our beam is driven using multiple magnetic quadrupoles
and steerers. Its maximum emittance, ¢.e. when the slits are open, is limited by the beam tube size and
is roughly equal to 100 m.mm.mrad.

The radioactive beams we are interested in are not always available. Since we need to prepare the
whole LPCTrap set up for each different beam, we can do that prerequisite work using stable beams
with the same £ than the beam of interest (enables a fine tuning of our apparatus) or beams made
of the stable counterpart of the ion of interest (has the same chemical behavior). Unfortunately, even
stable beams are not always available at SPIRAL, this is why we also work with two different offline ion
sources (see section 2.2.1).

The first one is a home-made surface ionization source and is retractable. A first voltage applied on

L Grand Accélérateur National d’Ions Lourds. In English: large national accelerator of heavy ions.

2Systéme de Production d’lons Radioactifs Accélérés en Ligne. In English: production system of on line accelerated
radioactive ions.

3Isotope Separation On Line.

4Electron Cyclotron Resonance.

5 Ligne d’Ions Radioactifs A Tres basse énergie. In English: very low energy radioactive ions line.

6 Cyclotron pour Ions de Moyenne Energie. In English: cyclotron for intermediate energy ions.
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Figure 2.1: Layout showing the incoming primary beam, the different steering dipoles and quadrupoles
and the LIRAT line ending with the LPCTrap ensemble [CC15b].

the filament inside the alkaline silicate compound, which the source is made of, enables to ionize the
atoms of interest. The resulting alkaline ions are then extracted at a chosen energy using a second
voltage. A few more voltages enable to modify the intensity and geometry of this offline beam. The
experiments performed at LPCTrap were done with radioactive noble gas which are chemical neighbors
of the alkali elements and as such, they have a close £ ratio when working with singly-charged ions. This
makes these sources useful tools to adjust the tlmmgs of the apparatus presented below when neither
radioactive nor stable beams from GANIL are available (see section 2.1).

The second available source, which is more constraining, is a Phrasor type source working in the same
way as above but requiring to be mounted instead of the connection between the LPCTrap set-up and
LIRAT. This process obviously requires to break the vacuum of the line and wait at least half a day to
recover the needed vacuum. It has an asset nonetheless: this bulky source is capable of reaching higher
energies than the retractable one. It also yields a higher number of ions, though the other one is already
able to deliver more ions than what is reachable with radioactive beams and handleable with the Radio
Frequency Quadrupole Cooler Buncher (RFQCB) (see section ).
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Figure 2.2: 2D Overview of the LPCTrap device. PD1 and PD2 are pulse drift tubes (see section 2.2.3).

2.2 From the accelerator to the Paul trap

Once an exotic beam of interest is created at SPIRAL, we must prepare it to be able to inject the exotic
nuclei into the Paul trap situated at the end of the LPCTrap line. Indeed, the trap cannot receive a high-
energy continuous beam. The LPCTrap device is thus separated into multiple components which allow
the incoming beam to be processed into low-energy bunched ions, the suitable ”format” for injection into
a Paul trap. The main apparatus used for this task is the Radio Frequency Quadrupole Cooler Buncher
(RFQCB) which is detailed in section 2.2.2. Smaller yet important components are also explained in the
following sections. An overview of LPCTrap is shown in fig. 2.2 and 2.3.

From a global point of view, the radioactive beam gets bunched into the RFQCB. A cycle time has
to be decided so that these bunches get injected regularly into the Paul trap. Based on this cycle length,
multiple timings throughout the device must be tuned so that the passage of the bunch in each compo-
nent is correctly synchronized with the current component function up to the Paul trap (see fig. 2.4). The
typical cycle length is 200 ms, distributed unevenly between 160 ms of trapping and 40 ms of background
measurement.
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Figure 2.3: 3D Overview of the LPCTrap device. The insulator beneath the RFQCB and the ceramic
parts of the line itself appears clearly, pointing out the location of the high voltage platform (yellow
part). The axis of reference are also shown.
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Figure 2.4: Timings overview of the LPCTrap device. For each specific timing, an associated duration is
defined such that a given signal starts at its time ¢; and has a duration of D;. PD1 and PD2 are pulse
drift tubes (see section 2.2.3).
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2.2.1 Beam diagnostic

The first part of the LPCTrap device is a beam diagnostic chamber which includes the retractable offline
ion source (see section 2.1). The vacuum in this part is ~ 107> mbar due to buffer gas leaking from the
RFQ. Multiple diagnostic tools are present:

e A silicon diode: Of LER Eurisys Mesures kind, this silicon diode has a surface of 45 x 45 mm?
and a thickness equal to 4 mm. It comprises a thick dead layer (300 pwm) where the radioactive
beam gets implanted. The /3 radiation is then detected with a geometrical efficiency of ~50%. This
is useful to quantify the amount of radioactive ions reaching the entrance of LPCTrap and let the
accelerator operators optimize the transmission in the line before our set-up. This diode being slow
and somewhat fragile, an attenuation factor of several 10° must be applied to the incoming beam
to perform a proper counting and to prevent any damage on it when it is in usage.

e A Faraday cup ("CF14”): This Faraday cup yields the integrated beam intensity ranging from
a few pA to several A.

e A beam profiler ("PR14”): The profiler gives information on the beam position prior to its
injection in the RFQCB.

2.2.2 Radio Frequency Quadrupole Cooler Buncher (RFQCB)

The RFQCB is a key component of the LPCTrap device and its development is summed up in [Ban04].
At first glance, it can be described as a 2D Paul trap whose purpose is to receive a ”high-energy” beam
(10 keV £ 20 eV) and convert it into cooled ion bunches (0 eV £ 1 eV). In order to do so, after the
incoming beam injection has been optimized using the appropriate lenses, it must be cooled. This is
done using a neutral buffer gas (either molecular Hy or monoatomic He, see 2.4) where the effect of the
collisions is optimized for ions having a few tens of eVs compared to the gas. This is why the whole
RFQCB is mounted on a high voltage platform set at a few tens of eVs lower than the energy of the
incoming beam. The ion deceleration at the entrance of the RFQCB and the required collisions induce
a straggling of the beam which is compensated with a quadrupole RF field. This confining RF field
is applied on four parallel rods running throughout the RFQCB in the z direction (see fig. 2.3 for the
reference frame). These rods are segmented themselves and on top of the RF field, each segment has a
continuous potential applied on it such that a global tub-like potential is seen by the ions as shown in
fig. 2.5.

The main challenge with the RFQCB is to optimize the transmission (the ratio between the exiting
and entering ions). A few parameters were studied in order to do so:

e Buffer gas pressure: Increasing this parameter yields better cooled ions (with a lower energy),
but a critical value cannot be exceeded because the extraction becomes inefficient afterwards.
Depending on the studied ion and on the nature of the appropriate gas, this value varies (typically
10~2 mbar).

e Mathieu parameter: This concept will be explained in section 2.2.4, but we can say here that it is
a characteristic of a given Paul trap. Regions of stability are defined for given Mathieu parameters
and scanning these regions may yield a better transmission.

To give a number, 10% is a nominal transmission for the Het+ Hy system (limited by losses due to
charge exchange with the buffer gas). Another interesting figure which brings its own constraints is the
cooling time. It is defined as the time required for the entering ions to reach the bunching section of the
device and has been found to be typically a few hundreds of us. The trapping lifetime of the ions inside
the RFQCB is yet another important observable because it can further constrain the chosen cycle length
or the gas pressure, for instance.
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(a) View of the four segmented rods of the RFQCB (left) and the equipotentials of the confining field (right).
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(b) RFQCB potential structure. 26 segments separated by 300 um constitute the four parallel rods of the
RFQCB. Among them, 20 are ”cooling” segments and the 6 remaining are switchable to either ”bunch” or
”eject” mode [Ban04].

Figure 2.5: RFQCB features
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2.2.3 Transfer line

Whenever an ion bunch gets ejected from the RFQCB, it needs to be brought toward the Paul trap.
First of all, the RFQCB is secluded on a high voltage platform and as such, the ion bunch has a high
potential energy which needs to be lowered when exiting this platform and returning to the grounded
line. Indeed, we reiterate that the objective here is to trap a low-energy ion bunch. The technique used
in the LPCTrap device for such a task is through the usage of a Pulse Drift Tube (PDT)". The operation
principle is quite simple: whenever a full ion bunch (or most of it) is inside the PDT, it is switched
from a high voltage to a lower one. The time it takes to switch the voltage is about 500 ns, around one
quarter of the time needed for e.g. an ion of mass 6 to go through the tube. In the case of LPCTrap, the
first PDT (PD1), which is located right after the RFQCB switches from the platform voltage to 1 kV,
leaving 1 keV of kinetic energy to the ions. Another PDT (PD2) is just before the Paul trap and allows
to further lower the bunch energy, going from about 1 keV to 120 eV. Between these two tubes, there
is a ”bunch manager” portion of the LPCTrap which we call the transfer line where the vacuum is the
same as in the first chamber (10° mbar) and which contains multiple tools:

e Lens & X-Y Deflector: This system allows to adjust the focus and the alignment of the bunch.

e ”Le hamster”: The name given to the attenuator wheel. Viewed from the top, it has a dodecagon
shape that can be rotated around its central point. It thus has six different attenuation settings. In
decreasing order of transmitted bunch size: H1(100%), H2(40%), H3(10.7%), H4(1%), H5(0.25%),
H6(0.0087%=13z%).

e ”L’espion”: The French word for "spy”. It is a retractable MicroChannel Plate (MCP) detector®
which allows to measure the time structure and the energy dispersion of the bunches. Transparent
polarizable grids are mounted on it. For a given voltage, an incoming ion will be stopped by
the potential barrier unless it has enough energy to cross it. By setting different voltages, it is
possible to scan the energy dispersion of the bunches for specific tuning of the whole apparatus.
Moreover, another MCP located on the beam axis behind the Paul trap can be used conjointly with
”L’espion” to perform Time-Of-Flight (TOF) measurements, allowing us to identify the different
masses present in the ion bunches. Of course, when ”L’espion” is in use the bunch is stopped on
it. These ToF measurements must be done first by using one of the two MCPs, then the other one
and assume that the characteristic of the ion bunch did not change in the meantime. This is how
we reach an estimate of the contaminants present in the bunch.

Just before the entrance of the Paul trap, there is another simple device which allows to chop out
unwanted neutral gas: the vacuum conductance. Indeed, while the ions are cooled and get bunched in
the RFQCB, neutralization occurs as well, increasing the number of neutral radioactive atoms. Those
atoms are not subjected to the EM fields guiding the bunch throughout the line and as such, they move
freely in all directions, including towards the entrance of the Paul trap. The vacuum conductance is a
thin tube (diameter of 20 mm) on the bunch axis which decreases the number of contaminants inside the
Paul trap. This allows not only to perform cleaner measurements by having less out-trap decays, but it
is also a way to better control the real pressure in the chamber and, ergo, the buffer gas injection in the
measurement Paul trap (see next section).

2.2.4 Transparent Paul Trap

Along with the RFQCB, the Paul trap is the main key piece of the LPCTrap device. Lots of work was
done on the design of the transparent Paul trap to finally reach its current blueprint (fig. 2.6). This final
layout is the result of a compromise between the generation of a field as close as possible to an ideal
trapping field while maximising the geometrical efficiency of detection. This Paul trap has been working
successfully for years, enabling to accumulate multiple high-quality experimental datasets. The reader
might note three ring-electrode pairs in the actual design”. Fig. 2.6c shows these rings in more details
and each has a specific voltage V; associated with the ring A;. We will get back to these voltages right
after having presented the working of the Paul traps.

7a.k.a. Pulse Down Tube or Pulsed Cavity.

8More details on such detectors are given in section 2.3.2.

9The design with three electrode pairs is the only one that was constructed in two different versions. The addition of
”fins” to the bare rings is intended to lower the asymmetry coming from the proximity of the trap power supply. This
constitutes the second version now in usage.
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(a) Historical design. It was found that the scatter- (b) Current design
ing on the fishnet-like structure was too important

through simulation, consequently this design was never

used with radioactive beams.
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(¢) Layout of the three electrode pairs constituting the Paul trap.

Figure 2.6: LPCTrap’s Paul trap designs
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The concepts behind the Paul trap are rather simple and elegant to the point that Hans G. Dehmelt
and Wolfgang Paul were conjointly awarded half of the 1989 Nobel prize. While Dehmelt developed the
Penning traps, Paul lead the team which invented the trap which bears his name. Both the Penning
and the Paul traps are devices which make use of electromagnetic fields in order to confine ions. The
difference lies in the way they do it. Indeed, while the Penning trap is using both electric and magnetic
static fields, the Paul trap requires a RadioFrequency (RF)!'” voltage yielding a confining dynamic elec-
tric field without magnetic field. In chapter 3, we will be modeling both devices, although we will focus
on Paul traps. This is why it is useful to give some details on its operation. The following is taken from
the summary Paul published ensuing his Nobel prize award [Paul90].

The fundamental idea behind Paul traps is that we want a confining field towards the origin (taken
at the center of the trap):
F=-ar (2.1)

with o some constant and r the radial direction''. We are looking for a potential expression which could
generate such a force. In the absence of charge, Gauss’s law states that:

V-E=0 (2.2)
And we know that for any electric field, we have:
E=-VV (2.3)
with V the potential we are looking for. Injecting 2.3 in 2.2 yields the Laplace equation:
AV =0 (2.4)
The general expression for such a potential is:
V = Vy(az® + by® + cz?) (2.5)

where two different solution sets exist for a, b and ¢ (apart from the trivial @ = b = ¢ = 0). They are as
follows:

e 2D Paul trap: a = —b and ¢ = 0 yields nothing less than a RFQCB field. Equipotentials of such a
potential are represented in fig. 2.5a.

e 3D Paul trap: a = b= —c/2 bestows our transparent Paul trap, see fig. 2.7c.

Although these are solutions of the Laplace equation, it is still inadequate to trap ions because there is
always an escape direction. The way to mend this is through the application of a periodic RF voltage on
the relevant electrodes emitting the field, thus changing this escape direction continuously. In practice
this is done by adding a RF component in the potential such that:

Vo = o + ¢1 cos(2m frrt) (2.6)

with frp the applied RF. Now we want to reach the equations of motion to see if there is anything
remarkable hidden in them. We are only in the presence of an electric field, thus we have the Lorentz
force: )

d°r e

— =—E 2.7

dt?  m 27)
with e the charge of the trapped particle'? and m its mass. With 2.6 and the configuration of a 3D Paul
trap, we can explicit equation 2.5.

10The typical frequencies for trapping purposes are in MHz, thus the RF name.

11t will become clearer below that this coordinate may be associated to either a cylindrical or a spherical frame,
depending on the kind of Paul trap.

12¢ was taken instead of ¢ because ¢ will be a Mathieu parameter later on.
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We will be adding a term to account for the quadrupolar geometry which will generate our parabolic
potential (see [Paul90]):

1
V= T—Q(goo + 1 cos(27TfRFt))(a:2 + 9% —227) (2.8)
0

with 72 being related to the geometry of the electrodes. Reusing equation 2.3, we can find our electric
field:

2
E= —72(%70 + prcos(2nfrrt))(x+y — 22) (2.9)
0
and our motion:
d?r 2e
az _TW(Q) (po + @1 cos(2m frrt))(x +y — 22) (2.10)

We now introduce the Mathieu parameters a and g and we rewrite the time expression:

2epq €p1

mr%waf%F m’/’%ﬂ2f122F ( )

a =

It is now possible to explicit our equations of motion:

d*x

] + (a+2qcos(27))z =0

d*y

— + (a+2gcos(27))y =0 (2.12)
dr?

2
= 2(a+2qcos(27))z=0
dr?

which happen to be the Mathieu equations [Math68]. The so-called stability diagrams for different
values of a and ¢ are shown in fig. 2.7a, while fig. 2.7b gives the first stability region we are referring to
when listing the possible optimizations of the transmission for the RFQCB in section 2.2.2. A typical
configuration for 3°Art yields the couple:

(a,q) = (0.0,0.2189) (2.13)

when applying only a RF potential of 120 Vp, (p1 = 60 V) at frr = 0.7 MHz in a trap of size
ro = 12.5 mm. The solutions of the equations 2.12 can be written as the following infinite series [WSL59]:

+o0 too
u=A Z Conexp((n +2ni)T) + B Z Cap exp(—(n + 2ni)T) (2.14)

with u any coordinate, A and B constants depending on the initial conditions and n a complex
number. Since our physical case implies to avoid any divergence, i.e. we wish to stay in a bound state,
in 7 = a+ (i, « must be set to 0. We are thus left with:

400 oo
u=A Z Conexp((8+2n)it) + B Z Copn exp(—(8 + 2n)ir) (2.15)

n—=—oo n=—oo

Each term of this solution is a motion harmonic of order n with the angular frequency:

Wp = (B + 27’L)7TfRF (216)

In practice, the first two harmonics are dominant:

wo = B fRF

w-1=(8—2)7frF wii1 = (B+2)7frr (2.17)
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(a) Stability diagram (b) Stability diagram (zoom)

(c) 3D trapping potential representation. Applying a RF voltage in addition
to a constant one with a driving frequency w allows to constantly change the
escape direction and successfully trap charged particles.

Figure 2.7: Paul trap stability diagrams as a function of the Mathieu parameters and 3D trapping
potential representation [Paul90].
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For experimental ease reasons, we tend to stay in the first stability region (see fig. 2.7b) which hap-
pens to be delimited by integer values of 8 [Dela02]. In this region, considering 8 small is a good
approximation and this implies that wy will be associated with a slowly-changing component. On the
other hand, wy; will almost be equal to the driving RF frequency wrp = 27 frr and will correspond to
a swiftly-changing component. Thereby, the motions associated with wy and w4, are called respectively
macromotion (or secular motion) and micromotion.

Now that we have some understanding of the Paul trap main features, it is important to note that
all these periodic or quasi-periodic motions as well as the trapping itself are not possible unless the ions
have reached a suitable low-energy thermal equilibrium'®. Just like a constant flow of neutral gas is
ensured in the RFQCB for the same purpose, a buffer gas is also injected in the Paul trap to provide
the required thermalization. In fact, there is a specific thermalization time during the initial moments
of a trapped bunch. This evaporation'* phase lasts for a few us experimentally and once it is complete,
we are able to work with a smoother, from the phase space point of view, trapped ion cloud. It was
calculated elsewhere [MAOQ7] that the typical potential depth of the Paul trap is a few electronvolts, hence
advocating both the chosen gas features and the PD2 setting. Without this gas, the vacuum inside the
trap chamber is ~ 5 x 1078 mbar and with gas injection it is ~ 1.5 x 10~® mbar.

The simulations described in chapter 3 begin with the trapping of a randomly generated bunch. In-
deed, the thermalization kills most of the information about the initial state prior to the injection in
the Paul trap. In a way, the smoothing mentionned above is a constant ”reset” of the incoming bunch,
providing a constant initial state to work with from a detection point of view.

As we said at the beginning of the section, in fig. 2.6¢ there are three pairs of ring-electrodes. Each
pair has a specific function:

e [A; — As] : Quadrupolar RF confining field. The amplitude provided by the power supply is
chosen so that the potential is as deep as possible (always set at 120 V). In order to stay in the
chosen stability region (constant Mathieu parameter), we can play on another parameter: frp (see
equation 2.11).

e [A3 — Ay] : These voltages depend on the ion bunch energy and that energy is always brought to
the same value for all studied ions.
— injection: V3 = 130V ; V, = 300V
— during trapping: V3 = V, = 0V
— extraction: V3 = 300V ; V4 = 0V. V3 = 300 V was chosen so that the ejection kick is

important enough to ensure detection on the extraction MCP (the one on the beam axis).

e [A5 — Ag] : The real trapping field is not perfect. These two voltages bring some corrections to the
imperfect field.

13This concept will be referred to as ”thermalization” in the following.
14This analogy with boiling liquid which subsides through both the ejection of its most energetic parts and the cooling
of the remnant is correct since it is exactly what happens when trapping an ion bunch.
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2.3 Detection set-up

As was explained in the first chapter, the LPCTrap device is designed to measure two quantities, both of
which are extracted from the TOF spectrum of the Recoil Ton (RI). On the one hand, we are interested
in the value of ag,which is extracted from the shape of the TOF spectrum. On the other hand we reach
for the ShakeOff (SO) probabilities of the RI which is taken from the relative count in the different peaks
of the same spectrum. These two aspects are the fundamental ideas justifying the whole detection set-up
design.

In the last section, we ended with the description of the Paul trap which is actually sitting in the
center of the detection chamber. This will be our starting point here: once the radioactive ion cloud is
trapped and thermalized, the relevant data for the two quantities just mentioned begins to accumulate
through the detectors. In 8 decay, the neutrino can hardly be detected because of its remarkably low
cross section for any interaction with matter. To reconstruct a full decay, we are thus left with the
remaining products, namely the RI and the S particle. From theory, we know that the tensor value
of ag, tends to maximize the discrepancies of kinematic observables when compared to the expected
V-A ag, values whenever the angle between the two detectable decay products is w rad. This is not
so true for a scalar interaction, nevertheless, the statistical count is always maximized at this angle.
Moreover, we must have a consistency between this theoretical fact and the design of the Paul trap
electrodes. This leads to the current detector layout where both the S telescope and the RI detection de-
vice are facing each other on the x axis while being perpendicular to the beam (z axis) as shown in fig. 2.8.

As specified in section 2.2.3, there is an extraction detector, a MCP, located inside the detection cham-
ber along the beam axis. This MCP is not directly used to collect data, it is rather yet another pos-
sible diagnostic check tool. Apart from the possible TOF measurement when used conjointly with
"L’espion” (see 2.2.3), this MCP allows us to roughly count the number of ions of an ejected bunch from
the trap and let us see if there are any trapped ions at all !

Finally, the TOF of a given decay is the time between the detection of a S particle and of its asso-
ciated RI. Since we are able to detect the energy of the S particle, we can account for it in the TOF
calculation.

2.3.1 [ Telescope

The S telescope is not in the same vacuum as the Paul trap. Indeed, its electronic components degas,
which could bring an important contamination in the trap, thereby a thin (1.5 g m) aluminized mylar
foil isolates this device. Instead of being under 5 x 10~® mbar (without buffer gas), its vacuum is less
extensive, being set at 2 x 1073 mbar. Two distinct detectors constitute the 3 telescope: A Double-Sided
Striped Silicon Detector (DSSSD) and a plastic scintillator. An overview is shown in fig. 2.9.

2.3.1.1 DSSSD

The 60 x 60 mm? DSSSD features 60 vertical strips on the Junction side (J) and 60 horizontal strips
on the Ohmic () side, each strip being 1 mm wide (the resolution in position is thus 1 mm?). It is
300 pm thick and its nominal working voltage is 30 V in order to maximize the signal-to-noise ratio. This
structure allows to detect the position where the 8 particle passed. Like any semiconductor, its signal
comes from the capture of created electrons (negative charges) and holes (positive charges) whenever a
[ particle interacts with the depleted zone. Both the J and the 2 sides have their own embedded chip
(VA-Rich) whose role is to pre-amplify, shape and multiplex the signal coming from each distinct strip
group. A CAEN V550 module (standard VME ADC) is responsible for un-multiplexing and digitalizing
the DSSSD information. Each strip thus has its energy spectrum, although most of the time it reads
only background since the reading of all the strips is triggered by the signal provided by the plastic
scintillator. This is why the energy spectrum has two distinct components: the first one being the
prevalent background pedestal and the second one being the signal. The good separation of these two
parts is essential to perform a correct fit on the "real” energy signal. This separation is related to the
electronic noise and is very sensitive to a proper shielding of the relevant wires.

57



2.3. DETECTION SET-UP CHAPTER 2. LPCTRAP EXPERIMENTS

Beta telescope

|1

4 b

x

L P
Jgégfﬁ
Extraction
detector

Paul trap

Focusing lens

Free flight tube

MCPPSD {

Figure 2.8: Detection set-up overview
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2.3.1.2 Plastic scintillator

The plastic scintillator is a BC-400 type scintillating around 430 nm. It has a cylindrical shape with a
diameter of 110 mm, about twice the side of the DSSSD, and a thickness of 70 mm, more than enough
to stop the 8 we are interested in. These features allow us to detect the full energy of the 8 particles and
to focus the interaction around the center of the scintillator, implying a homogeneous light collection.
This piece is coupled to a PhotoMultiplier (PM) through a light guide in order to match the geometry
of both. The PM is a XP4592B model of Photonis and posseses these characteristics'®:

e Number of stages: 8
e Operating voltages:

— Minimum: 1.1 kV
— Typical: 1.5 kV
— Maximum: 2.0 kV

e Gain at typical voltage: 5.0 x 10°
e Time response:

— Risetime: 2.5 ns
— Resolution: 100 ps. This is obtained with a proper tuning of the CFD coupled to the PM.

e Relative energy resolution: A—LP ~ 25% for the scintillator-PM ensemble.

This second part of the g telescope is responsible for sending the START signal to the whole acquisition
which includes the starting time mark for the TOF measurement of the RI, the saving of the current
applied RF'6 and the time in the cycle. The latter is recorded using a 0 — 10 V ramp synchronized with
the beginning and ending of each cycle. The RF information comes directly from the generator used to
send the signal to the Paul trap electrodes.

15Taken from an old datasheet on http://www.photonis.com
16This is a systematic effect. Indeed, depending on the RF we are in, the position of the TOF rising edge will slightly
shift.
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Calibration source Inside the Paul trap chamber, there is another ”offline” retractable source made
of 208y —90Y (3~ emitter) and it is employed for the calibration of the 3 telescope.

2.3.2 Recoll ion detection

Sitting on the opposite side of the 5 telescope is the RI detection device (see fig. 2.10c). After entering
its collimator, the RI first passes through a grounded transparent grid providing insulation from the
Paul trap fields. A little further sits yet another grid which is polarized (typically at —2 kV), thus
accelerating the RI proportionnaly to its charge. Indeed, the idea is to separate the different charge
states that may rise following the S decay itself (the so-called shakeoff effect, see 1.4). After reach-
ing the second grid, the RI enters a free flight tube where the separation is given time to occur. To
avoid any loss, a lens, whose role is to focus the RI towards the axis of the device, is installed in the
tube. Finally, the RI reaches its detector: a MicroChannel Plate Position Sensitive Detector (MCPPSD).

Prior to the MCP itself, another grid at —2 kV provides a proper field homogeneity toward the MCP
polarized at —4 kV. The consequent post-acceleration allows to reach the efficiency plateau plotted in
fig. 2.10a. The MCP is made with a dielectric material and pierced regularly with holes, or channels,
making half the surface sensitive. When a RI enters a channel and impinges on the edge, electrons are
ejected which themselves continue to impinge and create more electrons and so on. An avalanche is thus
triggered and gets detected on the other side of the MCP, providing the signal ¢4,; which is the sTOP
signal for the TOF measurement. The avalanche does not stop here and continues until it reaches the
anode (see fig. 2.10b) which provides the PS part of the MCPPSD, another systematic effect control tool.
Indeed, delay lines sit underneath the MCP and are made of two perpendicular wires winding: one for
each dimension. At the end of each wire (there is one wire winded multiple times for « and another one
for y), the signal is collected with its timestamp. With ¢4, the "timewatch” START, each four signals
has an associated STOP time. The difference between tx1 and t x5 is related to the position in x with the
same for y and the sum of each time pair is related to the wire length. With the difference, we have the
position and with the sum, we have a way to discriminate non-physical signals yielding absurd values.
The resolution for the position is around 140 pum. A full characterization of our MCPPSD was done
earlier [LiIHBO5].

2.3.3 Acquisition
Let us recap the signals recorded during an experiment:

e RI side:

— tgqr: the STOP time for the TOF measurement.

— tx1, txo, ty1 and tyo: the information on the position of the RI.

— Qumcop: the deposited charge on the MCP.
e [ side:

— The energy deposited in the DSSSD (signal amplitude of each strip).

— Qscint.: The energy deposited in the plastic scintillator with the photomultiplication.
e Systematic effects purpose:

— Teyele: Timestamp of the event in the measurement cycle.
— ¢rp: The current applied RF phase (between 0 and 27).
Reconstructing the kinematic only requires the TOF of the RI and the position of the two detected

decay products. The other observables allow a more thorough data control and a better systematic
effects study.
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Figure 2.10: MCPPSD features
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Regarding the signal conversion modules, LPCTrap features:

e Two QDCs for the charge coding of the scintillator and the MCPPSD;

One TDC for the TOF of the RI;

e One TDC to reconstruct the position of the RI (delay lines signal);
e One ADC to measure the timestamp in the current cycle;

e One TDC to record the current applied RF phase;

e One ADC to save the DSSSD signals.

Except for the DSSSD, all signals are converted with VXI modules (XDC_3214) developed at GANIL,
allowing an asynchronous processing (all triggered channels must be ascertained by the trigger that their
validation point is inside the validation gate). The acquisition trigger (scintillator START) is sent to a
Grand Master Trigger, thus opening the validation gate the length of which depends upon the studied
nucleus. This length is the maximum time allowed for the detection of a RI. The validation point of the
QDCrep and TDCror VXI modules are delayed, thus casting aside negative timestamps (STOP before
START). These events are fortuitous coincidences to subtract during the analysis phase.

Concerning the DSSSD, the silicon strips signals are recorded in a synchronous manner using a VME
module suitable for signal multiplexing.

Section 4.1 reviews these signals and quickly shows how they are used in the data analysis.
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2.4 Campaigns

For almost ten years now, three nuclei were studied with LPCTrap through eight experiments, namely
6He™, 35Art and ”Ne*t. This section is a global summary of all these experiments and the main results
of them. For all these nuclei, the objectives were more or less the same: measure ag, to constrain
the existence of exotic current and, in mirror transitions, increase the precision on V,,4 (see chapter 1).
Moreoever, LPCTrap is able, since 2010, to measure the SO probabilities following a given S decay. A
timeline representing all the experiments done is shown in fig. 2.11.

From a global scope, an important feature of the LPCTrap device is the total efficiency (es0). It
represents the percentage of ions being actually trapped compared to the number of ions delivered at
the entrance of the apparatus and is equal to:

Etot = ERFQCB X Etransfer X Etrapping (218)

where €iransfer = €PD1 X Eline X Epp2. Indeed, the efficiency was measured for each LPCTrap part. The
trans fer subscript refers to the part between PD1 and PD2. It is important to note that this efficiency
depends upon the chosen cycle length, this is why this total efficiency will be presented as a function of

that time. This same efficiency will also be presented on a per second basis using the notation €;¢7.

Thorough work was done to optimize the transmission throughout the line. The obtained parameters
are listed in appendix 5.1.

2.4.1 SHe"

6Het was the first ion to be studied with LPCTrap and multiple reasons motivated that choice at the
time and later on:

1. Daughter state: The most obvious reasons are shown in the decay scheme of fig. 2.12. We can see
that the only possible transition is toward a stable fundamental level of the °Li daughter nucleus.
Having no excited levels with possible gamma de-excitation is an asset in that the RI kinematic
will not be altered, thus avoiding a systematic error source.

2. Lifetime: In the same scheme, we also note that the lifetime of ®He™ is 806.7 ms. This is high
enough to be able to drive the beam toward the trap and low enough to provide a high number of
detectable decay events.

3. Q-value: the Q-value is rather important in this transition (Qz = 3.5078 MeV), yielding a high
kinetic energy (Try,,,, =~ 1.4 keV) for the RI since it is light (m = 6). This facilitates the detection
of the RI.

max

4. Pure GT: In 1963, Johnson et al. published a high precision measurement of ag, in pure GT tran-
sition for SHe [JPC63]. Years of effort were then dedicated to reach the highest possible precision
in F decays where the pinnacle was reached in 1999 with the work presented in [Adel99]. After
decades of experimental development, it was natural to return to GT transitions and Het goes
through a pure one.

5. Production: SPIRAL is able to produce high amounts of He*with up to 2 x 10® ions/s.

6. Shake-off: The daughter Lithium ion is expected to have a 2+ charge state since this is a ~ decay,
if it was not for the SO effect. The latter may ionize the Lithium further by ejecting the remaining
electron. This is a textbook case where only two charge states are possible in the final state and
only one is induced by the SO effect.

As was discussed in chapter 1, there is a dependence between the value of ag, and the kinetic energy
and momentum statistical distribution in the decay products. For exotic decays in GT transition, i.e.
going through a tensor interaction, the RI and the 3 particle are preferably emitted back-to-back. This
influenced the 7w rad geometry of the LPCTrap detection set-up.
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LPCTrap

Experiments

6He

35Ar

19Ne

May 2005

Proof-of-principle experiment (6He).
First time LPCTrap traps radioactive ions.
[MO7]

July 2006

First "real experiment".

Yielded a(GT)=-0.3335(73)(75).
[MO7] [FlecO8] [Flecl1a] [Flec11b]

October 2008

To increase precision on a(GT), more statistics was required.
Data not workable because of Rl detection failure.

[Velt1l]

November 2010

Follow-up of the 2008 experiment.

—] Free flight tube installed to reach SO probabilities.
Experiment successful for both a(GT) and SO measurement.
[Courl3a] [Courl2]

June 2011
—1 Proof-of-principle with a new nucleus (35Ar).
[Ban13] [Fabil4] [Courl3b]

June 2012

"Real experiment” with enough statistics,

in principle, to reach a(F) with a precision of 0.5%.
[Ban13] [Fabil4]

September 2013

First tests with 19Ne.

Went so well, data recording began.
[LiHI15]

Oct./Nov. 2013

Allocated beamtime for data taking.

Accelerator issue prevented the usage of all UTs.
[LiHI15]

Figure 2.11: Experiments timeline at LPCTrap.
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Figure 2.12: SHet full decay scheme. Only one possible daughter state through a pure GT transition.
A SHe™ ion decaying results in a monoelectron Lithium ion: the perfect case to study the SO following
B decay.

The buffer gas utilized in the RFQCB and the Paul trap was the molecular Hy, the choice of an ele-
ment lighter than Helium being rather limited. Moreover, the cross section for charge exchange between
neutral and ionized Helium being resonant, neutral Helium was not withheld as a buffer gas solution.
This led to the choice of Hy where this cross section is still high, leading to non-negligible losses in the
RFQCB during the bunching phase.

Four different experiments took place with He™.

2.4.1.1 May 2005

This was the first experiment done with ®He™ and served as a proof-of-principle [MA07; M07]. It showed
that radioactive ions coming from the SPIRAL facility and going all the way through the LPCTrap
device could actually get trapped and detection in coincidence of the decaying products was possible.
This objective was achieved during this first experiment where about 150 good'” coincidences were
gathered, milestoning multiple years of experimental development. At the time, the group observed a
huge contamination of '*C?* coming from the source. With = = & for ®He™ and for the '2C*", the
resolution of the mass separator at the source is not high enough to jettison the contaminant. The
LPCTrap line was not well optimized as well, leaving room to a lot of improvement in the statistical
accuracy, especially through the lowering of out-trap coincidences. Fig. 2.13 shows the TOF spectrum
obtained at the time. Let us sum up the main features of this experiment:

e Efficiency: £4,;(10 ms) = 1.5 x 1073 %

e Typical extracted bunch size: 225 ions

e Total coincidences: 1000

e ”Good” coincidences: 150

e Estimated ”good” coincidences rate: 0.007 Hz

e Beam intensity: 3 x 107 ®He™ (4.5 pA) ions for a total of 200 nA. The vast majority of the beam
is made of '2C?* contaminants.

Conclusion: the project is good to go with a thorough optimization of the whole apparatus and enough
beamtime to reach a high statistics count, granting access to a precision of less than 1% on ag,.

1"Detecting the B8 and the RI in coincidence allows to clear up an important background count. Nonetheless, bad
coincidences may still get detected and are of multiple origins, e.g. out-trap decays.

65



2.4. CAMPAIGNS CHAPTER 2. LPCTRAP EXPERIMENTS

,0 05 1,0 1,5 2,0

4
35
320 RF on
£ 25
(0]
w20
L 15 HL il
< o M T
10 JU L H | i
g , RF off “H;Hm __]MMEM il
[ P ™_n___n_a"H nMln llm
3

5 3,0

Figure 2.13: 2005 TOF spectrum, adapted from [MO07].
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Figure 2.14: 2006 TOF spectrum. Before from the main TOF peak, a small out-trap contribution is
visible - not to be mistaken with a SO peak. The detail of the different background and contributions
are explained in [Fleclla].

2.4.1.2 July 2006

With the successful completion of the 2005 experiment, beamtime was allocated one year later to perform
a full experiment to reach the value for ag,. The results and the analysis were published in [Flec08],
followed by a more detailed analysis in [Flecl1a]. The TOF spectrum is shown in fig. 2.14. From a global
point of view, the experiment was a success, enabling to stressfully test the apparatus. Nonetheless, the
relative precision reached on ag, was around 3.1%, knowing the aim is to reach the subpercent level.
ag, was found equal to:

agy, = —0.3335 (73)star. (75)syst. (2.19)

which is compatible with the SM for a pure Gamow-Teller transition.
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CyCIG (ms) ERFQCB (%) Etransfer (%) Etrapping (%) Etot (%) Efgtc (%)
20 8 2.5 4 8.0x 1073 0.4
100 3.5 2 9 6.3x1073 | 6.3 x 1072

Table 2.1: 2006 experiment efficiencies. The 20 ms cycle was first chosen to optimize the line, then
100 ms was the proper cycle length for measurements, especially to give time to the trapped cloud to
reach thermalization (~ 25 ms to reach 0.1 eV of mean kinetic energy).

Here is a list of the main features:
e ”Good” coincidences: 5.0 x 10*

e Beam intensity: 1 — 2 x 10® Hetproduced. The contamination of 2C?* was still present, but
a fine tuning of a specific slit and an octupole enabled to chop out a vast part of it. The best
repartition reached was 7 x 107 pps of ®Het and 3 x 108 pps of 2C?*.

e Efficiencies: see table 2.1.

e Incoming energy: Usually, setting the source at high energies is better since it implies a better
extraction from the ECR source and steering to LIRAT. However, it was observed that the total
efficiency drops when the energy of the incoming ions is too high. The compromise was to set that
energy at 10 kV [MAO7].

e Pressures: prrgcp = 7.0 X 1073 mbar and Dirap = 2.0 X 10~6 mbar
e Typical bunch size: 700 ions

e Typical cloud size: 2.4 mm diameter

o Lifetimes: Trrocp = 37 £ 5 ms and Tiqp = 240 ms

This important experiment allowed for the first time to establish a detailed list of the systematic
error sources (p.17 in [Fleclla]). It is interesting to see that the majority of these can be extracted from
data, while a few require offline measurements. The two most contributing ones, namely the proper ion
cloud modeling inside the Paul trap and the dim knowledge on 3 scattering processes, are extracted from
simulations. The work done at the time for the cloud is reported in [Flec11b].

The conclusion is that there is not enough statistics to reach the desired precision of 0.5% on ag,.
More events will not only increase the precision associated to the statistics, but the one associated
with the systematic effects as well, since the uncertainty on most of them is extracted from the data
themselves.

2.4.1.3 October 2008

Following the need for more statistics, the 2008 experiment amassed thirty times the ”good” coincidence
count of the 2006 experiment (~ 1.5 x 105). This was promising, enabling to reach, in principle, a
statistical precision of 0.5% on ag,. During the data analysis, it was found that the MCP had not
functioned properly, having in fact a very low efficiency and erroneous readings on the delay lines.
Unfortunately, this resulted in an unconclusive value for ag, [Velt1l].

2.4.1.4 November 2010

It was for this experiment that the free flight tube was installed on the RI detection side and the fins
on the Paul trap electrodes. This permitted to measure the SO probability of the 6Li?* following the 3
decay of ®He™ for the first time. Furthermore, the gathered data led to 1.2 x 10 "good” coincidences,
which allows to reach the desired 0.5% precision on ag,, in principle. No disfunctioning of the MCP
was found this time, enabling a fine data analysis of the gathered data. Digging further into the data
revealed a very high sensitivity to systematic effects that were not an issue previously. The conclusion
of the analysis at the time was that controlling these systematic effects, especially through realistic sim-
ulations, rose as the new challenge to further sharpen the precision on ag, [Courl3a].
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Figure 2.15: 2010 TOF spectrum. The different charge state peaks now clearly appear since the free
flight tube was installed at this time. Adapted from [Courl2].

Ion | Cycle (ms) | erren (%) | Etransser (%) | Etrapping (%) | Etor () Etot ()
SLit 8 815 30 — 34 10 — 20 0.24 -1 30 — 125
6Lit 80 <10 27.3 — 32.0 10 — 20 0.273 — 0.64 | 3.4125—8
OLit 200 <10 27.3 — 31.9 10-20 | 0.273 —0.638 | 1.365 — 3.19
SHet 200 1-15 50 20 0.1-015 | 05-0.75

Table 2.2: 2010 experiment achieved efficiencies.

The radioactive beam had its nominal characteristics with some 10 nA of 2C2* for 30 pA of SHe™ (2.0 x
108 pps), with the usage of the slit spoke of above. It was found that a longer bunching time obviously
yielded bigger bunches, but lowered the transmission of the RFQCB. A good compromise was found for
a cycle length of 200 ms since the plateau for the bunch size is reached. This cycle length also responds
to the fact that 7.4, = 146 ms, that the radioactive lifetime of 6Het is ~ 800 ms, that we need a few
tens of ms to reach the thermalization and that we want to perform a background measurement of 50
ms each cycle. Regarding the efficiencies, they are shown in table 2.2.

Although ag, was not extracted from this dataset yet, the needs to reach the SO probabilities are
less and the work done was reported in [Courl2], with the TOF spectrum displayed in fig. 2.15. The
6Het decay is a textbook case since only one electron is subjugated to SO in the daughter Lithium. In
the article, a simple calculation is done to predict the SO probability of that single electron and leads to
(Pso) = 0.02322. The experimental result is in perfect agreement with it: P§5” = 0.02339 + 0.00036.

Conclusion: the data is of high quality, the results on the SO are concluding, but the analysis to reach
ag, requires the completion of a thorough simulation of all aspects.

68



CHAPTER 2. LPCTRAP EXPERIMENTS 2.4. CAMPAIGNS

Energy Intensity(%) Logft

3/2+

35
5/2+ < 1763 0.249 5.475 18Ar
3 Q = 5966.1 keV
0 T(1/2) = 1.7756 s
1/2+ . 1219.3 1.23 5.091
mM
(e}
~
”’- —
(o)}
N
3/2+ Y Yy O 98.23 3.7520

35Cl
17
Figure 2.16: 3%Ar™ simplified decay scheme. Here, only the main contributing excited levels are shown

2.4.2 HAr"

After having successfully gathered data with SHe™, the group decided to perform a similar measurement
in 35ArT, another element available at LIRAT. As explained in the chapter 1, it is important to remember
that the measurement of ag, has not the sole purpose of finding exotic currents. Depending on the initial
hypothesis, it may also serve the goal to increase the precision on Vg4, the first element of the CKM
matrix. This is possible through the extraction of the mixing ratio p from our measurement of ag, and
coupling it with other nuclear measurements (lifetime, transition intensities and Q-value). As shown on
the decay scheme in fig. 2.16, 3°Ar™ is harder to work with for several reasons:

e The direct decay to the daughter Chlorine fundamental level has an intensity of 98%, a mirror
transition mostly Fermi in nature. The remaining ~ 2% lands on short-lived excited states, implying
an alteration of the RI momentum. The high precision context we are in implies that we should
not neglect such a systematic effect.

e 35CIT can be ionized in not only one but multiple charge states with the SO effect, rising up the
challenge when compared to the ideal 5LiT case.

e Although the Q-value of the 3*Ar*decay (~ 6 MeV) is higher than the Q-value of He™, the 3°Cl
mass is also higher than the mass of 6Li. All in all, this yields a maximum kinetic energy of 450 eV,
three times less than what we had previously.

e In the Fermi transitions, the exotic Scalar current does not favor an emission at 180° (see chapter 1).
Consequently, a high event count will be important.

e We are considering a 87 decay from a singly-charged ion, meaning that most of the daughters are
non-ionized atoms which are undetectable with our apparatus. This fact lowers the statistic count
by a factor of 4 (~ 25% of ionization through SO).

o The lifetime of 3®Art is around 1.8 s, a little more than twice the value for Het.

From an experimental point of view, hosting a new nucleus in LPCTrap requires to test two important
features prior to a new experiment: the chemical behavior of Argon with the buffer gas and the tuning
of the apparatus for a new £ ratio (timings, Mathieu parameters). The former is checked with stable
Argon for two different charge states (3649Ar™ and °Ar?*) and the latter with 3°CI*. The retained
buffer gas is He for both the RFQCB and the Paul trap. Since it is a noble gas, its ionization potential
is rather high, preventing charge exchange with incoming ArT. Ar?t was also tried as the input ion with
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Figure 2.17: 2011 TOF spectrum. Since 3°Cl has multiple electrons in its final state which can be ionized
through SO, multiple charge state peaks appear here. Adapted from [Courl3b].

the hope that it would lower an important molecular m = 35 contamination and that charge exchange
with the buffer gas would yield enough singly charged ions, but transmission throughout the line was
found to be two to three times lower.

It was seen with stable Argon that there was an important loss due to water contamination. The
addition of a Liquid Nitrogen (LN2) trap connected to the RFQCB enabled the capture of that water
through adsorption and increased the RFQCB transmission by a factor between 1.5 and 2. This LN2
device has now become an important part of LPCTrap for the collapse of the ion number in the trapped
bunch is noticeable when the LN2 has run out. There was another large contamination coming from an
unknown molecule with the same -L ratio. The production of **Ar™ is ensured with a primary beam of
36 Ar fragmentating on a thick graphite target at 95 MeV/A.

Two experiments were done with 3°Artand the preliminary results are discussed in [Ban13; Fabil4].

2.4.2.1 June 2011

This first experiment resulted in a success with the finding of the different timings and parameters of
LPCTrap as well as the collection of some 3.7 x 10* ”good” coincidences for the newcomer, where the
main TOF spectrum is shown in fig. 2.17. Unfortunately, an unnoticed issue with the RF amplitude
applied on the RFQCB segment lowered by a factor 10 the transmission of this part. Although the
statistic count is enough to extract the SO probabilities of the resulting Chlorine [Courl3b], it is not
enough to increase significantly the precision on ag,. Here is a summary of a few experimental aspects:

e ”Good” coincidences: 3.7 x 10*
e Beam intensity: 0.5 — 2 x 107 3°Ar* /s with 55 pA on CF14, i.e. 93% of contaminants.

e Trapped bunch size: 3.0 x 10% ions/cycle, including 2.1 x 103 35Ar™
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Expt. With recoil, Without recoil, With recoil, Without recoil,
Charge results with Auger with Auger without Auger without Auger
1 74.75 £ 1.07 74.37 74.44 87.07 87.37
2 17.24 £0.44 16.98 1691 11.92 11.66
3 5.71+£0.27 6.03 6.04 0.95 0.91
4 1.58 £0.21 1.79 1.79 0.05 0.05
>4 0.71 £0.18 0.82 0.82 <0.002 <0.002

Table 2.3: 2012 - Final SO results adapted from [Cour13b].

Ton errQcB (%) | €transfer (%) | €trapping (%) | €tor (%) | €558 (%)
36,40 A p+ 32 22 15 1 50
A0 A2+ 9 22 20 0.37 18.5
301t 4.2 55 11 0.25 12.5
At 32 25 10 0.8 40

Table 2.4: 2012 experiments efficiencies for a cycle of 20 ms (**Ar*). The low efficiency for 3°CIt is
explained by the fact that no optimization was done, E.G. on the different injection optics throughout

the line. Indeed, only the timings were relevant at the time to prepare for 3°Ar™.

Ton errQcB (%) | Etransfer (o) | Etrapping (%0) | €0t (%) | €i5f (%)
36,40 A -+ 12 22 15 0.37 1.85
A0 A2+ 3 22 20 0.13 0.65
1T 43 55 11 2.6 13.0
35 Ap+ 15 25 10 0.38 1.9

Table 2.5: 2012 experiments efficiencies for a cycle of 200 ms (3>Ar™).

Regarding the SO study, it was found that the inclusion of the Auger effect in the theoretical cal-
culations contributes significantly to further ionize a given recoil ion. Indeed, without this effect, the
predicted population of 1+ is overestimated by 13% and the abundance of charges beyond 3+ is not
accounted for. Taking into account not only the Auger effect but also the recoil energy only slightly
alters the predicted populations, the differences being smaller than the experimental error bars (2.3).
Since the 3*Ar*t ion decays through a BF transition, most of the resulting Clorine are neutral atoms.
Theory predicts that the population of neutral RI is equal to 73.9% while experiment yields a probability
of 72(10)%. This is in agreement, although the error on the experimental side is high.

Conclusion: with an incoming 4 x 107 pps and one week of beam, 2 x 10° good coincidences is reachable.
In principle, this would allow to reach 0.7% on the precision of ag,,.
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2.4.2.2 June 2012

With a beam comprising 3.5 x 107 pps, 1.5 x 10 good coincidences were recorded, as it was predicted.
A new effect appeared as well: since the line was well optimized and the trap reached a saturation point,
the deadtime was unusually high and erroneous readings began to appear on the recorded buffers. The
spectrum representing the number of events as a function of the time in the cycle was not presenting its
usual smooth decreasing exponential shape. New random-like structures appeared, as shown in fig. 4.1,
and went away when the number of ions injected in the trap was cut (using the Hamster first and by
degrading the beam with the injection optics of the RFQCB later on). With such data, it was calculated
that a statistical precision of 0.3% is reachable on ag,. The data of this experiment is still under analysis.
Summing up the main features:

e Beam intensity: 3.5 x 107 pps (5.5 pA) with 40 pA of stable contaminants
e Cycle length: 200 ms

e Trapped bunch size: 0.75 — 1.5 x 10° ions/cycle (total with contaminants)
e Detection rate: 2 — 4 coincidences/s

e ”Good” coincidences: 1.5 x 10°

e Efficiencies: See tables 2.4 and 2.5.

Conclusion: just like for Het, precise simulations are required because of the impeding systematic
effects, although the data is potentialy of high quality as well.
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Figure 2.18: 19Ne™ full decay scheme.

2.4.3 “Ne"

9Net is a stressful test case for the LPCTrap device. With a rather long lifetime of 17 s and a very low
recoil energy (200 eV maximum), it is not obvious that the apparatus can yield interesting results when
studying such an ion. The tests showed that for L = %9, the beam was too strongly contaminated.
Going with 1“Ne?*, contamination was sharply reduced, even though transmission loss was observed like

for doubly ionized Argon.

Two radioactive beamtimes were allowed in 2013: in September and October/November. The first
one was to further test the apparatus and went so well that it was possible to begin data recording, en-
abling to accumulate a first batch of 3.7 x 10* good coincidences. During the late automn runs, 8.7 x 10*
coincidences were recorded, giving a total of ~ 1.25 x 10° coincidences. Unfortunately, an electronic
default provoked a sudden breakdown of the vacuum, inducing an important failure on the RFQCB
before the end of the allocated beam time, preventing the usage of all the UTs. The accumulated data
is still high enough to extract the SO probabilities of the daughter ' F nucleus (see fig. 2.19). The same
complete calculation done for the 3°Art case, with the inclusion of the Auger effect, was applied to
compute the resulting charge states of the resulting Fluorine (see table 2.6). Discrepancies appear and
are under investigation, the main lead being the inclusion of the Shake-Up process which was neglected
in the 3°Art study.

e Beam intensity: 0.8 — 3.4 x 10% pps, 170 — 210 pA total
e Efficiencies: See table 2.7.

e Detection rate: 0.45-0.50 coincidences/s

e Cycle length: 200 ms

e Primary beam: ?°Ne at 95 MeV/u

e Incoming energy: 9950 x 2 = 19900 keV

e Typical bunch size: 1.7 — 2.0 x 10* total trapped ions
o Lifetime 744,

— 29Ne+: 110 ms with LN2, 40 ms without LN2
— 20Ne2+: > 200 ms with LN2, 170 ms without LN2
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Figure 2.19: 2013 TOF spectrum. We can clearly see the different charge state peaks of the resulting
Fluorine [LiHI15].

Charge | Exp. result (%) | Exp. error (%) | Theory (%) | Theory (no Auger) (%)
1+ 0.87479 0.00892 0.8425 0.888
24 0.11836 0.00264 0.1384 0.104
3+ 0.00685 0.00146 0.0174 0.00699

>4+ 0 0.0012 0.0018 2.9 x 1074
Table 2.6: 2013 Shake-Off results (1Ne™).
Ion errQeB (%) | €transter (%) | Etrapping () Etot (Y0) ei5t (%)
MF 25 56 24 3.4 17.0
2ONet 15 56 24 2 10
20Ne2+ 4.8 45.5 27 0.6 3.0
9Ne*t 4 25 —-35 1-10 0.01 —0.14 | 0.05-0.7

Table 2.7: 2013 experiments efficiencies for 200 ms cycles (}*Ne™).
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Chapter 3

Simulations

Résumé francais — Aprées une bréve introduction, ce chapitre majeur décrit la modélisation numérique
d’un événement initial de décroissance puis la traque des deux produits de décroissance d’intérét (la
particule 3 et le neutrino). Le générateur d’événements de décroissance est d’abord présenté. L’effet de
la valeur de ag, est montré puisque c’est ici qu’elle est paramétrée, ainsi que celui la correction de Fermi
et des désexcitations y possibles. Le coeur de ce travail est ensuite abordé : la description complete du
programme CLOUDA qui se veut générique (exploitable pour d’autres dispositifs expérimentaux). On y
présente dans l'ordre les trois intégrateurs implémentés, la maniere de modéliser a la fois un piege de
Paul (idéal ou réaliste) et un piege de Penning (idéal), la description, la modélisation et la validation des
collisions ion-atome par quatre modeles différents (dont trois réalistes) et effet & N-corps de la charge
d’espace — le tout sur carte graphique via CUDA. Une fois les différents modules décrits, on montre
I'effet qu'un modeéle ou un autre a sur les différents profils de nuages finaux. La conclusion & propos
de CLOUDA est claire : le degré de réalisme des différents modules modifie de maniére importante les
profils de nuage, on ne peut donc pas fonctionner avec des modeles idéaux. Une fois un événement fixé
dans le référentiel du laboratoire par le générateur de décroissances béta et CLOUDA, la traque des deux
produits de décroissance peut démarrer. C’est ainsi que I’application BAYEUX prend la releve et assure
le calcul des trajectoires de ces particules dans une géométrie et des champs électromagnétiques réalistes.
In fine, la simulation est compléte et désormais fonctionnelle. Elle permettra, dans le cadre de I'analyse
des données a poursuivre, de bien mieux maitriser les incertitudes systématiques que jusqu’alors.
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3.1 Introduction

The complete and thorough simulation of the LPCTrap device is mandatory to extract ag, from the TOF
spectrum and evaluate the systematic error on it. As said before, the two main remaining systematic
uncertainties come from the complex and not yet fully known § scattering processes and the modeling
of the ion cloud inside the Paul trap. The complete simulation package developed to achieve these main
objectives is detailed in this chapter.

Before entering details, let us describe the global structure of the simulation for which a general layout
is shown in fig. 3.1. As was mentionned in section 2.2.4, a confined ion bunch in the Paul trap loses its
initial state information since collisions occur with the buffer gas. After a given thermalization time, a
smoothed state remains as the ion cloud. The simulation package begins when the bunch is just trapped
and not yet thermalized. We do not have much information on the bunch getting injected in the Paul
trap. However, it is reasonable to generate some initial state from a Maxwell-Boltzmann distribution
and let it thermalize in the trap as we will show in section 3.2.2.3. The dynamics and thermalization of
the trapped ion bunch constitute a major part of this work and is encapsulated in the program named
CLOUDA'.

Just like CLOUDA provides the initial vertices positions and velocities of the trapped ions depending
on the dynamics of the Paul trap environment, a proper [ decay generator was written to supply the
kinematics of both the RI and the § particle. This generator coupled to CLOUDA yields a decay event in
the laboratory frame.

In order to construct a TOF spectrum, it is required to track the two decay products. This is done
using BAYEUX, a multi-purpose simulation package developed at LPC Caen [Maugl4]. Roughly speak-
ing, BAYEUX embeds GEANT4 while providing powerful tools to configure the Monte Carlo (MC) engine

LoubA + cloud = cLouDA
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inside. Whether it is the geometry description, the initial events setting or the recorded events data,
this package allows to perform realistic simulations without writing a single C++ line. Instead, AscCII
configuration files (with their own language) are required and allow to describe all aspects of the simu-
lation. We remind that the TOF spectrum is the central part of the LPCTrap experiments from which
the Shake Off (SO) is extracted by means of the integral under each charge peaks and ag, is obtained
from the shape of the TOF peaks (see section 1.2.4.4).

Specific technical choices were made to address the problems at hand. One of them was taking ad-
vantage of Graphical Processing Units (GPUs) through cupa? instead of classic Central Processing
Units (CPUs) to perform massive computation. Even if modern CPUs have in general eight available
threads® to work with, GPUs grant access to a number of threads ranging in a few hundreds to a few
thousands without the need to buy a complete computationnal facility since it can be embedded in a
standard high-end desktop computer. For the past decade or so, available frequencies to perform raw
calculus for a thread has capped to a few GHz. The solution to continue the improvement in compu-
tational power is to increase the number of these high speed threads and GPUs were designed to work
on highly parallelizable problems, namely, image computation. Images are nothing more than matrices
in their mathematical representation, ergo, it is natural to associate a thread for each cell so all of these
are treated simultaneously. Such parallel programmation requires the learning of a very different logic,
even more for GPUs. Apart from that learning cost, the assets granted are rather high, giving access to
performances measured in TFLOPS® with a standard machine. It is not a simple task to properly compare
this number with what a classical CPU-program would yield because of the parallelization cost that needs
to be taken into account and so on. Nevertheless, the N-body example provided in the Nvidia’s samples
has 1000 times more FLOPS when running in GPU instead of CPU. This gives an idea of the power at hand.

A question now rises: why is so much computing power required? The main answer resides in that
we need to model in the most accurate way the dynamic of a N-body problem which is particulary
greedy in terms of computational needs. Indeed, the confined ions in the Paul trap exert on one another
a repulsive Coulomb force. We wish to compute this effect for up to a million ions, thus providing a
higher limit, at each timestep for an important number of timesteps in a reasonable computing time.
The resulting need in computing power is extensive and thus GPUs are a good solution to undertake
such a task. The side effect of developing simulations on GPUs is that once the learning is done, it
may as well serve other modeling purposes, e.g. the buffer gas models assessment done with CLOUDA as
discussed in section 3.2.2.3.

The simulation package developed here is intended to be generic. In other words, a special effort was
made so that others can use it for other experiments.

This chapter is dedicated to the physics embedded in the models. The technical documentation and
How Tos will be included in the programs archive themselves.

2(The) Compute Unified Device Architecture, or CUDA, is the C++ extension provided by Nvidia to execute instructions
on GPUs.

3The word thread in this context designates the computation worker quantum. Whether a thread is virtual or not, it is
the basic entity that can fulfill a computational task.

4Stands for Tera FLOPS (FLoating-point Operation Per Second): it is a standard unit to evaluate the computing
throughput of a given machine.
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BOLTZMAMNMN - Initial state

Figure 3.1: LPCTrap simulation package overview
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3.2 Initial event

In order to generate an initial event, we require the distribution of the Q-value between the decay
products and the dynamics of the decaying vertexes in the laboratory frame. These two aspects are
answered to with the 8 decay generator and CLOUDA.

3.2.1 j decay generator

The goal of the generator is to be able to have big enough sets of events in the decay frame with specific
features. For instance, as we described in chapter 1, we want to reach a specific value for ag, and this
is the part in the simulation where we decide which value we want to simulate. Fermi corrections and
gamma de-excitation are also available. Although a small stand-alone generator is available, a more
extended and accurate one (finer description of the Fermi correction) was included in BAYEUX. The
detailed algorithm that was used is provided as in appendix 5.3. We show here typical distributions for
several parameters.

Gliick computed order-a corrections (e.g. photon bremsstrahlung) that apply to the 8 decay recoil
spectrum which goes up to a few % in some cases [Gluc97; Gluc98]. It is worth noting that these kind
of corrections are not included in the present generator, although the Fermi function is.

3.2.1.1 Value of ag,

The main objective of LPCTrap is to extract the value of ag, for multiple ions. As shown in fig. 3.2
and 3.3, the shape of the RI TOF distribution depends on ag,, (see section 1.2.4.4). The fundamental idea
of the simulations presented here is to find a linear combination of final TOF distribution for different
values of ag, which matches the experimental data. The beta decay generator is where the value of
agy is set.

3.2.1.2 Fermi correction

The Fermi correction is simply the Coulomb correction one has to apply to the wavefunction of the
outgoing electron because of its interaction with the nucleus charge [GMO01]. Indeed, it slows down the
B~ particles and accelerate the 3% particles. We show in fig. 3.4 the effect it has on the electron kinetic
energy of the 3°ArT 1 decay. The figure illustrates the relative difference in event counts between
distributions generated without and with this correction. In this case, we see that for §s under 1 MeV,
it yields non-negligible differences.

3.2.1.3 v de-excitation

In the 3°Art and '"Net cases, the 8 decay can end up on excited states of the daughter nucleus (see
fig. 2.16 and 2.18). This has two effects: it lowers the Q-value of the given reaction and it causes a kick
in the de-exciting RI, changing its momentum. The lifetimes of these levels are rather low (1072 s) and
the RI are rather slow (A=35, ~ 10? eV of kinetic energy), ergo, the approximation to consider that this
decay happens at the same point as the 8 decay is made®. There are several ways to represent the effect
of the v de-excitation, we chose here to show the effect it has on the RI momentum in fig. 3.5, where an
explanation is given in the figure caption.

5This does not mean that the 8 decay becomes a four-body reaction. It is still a three-body reaction (8, v, RI)
immediately followed by a + emission.
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Figure 3.4: Fermi correction effect in 3> Art 8+ decay. We see here the relative difference of events count
when the Fermi correction is not enabled and when it is, as a function of the 8 energy. The number
of events with low-energy electrons collapses when we activate the correction. (The discrepancies above
4.5 MeV are due to low statistics at the end-point.)
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3.2.2 Clouda

With the 5 decay generator giving the initial Q-value distribution between the decay products, we need
to anchor their positions in the laboratory frame. This is done with the program CLOUDA which purpose
it is to provide not only the positions, but also the velocities of the trapped ions at decay time. A concise
overview of CLOUDA was published recently [Fabil5]. The microscopic modeling logic is done through
three interactions:

e EM fields: CLOUDA can simulate either a Paul or a Penning trap.

e Buffer gas: As said before, a buffer gas is continuously injected in the trap to thermalize the
cloud. We will describe as a second part the modeling of the collisions between ions and atoms
(the ions being the decaying particles of interest while the atoms are the neutral buffer gas bodies).

e N-body: The third piece is the simulation of the N-body effect, since between 10? and a few 10°
charged ions are confined together in a small volume.

This last effect was the basic reason to choose GPU computation. Indeed, the functioning N-body cal-
culator embedded in CLOUDA does not make any approximation and computes the full effect at each
timestep. We will show that when the number of ions is low enough, the N-body has barely no effect
and can be deactivated. The usage of GPUs remains handy in this last case since the computation
throughput is extremely high, making the simulation to a fully thermalized state (once again, described
microscopically) possible in a few minutes.

Although CrLouDA was first designed to simulate a trapped ion cloud, during the course of its de-
velopment it has been equipped with powerful steppers as we will discuss below. The program is thus
able to perform pure tracking of charged particles as well - all on GPUs. We discuss such an aspect in
the buffer gas section and more specifically in the different models assessment.

To say a word on geometry, it is worth noting that no smart management has been included in the
package yet. In the harmonic field description (section 3.2.2.1), a specific radius is defined beyond which
ions are killed. This is the only geometrical cut done and it is hardcoded. It is foreseen to either include
primitive functions input to describe ideal geometries or take advantage of the GPU texture memory
which was designed to work with images and geometries.

Let us first discuss the choices that were made to solve the equations of motion.

Stepper The EM fields and the N-body effects® are computed through the integration of the second
order differential equation of motion. In a numerical context, the method to perform this is an important
question requiring to be addressed properly since the integration variable, time, is discretized using a
given timestep (At). For each of the three implemented steppers, we reduced the second order to two
first order differential equations.

d?r
becomes:
dv dr
i - = 2
a - ay (3:2)

with r, v and a the position, velocity and acceleration of a given ion. This actually yields six
equations, since we need to compute each dimension-component individually at each timestep.

6The case of the buffer gas is quite different. An elastic collision will abruptly change only the velocity vector of a given
ion without modifying its acceleration. The stepper takes this into account when solving the position vector as a function
of the velocity vector.
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With these generalities in mind, let us take a closer look at our three integration methods:

e Euler is the most basic stepper. It is easy to implement and understand, although it is not
expected to provide a good numerical stability for long integration times. It solves equations 3.2
in the following way:

dv
W At
it (3.3)

=vV;+ a(ti,ri) x At

Vitl = Vi +

driq

riy1 =7r; + x At

=r;+Viy1 X At

with i the i*" timestep and a(t;,r;) being the function computing the acceleration at time ¢; for
the position vector r;

e The Leapfrog stepper is a little more sophisticated than its Euler counterpart and provides a few
assets [Youn13]. Tts symplectic feature makes it stable on long times, i.e. it respects the Liouville’s
theorem, and enables time reversibility. Moreover, it is almost as simple (and efficient) as Euler.
The name leapfrog comes from the way the velocity is evaluated at half timesteps while the position
is computed at integer timesteps. In CLOUDA, it is implemented in this manner:

At

ov=ax 7 (35)
Vip1/2 = Vi+0v (3.6)
rit1 =715 + V’L+1/2 x At (37)
Vitl = Viy172 +0v (3.8)

At the end of each timestep, we bring back the velocity to an integer timestep value. Although this
operation could be skipped and done only when data is recorded, it is useful and not that costly to
keep a clear track of the ions at each timestep. It is worth noting that an approximation is made
here on the acceleration: we compute it at the next half timestep without taking into account the
position of the ions at this same time. Indeed, computing the N-body effect requires the position
vector of all the ions.

e The 4'" order Runge-Kutta (RK4) is a widely used stepper [Pres07]. By properly adding the
weighted contributions of partial steps, this integrator is quite powerful in that the approximation
it provides tends to keep a low numerical error ( O((At)?*) ). For a given set of initial conditions
and a vector x such that:

dx
- t )
o= 1(t%) (3.9)
The next step for this variable is computed as:
At
Xi+1 = X5 + ? (kl + 2k2 + 2k3 + k4) (310)
where:
ki = f(ti,x:) (3.11)
At At
ky = f(ti + 5 xit ki X ) (3.12)
At At
kS:f(ti+77Xi+k2 X ?) (3.13)
ks = f(t; + At,x; + ks x At) (3.14)
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In our case, we need to solve two equations (see equation 3.2) and because of the N-body calculation
and the constraints brought by the usage of GPU, the method was adapted accordingly using a
”crossover” logic:

ki =v; ki =al(t;,r;) (3.15)
kgzvﬁ—kfx% k§=a<t¢+A2t,ri+k’{><A2t) (3.16)
kg:vi—i—ka% kg:a<ti+A2t,ri+kng2t) (3.17)

ki =v; +kj x At 3 =a(t; + At,r; + ki x At) (3.18)

where a requires a full half-updated vector for all ions for the N-body effect. In eq. 3.18, kj requires
k§ and kj requires k5 and so forth, thus, the ”crossover” logic.

As we will see when taking a closer look at the drift velocities stability as a function of the stepper and
the timestep (section 3.2.2.3), the particular systems CLOUDA simulated for the LPCTrap needs are not
really sensitive to the stepper accuracy to some extent. The power of a stepper resides in providing the
most accurate solution for an important number of simulated timesteps. Since we are in the setting where
buffer gas constantly "resets” the trajectories of the ions, there is no time for an important numerical
error to accumulate. However, CLOUDA could serve other purposes where a working RK4 could be
important. The Euler stepper being the fastest, it was used for most of the tests described in this work
— once again, we ensured that it returned the same results as the RK4 for our different configurations.

3.2.2.1 EM Fields

In order to confine the ion bunch, a trapping field is required. Although more efforts were dedicated to
the Paul trap, CLOUDA is able to simulate a Penning trap as well for which only an ideal description
is available. The Paul trap can be modeled using either an ideal field or a realistic field. Of course,
in the former case the computing time is highly reduced when compared to the latter case but the
approximation is rather crude. Indeed, as we will see the ideal field does trap ions but the full study of
the final trapped cloud profile shows important discrepancies between the ideal and realistic (harmonic)
field (see section 3.2.2.5). In this section we will present the basic modeling done with the ideal field. We
will then detail the method to include all the contributions actually present during experiments. This
will yield a complete realistic field for which the integration in CLOUDA will finally be discussed. The
test of the ideal Penning trap will be closing this section.

Paul trap The way a Paul trap operates was presented in the last chapter, section 2.2.4. We remind
equation 2.12, which governs the equation of motion for all three dimensions as a function of the Mathieu
parameters:

2
% + (a+2qcos(27))x =0
%y
P + (a+2qcos(27))y =0 (3.19)
d*z
i 2(a+2gcos(27))z =0

where a and ¢, the Mathieu parameters, and 7 are:

2epq ep1
O = —F—7—7-+ Q= 555" T = ﬂ'fRFt 3-20)
mr%wa%F mr%wszw (
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In the LPCTrap case, we work at constant Mathieu parameters. Thus, changing the trapped ion will
imply changing frp accordingly to accommodate the new mass. Speaking of them, let us remind the
parameters as well, obviously adjustable in the simulation package:

e m: The mass of the trapped ion
e 7o: The size of the Paul trap (radius at which the potential is equal to Vj, see equation 2.6)
e frr: The frequency at which the RF potential ¢; is applied
e ¢o: The constant potential
e ¢1: The RF potential
The configuration in the 3°Artcase for LPCTrap is:
e m = 34.9752576 u
e 1o =12.5 mm
e frr = 0.7 MHz
e =0V
e 41 =60V

Equation 3.19 shows that the applied RF is described with a cosine function” with the argument 27 frpt.
We will call this argument the Radio-Frequency Phase (RFP) and multiple observables will depend on
its modulo that we will represent between 0 and 27. Presently, the applied RF is reproduced with a
mathematical cosine function in the simulation. It will be required to implement the ”"true RF”, i.e. the
one recorded during the experiments to lower the approximation done on this factor.

Two potentials are defined here: ¢y and ¢1. ¢¢ is a constant potential and should include all ”back-
ground” contributions from elements situated around the Paul trap. The same could be said for ¢, the
RF potential which was designed to provide a potential as purely quadrupolar as possible. We detail
below how these potentials are treated for the ideal and realistic field.

Ideal field The strict configuration presented above leads directly to an analytical treatment of the
equation of motion (eq. 3.19) using the potential shown in fig. 2.7c. This potential is purely quadrupolar,
infinite and no ambient electric field is considered — three approximations that the realistic field discussed
below is meant to avoid. We will call this configuration the ideal case and its analytical nature provides
a very fast treatment of the motion in terms of computation time.

Realistic field One can avoid making the three approximations just mentioned using a realistic
description of the fields:

e Perfectly quadrupolar: Other non-quadrupolar contributions are actually non-negligible, albeit
small.

e Infinite: The trap is limited in space and ions travelling too far from its center are, in fact, lost
by collisions on electrode surfaces.

e No ambient field: The trapping electrode rings are not the only components contributing to the
total electric field in the trap region since all the other conducting parts of the trap contribute as
well.

Computing and using the realistic field constitute two distinct parts. A first work of precalculation is
done prior to the simulation itself in order to include all the real contributions around the experimental
Paul trap we will be simulating. We will first show how this precalculation is done. Secondly, the usage
in CLOUDA will be detailed.

7cosine for the potentials and sine for the fields
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Figure 3.7: Harmonic field domain of definition. The red sphere represents the boundaries inside which
the field can be synthesized.

Using the full realistic geometry around the Paul trap and all the potentials applied on the rele-
vant volumes, one can compute all contributions to the EM field in the Paul trap vicinity. Two very
different tools were available in our context to achieve this: SIMION which is based on Finite Differ-
ences (FD) or ELECTROBEM, a homemade C++ program which is based on Boundary Element Method
(BEM). ELECTROBEM was chosen as the appropriate tool since it requires less memory for the same
precision [Quem14]. In order to increase the precision with less computations, symmetry around y = 0
was assumed. We remind that y is the axis from the floor to the ceiling in the LPCTrap context. This
symmetry is true if we neglect the contribution of a few plates that are far away from the trap center.

The geometry is made of specific components of the set-up carefully chosen to include all relevant
contributions to the electric field. The BEM requires the geometry to be meshed, so all volumes are
represented by a collection of cells (19 048 cells in our case using the symmetry around y). Each cell has
an associated charge density, considered constant. Fig. 3.6 pictures the cells geometry. The superposition
principle implies that the distribution of the charge densities generates a potential in all space written
as:

1 o)
®; = —I=qs’ 3.21
471‘60 XJ:/SJ |I'i—I‘/| ( )

where ®; is the potential at any point ¢ in space due to the cells j, r; the position of the cell receiving
contributions from all the j cells, r’ the position of the current cell j with a surface S; and o; the charge
density of cell j. For any point in space and especially for the center of each cell, we can thus write all
the potentials due to the N cells in a matrix form:
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od} Q11 Q12 ... QN o1
@, Qo1 Q22 ... Qan, 02

| = . o . . (3.22)
Dy, Onv.1 9n.2 .- 9NN ON,

where ®; becomes the known electrode potentials, o; are the unknown constant charge densities of each
cell (considered constant) and Q;; contains the information on the geometry (and a few constants):

Q, = / L g (3.23)
S

 dmeg T

The charge densities are the unknowns of the system. Using iterative methods [Quem14] on the system
represented by equation 3.22, we solve the ;. With all the o; known, we may retake the superposition
principle to compute the potential (or the field) in any point in space. We thus now have access to
realistic fields for our simulated set-up.

Now the question of how this may be used in CLOUDA rises. Two solutions were thought of: a har-
monic synthesis of the field at runtime or the interpolation through a pre-calculated field map. The
harmonic synthesis was chosen because of its lesser memory usage (but higher number of operations, this
is discussed at the end of the section). The usage of the harmonic synthesis first needs the definition of a
region where our synthesized field will be available, a constraint brought by the harmonic development we
will reach. In the LPCTrap case, we chose a sphere centered at the trap center with a radius rg = 10 mm
as shown on fig. 3.7, knowing that a sphere of radius g = 12.5 mm would touch the electrodes. We then
use a routine named SHTNs [Schal3] which takes as input a list of points where the field is computed
on the chosen sphere surface. SHTNS outputs the spherical harmonic coefficients Ay, and By,,. These
coefficients fully characterize the field of our system and are valid inside the sphere. Now that we have
this coefficient set, we can use it at runtime to compute the field at the position of any ion requiring it
inside the chosen sphere. The solution of the Laplace’s equation:

V20(r,0,0) =0 (3.24)

can be written as the following harmonic development:

[eS) Y4 . )
D(r,0,0) = Z (:) Z TMPZ”(COS 0) (Agm, cos(mp) — B, sin(mep)) (3.25)
£=0 m=0

where (r,6, ©) are the spherical coordinates of a given ion (where the field should be synthesized), rg is
the chosen sphere convergence radius, P;"(cos ) are the associated Legendre functions of the first kind
and {Agm, Bem } are the harmonic coefficients set mentioned above. We notice that the constraint on the
sphere radius ry appears here explicitly since for any r > rg, divergences begin to occur. Furthermore,
the computing time constraint forces us to stop the first sum to some ¢,,,x — the choice of which must
be thoroughly studied to minimize any numerical error as shown below.

We only spoke of the potential computation, although during a simulation we want to compute the
Lorentz force, thus requiring the field components E = —V®. The details to compute this gradient
directly from {Ag,, Ben} are developed in appendix 5.2.

The approximation made in the ideal field where the constant potential ¢, is exactly 0 is avoided here
since there is an ambient field in the vicinity of the Paul trap, even when the RF field is off. In fact,
the process described above is followed twice, yielding two sets of harmonic coefficients: one when the
full RF voltage is applied on the Paul trap electrodes (Ey1) and one when it is off (Ey(). We thus
account for the contribution of the ambient field. In order to use this in CLOUDA, one needs to apply
the following;:

E = (Eyi — Eyo) xsin(27 frrt) + Evg (3.26)

In other words, Eyv; — Eyg = E(¢1) and Eyg = E(¢g) (see equation 2.6).
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To study the effect of the chosen £,.x, 10* points are randomly selected in a ball of radius 7} < 7.
For each point, we calculate the difference between the BEM field and the harmonic field for each field
component (E,, E,, E,) and represent them using three distributions. We then extract the RMS of each
distribution as a function of the £y, value. This was done for three values of 7, (5, 7.5 and 10 mm) to
check the effect of approaching the electrodes on the synthesized field precision. Indeed, we are inter-
ested in knowing if a more extended cloud requires a higher /¢,,,, value and if so, by how much — the
thermalization stage implying for the ions to venture ”far” from the trap center comparing to the final
cloud size. The results are shown in fig. 3.8. Since the trapped cloud has a RMS in each dimension
smaller than 2 mm in most cases, ¢, = 12 is selected as a compromise between a reasonable accuracy
of the reconstructed field (discrepancies of a few 107°) and the computing time. Indeed, a larger fax
implies to go further in the sums shown in eq. 3.25, thus increasing computing time.

The BEM computed field reproduces the same secondary Paul traps that were observed in earlier SIMION
simulations. Fig. 3.9 pictures E, along the z-axis. The RF cosine applied on it renders the three points
at F/, = 0 Paul traps location, the main one being centered at z = 0, since only these points will remain
stable during the RF oscillation. It is now worth mentionning that to prevent any divergence from the
(r/ro)! term, thus avoiding the infinite potential approximation, any ion going beyond rq is artificially
killed. Since the secondary Paul traps are beyond 10 mm, the value of ry, they do not appear in the
simulations. This being said, it is possible to go further and compute additionnal smaller spheres along
the z-axis so that other sets of harmonic coefficients could be defined and used, making possible for a
few ions to reach these secondary Paul traps. On the experimental side, they are negligible since they
are situated in the electrodes center, thus, the detection solid angle is null for all pratical purposes.
Consequently, no secondary Paul traps are simulated for now.

Using the same BEM, we could have computed the realistic field using another method than the harmonic
synthesis. It is possible to compute a field map of the Paul trap with a given 3D space meshing and
interpolate at runtime in that map instead of using a harmonic synthesis. Since the initial information
comes from the same BEM, it is unlikely that the results of both methods would be different. The ques-
tion risen here is more one of performance, playing with the balance between memory usage and number
of operations. On the one hand, a field map would take advantage of a special memory embedded in
CUDA, the texture memory, which allows for native and efficient interpolation for a given map. Although
there would not be an important sum as in eq. 3.25, the memory usage of a map would be extensive and
would increase with the resolution of the map. On the other hand, the spherical harmonic coefficients
take advantage of another special memory, the constant memory which allows for quick readings for all
threads, but is rather small — too small to contain something as large as a field map — yet large enough to
contain the harmonic coefficients. Although the memory usage remains small in the harmonic case, the
number of operations required to synthesize the field at a given point in space is higher than in the map
case. The harmonic field also brings the constraint of the convergence sphere while the field map does
not. The latter is not implemented in CLOUDA but is in development. It will be interesting to study the
impact on performance this brings.
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Figure 3.8: Harmonic field - £, effect on synthesized field discrepancies compared to the one obtained
with the BEM. In all cases, 7o = 10 mm and the differences are shown for fields synthesized in a smaller
subsphere of radius 7.
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| E, vs Z at X = 0.000000e+00 mm and Y = 0.000000e+00 mm |
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Figure 3.9: Harmonic field - Secondary Paul traps appearing for £, = 0 V.mm~! at z = 0 mm and
z ~ +12.5 mm.
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Penning trap Instead of an electrodynamic RF field, a Penning trap works with the combination of
an electrostatic and a magnetostatic field [Dehm89]. Typical geometries are shown in fig. 3.10a. The
electric field has the same form as the Paul trap field without a RF potential (¢; = 0):

Vo 2 ZS+T(%/2
E:@(x+y—2z) d° = (2 (3.27)

with Vj the quadrupole potential and d the trap size related to zg and rg, the axial and radial size of the

trap. The magnetic field is simply:
B=10B,z2 (3.28)

Knowing the two fields, we can compute the acceleration from the Lorentz force.

q
B D) B 3.29
a m( +v x B) (3.29)
2 v &
a=21[E+ Vg Uy Uy (3.30)
m 0 0 B.
a=L| X iy 25+ (0,B)% - (B3 (3.31)
m | 2d? Y
yielding:
q VO qu
G =@t T T
q VO qu
_ 4 3.32
W e T T (3:92)

a, = —iﬁz
? m d?
It is expected that through the superposition of these fields, the following equation holds for an ideal
Penning trap [BG86]:

1
we =3 (wc + /o2~ 2w§) (3.33)

It is possible to show that, at first order, the trapped ions will follow a movement that can be decomposed
in three separate eigenmotions:

e Magnetron: A rotation in a plane perpendicular to the z axis (magnetic field axis) with frequency:

Vo
W ™ Wy, = B (3.34)
e Cyclotron (reduced): A swift rotation around the magnetic field lines with frequency:
B.
Wy~ we = 1 (3.35)
m

e Axial: A harmonic oscillation along the z axis with frequency:

V.
Wa = ’/57;2 (3.36)
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Figure 3.10: Penning trap features
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Fig. 3.10b shows the motion of a single ion in an ideal Penning trap. The expected eigenfrequencies
were compared with the fitted ones and a good agreement has been found, as shown in fig. 3.11. The
configuration for this simulation was the following:

e At =10 ps

e B, =24.0 T (see footnote®)
o Uy/d* = 7.2 x10° V.m~2

e m = 34.9752576 u

¢ g=1+

e N =1ion

Penning traps are thus available and working in CLOUDA, although they were not studied thoroughly
in the context of this work.

8Huge field, only used for this demonstration purpose.
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95



3.2. INITIAL EVENT CHAPTER 3. SIMULATIONS

3.2.2.2 Buffer gas — Models description

An important part of this work is the thorough simulation of the trapped ion cloud in the experimen-
tal Paul trap from a microscopic point of view. The simulated ions will always be in some EM field,
constantly undergoing an acceleration. At the same time, buffer gas cooling occurs to countereffect the
energy increase, ensuring that the cloud is reaching and keeping a thermalized cold state. Each ion
is henceforth individually simulated and the collisions with the atoms of the buffer gas are modeled
carefully at each timestep. The present section introduces all the models implemented in the simulation
package. The numerical stakes and the way to test the models and confront them to experimental data
are developped in section 3.2.2.3. Four more or less complex microscopic models, were developed: Hard
Spheres (HS), Classical, Full and Cold gas. Two ion-atom couples were studied: Lit +He and Ar™ + He.

Before entering the details of each model, let us present the general procedure that is followed regardless
of the used model. At each timestep and for each ion, the interaction with the buffer gas is divided into
two separate steps. The collision probability is computed first to check whether a collision occurs. If so,
the resulting scattering is computed in what is the second step presented below. If no collision happens,
the ion proceeds on its current track without alteration from the buffer gas. Whichever the outcome is,
the whole process starts over at the next timestep.

Collision probability In the first step, the collision probability is always equal to:

p=1—exp (—U'At) (3.37)

A

where v is the current ion velocity, At is the global simulation timestep and A is the mean free path. We
immediately see that a high-velocity ion will be more likely to collide with a buffer gas atom. The effect
of At is studied in section 3.2.2.3, although we can mention here that it is a constant during a whole
simulation since we do not work with adaptative timesteps. We detail below, for each model, how the
collision frequency v is computed. This quantity is linked to the mean free path with A = v/v.

Collision effect In the second step, actually computing the collision means finding the scattering
angle 6 between the inital and the final momentum vector of the ion in the center of mass frame. The
computation of 6 is different for each model and we detail for each of them below. The atom itself is
not simulated: Its velocity is generated from a Maxwell-Boltzmann distribution if a collision occurs and
exists only to compute the collision, ”disappearing” afterwards. We indeed consider the atoms to form
an ideal gas. A rejection method is applied on the atom velocity vector in order to account for the higher
probability an ion has of hitting a high velocity atom rather than a slow one, in terms of the relative
speed between the ion and the atom. Following the logic presented in [Manu07]:

1. Randomize v, v, and v, of the atom from normal distributions.

2. Compute the relative velocity norm between the considered ion and the just-drawn atom.

3. Defining o2, as the variance of the velocity component gaussians, compute the ratio between

this relative velocity and (vion + 3\/§aat0m), yielding a normalized number. Indeed, it is highly
unlikely to randomize an atom for which one of its component is as large as 30atom, this value is
thus considered the maximum. The factor v/3 accounts for the three dimensions.

4. Apply a rejection on this normalized ratio. Draw a random number uniformly between 0 and 1. If
this random number is smaller than the ratio, accept this atom. Reject otherwise and start over
at the first step.

This method ensures not only that the components of the generated atoms are gaussians, but it favors
higher relative velocity as well (see fig. 3.12).

Now that we established the global logic, we will detail each model and present how the two quan-
tities depending on them, the mean free path A and the scattering angle 6, are computed.

It is important to note that we will use atomic units (a.u.) in this section, not to be mixed up with
arbitrary units (arb. units).
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Figure 3.12: Rejection method effect on the generated ion-atom relative velocity.

Hard spheres (HS) Although this is the most basic model, it is simple to understand and to develop
while remaining a reference case. Both the ion and atom are considered to be perfectly spherical balls
for which a given collision conserves both energy and momentum (classical elastic collision).

Collision probability Given the radii of the balls, assumed to be the Van Der Walls radii (data
taken in [Mant09]), we immediately have the maximum impact parameter (bmax = Tion + Tgas) for a
collision. The cross section is thus equal to wb2 . As said above, the buffer gas is assumed to follow a

Maxwell-Boltzmann distribution. Although there are more atoms with speeds around the most probable
speed (Ump), a collision is more likely to occur with atoms going faster than this speed

12 kp Thas
Upp = 1| 282 (3.38)
Mgas

with kp the Boltzmann constant. We take this into account by following the reasoning developped
in [Manu07] which leads to equation 3.39 that we discuss below in the context of the Classical model.

Scattering angle A randomization is done on the linear distribution of impact parameters (see
fig. 3.13a). Using momentum and energy conservation, it can be shown that the scattering angle is
0 = m — 2arcsin(b/bmax) (see fig. 3.13b). The sign of the result is randomized to have equal chances of
being either positive or negative (see fig. 3.15b for a schematic angle definition).

Realistic models Three different realistic models are implemented in the simulation code CLOUDA
(see section 3.2.2): one classical (named Classical) and two quantum models (Full & Cold gas). We
followed the reasonings developed in [Rist12] for their integration in our simulation package. Realistic
models are less easily grasped than to the HS model, although the same two-steps global logic detailed
at the beginning of this section applies.

Classical — Collision probability In the HS model, the collision probability is a constant de-
pending on the maximum impact parameter by, which itself depends on the provided radii of the ion
and the atom. In the Classical model, by, is defined as well, yet no radii are. Our system is indeed not
modeled as two hard spherical balls, it is rather becoming two interacting potentials. In this scenario,
defining b,ax still makes sense in that it becomes the maximum range we consider the interaction to
occur. We show in fig. 3.14a the cross section obtained with our usual® bya.x = 45 a.u. as the blue curve.
Once again, this is a constant cross section not depending on the relative speed between the treated ion
and atom (we will see hereinafter that it is different for the quantum models). The equation yielding

945 a.u. was found out to be a good equilibrium between the inclusion of most of the effectful collisions and the number
of collisions to compute.
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Figure 3.13: HS model features

the collision frequency v for the HS and the Classical model is derived in [Manu07] and corresponds to
equation 16 of [Rist12]. Using our notation, it is as follows:

2
9 v Ump v 1 v
= Pgas m T 5 f{— = -\ .
V(U) Peas T bmax e l(vmp 2v ) “ (Ump> ﬁ P ( (Ump) )] (3 39)

where pgas is the buffer gas density'?, 7bZ . is the constant cross section, v is the ion speed and vy,
is the atom most probable speed defined in equation 3.38 above. The collision frequency thus depends
linearly on the constant cross section b2 We remind that the issue here is to compute the mean free

max-*

path A = v/v to be injected in equation 3.37.

Full & Cold gas — Collision probability The Cold gas model is an approximation of the
Full model in which we consider that v,,, = 0. As we will see, this yields a simplified expression for
v. Staring once more at fig. 3.14a reveals that, unlike the Classical model, the quantum models cross
section (red curve) depends on the relative speed between the ion and the atom. Numerical needs impose
once again the definition of a range to avoid computing effectless long-range interactions. In the present
case, this is not done using a by value, it is done with the definition of a maximum and a minimum
relative speed!! (between the ion and the atom). Fig. 3.14a pictures the range chosen to include the
vast majority of our systems possibilities. Equations 4 and 6 of [Rist12] defines the collision frequency
for the Full and Cold gas models. Using our notation:

o= e [ ot Lo (5] e (522

e Cold gas:

o Full:

} dx (3.40)

V(V) = pgas (V) v (3.41)

where * = v — Uatom is the relative speed between the ion and the atom'? and o(v) or o(z) is the
cross section of the collision as a function of the ion velocity or the relative velocity. The simplification

10We assume the buffer gas follows an ideal gas law as mentionned earlier.

11 Actually, the choice is made using the available energies in the center-of-mass frame. This can easily be converted to
relative speeds which are more useful in our case with Ecps = 0.5,1wfel (with p the reduced mass).
12We remind that a specific atom is randomized from a MB distribution when a collision occurs.
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Figure 3.14: Realistic models probability-related features

granted by the cold gas approximation is obvious here. The Full equation can be seen as summing up
the contributions of all possible relative velocities weighted by their specific cross section. The variable
cross sections are pre-calculated using realistic potentials and are provided as tabulated values in which
we interpolate [Pons15]. In order to avoid the resolution of the integral in the Full case at each timestep,
a pre-calculation is done prior to the simulation and tabulated values are established in which we inter-
polate as well. We obviously do not integrate to infinity, we rather limit the integration with the cross
section limit itself. The range in which the cross section is defined is the domain of definition where
most of the simulated ions will fall in'3. We show in fig. 3.14b the effect the buffer gas temperature has
on the mean free path. Indeed, the pre-calculation of the integral must be redone if a new buffer gas
temperature is to be used in the desired simulation (dependence on vyy,,).

With the mean free paths A\ now defined, let us take a closer look at the scattering angles.

Classical — Scattering angle If a collision occurs according to the conditions defined above (mean
free path), an impact parameter b is drawn in the range [0; byax] according to the distribution shown in
fig. 3.13a. Depending on the available energy in the center of mass frame and on b, 6 is fetched in yet
other pre-calculated tables [Pons15]. We show in fig. 3.15a the dependence of § on b and Ecjs. As we
can see, byax = 45 a.u. is an appropriate choice since for b = byax, € is null or almost so — except for
a few very low energy cases. Two remarkable features appear on this last figure. For E < 0.025 eV,
we see orbiting with |0| being greater than m, meaning that the ion and the atom make multiple turns
around one another before being scattered. Moreover, for E > 0.025 eV this orbiting transforms in the
rainbow effect with the characteristic range of 8 starting at 7 for frontal collisions followed by a slow drip
towards negative values of 8 before returning to 0. Fig. 3.15b schematically represents the interaction in
the Argon and Helium system, expliciting the geometry of 6.

Full & Cold gas — Scattering angle Same as above, if a collision occurs, a scattering angle 6
must be fetched in another pre-calculated table [Pons15] which is the same for both the Full and Cold
gas models. Although 6 will still depend on the available energy in the center of mass frame, no impact
parameter is defined at all in the quantum context. We thus turn to equation 34 of [Rist12], which is:

Y 5 (v, 0) sin(6)do

Jy o4(v,0)sin(0)d6

=r (3.42)

where o¢ is the differential cross section and r is a random number generated uniformly between 0 and 1.
In a way, a renormalization is performed on all relevant impact parameters and this translates as the
ratio presented in equation 3.42. Consequently, for the quantum models, # depends on the available
energy in the center of mass frame and the random number r. Fig. 3.16 shows the distribution of all
possible 8 values.

13 An ion not falling in it is considered to be at the closest border.
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(a) Example of @ distribution in Classical model for different relative energies in the case of the ** Ar* + *He sys-
tem. We can see that the cut chosen at 20 a.u. is appropriate since in the chosen energy range most of the angles
are very small or null for this b — except for a few very low energy cases [Ponsl5].
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Figure 3.15: Classical model features.

Excited State The work on the modeling addressed here was done for systems relevant to the
LPCTrap experiments. As of now, this means the "Lit+%He and *°Art+%He. In the second case, the
o and 7 states are infinitely degenerated and are thus equiprobable. The o state exists along the z axis
(binding axis) while the 7 state, the excited one, can equally exist along the z and y axis. Consequently,
in the simulations of this system, the fundamental and excited collisions have a probability of respectively
one third and two third to occur [Ponsl5].
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Figure 3.16: 6 distribution features in quantum models.
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3.2.2.3 Buffer gas — Models assessment

This section will detail the method to assess the models used, including the comparison with available
experimental data.

The ion-atom systems we implemented and tested are chosen among the available experimental data
to be as close as possible to the relevant systems for the LPCTrap experiments [Elli76; Vieh95]. We can
confront our model to two different kinds of data: drift velocities and diffusion coefficients (see below
for detail). For both of these tests, another electric field was implemented in CLOUDA. It is an ideal,
uniform and infinite electric field toward the z axis. Since the experimental data are presented as a
function of a given Townsend (Td) value, the ideal electric field can be set as such. We remind here that
1 Td is the ratio of the electric field strength to the buffer gas density and corresponds to 10~2! V.m?2.
For a chosen Td value and buffer gas pressure and temperature, the program will set the field accordingly.

The concept of thermalization, which we mentionned in section 2.2.4, is rather important here. The
system needs time to reach an equilibrium state we call thermalization. CLOUDA does not generate the
initial ion distribution. It is provided by an external routine named BOLTZMANN and many settings are
possible. Further details are given in the ”initial state effect” section below.

In order to assess a model, one needs to ascertain that thermalization is reached before extracting
any observables. Moreover, a check is required to ensure that the results will be the same regardless of
the initial state and that the timestep is chosen small enough for the results to converge. Thus, we will
first describe the method to find the thermalization time, then check the initial state effect and end with
the validation of the chosen timestep.

Typically, the simulations in this context are configured in the following way:
e Buffer gas (atoms): T,,s = 300 K, pgas =1 Pa

Studied system: “°Art + “He or "Lit + *He

Field: E/p in [2;200] Td

Timestep: At =1 ns

e Number of ions: N = 16384 ions

Initial state (ions):

— Positions: All ions are inside a ball of radius r = 1 pum.

— Velocities: The vectors are generated according to a Maxwell-Boltzmann distribution with
Tinit = 100 K (~ 1.3 x 1072 eV).

Thermalization time FEach model was characterized using different configurations through the
study of two different distributions to extract the thermalization time for both the lowest and highest
experimental Td values. The first distribution is the ion cloud mean energy evolution (Ek (t)) while the
second one is the drift velocity evolution (vg(t)). All fits on these distributions were performed using the
following exponential function:

X (t) = A — Bexp(—(at® + bt)) (3.43)

where X (t) is either Ex(t) or vg(t) and A, B, a and b are the fit parameters. It has been found that
the second order contribution might provide a better fit in some cases, although it is sometimes null.
The time constant 7 is then extracted from this exponential fit and the cloud is considered thermalized
whenever 107 has been reached:

In(2)

"linear” (a = 0) T= (3.44)

b
—b+ /0% +4aln(2)
= .4
90 (3.45)

” quadratic” T
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Figure 3.17: Thermalization from vy (*Art+*He system at 130 Td, Classical model).
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Figure 3.18: Thermalization from E (t). The calculated energy is shown with the solid blue curve while
the fit result is the dashed red curve.
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Let us take a closer look at a fit process example, say, for the Classical model in the “°Art+*He sys-
tem at 130 Td and 300 K. We begin with the obtained v, distribution for all ions shown on fig. 3.17a.
Around twenty projections on the y axis are taken on the time range, e.g. fig. 3.17b features the pro-
jection we obtain around t = 100 ps. We then take the mean value of each projected distribution
which corresponds to vy at the given time. Finally, on fig. 3.17¢ and 3.17d, we show the data points
(all the mean values) extracted with this method and the fits performed on them. In this case, the fit
results are a = 2.74 x 107° £ 1.97 x 1076 (7.19%) and b = 1.69 x 1072 + 1.64 x 10~* (0.97%), yielding
To, = 38.60 £ 0.036 (0.09%) ps. Thermalization is thus reached at t = 386.0 us. Neglecting the second
order contribution would yield 7,, = 41.01 &+ 0.57 (1.39%) us, setting the thermalization at 410.1 us.
Being cautious leads to keep the highest value since both fits are quite accurate. Indeed, this is not
always the case and in a few examples the second order contribution becomes much more important,
utterly casting aside the linear fit.

The extraction of the thermalization time from the energy distribution is done in the same way. The
mean energy of the ion cloud as a function of time is shown in fig. 3.18 along with the 2"¢ order fit result.
Formula 3.45 is used to extract the time constant, yielding 7 = 65.44 us. This gives a thermalization
time of 654.4 us, which is much higher than what was found using v4. The large difference between
the two times is not well understood. As a safety precaution, we choose a final value of 800 us for this
specific case of the Classical model in the “°Art+4He system at 130 Td and 300 K.

This twofold method must be repeated for all four models (HS, Classical, Full and Cold gas), for the
extrema Td values and for two ion-atom systems. Since the Lithium data for vy, Dy and Dy, were gath-
ered at different temperatures, a more extensive simulation work has to be done accordingly. Indeed,
the temperature is yet another important parameter for it has an impact on the mean free path value
(see fig. 3.14b). The achieved results are summed up in table 3.1.
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| System | Model | Tatom (K) | E/p (Td) [ 10.7,, (ps) [ 10.75 (ps) | Chosen 10.7 (us) |
10Ar++4He HS 300 ) 528.3 375.1 600.0
40Art +4He HS 300 130 216.8 377.1 600.0
YOArt+4He | Classical 300 5 644.7 500.3 800.0
40Ar*t+4He | Classical 300 130 410.1 654.4 800.0
10ArT+4He Full 300 5 586.6 466.2 800.0
40Ar+ +4He Full 300 130 401.7 713.3 800.0
OArT+4He | Cold gas 300 5 707.3 731.2 800.0
40ArT+4He | Cold gas 300 130 396.6 684.4 800.0
"Lit+4He HS 296 10 98.0 115.7 200.0
"Lit+*He HS 296 120 42.4 74.2 200.0
"Lit+*He | Classical 296 10 137.6 140.6 400.0
"Lit+%He | Classical 296 120 146.1 287.6 400.0
"Lit+*He Full 296 10 130.4 142.1 400.0
"Lit+*He Full 296 120 145.1 281.0 400.0
"Lit+*He Cold gas 296 10 128.9 205.3 400.0
"Lit+*He | Cold gas 296 120 146.3 288.4 400.0
"Lit+%He HS 300 2 110.0 98.28 200.0
"Lit+*He HS 300 200 33.70 58.19 200.0
"Lit+*He | Classical 300 2 133.0 80.4 400.0
"Lit+*He | Classical 300 200 121.7 237.2 400.0
"Lit+%He Full 300 2 116.3 85.0 400.0
"Lit+*He Full 300 200 115.2 217.5 400.0
"Lit+%He | Cold gas 300 2 120.9 181.8 400.0
"Lit+*He | Cold gas 300 200 122.3 2384 400.0
"Lit+*He HS 310 10 100.1 113.5 200.0
"Lit+*He HS 310 120 44.3 77.9 200.0
"Lit+%He | Classical 310 10 142.6 145.1 400.0
"Lit+*He | Classical 310 120 152.7 301.0 400.0
"Lit+*He Full 310 10 141.7 150.0 400.0
"Lit+*He Full 310 120 151.4 291.5 400.0
"Lit+*He | Cold gas 310 10 139.6 217.8 400.0
"Lit+%He | Cold gas 310 120 153.0 301.7 400.0

Table 3.1: Thermalization results for all studied systems. The last column is chosen high as a safety
precaution and equal in the same model for configuration ease reasons. Only drift velocities are available
for the Argon-ion system between 5 and 130 Td. In the case of the Lithium-ion system, available data
includes Dy, at 296 K, vg at 300 K and Dy at 310 K ranging from 10 to 120 Td for the diffusion
coefficients and from 2 to 200 Td for the drift velocities.
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Figure 3.19: Initial temperature effect on thermalization.

Initial state effect Now that thermalization has been properly defined, we can take a look on the
impact the initial state has on thermalization. The BOLTZMANN routine generates an initial distribution
independently from CLOUDA from which we pick a given number of ions. This ensures to always work
with the same initial state when studying different aspects of CLOUDA. BOLTZMANN is adjustable with
several parameters:

e The number of ions to generate;
e The temperature yielding the velocity distribution;
e The spatial shape of the volume where the N ions are contained and its dimensions.

Each initial state includes more than one million ions (22°), well above what will be actually used in
the simulations presented here'*. We show in fig. 3.19 the thermalization plots for different initial
temperatures ranging from 1 K to 10% K for ions in a ball of radius 1 gym. Three shapes were studied:
a uniform ball, a gaussian ball (the ion density follows a three-dimensional gaussian distribution) and a
tube along the electric field. The results in table 3.2 shows the thermalization times and the final vg.
As expected, the latter is always the same once thermalization is done. This reset on the phase space
justifies that the simulation starts in the Paul trap since all information prior to this moment is lost with
the thermalization process.

Timestep validation The timestep is explicitly appearing at two different places. It shows up
both in the equation of motion resolution through any of the three steppers (e.g. eq. 3.3) defined earlier
and in the collision probability computation of eq. 3.37. For a given scenario, a comparison has thus been
made between the three steppers for four different At. The drift velocity and the collision probability
was recorded in each case. The data shown in table 3.3 underlines that the results start converging for a
timestep of 1 ns, regardless of the stepper. Indeed, when there is buffer gas, the constant reinitialization
of the velocity vector happening after each collision prevents any error to accumulate. In other words,

M CLouDA is especially designed to work with the N-body effect, a realistic harmonic field as we will see below and a
realistic buffer gas. In principle, staying on more basic interactions would allow the user to go beyond that amount of ions,
depending on his hardware.
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Initial shape | Init. temp (K) | 10.7,, (us) | 10.75 (ps) | Final vy (mm/ps) |
Ball (r = 1 pm) 1 115.4 217.5 12.41
Ball (r =1 pm) 10 114.8 217.5 12.41
Ball (r = 1 pm) 102 115.3 217.5 12.41
Ball (r = 1 pm) 10° 115.2 217.2 12.41
Ball (r =1 pm) 10 114.4 214.9 12.41
Ball (r =1 ym) 10° 104.6 185.2 12.41
Ball (r =1 um) 10° 123.3 230.7 12.41
Ball (r = 1 pm) 102 115.3 217.5 12.41

Tube 102 115.0 216.9 12.41
r=1pum;h=>5pum

Gaussian ball 102 115.3 217.4 12.41

r=1pum; FWTM= 2r

FWTM = Full Width at Tenth Max

Table 3.2: Initial state effect on thermalization time. This was done using the “Lit4+*He system at 300 K
and 200 Td. As expected, the final drift velocity is always the same, regardless of the initial state, thus
vindicating the need to wait for full thermalization.

Stepper | At (ns) | Final vq (mm/pus) | Collision proba. (%) |

Euler 100 13.65 26.2
Euler 10 12.52 2.9
Euler 1 12.42 0.29
Euler 0.1 12.42 0.029
Leapfrog 100 13.65 26.2
Leapfrog 10 12.52 2.9
Leapfrog 1 12.42 0.29
Leapfrog 0.1 12.42 0.029
RK4 100 13.58 26.2
RKA4 10 12.51 2.9
RK4 1 12.42 0.29
RK4 0.1 12.42 0.029

Table 3.3: Timestep study. For any stepper, the convergence in the results is achieved at 1 ns. The
linear dependence between the timestep and the collision probability may be interpreted as an inverse
factor on the mean free path (see equation 3.37).
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in a pure tracking scenario, say for an ion in an electric field without buffer gas, steppers would vary in
precision and the choice of it would be crucial.

Drift velocities For some ion-atom couple, we dip an initial ion bunch in a uniform electric field
and wait for the system to reach thermalization. In this case, thermalization could be seen as an equi-
librium between the acceleration provided by the field and the deceleration resulting from the collisions
with the buffer gas atoms. At this point, the mean velocity of the ions is called the drift velocity (vg).
We note that vy is only defined for a uniform field and does not have any sense in a dynamic trapping
RF field. Nevertheless, fig. 3.20 shows LPCTrap regions. This is done considering the mean energy of
the ions (~ 0.1 eV) and computing vq such that 0.1 eV = $mwv?, knowing that the ions may, in principle,
sweep all the velocities from 0 to the vy value in the dynamic trapping field.

The vy we obtained are confronted with the experimental data in fig. 3.20 for the °Art+*He sys-
tem. The first remarkable feature is the gap between the data and the HS results. This is not surprising
since we know that this approximation is crude: the ion and the atom are not hard spheres at all. This
being said, we tried to modify the ion and atom radii to better account for experimental data, but the
shape of the curve does not fit. Regarding the realistic models, we see they agree much better with
data. Although there is a systematic offset in the low Td values excluding the Full model out of the
experimental error bars, starting at 45 Td all the three realistic models are inside this error. The trend
followed by the three models is in any case mimicking the experimental data one. Fig. 3.21 exhibits the
results for the "Li*+*He system which are rather similar.

Diffusion coefficients Using the same Townsend drift field as above (uniform in the x direction)
and after thermalization is reached, we start to record the standard deviation evolution (o(t)) of both
the transverse (Dr) and the longitudinal (Dy,) position distributions for all ions. They are linked in the
following way:

D
0§:7L><t+b (3.46)

D
aizafzgxt—&—b (3.47)

A linear fit on the simulated data yields the diffusion coefficients, where b is a fit parameter related to
the initial conditions. We will be presenting our results as they are in the literature:

e pDy for the longitudinal coefficent, p being the buffer gas density.
e D7 /K for the transverse coefficient, K = vy/FE being the mobility of the ions.

Before presenting the results themselves, let us step into the details of a specific coefficient extraction.
As an example, we will extract Dy in the case of the Classical model at a buffer gas temperature of
296 K and at 120 Td. We note that since no data is available for these coefficients in the Argon case,
we will only focus on the Lithium-Helium system.

One must note that we will be performing a linear fit on the evolution of the square RMS of the ions
distribution in x in order to extract the slope. This RMS evolves quite slowly, meaning that in order to
perform that linear fit correctly, we will be running long simulations to feed the fit with well-separated
points. The usual simulations in this work go up to 1 ms, a time long enough to provide most of the
interesting characteristics of a thermalized state. In the case of the diffusion coefficients, because of
this RMS slow evolution, simulations were performed until ~ 10 ms, implying long computation times.
Moreover, the initial state for all ions was set to r = v = 0, allowing the system to naturally grow its
own gaussian distributions.
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Figure 3.20: Drift velocities in the °Art+4He system
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The fit was done on simulated data using ten thick slices of the = distribution as a function of time.
By ”thick slices”, we mean that each distribution from which the RMS is extracted is in fact made of ten
consecutive distributions, so that statistical noise is lowered. In numerical words, each time a recording
begins, ten consecutive timesteps are saved instead of just one as is done for other simulations. Typically,
this leads to a global distribution as shown in fig. 3.22a where the ten slices are shown in the zoom of
fig. 3.22b. Now, for each thick slice we project the distribution on the y axis (which is the position in
x). We then perform a gaussian fit on the obtained distribution. The square sigma of this last gaussian
fit is the first point for the linear fit mentionned above. We show in fig. 3.23 typical gaussian fits for
three different number of ions cases. We note that the reduced x2? suggests these distributions are not
real gaussians. In fact, these distributions are made of one gaussian for each summed slice, the correct
distribution is thus made of ten similar gaussians.

After ten gaussian fits performed on several datasets with a different number of ions, we are able to
construct the plot shown in fig. 3.24 which shows both the square RMS as a function of time and the
linear fits results. Indeed, it is important to verify the effect of changing the number of ions has on the
fit error. The summary of this check is shown in table 3.4 for Dy and in table 3.5 for D7. In the case
of Dy, N = 32768 was found out to be a good compromise between computation time and fit accuracy.
This particular convergence study was done using a limited energy range during the first tests. Since the
ions really belong to a wider energy range, the collisions occuring below 5 x 1072 eV and above 5.5 eV
were approximated at the time. We assume here that the convergence on the Dj and Dp values as a
function of the number of ions remains the same, albeit the coefficient values themselves change.

All this extraction procedure must be followed for twelve Td values and for the four available buffer
gas models. Since experimental data for Dj was obtained at 296 K and at 310 K for Dy, all that is
described in the previous sentence must be done twice. The final results compared with experimental
data are shown in fig. 3.25 for Dy, and fig. 3.26 for Drp.

Globally, the quantum models are in good agreement with the data. Regarding the Classical model, we
note a good agreement at low Td in both cases but a gap appears starting at 60 Td for Dy and 50 Td
for Dy, although the trend is correct. During the development of CLOUDA, the energy ranges covered
by the theoretical tables increased. At first, they were not describing all the possible collisions and, thus,
approximations were made. It was found out that these tables needed to cover a wider energy ranges,
i.e. the approximations brought an important error. The results presented here are with such wider
tables. More than the angular distribution, the main difference between the Classical model and the
quantum ones is the collision probability which depends on the cross section. As shown in fig. 3.14a,
the Classical cross sections are very large, especially at high energies. The foreseen way to correct the
discrepancies on Dy and Dy for the Classical model is to use the quantum cross sections and change
the maximum impact parameter value (b,,42) accordingly. Indeed, o = 7b2,,, corresponds to a classical
cross section. Using the quantum cross section implies a dependence on the ion velocity. One can then
compute by,q; = /o/7 as the maximum impact parameter for a specific collision. The diffusion angle
would then be fetched in the tables of the Classical model as it is already done.
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Figure 3.22: Dy, recorded data
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Figure 3.23: Dy: Examples of gaussian fit on y-projection of position distribution.
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Figure 3.24: Dy: Final linear fit example for three different numbers of ions at 120 Td.

N (ions) p.Dr, | Fit error | Fit error Computing time
(abs) (rel) (GTX TITAN black)
1024 619.90 23.12 3.73% 18m
4096 670.89 7.58 1.13% 20m
8192 670.24 4.71 0.70% 23m
16384 668.95 3.30 0.49% 32m
32768 677.67 1.73 0.26% 48m
65536 686.30 1.27 0.19% 1h18
131072 679.26 1.26 0.19% 2h17m
262144 678.63 0.90 0.13% 4h13m
Exp. data | 791.0 39.55 5.00% N/A

Table 3.4: The effect of the number of ions on the Dy, value. For the experimental data the "fit error”

corresponds to the experimental error. We note that these results were done with an older limited energy
range, the point being the convergence on the results as a function of the number of ions.
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| N (ions) [ axis [ Dy/K | Fit error (abs) | Fit error (rel) |

1024 y 796.11 12.62 1.59%
1024 z 758.70 15.42 2.03%
4096 y 824.89 10.95 1.33%
4096 z 789.80 9.79 1.23%
8192 y 817.31 9.76 1.19%
8192 zZ 822.65 3.16 0.38%
16384 y 827.33 5.33 0.64%
16384 z 835.06 2.76 0.33%
32768 y 845.98 3.92 0.46%
32768 z 844.91 1.27 0.15%
65536 y 844.43 2.1072 0.25%
65536 z 846.57 0.6631 0.08%
131072 y 852.71 1.40 0.16%
131072 z 851.74 0.34 0.04%
262144 y 852.81 0.64 0.07%
262144 z 858.15 0.75 0.09%

Exp. data | N/A | 855.00 25.65 3.00%

Table 3.5: The effect of the number of ions on the Dy value. The computing times are the same as for
Dy, (see table 3.4). We note that these results were done with an older limited energy range, the point
being the convergence on the results as a function of the number of ions.
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Figure 3.25: Dy, results
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3.2.2.4 N-body

The third effect that CLOUDA computes is the space charge since at least several thousands of ions are
confined in a small volume, thus repelling each other. We remind that the final goal here is to reproduce
accurately the ToF of the RI. Of course, it strongly depends on the position of the decaying vertex. If
the N-body has a strong effect and enlarges the cloud in a non-negligible way, it will be required to take
it into account. Initially, this was the component of the whole simulation package that justified the usage
of GPUs. Indeed, computing the exact Coulomb force scales in O(N?). For several million timesteps and
a few hundred thousand ions, using classical CPUs was not a reasonable option because of the required
computing throughput. GPUs are both an efficient and cheap solution to grant access to the needed
simulations. In the introduction of this chapter, we already mentionned a few words on the GPU usage.
In this section, we will thus only focus on the N-body effect implementation while in the next section we
will discuss the impact it has on the final cloud profiles.

Multiple solutions were developed in the past few decades to address the specific problem of pairwise
interactions fast computing. The applicability of such solutions ranges from in-trap ions Coulomb re-
pulsion [VG11], our specific case, to global galactic behavior [Nyla07] and includes biomolecular pre-
dictions [YBKB11]. Depending on the chosen solution, the computation may scale from O(N?) to
O(Nlog N) to O(N). The difference is twofold. First, the required accuracy sets limits on the allowed
approximations since the usual tradeoff applies: one needs to find the proper equilibrium between re-
sults accuracy and computational efficiency. Second, the challenge the complexity of a given algorithm
imposes is non-negligible in terms of implementation. Usually, the more efficient a given algorithm is,
the harder it is to implement and make it work properly.

In the beginning, these algorithms were designed to work on parallel CPUs, later to be adapted on
GPUs. For instance, Cruz et al. [CLB11] give a good introduction of this whole problematic through
the presentation of the Fast Multipole Method (FMM) developed in 1987 [GR87]'®. The FMM is per-
haps the most efficient way to address our issue at hand, but it is not the simplest. It is based on the
idea that local contributions should not be approximated, whereas distant interactions could. Thus,
the division of space at each timestep in quadrants, sub-quadrants and so on through a sophisticated
tree-like data structure (hierarchical decomposition) allows to label a contributor as ”local” or ”distant”.
A step to compute distant approximation is then made. In the FMM case, multipole expansions are
used to compute contributing potentials [GR87]. In the Barnes-Hut case, through the usage of yet an-
other hierarchical decomposition of space, the contributions of distant sources are approximated by their
center-of-mass weighted by their global charge/mass [BH86]. One only needs to perform a final summa-
tion of all contributions in order to have a well-approximated N-body effect. This yields an algorithm
complexity of O(N) for FMM and O(N log N) for Barnes-Hut.

The Tile Calculation (TC) algorithm, designed for gravitation modeling, is provided in the CUDA sam-
ples [Nyla07]. This algorithm computes ”naively” all the N? pairwise interactions. Its interest lies in that
it was designed specifically to work with CUDA, whereas it is not the case for the two solutions presented
above. In fact, the TC scales in an optimized O(N?) since the pattern used to scan the contribution
of all bodies takes advantage of several technical facilities available in CUDA, e.g. the shared memory
coupled with a given thread repartition through specific thread block sizes. This algorithm was adapted
for Coulomb computation and implemented in CLOUDA. A Barnes-Hut logic was tested in CLOUDA, but
it causes crashes that are not understood yet. More time would be required to fully investigate this issue.

There are other available solutions. For instance, SIMBUCA [VG11] is using the Chamomile Scheme
(CS) [HIO7], which also takes advantage of the shared memory. The difference with the TC is the se-
quence in which all the interactions are computed. In the CS, a first block of ions is sent to all threads/ions
(one thread per ion) via the shared memory. Once all threads have computed the contribution of all ions
in the current block, the next block is received and computed and so on. In the TC, each block computes
the effect another block has on its threads/ions. Once all blocks are computed, they are ”passed to the
neighbor”. Details are given in the cited references: [Nyla07] and [HIO7]. In any case, both algorithms
scale in a differently-optimized O(N?).

151n this reference, older solutions are presented in the introduction. These includes mesh algorithms like Particle-in-cells.
Depending on the local contributor density, they may be good solutions as well, although they still scale in O(N log N).
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Figure 3.27: Fields effect — Energy profile (72 samples)

3.2.2.5 Cloud profiles

Now that we have described the possible interactions, we can take a look on the impact they have on
the shape of the thermalized cloud. In order to compare the effect one interaction or another has on the
trapped ion cloud, we will first wait for thermalization to occur using the mean energy of all the ions
as described in the buffer gas section above. Obviously, we are now using the trapping field, thus, drift
velocities are not defined in such a context. We will then behold the impact a specific sub-interaction
has on the cloud profile. The cloud profile or phase space will be shown as six distributions (one for each
dimension) as a function of the RFP'° (see EM field description).

Field effect A comparison between the ideal field (IF) and the harmonic synthesized field (HF) is
done with the following configuration:

e N = 16384 ions

e System: 3°Art + *He

e Buffer gas model: HS

e N-body: deactivated

e At =1.0ns

e p=1Pa

e Thermalization: A safe thermalization time was found to be 600 us for both fields.

On fig. 3.27 we see that there is not much difference in the final energy. The disparities rather lie in the
phase space where its overview is shown in fig. 3.28. This last figure pictures the RMS of each dimension
as a function of the RFP split in 72 samples. We show the full phase space for two of those samples in
fig. 3.29 (%) and fig. 3.30 (m).

16RadioFrequency Phase
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Figure 3.29: Fields effect — Phase space profile taken around 7.
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What constitutes the signature of a 3D Paul trap is the ”phase opposition” between {z,y} and {z}.
Indeed, eq. 2.12 explicits that the sign between the z motion is — whereas it is + for x and y. This
aspect appears in each distribution where the extrema are inverted when comparing these dimensions
at 3 and 37” in fig. 3.28. For example, we see that in the velocities RMS as a function of the RFP, the
absolute minimum is at 2= for v, and vy, while it is at 5 for v,. This is reversed for the relative minima.

2
Another similarity between the IF and the HF is the trend followed by the RMS curves.

Regarding the discrepancies in the RMS distributions, we observe that there is roughly a factor 2 between
{z,y} and {z} for the IF case, physically meaning that the cloud is twice as long in the {z,y} direction
than it is in {z}. It is different in the HF case, where the cloud gets a little bigger (not twice as much)
in the {z} dimension when compared to {z,y}. Concerning the velocities, although they are rather close
to each other in all directions for the IF case, they are 1.5x higher in v, compared to v, and v, for the
HF case. Apart from the RMS distribution, we see that in the two specific phase distributions (fig 3.29
and fig. 3.30), the HF causes the cloud center in x to show a negative offset. Keeping in mind that z
is the detection axis, we know that the collimators for the 3 telescope and the RI detection device are
not only different in shape, but they are also not at the same distance from the Paul trap center. The
realistic modeling includes this aspect.

The number of inequalities is high enough to consider that the IF is not a good approximation in
order to reach a realistic cloud shape. Indeed, let us remind that CLOUDA serves no other purpose than
providing a set of vertices fixed in the laboratory frame for the initial decays of the radioactive ions of
interest. Since the TOF of the RI is the most important observable in the LPCTrap context, having
a fine description of the sources location is of utmost importance. Consequently, in order to properly
describe the shape of the trapped ion cloud, the usage of a realistic field through a harmonic synthesis
is required. CLOUDA does not support field maps, although it could certainly be an interesting add-on
in the future. Indeed, we showed here that a realistic field modeling is required, but compared only an
ideal with a harmonic field. Checking from a third perspective, namely a precalculated field map, could
provide an essential input and shed even more light on that aspect.
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Figure 3.31: Buffer gas effect — Energy profile (100 samples)

Buffer gas effect Fig. 3.31 and 3.32 illustrate the impact the chosen buffer gas model has on the final
cloud profile as a function of the RFP. This was done using the following configuration:

e N = 16384 ions

e System: 3°Art + *He

e Trapping field: Ideal

e N-body: deactivated

e At=1.0ns

e Thermalization: A safe thermalization time was found to be 1000 us for all models.

We first see that the two classical models, HS and Classical, yield very similar results whether from the
phase space or the energy point of view. The two quantum models, Full and Cold gas, return respectively
a hotter and colder cloud when compared to the middle one resulting from the classical models. The fact
that the Cold gas model implies a colder cloud is no suprise at all since this is what this approximation
is about: the atoms are at rest. What is more interesting is that although the drift velocities returned
by the HS model are less (see fig. 3.20 and 3.21), the impact this model has on the cloud is comparable
to realistic potentials and, as said above, is quite similar to the effect of the Classical model.

Knowing that the Cold gas model is based on a strong approximation, we could cast it aside from
the list of the best model, i.e. the most likely to reproduce the real experimental cloud. This leaves us
with the HS and Classical model on the one hand and with the Full model on the other hand. From
the classical models, it is reasonable to exclude the HS because of the unrealistic aspect of it, implying
wrong drift velocities. We are thus left with one realistic classical model (Classical) and one realistic
quantum model (Full). At the time of writing, discrepancies appear in the Classical case for the diffu-
sion coefficient while the Full model reproduces all the experimental data so far with a good agreement.
Obviously, better accounting for experimental evidence constitutes an important criterion to consider
when choosing a specific model. Full thus seems to be the proper model to use. This being said, it would
be interesting to check the effect the Classical model has on the final RI TOF, since this remains the
final objective of this simulation package.

123



CHAPTER 3. SIMULATIONS

3.2. INITIAL EVENT

1.8

1.6

\II‘I!J:I

1.4

e
d o
.

1.2

0.8

06,

1 2 3 4 5 6

RFP (rad)

0.55

0.50

0.45

\l\l‘lw._)_vlflwlw

£ i

T,
o

0.40

0.35

‘1."11'?.;
S
T

ET

0.30

0.25

0.20

o

1 2 3 4 5 6
RFP (rad)

Figure 3.32: Buffer gas effect — Phase

o
T

1.8

1.6

\II‘I_.JII

1.4

1.2

0.8

Q.mﬁv,___d__,_m__,_m b.__,_m_,__m_

RFP (rad)

0.55

0.5

0.45

\\I\l\l\‘k‘!lll

0.4

vy
TTTT

©
0.35

0.3

0.25

6
RFP (rad)

o
OI\.’I\II
-

no

W

h_
c.n:

space profiles. The RMS of each dimension is shown

z
N HS
b L
1.81 — Classical
o —- Full
C Cold Gas
1.4F
1.2F

O.QO,_,_.a__,_N____uw_,__h,._,_,r—‘_nv

6

RFP (rad)

\\I\l\I\IJFIII

Vi
TTTT

0.25

[=)
d\)I\II
-

o
w
IS

5

6

RFP (rad)

as a function of the RFP (100 samples).

124



CHAPTER 3. SIMULATIONS 3.2. INITIAL EVENT

0.1

0.09 — ww“mw b A et
0.08 |- /
0.07 [

Mean energy (eV)

[T
\

0.06 Nbody all the way (N = 16 384)

0.05 ——+—— Nbody activated at 1000 us (N = 16 384)

[Tl

ol M

e

T

Relative difference (%)
&

CH‘H’T\H T

200 400 600 800 1000 1200 1400 1600 1800 | 2000
time (us)

Figure 3.33: N-body effect — delayed activation.

N-body effect In order to check the impact the N-body effect has on a given cloud profile, we need
to compare multiple simulations for different numbers of ions. All simulations have this configuration:

e N in [1024 ; 65 536] ions, *®Art + *He couple
e Buffer gas: Hard Spheres, T' = 300 K
e Field: Ideal Paul trap

e At =1ns

First of all, ¢ = 600 us was found to be a safe thermalization time. The N-body effect being the
most costly from a computational time point of view by far, we tested a delayed activation of that effect.
Hopefully, the re-thermalization from the N-body contribution takes less time that the one from the
buffer gas collisions. Fig. 3.33 shows that this was not the case. Indeed, one needs to wait a similar time
for that re-thermalization to occur. In the specific example we show, N = 16 384 ions were simulated.
In the first case, labelled ”all the way”, N-body was activated from the beginning while in the other
case, with the very same configuration, it was activated at ¢ = 1000 us. The initial thermalization takes
respectively t = 107 = 406.64 us and ¢ = 107 = 428.83 us. Re-thermalization takes ¢ = 67" = 445.75 us.
The difference between the final energy prior to and right after re-thermalization is about 0.004 eV,
waiting 67’ is thus enough to reach a suppression of 0.004/2% ~ 6.0 x 1075 - which is about the same as
waiting 107 when running from 0.04 eV to 0.1 eV yielding a suppression of 0.06/2'° ~ 6.0 x 107°. In
the end, nothing is gained using the re-thermalization technique.

The cloud energy profiles are shown in fig. 3.34. They are all compared to a default case where the
N-body effect was deactivated. Non-negligible differences arise with the number of ions. Indeed, as it is
shown in the relative difference plot on the bottom of the figure, for 2048 ions, a 1% maximum difference
appears. This is a very important result. First, the N-body effect is thus non-negligible at all. Second,
during an experiment, the number of trapped ions changes during a cycle, whether it is from radioactive
decay or collisions with surrounding volumes. With N depending on the time, the cloud shape will de-
pend on the time as well and, ergo, the ToF of the RI. Moreover, the number of ions initially injected in
the trap is not constant and depends of the losses between the injection in the RFQCB and the injection
in the Paul trap — it even depends of the fluctuation of the incoming beam itself. This will be important
to keep in mind during the analysis phase.
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Figure 3.34: N-body — Energy profile (100 samples). The distinct blue curve shows sin(RFP) with its y — axis on the right-hand side.
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3.2.2.6 Conclusion

CLoubpaA is a powerful tool to simulate the dynamics of a trapped ion cloud, whether it is in a Paul
or Penning Trap, and embeds realistic microscopic ion-atom collision models which are mostly in good
agreement with experimental data (drift velocities and diffusion coefficient). The N-body effect coming
from the Coulomb repulsion of the space charge is working as well through an optimized O(N?) algorithm:
the so-called Tile Calculation. Exhaustively, CLOUDA includes:

e EM Fields:

— Paul trap: ideal and harmonic field implemented. Field map in development.

— Penning trap: ideal field implemented.
e Buffer gas:

— Classical: Classical model from realistic potentials (Li + He and Ar + He systems) and hard
spheres implemented (any system).

— Quantum: Full and Cold gas models from realistic potentials implemented for the Li + He
and Ar + He systems.

e N-body: Tile calculation implemented. Barnes-Hut in development.

Most realistic cloud We show the profile of the most realistic cloud simulated here for LPCTrap in
fig. 3.35 and 3.36. It was achieved in 1h21m of computing time (GTX TITAN black) with the following
configuration:

e Thermalization set at 1000 us.

System: 3°Art+4He

Initial state: ions inside a ball of radius » = 1 mm at 100 K.

N = 8192 ions.

Field: Paul trap, harmonic synthesis (153 ions died because they went beyond ro = 10 mm).
o Buffer gas: Full model at 300 K (p =1 Pa).
e N-body: Enabled.

It thus includes the asymmetry between x and y from the harmonic description of the surrounding
potentials, the N-body effect which increases the RMS of all phase space distribution and the mean
energy and the thermalization from a realistic microscopic description of the ion-atom collisions through
the Full quantum model.

Optimization A few computing times have been mentioned throughout this section. Because the
N-body effect is the most greedy to compute, modern GPUs are being used to solve the dynamics of the
relevant system. We can now compute the cloud profiles shown in the N-body effect section, resulting in
an important step for the global analysis. However, computing the full interactions of 65536 ions could
be considered the maximum loadout the GPUs can take while keeping a reasonable computing time (a
few days). To gain an increased number of iterations per second (a decreased computing time), a few
optimizations are possible. Let us discuss a few points in this regard:

e Changing the algorithm which computes the N-body effect is mandatory. Indeed, although it is
optimized, the so-called Tile Calculation still scales in O(N?). Implementing a working Barnes-
Hut or even an ExaFMM would be very beneficial. The N-body effect on the cloud could also be
checked with a ”mega-charge scaling” method, as it is done in SIMBUCA. The idea is to set a factor
on the electric charge of the ions and lower the number of ions. The ensuing statistical study would
then, in principle, yield a profile for more ions that are actually simulated.

e Preliminary tests showed that completing the implementation of the field map would result in
a gain of an order of magnitude in the computing time of the realistic field. In other words, the
realism of the harmonic synthesis would be ensured with the speed of the ideal field.
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Figure 3.35: Most realistic cloud — Energy profile (100 samples).

e No serious tests were done to find the optimal balance in the thread repartition/block size logic.
A major issue in CUDA is to properly allocate the computing threads in their block structure. For
now, the default structure of the old TC routine is hardcoded. Digging deeper in this aspect would
provide additional insight and has the potential to decrease the computing time without (too) much

efforts while keeping the precision intact.

A quick profiling of the GPU code using the Nvidia tools showed that the subroutine computing
the buffer gas effect takes most of the computing power when the N-body effect is disabled. The
number of pre-computations is probably already at its maximum. For instance, the integral that
must be performed in the Full model is tabulated and a quick interpolation is done using the

texture memory which is rather swift.

Simbuca No formal comparison was done between SIMBUCA and CLOUDA. Both programs objective
is to simulate the dynamics of a trapped ion cloud, using a Penning trap in the SIMBUCA case and a
Paul trap in the CLOUDA case. CLOUDA computes everything on the GPU side and has a microscopic
description of the buffer gas cooling while SIMBUCA computes only the N-body effect, by far the most
expensive one, on the GPUs and has a statistical description of the buffer gas cooling. The N-body
algorithm in itself is quite different with the Tile Calculation in the CLOUDA case and the Chamomile
Scheme for stiMBUCA. With the now-working Penning trap in CLOUDA, a comparison should be done to

check if any differences rise in the results.
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3.3 Tracking & Detection

Getting back to fig. 3.1 shows that at this point we are in the purple region: the in-trap decay event.
Indeed, both the Q-value distribution among the decay products and the positions and velocities of the
decaying vertices are provided by the S-decay generator and CLOUDA. All this information constitutes
the prerequisite for tracking. As said before, neither the neutrino nor any ~ will be tracked. We will
thus focus on the recoil ion on the one hand and on the /3 particle on the other hand, since the TOF of
the RI remains the observable we want to study.

LPCTrap’s geometry is back-to-back, implying that not all events will be detected in coincidence. In-
deed, only those falling in two acceptance cones (solid angles), one for each particle, will be detectable.
This is a first order approximation because the main issue with the g particle is its tendency to scatter,
possibly to the 3 telescope. With the proper modeling of the trapped cloud, this scattering is yet another
important systematic effect that must be addressed in the LPCTrap context.

As was mentionned briefly in the introduction of this chapter, the tracking is performed using the
BAYEUX package. BAYEUX wraps multiple tools required to perform a complete simulation. To adapt
to the specific LPCTrap problematics, a declination of the global package was developed and is named
LPCTRAPSW!7. Let us discuss the separate tools embedded in this package.

3.3.1 Geometry

A very convenient feature of BAYEUX is the geometry management, done with the sub-package geom-
tools. All relevant volumes for the simulation are defined following a mother/daughter logic that could
be represented by a tree. The root is the "world” volume and it contains a few daughters: the first
vertices in the tree. For example, one of them is the g telescope. Going further in this specific branch,
the vertex of the § telescope is itself a mother containing daughters, e.g. the DSSSD and so on. With an
”on-board” GNUPLOT support, geomtools allows a user to define its geometry properly, then immediately
visualize it without any GEANT4 implied. Moreover, it is possible to visualize only specific sub-volumes
because of the mother/daughter logic. The package still being in development, not all subvolumes can
be grouped this way. For instance, the RI ensemble is directly linked to the world while the elements of
the B telescope are linked to the 7/ telescope” subvolume.

In order to provide all the relevant volumes where a [ scattering can occur, the geometry of LPC-
Trap was accurately defined as per the ”true” technical blueprints. Fig. 3.37 shows the center of the
detection chamber where the Paul trap sits. The top figure shows a picture of the trap as it is in the
chamber while the bottom figure shows the simulated geometry, from approximately the same angle.
In both cases, the beam comes from the right, the large bottom collimator is the entrance to the S
telescope and the thin top collimator is the entrance to the RI detection ensemble. It is important to
keep in mind that this is a schematic view of the set-up, the zoom being approximately the same. A
few volumes do not have exactly the same shape as in the real set-up, but this is not an issue since it
concerns only volumes not contributing much to the 5 scattering, according to simulations. We note the
central spheres in the simulated geometry which are a virtual representation where cuts can occur. For
instance, the harmonic synthesis is valid only in a 10 mm sphere (see section 3.2.2.1) outside of which
divergences occur. Fig. 3.38 shows another perspective of the compared detection chambers. The 8
telescope geometries are shown in fig. 3.39 and a global geometry is pictured in fig. 3.40.

The concept of ”variant” position is also implemented in the package. Indeed, the exact position of
the MCPPSD, for example, is known only to some extent. Such a systematic effect can be studied with
the ”variants” position and check the impact it has on the final ToF. Obviously, the longer the distance
between the Paul trap and the detector, the longer it takes to reach the latter.

17Stands for LPCTrap SoftWare
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(a) "True” geometry
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(b) Simulated geometry. The pink support bars are 71 mm long.

Figure 3.37: Paul trap geometry
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(b) Simulated geometry. The pink support bars are 71 mm long.

Figure 3.38: Paul trap geometry (Further away)
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(a) ?True” geometry
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(b) Simulated geometry. The DSSSD represented by the cyan square is 62 x 62 mm?.

Figure 3.39: § telescope geometry
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Figure 3.40: Global simulated geometry. The pink support bars are 71 mm long.

3.3.2 EM Fields

LPCTRrRAPSW provides the required tools to simulate ions in arbitrary EM fields. Along with analytical
fields, field maps and harmonic fields input are available. It is obviously the user’s responsability to
provide either the map or the harmonic coefficients, though. For either a realistic or an ideal field,
a time-dependent term can be added to account for dynamic components - an RF field for instance.
Although most of the RI tracking happens behind the first collimator in the long free flight tube, the
trapping RF field has a non-negligible effect on the final TOF since it changes the rising edge of the TOF
peaks, depending on the current RFP.

3.3.3 Tracker

The core MC simulation is done with GEANT4 [Agea03], which is embedded in BAYEUX. On multiple
points, especially on the configuration of the physics models, GEANT4 lacks an exhaustive documenta-
tion. The wrapping that BAYEUX provides adds an interface which is a partial solution to this latter
issue in itself.

In GEANT4, the mean free path computation of a given ion changes the effective charge of the ion
in some specific cases. Thus, simulating an ion in an extensive vacuum implies that the tracking of that
ion will not be correct since the charge is not the proper one. This is yet another tracking logic, which
is justified in the relevant GEANT4 cases, that BAYEUX controls.

On the S particle side, the models included in GEANT4 will address the modeling of the scattering,
an important systematic effect.

3.3.4 Data analysis

Once a simulation is set, one can define multiple filters to construct multiple datasets. Let us define this
through a short example.

A [ particle enters a plastic scintillator, thus depositing its energy at multiple points. Each interac-
tion may create delta-rays which could themselves interact at multiple points. Filters could be defined
as "only the integrated energy deposited by the entering 37, ”all the individual energies deposited by
the 8”7 or ”the delta-rays detailed tracks”. Moreover, it is possible to define a plane where to record the
position of the ions as they pass through. The GEANT4 simulation occurs, yielding its results. The user
then has access to the multiple datasets depending on the defined filters. This is yet another ease-of-use
tool provided by BAYEUX.

134



CHAPTER 3. SIMULATIONS 3.4. CONCLUSION

3.4 Conclusion

Although all the elements of the extensive simulation are converging, no final ToF are available yet since
the implementation of a few aspects are still ongoing. More specifically, the 8 decay generator is done
and working, although one could question the importance of implementing any or all order-« corrections.
The CLOUDA program is fully functionnal. Multiple upgrades are foreseen in the near future, they are
detailed in the conclusion of the CLOUDA section. In the tracking part, the LPCTrap implementation
through BAYEUX still lacks some checks and service classes. They are well-advanced though and the
coupling of the results CLOUDA outputs to the input accepted by BAYEUX is ready. In a way, once final
checks on the geometry, the EM fields and the data recording filters are done on the tracking side, there
are no anticipated complications to finally reach ToF spectra. When this starts to yield results, it will
be necessary to check that all systematic effects that can be accounted for in the simulation are tested
and their impact quantified. Fully realistic ToF will hence be available to confront to the experimental
data — thus yielding the possibility to extract a value for ag, with a well-controlled error on it.
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Chapter 4

Perspectives

Résumé francgais — Ce court chapitre aborde deux aspects expérimentaux différents. En premier lieu,
les probabilités de Shake-Off de l'ion 3°Ar™ sont extraites en utilisant le lot de données de 2012. Ce
faisant, le processus d’analyse de données LPCTrap est approché. On présente d’abord les spectres
obtenus en-ligne qui permettent le controle du bon déroulement d’une expérience. Pour extraire les
probabilités de Shake-Off, il est nécessaire de faire des coupures pour "nettoyer” le spectre en temps
de vol de l'ion de recul qui reste la distribution centrale de LPCTrap. On constate qu'une analyse
relativement simple permet d’extraire avec une excellente approximation les probabilités de Shake-Off
du cas étudié, confirmant la qualité des lots de données LPCTrap. On aborde ensuite ce qui est attendu
avec les lots de données & analyser a la lumiere des nouvelles simulations, en terme de précision relative
sur ag,. En deuxieme partie, le futur expérimental anticipé de LPCTrap est décrit. A court terme, une
évolution minimale est envisagée ou l'idée est d’augmenter le nombre de détecteurs et de passer a une
acquisition numérique. A plus long terme, le projet WINNINGMOTIONS est prévu et permettra d’extraire
une valeur pour D, un parametre de corrélation différent de ag, qui permet notamment de chercher de
nouvelles sources de violation CP.
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4.1 Initial data analysis — % Ar

The LPCTrap experiments impose two data analysis steps. The first one includes the basic usual cal-
ibration and some background subtraction. The second requires more powerful tool and the use of a
part of the data themselves. Apart from calibration data (using known sources), the raw data can be
interpreted either with or without a condition on the coincidence detection of the two decay products.
This section will overview a part of the first step, presenting the different available spectra. We will
reach a rough estimate of the Shake-Off (SO) probabilities from a Time-of-Flight (TOF) spectrum. For
this purpose, we will be focusing on data coming from the 2012 3°Ar* experiment.

4.1.1 Online monitoring

During the experiment, when a run takes place, a dedicated monitoring computer receives a sample of
the data in real-time and one can see several relevant spectra grow. The constructed spectra do not
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guarantee the inclusion of all the statistic counts and only separated spectra are constructed once and
for all (it is not possible to apply any post-filters).

A MCPPSD, the so-called extraction detector, is located on the beam axis after the Paul trap. It
is used, during an on-going run, to estimate the size of the just-ejected cloud. This quantity is expected
to vary with the LIRAT beam itself, taking into account the possible degradation being set on the beam
or the bunch. Another source of variation is known and requires monitoring. One can observe a collapse
of the cloud size when the LN2 level attached to the RFQCB is getting low, thus expliciting quite easily
the requirement for a LN2 refill.

Finally, the control station of LPCTrap allows the access to the current accelerator settings and the
control of relevant LIRAT components. As an example, a Faraday cup (CF14) may be lowered in the
beam to check its total intensity. Coupled with a silicon diode of LPCTrap, one may measure the
intensity of 8 emitters in the beam (see section 2.2.1).

4.1.2 Interpreted raw data

Once the raw (binary) data is saved on the disks, a routine encodes them in usable objects such as ROOT
datatree. For one event, multiple recording of different signals occurs as was listed briefly in section 2.3.3.
Let us summarize and complete these different recordings:

e Nrun The run number. Some runs were made for calibration purposes or include a specific failure
(on the LPCTrap or accelerator side) which rendered the data hardly usable. Being able to trim
the data according to this criterion is useful.

e ADC_cycle The timestamp inside the cycle. Fig. 4.1 shows two typical spectra. The red one
shows unanticipated fluctuations that were due to a excessive instant count. Reducing the number
of trapped ions (to reach some 1000 triggers/s) was found to be a good solution to retrieve the
expected shape presented as the blue curve.

e TDC_RF This is the RFP! modulo 27. The TOF has a slight dependence on it. Indeed, the
RI may receive a kick if the trapping potential escape direction is toward the detection setup and
vice-versa. This influence must be taken into account during the careful analysis of a given dataset.

e 3 telescope

QDC _beta The signal coming from the photomultiplier coupled to the plastic scintillator is the
acquisition START. A cut is usually done in what is actually the energy of the g particle,
avoiding low energy related background.

V550_gsi The signals coming for the DSSSD strips. There are 64 x 2 signals for 60 x 2 strips. We
work with the signal of each individual strip for each run. This integrated signal has a similar
shape for each spectrum. When a trigger occurs, all strips are read and, most of the time, no
energy is deposited in them except where the 5 passed. This results in a dominating pedestal,
corresponding to £ = 0 and to a separated structure corresponding to the energy deposited
by the passing 8. Since the strips are thin and for the £ energies at stake, we consider the
deposited energy to peak on a specific constant value. Two fits are thus performed in order
to calibrate the DSSSD. The first one follows a gaussian function and its mean is the channel
at £ = 0. The second fit is done on the g signal itself using a homemade function:

—eF—z41
f(NChannel> =Ax exp (D) (41)

with 2z = (Nchannel — B)/C and A, B, C and D are the fit parameters.
e MCPPSD

QDC _gal The main signal coming from the MCPPSD (and not its delay lines) is the TOF STOP.
It is also the START signal to reconstruct the position of the ion on the MCPPSD using the four
signals below, each of which provides its own STOP. We will be presenting linear combination
of those since they are more useful.

1Radio-Frequency Phase, see section 2.2.4.
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Figure 4.1: Calibrated cycle timestamp. The blue and red curves correspond, respectively, to runs 21
and 6. The red curve presents fluctuations that were found to disappear when the injected bunch size
was reduced. The blue curve is a "healthy” run. For each true data run, the total cycle length was
200 ms, where the first 160 ms were the detection subcycle and the last 40 ms were the background
measurement. Indeed, at each cycle, a background measurement is performed, enabling a clean cut of it
in the TOF spectrum.

TDC x1 + TDC_x2 The length of wire x.
TDC x1 - TDC _x2 The position where the 5 hit in x.
TDC_yl + TDC_y2 The length of wire y.
TDC_yl - TDC_y2 The position where the £ hit in y.

A cut on the sums allows to jettison absurd non-physical signals The differences can be used to
reconstruct the positions where RIs were detected.

e TDC_tof This is the main TOF of the Recoil Ion (RI) and it is discussed below.

The LPCTrap experiments yield an important number of observables that are very useful not only to
allow a fine analysis, but to immediately note when an undesired effect happens as well. Moreover, the
constraint brought on the required simulations is an asset allowing a better global control.

4.1.2.1 TOF

Our working ROOT datatree here was constructed only with coincidences from the raw data. The ob-
tained TOF spectra (see fig. 4.2a), one for each run, present a distinct signature around ¢y, = 0: the
spike which corresponds to 33Ar* decaying in the MCPPSD. Since the 3 is usually relativistic, its ve-
locity is orders of magnitude higher than the RI's. Decaying in the MCPPSD thus yields the negative
TOF the S particle took to travel to the [ telescope (STOP immediately sent by the RI before START
sent by the 3). This almost-null TOF generates the so-called spike and we use it to compute the ”true
zero position”, i.e. the channel number coding a real time of zero. We will use this offset later on.

Two runs, one prior to and one after the experiment, were dedicated to the calibration of the TDC
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| Charge state | Estimation | Published result [Courl3b] |

1+ 75.86% 74.75% + 1.07%
2+ 17.87% 17.24% + 0.44%
3+ 5.21% 5.71% + 0.27%
4+ 1.06% 1.58% + 0.21%

Table 4.1: SO Estimation

encoding the TOF. Using a Time Calibrator? (TC), an artifically-flat TOF spectrum was filled with
counts separated by 1 ns. Almost all the channels were populated using this signal, furnishing a high
number of points to perform a linear fit, the TOF spectrum being indeed calibrated linearly. The cali-
bration points are subtracted from the calibration curve, yielding the linearity flaw of the TDC coding
the TOF that we will need to add to the data (see fig. 4.2b).

With the offset from the spikes, the calibration curve equation and the linearity flaw, one can prop-
erly calibrate the TOF spectrum. It was said earlier that during a 200 ms cycle, 160 ms were dedicated
to the "true” measurement and 40 ms to the background measurement. The background thus recorded
is subtracted from the TOF spectrum. Moreover, the injection phase shown in fig. 4.1 is associated with
an important background. A cut at 10 ns is thus performed as well to eliminate more background. With
such a first-order cleaned TOF spectrum, we may, for instance, compute roughly the SO probabilities (see
fig. 4.2c). Of course, we do not account for false coincidences, tails of each charge state peak overflowing
in its neighbor and so on, still the estimate is comparable to the published result [Cour13b] as shown in
table 4.1. We note that the published results are based on the 2011 data and the present estimation is
done using the 2012 data. The good agreement between this simple analysis and the published results
shows that the corrections brought by a full analysis remain low, although they are required to ensure a
proper error control.

20rtec 462

139



4.1. INITIAL DATA ANALYSIS - 3°AR

CHAPTER 4. PERSPECTIVES

Counts

36000 |- |
S = n
5000 : Spike
C (true zero position) H
4000 |- /
= |
3000 [
2000 [— (\
1000 [— \
00 2000 4000 6000 8000 10000 12000 14000 16000
Channel
(a) Raw TOF
2.5 diff 16375
1 — 20 pts AAv smooth of diff }
2.0 Linear interp of "Smoothed Y1" 1
1 5_- Value _.\3‘
’ Tns Intercept -386.51606 i
a ] Tns Slope 1.23873 v
c 1.0+ b
Py 1 7
o)
8 0.5 e, y
o P &
(0] . ) . . <
£ oo0d # T it 3
5 "7 ¢ el W
05 312 BE R
| e -:‘?‘,{.‘ s:\
-1.0 H #
-15 T T T T

— 71 . T T T T T T
0 2000 4000 6000 8000 10000 12000
channels

T —T—
14000 16000 18000

(b) Linear flaw and calibration of the TOF. The obtained linear fit parameters
are shown as ”slope” and ”intercept”.

7000

6000

5000

4000

3000

2000

1000

o

| Cleaned calibrated TOF

= ‘ﬂ 1+

- \\

E 2 |||

E " 3 { \

= 4 /\ J/ M (Neutrals)

0 2000 4000 6000 8000 10000 12000 14000
TOF (ns)

(c) Calibrated and 1%*-order cleaned TOF. The red lines represent the chosen integral
regions to compute the SO probabilities.

Figure 4.2: TOF spectra
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4.1.3 Expectations

A first check on the recordings coming from the 2012 experiment shows no failure that could jeopardize
the dataset. In fact, a first analysis was completed, allowing to extract the SO probabilities of the
35ArT system [Courl3b]. However, the analysis to extract ag, requires a more detailed study since the
searched physics is thinner and, ergo, more sensitive to effects that do not have a noticeable impact in
the SO analysis framework.

The gathered data during the past campaigns are expected to reach a high precision (see section 3.2
in [LiHI15]). Indeed, two major requirements when compared to past experiments were recently fulfilled:

e First, the years of experience on the well-tested LPCTrap device henceforth allows a high control
on the bunch themselves, allowing the maximization of the trapped cloud size through a fine tuning
of the different settings. As we showed in this section, this reached a point where a saturation was
even observed, producing ill-effects observed with the event timestamps.

e Second, the detailed simulation where every systematic effect is addressed is being accomplished.
At the time of writing, the convergence on the development of the whole simulation package is
reaching an important milestone. The 8 decay generator and a first version of CLOUDA are oper-
ational. As soon as the tracking program gets fully functional®, one might expect the first TOF,
where a careful control of all relevant contributions is established, to be available soon.

This being said, once the development of the simulation package is indeed achieved, the thor-
ough usage of it will require time in order to assess all the effects a sub-module has on the final
TOF. Of course, as of now, only intermediate results were checked inside each module. For exam-
ple, we know that changing the buffer gas model in CLOUDA has an effect on the final cloud shape.
What we do not know, is the impact these different models bring in the final TOF spectrum. The
same could be said for the EM field modeling, the method to choose a proper statistic dataset, the
effect of the « in the final TOF and so on.

The analysis of the dataset at LPCTrap are expected to yield a relative statistical precision of [LiHI15]:
e SHet: 0.45%
e 3Art: 0.13%
e YNet: 10.50% (we note that the SM value is ~ 0.0438 in this case)

3The asked accuracy and form of the EM fields at LPCTrap required several development efforts in the BAYEUX package.
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B phoswich

Injection + Paul trap detoct
etectors

Recoil ion detectors

Figure 4.3: Minimal upgrade layoutof the LPCTrap detection set-up

4.2 Experimental future: LPCTrap 2.0

The future of LPCTrap is foreseen in two steps. The first ”minimal upgrade” aims at gaining statistics
to increase the precision on the measurements we are able to perform today or work with less intense
beams. The second upgrade is part of the WINNINGMOTIONS® project where an extended collaboration
and the coupling with laser beams is required.

4.2.1 Minimal upgrade

LPCTrap is based on the RI TOF measurement performed with a 3 telescope and a MCPPSD as fully
described in section 2.3. Three aspects are part of the minimal upgrade:

e Double the number of detectors as pictured in fig. 4.3.

e Replace the 3 telescope technology (DSSSD+scintillator) with phoswiches. We remind that phoswiches
are two opticaly-coupled scintillators.

o Change the current analogic acquisition for the FASTER® system.

Although they allow the position reconstruction, the analogic silicon strips have numerous drawbacks.
First, the backscattering of the 8 particle is an important systematic effect — lowering the Z of its de-
tector (from silicon to plastic scintillators) should help in reducing the amount of backscattered events.
Second, the DSSSD issue rate is rather high, whether the origin of it is the failure of a controller-chip or
a specific strip. Third, the deadtime of the 3 telescope is high which was not an issue at the beginning
of LPCTrap but is becoming one, as discussed in the previous section.

With the upgrade to phoswiches, we will be conserving the position sensitivity using a segmented detec-
tor. The two scintillators, characterized by different decay constants and following the AFE — F logic,

will be used to discriminate between s and fs.

With such a scheme, a gain of a factor ~4 on the global statistics is expected.

4Weak INteraction Novel INvestiGations Measuring the Orientation of Trapped IONS
Shttp://faster.in2p3.fr/
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4.2.2 WINNINGMOTIONS

WINNINGMOTIONS is a common project between GANIL, LPC Caen, IPNL (Lyon), IKS Leuven, ISOLDE
and the University of Manchester. The basic idea is to couple a laser array, such as coLLApPs (ISOLDE),
to polarize ions confined in an upgraded version of LPCTrap.

The updated setup will allow to access polarization-dependent correlation parameters (see expression 1.36),
D being the aimed one. This parameter allows to check for new sources of CP-violation, the mechanism
responsible for the matter /antimatter asymmetry. The best constraints on D for now come from the free
neutron decay (2 x 107%) and the *Ne (6 x 10~%) with the Standard Model value being D= 0. WINNING-
MOTIONS objective is to reach 10~* or below through the study of 2>Mg™*, an ion with well-known optical
pumping schemes and with a high production rate at SPIRAL. The polarization degree is expected to
be over 99%. The aimed precision level is nearing the final state interaction effects Dpg;. Measuring
these effects was never done at this precision, this providing a very interesting input. Fig. 4.4a shows a
possible upgrade in the WINNINGMOTIONS framework while fig. 4.4b presents the detection layout in the
detection plane.

At the same time, theoretical efforts are included in this endeavor as it is necessary to properly
interpret the results and place them in the global effort to test the SM through the weak interaction.
The project was recently submitted to the French ANR.
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Conclusion

The present work began with a review of the modern knowledge on the Weak interaction. A state of
the art was given as well for which the conclusion is manifest. LPCTrap belongs to the precision mea-
surements community in which all the current experiments are hindered by the proper control of the
slightest systematic effects. Whether it is from fundamental theory (higher-order corrections) or more
concrete modeling as is achieved in the present work, an important effort is required to ascertain the
exact contribution of systematic effects and reduce them as much as possible. In this regard, a full
simulation package was developed in the LPCTrap framework where all aspects are studied.

A proper 8 decay generator was developed. Initially a stand-alone module, it is now embedded in
the more general BAYEUX package which we address below. The generator works for any [ emitter, as
long as its decay scheme and tabulated Fermi correction is provided. A Von Neumann rejection method
allows to populate an arbitrary large set of decays for chosen values of ag,, accounting for possible
emissions. The full algorithm accomplishing this is given. Although the generator is fully working, the
question of the relevance of including higher-order corrections to the decay itself is still open.

The program CLOUDA, the major part of this work, was then detailed. Its objective is the thorough
modeling of the trapped ion cloud dynamics. Three interactions are simulated in this context. First, the
confining EM fields were addressed. CLOUDA computes Paul and Penning traps where for the former
both an ideal and realistic field is available while for the latter only an ideal description is working. Field
maps, which will bring the precision of the realistic field with the low computing time of the ideal de-
scription, are being developed. It was shown that the proper modeling of the fields has a non-negligible
effect on the final cloud profile. The careful study of the buffer gas modeling was then approached.
A first work to assess the four implemented models was accomplished successfully, yielding results in
excellent agreement with experimental data for the drift velocities and good agreement for the diffusion
coefficients. The so-called Full model reproduces best the experimental data. The Classical model shows
discrepancies for high Td values in the diffusion coeflicients, we suggest to look deeper in the cross section
modeling in order to correct this. The effect the models have on the trapped ion cloud was then checked
and we showed non-negligible differences appearing here as well. Last but not least, the effect of the N-
body space charge was studied. The usage of GPU was mandatory to address this specific problem. For
now, only an optimized O(N?) algorithm is implemented, the so-called Tile Calculation. A Barnes-Hut
is being tested, albeit unstable for yet unknown reasons. Fast Multipole Methods (FMM) would provide
an incredible increase in the computational throughput, lowering the complexity of the algorithm to some
O(N). We showed that increasing the number of ions in the Paul trap yielded non-negligible differences
in the mean energy profile once again. We may conclude that the final reconstructed TOF is expected
to greatly vary according to the enabled CLOUDA interactions. Indeed, the realism now modeled was
never reached before and should contribute to a better control on the final results.

The tracking of the decay products with the BAYEUX package is expected to yield its first results very
soon. The full geometry is translated in the simulation context as well as all the relevant EM fields on
the RI side.

An initial data analysis of the 3°ArT dataset was approached. As long as the simulations are not
fully functionnal, it will be hard to extract ag, from the data — unlike the Shake-Off (SO) probabilities
that were published recently. The future prospects of LPCTrap were finally discussed. It is foreseen to
begin a new experimental program where the study of the triple correlation parameter D will be the
main target, opening up new theoretical, experimental and simulation possibilities.
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Conclusion (Frangais)

Ce travail a débuté avec une revue de la connaissance moderne de l'interaction Faible. Un état de l'art
fut également fourni ou la conclusion est manifeste. LPCTrap appartient a la communauté des mesures
de haute précision pour lesquelles toutes les expériences sont soumises au controle fin du moindre effet
systématique. Que ce soit du coté théorique fondamental (corrections d’ordre supérieur) ou du c6té de la
modélisation concrete telle qu’accomplie dans ce travail, un effort important est nécessaire pour valider
la contribution exacte des effets systématiques pour les réduire le plus possible. A cet égard, une applica-
tion de simulation complete fut développée dans le contexte de LPCTrap ou tous les apsects sont étudiés.

Un générateur de décroissances 3 approprié fut développé. Initialement module autonome, il est désormais
intégré dans ’application BAYEUX qui est plus générale et que nous abordons ci-dessous. Le générateur
fonctionne pour n’importe quel émetteur 5 a condition de fournir le schéma de décroissance et la correc-
tion de Fermi tabulée. Une méthode de réjection de Von Neumann permet de peupler un lot de données de
décroissances arbitrairement grand pour des valeurs choisies de ag, en tenant compte des désexcitations
v possibles. L’algorithme complet qui accomplit cette tache est donné. Bien que le générateur fonctionne
parfaitement, la question d’inclure ou non les éventuelles corrections d’ordre supérieur a la décroissance
elle-méme reste ouverte.

Le programme CLOUDA qui constitue le coeur de ce travail est ensuite détaillé. Son objectif est la
modélisation fine de la dynamique du nuage d’ions piégés. Trois interactions sont simulées dans ce
contexte. Il a d’abord fallu s’intéresser aux champs électromagnétiques de piégeage. CLOUDA peut
simuler des pieges de Paul et de Penning oti dans le premier cas une modélisation idéale et réaliste est
disponible, alors que dans le deuxiéme cas seulement la description idéale fonctionne. Des cartes de
champs sont en développement et devraient permettre d’obtenir la précision du champ réaliste avec le
temps de calcul réduit de la description idéale. Il a été démontré que la modélisation adéquate des
champs induit un effet non négligeable sur le profil du nuage final. L’étude attentive de la modélisation
du gaz tampon a alors été approchée. Une premiere étude pour éprouver les quatre modeles implémentés
a été réalisée avec succes, donnant des résultats en excellent accord avec les données expérimentales pour
les vitesses de dérive et en bon accord pour les coefficients de diffusion. En effet, il était attendu que
les deux modeles quantiques soient les plus réalistes et, ainsi, reproduiraient parfaitement les données
expérimentales. Bien que l'accord soit bon, des écarts apparaissent aux grandes valeurs de Townsends
— un probleme qui est en cours de résolution au moment de la rédaction. L’effet que les modeles ont
sur le nuage d’ions piégés fut alors vérifié et nous avons démontré que des différences non négligeables
apparaissent ici aussi. Finalement, l’effet & N-corps de la charge d’espace fut étudié. L’utilisation de
cartes graphiques est incontournable pour répondre a cette problématique. Pour l'instant, seulement un
algorithme en O(N?) optimisé est implémenté : le "calcul en tuile”. Un Barnes-Hut est en test, mais
instable pour des raisons encore inconnues. Les ”méthodes multipolaires rapides” pourraient fournir un
apport signiticatif en termes de temps de calcul, diminuant la complexité de l’algorithme & quelques
O(N). Nous avons démontré que 'augmentation du nombre d’ions dans le piege de Paul induit encore
une fois des différences non négligeables dans le profil de ’énergie moyenne. Nous pouvons conclure
que le temps de vol reconstruit varie grandement selon les interactions activées dans CLOUDA. En effet,
le réalisme désormais implémenté n’a jamais été pris en compte auparavant et devrait contribuer a un
meilleur controle de l'incertitude sur les résultats finaux.

La traque des produits de décroissance par I’application BAYEUX devrait fournir ses premiers résultats

dans un futur proche. La géométrie complete est traduite dans le contexte numérique ainsi que tous les
champs électromagnétiques d’intérét du co6té ion de recul.
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CONCLUSION (FRANGAIS)

Une analyse initiale du lot de données 3°Art a été menée. Tant que ’ensemble des simulations n’est pas
completement fonctionnel, il sera tres difficile d’extraire ag, des données — a l'inverse des probabilités
de Shake-Off qui ont récemment été publiées. Les perspectives du futur de LPCTrap ont finalement
été présentées. Il est prévu de débuter un nouveau programme expérimental ou la cible centrale devient
I’étude du parametre de corrélation triple D, ouvrant de nouvelles possibilités théoriques, expérimentales
et numériques.
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Appendices

5.1 Optimized LPCTrap tuning

6He+
Paul trap | Vs iy 130 V
Vi inj 300 V
T3 inj 6.10 us
T4 ing 6.0 s
Viorr 127 Vpp
fi2 RF 1.15 MHz
Ti2 rF 4.75 us
Vs 12V
Vs 12V
V3 extr. 300 V
PH2 4.0 x 1076 hPa
PD2 Vpp2 818 V
Vip 270 V
Trp2 11.5 us
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PD1 Vie 410 V
Cycle length 200 ms

Vppi 8981 V
Tpp1 6.0 us

RFQCB Vi1 -1000 V
Viio -750 V

Vur 9920 V

Vis oV
PH2 7.7 % 1072 hPa
Vgrr 410 Vpp
frr 1.88 MHz




OprTIMIZED LPCTRAP TUNING

3BArt
V1 1.8
V2 4.998
V3 4.949
Lil -1 kV
Li2 -750 kV
F (RFQCB) 840 kHz
gaz (RFQCB) 10.0 cc/mn
Vrr 4.0V
Vur 10095 V
Vep1 9175 V (200 ms)
VpD2 818 V (718V in lens mode)
LGhien 395 V

D1 | 999 || R1

D2 R2 | 14.24
D3 0 R3 | 30.65
D4 1999 || R4 | 28.87
D5 | 999 || R5 | 2.33
D6 | 999 || R6 | 28.78
D7 1 0.79 || R7 | 0.15
D8 | 160 R8 | 8.38
D9 R9 | 1000
D10 | 0.15 || R10 | 0.15
D11 | 0.15 || R11 | 0.15
D12 | 0.15 || R12 | 0.15
D13 | 0.15 || R13 | 0.15
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OrTIMIZED LPCTRAP TUNING

19Ne2+
V1 1.499
V2 4.993 DI | 9.99 || R1
V3 4.949 D2 R2 | 10.24
L1 -1.107 kV D3 0 R3 | 21.96
L2 -1.151 kV D4 | 9.9792 R4 | 18.26
L3 -1 kV (with PD1) D5 | 998 || R5 | 4.84
L4 110 V (with PD1) D6 | 998 | R6 | 18.17
F (RFQCB) 1254 kHz D7 0.79 R7 | 0.15
gaz (RFQCB) 5.0 cc/mn D8 160 RS 4.87
Vip 42V D9 R9 | 1000
Vur 9858 V D10 0.15 R10 | 0.15
Vpp1 8929 V (200 ms) DIl | 015 || R11| 0.15
Vpp2 823.5 V (100V in lens mode) D12 | 0.15 R12 | 0.15
Letion 400 V D13 | 015 || R13 | 0.15
Dtrap 1.0 x 1075 mbar
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5.2. REALISTIC FIELDS — FIELD COMPONENTS

5.2 Realistic fields — Field components

In section 3.2.2.1 we develop the method to integrate realistic fields in CLOUDA simulations. We only
show equations for the potential, although in the simulation we require the field components in order to
solve the Lorentz force. We give the needed expressions in this appendix [Quem14].

The electric field can be written as:

E(p,0,¢p) = =V&(p,0,¢)

For the spherical coordinates p, 8 and ¢.

Eypb.g) = i (”)

Aw P + Z P (A cos(me) — Bem sin(mcp))]

m=1

Eo(p,6,0) = Z TO lAeo DY +Z DY (Agm cos(mp) — B sm(mw))}
7<>o n—1 n
Eopb) = =30 (L) X m I (A sinmg) + B costim)
n= m=1
where:

1 a1 - m)
Awém_ro\/ i (( + )A‘Bem

The field components depend on the functions P, D and L which we detail here. The associated
Legendre functions of 1% kind from recurrence relations can be written as:

(l—m+1)P/} (cosf) = cosf (204 1) P;"(cosf) — (£ +m)P;" (cosb)
P™(cosf) = (—=1)™(2m—1)!sin%
P (cosf) = cosf(2m+ 1) P (cosb)
Pd(cosf) = 1
and:
L (cos8) = 0 if m=0
¢ 108 o [P (cosO) + (0 —m+1)({ —m+2) Py (cos )] if m#0
0 it £=0,m=0
D}*(cos ) = P} (cos9) if £>0,m=0

(6 —=m+ 1)Ly (cosf) — (£+1) cost Lj*(cos®) if m >0
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5.3. 8 DECAY GENERATOR FULL ALGORITHM

5.3 [ decay generator full algorithm

We present the full algorithm that was used to generate the g decay sets as it was introduced in sec-
tion 3.2.1. It is based on a rejection method embedding a Von Neumann alogrithm. A sample set
containing 107 3°Art decay events is shown in fig. 5.5 and was computed with both the gamma de-
excitation and the Fermi correction enabled.

A first initialization phase performs the following:
e Load nuclei (mass, Q-value)

e Load ’a’ values to compute

Set angular cut

Set number of sets to accept

Gamma de-excitation requested ? If yes, provide the decay scheme (gamma energies and branching
ratios)

e Perform Fermi correction ? If yes, provide tabulated data

We will be describing the main loop that generates all sets using informal pseudo code:

1 for each value of ’a’

{
while number of sets to accept is not fulfilled
{
5 // We start with the setting of the effective Q-value to use.
// A possible gamma emission would reduce this quantity.

if (do not perform gamma de-excitation)
{
10 Q_betaDecay = Q
3
else if(last decay was not achieved) [Von Neumann algorithm]
{
Q_betaDecay =
15 Q - E_gamma_that_has_been_selected_previously_and_must_done
(possibly O, in any case do not re-roll a new decay)

}
else
{
20 Roll a new decay:
- Set E_gamma according to branching ratios
(possibly 0) and compute Q_value
- Flag this decay as "to be achieved" [Von Neumann algorithm]
}
25
// Now that the Q-value is set, we want to distribute it
// between the decay products. "K" means "kinetic energy".
Compute K_RI_max according to the Q-value (K_RI_min is 0)
30
Randomize K_RI in [0;K_RI_max]
Compute K_beta_min_acceptable and K_beta_max_acceptable
as a function of randomized K_RI
35

Compute K_beta_max according to the Q-value (K_beta_min is 0)
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Randomize K_beta in [0; K_beta_max]

if (K_beta is not in [K_beta_min_acceptable; K_beta_max_acceptable])
{

Reject event and start over [Rejection method]

}

else: go on

// Now that we have the kinematics of the decay products,
// we need to add the effect of ’a’

Compute the probability ’p’ for this event according to the current ’a’
value (see section on "correlation parameters" in Chap. 1 for details
on the dependence of the kinematic distribution on ’a’). If the Fermi
correction is enabled, take it into account for the computation of ’p’.

Roll a dice on ’p’

if(roll is a failure)
{

Reject event and start over [Rejection method]

}

else: go on

// The test for ’a’ has been passed. Now, we check the angular cut imposed
// on the decay product directions. This is useful to avoid the inclusion
// of an important number of events that won’t reach the detectors in the
// tracking phase due to the geometrical efficiency.

Set event randomly in laboratory frame (set x,y,z coordinates of each
momentum vector)

if (event is not compatible with requested angular cut)

{

Reject event and start over [Rejection method]

}

else: go on

Check that energy and momentum is conserved (with the neutrino and
the eventual gamma)

Accept event and save it

Consider decay achieved (for the initial Q value ifs)
[Von Neumann algorithm]

} end while number of sets to accept is not fulfilled
} end for each value of ’a’
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| *Ar decay with angular cut
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Figure 5.5: 8 decay generator kinematic sample. The recoil ion momentum is randomized first, imposing
boundaries on the possible 8 kinetic energy which is set second.
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Mesures de précisions dans le contexte de ’interaction faible: développement de simulations
réalistes pour le dispositif LPCTrap installé au GANIL.

Résumé

Cette these s’inscrit dans leffort déployé pour mesurer le parametre de corrélation angulaire béta-neutrino
ap, dans trois décroissances béta nucléaires (‘He™, *Artet *Ne™). La structure V-A de I'interaction faible
prévoit que ag, = +1 pour les transitions de Fermi pures et ag, = -1/3 pour les transitions de Gamow-Teller
pure. Une mesure fine de ce parametre pour tester un écart a ces valeurs peut révéler l’existence de courants
exotiques. Par ailleurs, la mesure de ce parametre dans le cas de transitions mirroirs permet d’extraire le premier
élément de la matrice de Cabibbo-Kobayashi-Maskawa (CKM), V,4. Le dispositif LPCTrap, installé au GANIL,
est congu pour préparer un faisceau continu d’ions a 'injection dans un piege de Paul dédié. Ce dernier permet
de disposer d’une source quasi-ponctuelle a partir de laquelle les produits de désintégrations sont détectés en
coincidences. C’est par I’étude de la distribution du temps de vol des ions de recul que sont extraits la valeur de
agy, et, depuis 2010, les probabilités de Shake-Off (SO) associées. Cette étude nécessite la simulation complete
des expériences LPCTrap. La majeure partie du présent travail est dédiée a de telles simulations, en particulier
a la modélisation de la dynamique du nuage d’ions piégés. Le programme CLOUDA, qui profite des unités de
calcul graphique (GPU), a été développé dans cette optique et sa caractérisation complete est présentée ici. Trois
aspects importants sont abordés: le champ de piégeage électro-magnétique, les collisions réalistes entre les ions
et les atomes de gaz tampon et 'effet de la charge d’espace. La présente étude démontre 'importance de ces
simulations pour accroitre le controle des erreurs systématiques sur ag, .

Mots clés : Interactions faibles, désintégration béta, Corrélations angulaires (Physique nucléaire), Simulations
par ordinateur, CUDA (Informatique), Interactions ion-atome, Charge d’espace, Synthése harmonique

Precision measurements in the weak interaction framework: development of realistic simulations
for the LPCTrap device installed at GANIL.

Abstract

This work belongs to the effort presently deployed to measure the angular correlation parameter ag, in three
nuclear beta decays (‘He™t, 3®Artet ®Ne™). The V-A structure of the weak interaction implies that ag, = +1
for a pure Fermi transition and ag, = -1/3 for a pure Gamow-Teller transition. A thorough measurement of
this parameter to check any deviation from these values may lead to the discovery of possible exotic currents.
Furthermore, the measurement of ag, in mirror transitions allows the extraction of V.4, the first element of the
Cabibbo-Kobayashi-Maskawa (CKM) matrix. The LPCTrap apparatus, installed at GANIL, is designed to ready
a continuous ion beam for injection in a dedicated Paul trap. This latter device allows to have a quasi-ponctual
source from which the decay products are detected in coincidence. It is from the study of the recoil ion time-of-
flight (TOF') distribution that ag, is withdrawn and, since 2010, the associated Shake-Off (SO) probabilities. This
study requires the complete simulation of the LPCTrap experiments. The major part of this work is dedicated
to such simulations, especially to the modeling of the trapped ion cloud dynamic. The CLOUDA program, which
takes advantage of graphics processing unit (GPU), was developed in this context and its full characterization is
presented here. Three important aspects are addressed: the electromagnetic trapping field, the realistic collisions
between the ions and the buffer gas atoms and the space charge effect. The present work shows the importance
of these simulations to increase the control of the systematic errors on ag, .
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