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ABSTRACT

Heavy ion collision experiments have been centered around studying the extreme state of matter formed in
such collisions, the quark-gluon plasma. There have been efforts to measure and characterize this state of
matter for almost two decades, first at the Relativistic Heavy Ion Collider and subsequently at the Large
Hadron Collider. While there have been different approaches to study it, correlated particle showers called
jets have found a special place as a probe of the QGP. Arising from highly energetic collisions between
partons, jets are formed early enough in heavy ion collisions that they experience the formation of the QGP
and its evolution. They are modified from what they would be in a vacuum, and studying these modifications
can give insight into the properties of the QGP as well as the strong interaction.

Jet measurements can focus on a variety of observables like yields, momenta, or fragmentation patterns,
each with its own limitations and advantages. This thesis presents a measurement of the angular distribution
of charged particles around the jet axis as measured by the ATLAS detector for Pb+Pb and pp collisions
with a center of mass energy of /syn = 5.02 TeV. Comparing the measurement in the two systems shows
that charged particles carrying a transverse momenta pr of less than 4 GeV have a broader distribution
in Pb+Pb collisions, while those with pr > 4 GeV have a narrower distribution. Furthermore, there is an
enhancement for particles with pr < 4 GeV in Pb+Pb collisions, with the enhancement increasing up to 2
for r < 0.3 from the jet axis, and remaining constant for 0.3 < r < 0.6. Charged particles with pr > 4 GeV
show a small enhancement in the jet core for < 0.05, and are increasingly suppressed up to 0.5 for r < 0.3.

This depletion remains constant for 0.3 < r < 0.6.
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Chapter 1

INTRODUCTION

This section shall discuss the theoretical background necessary to understand jet measurements. It will
discuss the fundamentals of quantum chromodynamics (QCD), the quark gluon plasma and the heavy ion

collision system it is formed in, and finally jets and jet energy loss.

1.1 Quantum Chromodynamics

Quantum Chromodynamics is a gauge theory with SU(3) symmetry that describes the dynamics of the
strong interactions between quarks and gluons. It is part of the Standard Model [1], the building blocks of
which are shown in Figure 1.1.

Quarks are fermions with a spin of 1/2, and carry a fractional electric charge as well as a color charge.
They all have mass and come in six flavors: up, down, strange, charm, top, bottom. The lightest quarks
(u and d) combine and form stable particles, while the heavier quarks can only be produced in energetic
environments and decay rapidly. Gluons are gauge bosons (force carriers) with a spin of 1, and are what hold
quarks together. The dynamics of the quarks and gluons, collectively referred to as partons, are described

by the QCD Lagrangian given by [3]:

_ ] 1 y
Lacp = D Ug.a(iv" Oudar = g7 tGAL = mgdap)ibgp — 7 Fin FY (1.1)
q

where 14,4 and 145, are quark-field spinors for a quarks with flavor ¢, mass mg, and color a and b respectively,

with the values for a and b ranging from 1 to 3 (for the three colors). The Aﬁ corresponds to the gluon field
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Figure 1.1: The elementary particles of the standard model. Figure from Ref. [2].

with C taking values from 1 through 8 (for the 8 types of gluons). The tacb corresponds to the Gell-Mann
matrices that are the generators of the SU(3) group, and dictate the rotation of the quarks color in SU(3)
space when it interacts with a gluon. The coupling constant is encoded within g,, which is defined by
gs = V4rma,. The field tensor F/ﬁ, can be written in terms of the structure constants of the SU(3) group

faBc, and is given by:

Fil, = 0, A} — 0, A% — gofapc AP AC (1.2)

While many parallels can be drawn between Quantum Electrodynamics (QED, the theory that describes pho-
tons and electrons) and QCD, the main difference between the two comes from the gluon-gluon interactions

allowed in QCD, making it non-Abelian. These interactions can be summarized as shown in Figure 1.2.

Figure 1.2: The allowed vertices in QCD. The vertices involving three or four gluons are unique to QCD
and do not have a QED analog.



A core feature of QCD is that the coupling constant o has an energy dependence shown in Figure 1.3.

This dependence can be expressed in terms of the 8 function as

s (Q3
@) @) (1.3

where ) is the momentum transfer in the particle reaction '. The beta function can be expressed using

perturbative QCD (pQCD) as:

Blas) = —(boa? + brad + boai...) (1.4)

where the coefficients b; depend on the number of colors and flavors. This running coupling constant is small
and asymptotically tends to zero at large energy scales (or at small distances) and is large at small energy
scales (large distances). This running coupling phenomenon leads to two key behaviors: asymptotic freedom

and color confinement.

0.5 April 2012
G.S(Q) vT dc.cays (N3LO)
Lattice QCD (NNLO)
04l a DIS jets (NLO)
0 Heavy Quarkonia (NLO)
o e'e jets & shapes (res. NNLO)
e Z pole fit (N3LO)
pp —> jets (NLO)
03}
02}
01¢f
= QCD a4(Mz)=0.1184 = 0.0007
1 100

" Q[Gev]

Figure 1.3: The running coupling constant «s as a function of the momentum transfer (). Figure from

Ref. [3].

1The momentum transfer Q is the amount of momentum transferred in a scattering process.



Asymptotic Freedom: At high energy scales (small distances), the QCD coupling constant « is small
and tends to zero, implying a free particle behavior of quarks and gluons [4, 5]. This has been observed
by a variety of deep inelastic scattering (DIS) experiments [6-19]. These scattering experiments shown
in Figure 1.4, probe the interior of a nucleon using highly energetic leptons like electrons. The electron
scatters off of the target proton, producing a lepton and a hadron shower. First done by MIT-SLAC [20, 21],
these DIS experiments showed the weak Q? dependence on the inelastic scattering cross-sections, as well as
Bjorken scaling [22], where the proton structure functions are independent of the momentum transfer. These
experiments revealed the point-like constituents of the proton and paved the road to an asymptotically free

theory.

h

QQ

Figure 1.4: Schematic of the deep inelastic scattering experiment.

Color Confinement The opposite end of the running coupling constant phenomenon is color confine-
ment. Proved to be a consequence of asymptotic freedom in Ref. [23], this property of QCD described in
Ref. [24] forbids the direct observation of free quarks and gluons, allowing only for composite particles that
are color singlets. While there have been numerous efforts to understand the source of this phenomenon
like in Refs. [25-31], these are based on numerical calculations. An analytic proof of color confinement still

escapes description and in fact, is one of the Millennium Problems [32].

1.2 Quark-Gluon Plasma in Heavy Ion Collisions

The quark-gluon plasma is a state of matter that is comprised of free partons and is formed in extreme
conditions of temperature and pressure [33]. First discovered in heavy ion collisions at the Relativistic
Heavy Ion Collider (RHIC) [34-37], its study is motivated by the fact that is the only way to access the
dynamics of partons that are otherwise confined within hadrons.

A schematic of a heavy ion collision is shown in Figure 1.5. The colliding nuclei have a relativistic
~ factor of approximately 3000 and form discs. As they collide, color fields from the partons within the

colliding nuclei interact and fill the space between them. The energy density in the collision depends on the



number of colliding nucleons and the collision energy, and can range from 1 GeV/fm? for Voxn = 1.7 GeV
at the lower limit of RHIC energies [38] to 15 GeV/fm? for \/5. = 5.02 TeV at the Large Hadron Collider
(LHC) [39-41]. This is well above the 0.2 — 1GeV /fm® energy density range required to form the QGP
[42, 43]. After the collision the QGP cools and expands and the energy density between the receding nuclei
starts to decrease. At a certain critical temperature about 1-10 fm/c after the collision, the energy density
decreases to lower than what is within a hadron, and the plasma forms a hadron gas [44]. This process,
referred to as a chemical freeze-out, occurs at about 160 MeV [36, 45-47]. The hadrons within the gas have
energies below the threshold for inelastic particle production but briefly scatter off of each other resulting
in modifications to their momentum spectra. This continues till the medium cools further and reaches what
is called a thermal freeze-out at 100-150 MeV, at which point the hadrons fly freely towards the detector

[48-51].

y=1ly=6
50 (time (fm/c))

Figure 1.5: (left) Space-time diagram for a heavy ion collision. The color is indicative of the temperature
of the QGP formed. (right) Snapshots of a heavy ion collision at /s, = 2.76 TeV at different times. The
Lorentz contracted nuclei are in blue while the QGP is in red. Figure from Ref. [52].

It is important to note that the impact parameter of the colliding nuclei plays a significant role in the
dynamics of the QGP that is formed. This can be seen in Figure 1.6, where the shape and size of the QGP
produced for head-on (“central”) collisions is different from that in more glancing (“peripheral”) collisions.

The QGP was initially thought to be a weakly coupled parton gas because of asymptotic freedom from
QCD. The highly energetic collisions such as those at the LHC would imply weak interactions between the
partons that make up the plasma [53-55]. This would result in rare scatterings between the constituents
of the hadron gas formed in such a collision, washing out any spatial anisotropies from the “’lumpy”-ness
of the colliding nuclei. A strong coupling within the QGP however, would result in the pressure gradients
in the medium and spatial anisotropies would be transformed to momentum anisotropies in the particles

produced as shown in Figure 1.7 [52]. In this picture, the non-uniform structure of the colliding nuclei would
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ripheral (right) heavy ion collisions. The impact gion (left) and final spatial anisotropy generated
parameter is given by b. (right). Figure from Ref. [63].

cause a momentum anisotropy [56] that would be further enhanced when looking at collisions that are less
central and do not have perfect overlap between the colliding nuclei [57, 58]. These observations were seen
in azimuthal correlation measurements implying that the medium is indeed strongly coupled [59-62].
Properties of the QGP have been successfully described by relativistic hydrodynamic models. In fact,
such models describing photon emission have been used to explain the data measured at both RHIC [64] and
LHC [65] energies and have suggested that the initial temperature of the QGP is 300-600 MeV [66]. The
hydrodynamic nature of the QGP can be further quantified by studying the azimuthal angular distribution
of particles produced in a heavy ion collision [67-69]. These distributions can be expanded in a Fourier series

as:

% = % (14—22@” cos(n(¢ — \Ifn))> . (1.5)

n=1

where N is the particle yield, ¢ is the azimuthal angle in the transverse plane and ¥, is the orientation of the
n*™ order symmetry plane and is called the reaction plane. The reaction plane, along with the participant
plane, are shown in Figure 1.8. The coefficient v,, = (cos[n(¢; — ¥,,)]) is the magnitude of the n** order
azimuthal anisotropy, and is referred to as the flow harmonic. The first harmonic v; is called directed flow
because it indicates a particular direction, while the second harmonic vy is called elliptic flow since the
azimuthal distribution in polar coordinates for vy # 0 is an ellipse. These are shown in Figure 1.9. The
azimuthal correlations that are a result of flow can be described by relativistic hydrodynamics. A comparison

of anisotropies measured in terms of v,, in Ref. [70] and a hydrodynamic model described in Ref. [71] is shown
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in Figure 1.10.
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Figure 1.10: Comparison of a hydrodynamic model from Ref. [71] to anisotropy measurements by ALICE
[70] for different parameterizations of n/s and for different v,,, n = 2, 3, 4 from top to bottom, as a function
of collision centrality. Figure from Ref. [52].

The measured anisotropies can be used to constrain the specific viscosity given by the ratio of viscosity
to entropy density, n/s, and have shown that the QGP is a near perfect liquid with an 7/s of near the
theoretical minimum of 1/47 [34, 73]. In fact, this low shear viscosity is what allows the initial fluctuations
in the energy density to survive the chemical freeze-out.

The thermodynamic properties of the QGP form an important field of study. They are of particular

interest since the QGP filled the early universe a few microseconds after the Big Bang [53]. The QGP is also

7



present in the core of neutron-stars [74] and the recent detection of gravitational waves from a neutron-star
merger [75] has opened new avenues of investigation [76-78]. These studies have the potential to provide
information into the nuclear equation of state since the dynamics of the merger are sensitive to the behavior
of extremely dense nuclear matter [79]. The increase in temperatures and densities in merging neutron stars
allows for probing different regions of the QCD phase diagram. This is shown in Figure 1.11 as a function of
temperature 7" and baryon chemical potential y. In particular, differences in gravitational-waves from these
systems before and after the merger can be used to provide an observable signature of a first order phase
transition [80]. Colliders like RHIC and the LHC on the other hand probe regions that have near zero low

baryon densities, where the transition is a smooth crossover that spans a 20-30 MeV temperature range.

200 e
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Figure 1.11: The QCD phase diagram of nuclear matter as a function of temperature T and baryon chemical
potential u. The nx denotes a neutron star. Figure from Ref. [81].

1.2.1 The Glauber Model

The basic parameters of a heavy ion collision such as the number of participants Npart and number of binary
collisions N,op can be determined using the Glauber Monte Carlo simulations [82]. This technique considers
a nucleus-nucleus collision as a collection of independent binary nucleon-nucleon collisions; the colliding
nuclei are modeled as a set of uncorrelated nucleons being positioned within the nucleus based on a the
nuclear density function uniform in azimuthal and in polar angles. The nuclear density function in this

model is a Woods-Saxon distribution given by:



wlr 2
p(r) = po% (1.6)
l+e =

where pg is the nucleon density, R is the nuclear radius, a is the skin depth, w corresponds to deviations
from a circular shape and is typically zero for larger nuclei like Cu, W, Au, Pb, and U. For the Pb nuclei
used at the LHC, w = 0, R = 6.62 fm and a = 0.55 fm [83]. The nuclear density distribution for Au and Cu

is shown in Figure 1.12.
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Figure 1.12: The nuclear density distributions for nuclei used at RHIC: Cu (w = 0, R = 4.2 fm and a = 0.48
fm) and Au (w =0, R = 6.38 fm and a = 0.535 fm) [83]. Figure from Ref. [84].

They are then arranged with a random impact parameter b based on the distribution do/db = 27b and
projected onto the x —y plane as shown in Figure 1.13. They are then made to travel on straight trajectories,
colliding if d < \/0‘511:1 /7, where d is the distance between the nucleons in a plane transverse to the beam
axis and o) is the inelastic scattering cross section [84, 85].

An important parameter for colliding nuclei A and B with A and B nucleons is the thickness function
Tap. It describes the effective overlap area in which specific nucleons in the two colliding nuclei can interact.
It can be defined in terms of the probability per unit area of a given nucleon being located at a particular

distance s within the nucleus. For the colliding nuclei A and B, this is given by Ta(s) = [ pa(s,z4)dza and

Tr(s) = [pB(s,zp)dzp. Then, Typ is given by
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Figure 1.13: A Glauber Monte Carlo event for Au + Au at /s = 200 geV with impact parameter of
6 fm viewed in the (left) transverse plane and (right) along the beam axis. Darker circles represent the
participating nucleons. Figure from Ref. [84].

Tap(b) = /TA(S)TB(S —b)d*s (1.7)

The probability of then having n interactions between nuclei A and B is given by the binomial distribution:

AB—n

AB> [TAB(b)Uiljlgl} ! [1 - TAB<b)O-iI\rIl§1] (1.8)

P - (*

where the first term is the number of combinations for finding n collisions from AB possibilities, the second
term is the probability for having exactly n collisions, and the last term the probability of AB — n misses.

Then the total probability of an interaction between A and B is:

AB

d?cAB AB Ww1AB
o = piBb) = Y Pnb) = 1— [1 - Tup(b)ol] (1.9)
n=1
and the total cross section is given by
s AB
oAB — / 27bdb [1 - (1 - TAB<b)a{§§1) 1 (1.10)
0
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and Neon and Npareare given by [86, 87]:

Coll

part

The correlation between Neon and Np,

along with the combination of

AB x TAB (b)O’NN

inel

ZnPnb

A/TA

—|—B/TB(s—b)[ (1—Ta(s) m{j)ﬂd%

(1-Tg(s — b)o NN)B]d%

Oinel

heavy ion event. An example of this is shown in Figure 1.15.

1.3 Jets and Jet Quenching

observable Ng, and Npa¢ to determine

the centrality distribution. Figure from

(1.11)

(1.12)

art can be seen in Figure 1.14. The charged particle multiplicity Ny

Npart and impact parameter b can be used to determine the centrality of a

The energy required to dissociate partons increases the further apart they are as a consequence of color

confinement. If the energy with which they are flying apart is greater than the energy required to separate

them, it becomes more favorable to produce a quark-antiquark (g¢g) pair.

11

This process of qg production



continues recursively until it is not energetically favorable to do so, with the end result being conical sprays
of hadrons called jets. This picture is qualitatively supported by Lattice QCD [89]. A schematic of this
process is shown in Figure 1.16. Because of their color charge, gluon led jets have a softer fragmentation

and result in more particles carrying lesser energy as compared to quark led jets [90].

4—©/@—>
=0
-0
=000

q9 production

@ =>

Figure 1.16: A schematic of how jets are produced from a hard process involving gG. The gluonic flux tubes
build up and break as the quarks gain energy, and result in the formation of new ¢g pairs.

1.3.1 Jets in ete™ collisions

The simplest process that can be used to study jets is the process ete™ — g7 — 2 jets. The electron and
positron annihilates to produce a photon that can decay into a ¢q pair, that hadronize and form jets. In
fact, this was the process that provided experiment evidence of jets at SPEAR (Stanford Positron Electron
Accelerating Ring) at SLAC in 1975, where it was observed that the distribution of final state hadrons
was not isotropic [91, 92]. Analyses of these distributions showed that they were associated with spin 1/2

quarks. Jets in eTe™ collisions further provided the first indirect evidence of gluons when three jet events
were observed in the T — ggg decay [93, 94]. At the Large Electron-Positron Collider (LEP), higher collision
energies allowed the ete™ — Z% — ¢ process. In these processes, to leading order, the ¢G pair evolved

via gluon radiation before converting to hadrons [95], allowing for events with more than two jets. Jet

production in eTe™ collisions is also one of the best ways to test the validity of perturbative QCD [96].
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1.3.2 Jets in pp collisions

Jet production in a vacuum is well described in context of perturbative QCD [97]. Processes involving large

momentum transfers like high pr hadron production are shown in Figure 1.17 2.

D/I/(‘([(Z(‘([’ Mz)

f;l/A (xa’ /’t[%)

JoiBps ﬂ[z«‘)

Figure 1.17: Jet production from the process pp — hX, factorizing in terms of the parton distribution
functions, scattering cross sections, and jet fragmentation functions.

These processes can be described to leading order by perturbative QCD in terms of the parton distribution

functions, scattering cross sections, and final state fragmentation functions as [98]:

dopp—hx zz/dma/dxb/dzjfa/p(ma,uf)®fb/p(scb,,uf) (1.13)

abjd
® dgab—m‘d(:u'fa HF, /U'R)

@ Djn(zj, hf)

where z, = p,/Pa, 2z, = pp/P» are the initial momentum fractions carried by the interacting partons,
zj = pp/pj is the momentum fraction carried by the final observed hadron. f,/,(za,py) and fy/,(2s, piy)
are the two parton distribution functions (PDFs), doay— a(ty, ttr, tr) is the differential cross section for
parton scattering and D;_, (z;, ur) is the fragmentation function (FFs) for parton j to hadron h. puy and pp
are the factorization scales and pg is the renormalization scale. These are typically taken to be the same
hard scale @, given by the hadron pr. The PDFs, measured via DIS experiments, characterize the initial
state and represent the probability of finding a parton with longitudinal momentum fraction = (shown in

Figure 1.18) in the initial hadron, while the FFs describe the probability of fragmenting to a hadron h with

2In the context of a particle collision, the p of a particle is the momentum it carries in a direction perpendicular to the
beam axis. It is given by pr = |p|sin# where 6 is the angle of the particle with respect to the beam axis. The rapidity y is
related to an outgoing particles momentum along the beam axis, and is given by y = 1/2In[(E + p2)/(E — p2)]
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given kinematic properties.
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Figure 1.18: The next to leading order (NLO) PDFs at (left) Q% = 10GeV? and (right) Q% = 10*GeV?. The
band is the associated one-sigma (68%) confidence level uncertainty. Figure from Ref. [99].

The factorization of the jet production process is crucial because it allows for independently measuring
and calculating the different components of the cross sections [100]. Jet cross sections in pp and pp collisions
measured by a variety of different experiments, and their comparison to theory calculations are shown in
Figure 1.19. This in particular enables direct comparisons of jet observables in pp collisions to those in heavy
ion collisions and determine their modifications. The fragmentation functions in eTe™ collisions in terms of

collision energy +/s, and the scaled energy of the hadron z, are shown in Figure 1.20.

1.3.3 Jets in heavy ion collisions

In the case of heavy ion collisions, after accounting for geometric scaling effects by the nuclear thickness
function as mentioned in Section 1.2, jet observables can be modified due to two sources: the nuclear PDF
being distinct from a proton PDF, and the formation of the quark gluon plasma. The former is collectively
referred to as cold nuclear matter (CNM) effect, and can be quantified by defining a nuclear modification

factor for the PDF:

(1.14)
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(a) Inclusive differential jet cross sections shown as a
function of jet transverse momentum from different
experiments. Figure from Ref. [101].

(b) Ratios of data over theory for some jet cross sec-
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Figure 1.19: (Left) Some inclusive jet cross sections in data (left) and their comparison to theory (right).
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Figure 1.20: Measurements of the eTe™ fragmentation functions for (left) different center-of-mass energies
as a function of x, and (right) for different ranges of x as a function of 1/s. The curves on the left are scaled
for visibility. Figure from Ref. [103].
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where f,/4 and f,/, are the nuclear and proton PDF's respectively. This R?} factor is determined by global

fits to data from DIS measurements [104-106]. CNM effects include the following contributions:

e Shadowing: This is a destructive interference effect that reduces the interactions of a nucleon incident
on a nucleus within its interior and on its back face. This effect reduces the effective number of nucleons
in an inelastic interaction to A%/3. For Q? of the order of a few GeV?, this effect dominates for z < 0.05

and implies R2 (z, Q%) < 1 [107].

e Anti-shadowing: This compensates for the shadowing effect based on the momentum sum rule, and

for Q2 of the order of a few GeV? implies R} (z,Q?) > 1 over the region 0.05 < x < 0.20.

e EMC: The modification of the nuclear structure function was first observed by the European Muon
Collaboration [108]. Recent observations have suggested that the effect is caused by short-range cor-
related nucleon pairs within nuclei [109]. For Q? of the order of a few GeV?, this effect dominates for

0.2 < 2 < 0.80 and implies R2(z,Q?) < 1.

e Fermi Motion: This effect considers the motion of the nucleons within the nucleus. It results in

RA(z,Q?) > 1 over the 2 > 0.8 region for Q? of the order of a few GeV? [110].

CNM effects are experimentally measured using p + A systems where the size and shape of the plasma,
and hence any effects thereof, are smaller. Measurements of the jet nuclear modification factor in p+Pb
collisions, Rppy, indicate that CNM effects are small for jets at all transverse momentum and pseudorapidity
measured at the LHC [111-113]. This is shown in Figure 1.21. Energy densities in the Pb+Pb, p+Pb, and
pp collision systems are shown in Figure 1.22.

The second source of modification is the formation of the hot and dense quark gluon plasma. The hot
nuclear matter effects further serve as an independent confirmation that the medium formed is strongly
interacting. Jets are formed early enough that they traverse the Quark Gluon Plasma and as strongly
interacting particles, are both affected by, and affect the QGP. This interaction typically results in the jet
losing energy and forward momentum [115, 116], with the lost energy being deposited in the medium [117].
Jets can also pick up momentum transverse to the parton direction. The hot nuclear matter effects can be

considered to be a combination of collisional and radiative energy losses summarized in Figure 1.23.

e Collisional energy loss: This is a combination of elastic and inelastic collisions of the hard parton with

the constituents of the quark gluon plasma.

e Radiative energy loss: This is the larger source of parton energy loss and jet quenching. These are

modified by the presence of the plasma due to scatterings off of the plasma constituents. A vari-
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Figure 1.21: The nuclear modification factor for jets in p+Pb collisions as measured by CMS in different
rapidity intervals. Figure from Ref. [113].
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Figure 1.22: Snapshots of typical energy density profiles in (left) Pb+Pb, (middle) p+Pb, and (right-+far
right) pp collisions. Figure from Ref. [114].
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Figure 1.23: The typical diagrams for (left) collisional and (right) radiative energy losses for a parton in a
hard scattering as it propagates through the QGP. Figure from Ref. [98].
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ety of radiative energy loss frameworks that have been developed include: Baier-Dokshitzer-Mueller-
Peigne-Schiff-Zakharov (BDMPS-Z) [118], Gyulassy, Levai and Vitev (GLV) [119], Amesto-Salgado-
Wiedemann (ASW) [120], Arnold-Moore-Yaffe (AMY) [121] and higher twist (HT) [122].

Both hot and cold nuclear matter effects can be described by modifying Equation 1.13 as:

doABshx R Z faja(®a) @ fo5(2p) (1.15)

abjj’d
® do—ab—m‘d(ﬂfa HF, /U'R)
® Pjj

& Dh—>j’ (Zja ,u'f)

where the additional Pj_, ;s describes the interaction of the hard parton with the colored medium. This is

typically taken as part of the fragmentation modification as:

Dhﬂ] zj, jif) Z i—3” (D [Pj) @ Dhosjr (5) (1.16)

1.3.4 Jet Algorithms

Jet algorithms map the momenta of final state particles into the momenta of jets, and form a core com-
ponent of any jet measurement. They can be broadly categorized as sequential recombination and cone
algorithms [123].

Cone algorithms cluster particles in the  — ¢ space® assuming that the particles of a jet will be located in
a conical region of the detector. Some examples of cone algorithms are: iterative cone - progressive removal
(IC-PR) [124], iterative cone - split merge (IC-SM) [125], and SISCone [126].

Sequential recombination algorithms on the other hand work by grouping particles in momentum space,
with the result that they have fluctuating areas in 1 — ¢ space. Some examples of these algorithms are: k;
[127], anti-k, [128], and Cambridge/Aachen (C/A) [129].

Recombination algorithms have an advantage over the cone algorithms in that they are infrared and

collinear safe (IRC). This is related to instabilities in the cones that are found due to soft radiation. In a

3The pseudorapidity n = — In[tan(#/2)] is related to the rapidity and is a spatial coordinate that describes the angle 6 of a
particle with respect to the beam axis. ¢ is the azimuthal angle around the beam axis. The coordinate system of detectors is
typically based on the n — ¢ plane.
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collinear safe jet algorithm, the presence of a virtual loop or a collinear splitting of a central particle would
not change the number of jets being reconstructed. On the other hand, while a collinear unsafe jet algorithm
would not change its output with the presence of a virtual loop, a splitting in the central particle would
lead to the left and right most particles forming individual seeds, implying two reconstructed jets [130].

Figure 1.24 describes the collinear safety problem.

Collinear safe jet alg. Collinear unsafe jet alg
a) b) c) d)
e — | e — | L 1 L ]
jet1 jet1 jet1 jet1 .
jet 2

Figure 1.24: An illustration of collinear unsafe behavior. The particle pr is proportional to the height and
the horizontal axis indicates rapidity. Figure from Ref. [130].

A schematic describing the infrared safety problem is shown in Figure 1.25. Here an infrared safe
algorithm would use the three particles as seeds iteratively find two stable cones. An unsafe algorithm

however would find three overlapping cones based on the addition of a soft seed.
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Figure 1.25: An illustration of infrared unsafe behavior. The particle pr is proportional to the height and
the horizontal axis indicates rapidity. Figure from Ref. [126].

Sequential recombination algorithms are more popular because they are IRC safe and are discussed in
further detail below. The general procedure for sequential recombination algorithms is as follows:

o Calculate all distances d;; between entities ¢ and j, and distance d;p between entity ¢ and beam B

e Find the minimum of d;; and d;p:

o If d;; is the minimum, combine ¢ and j by summing their four-vectors, remove them from the list

of particles and return to beginning.
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o If the smallest distance is d;g, then take i as the jet and remove it from the list of particles and

return to beginning.
e Continue the procedure till the list of items is empty.

In general the distance d;; between the objects is found the via the prescription

A2
dij = min(kzf, k7t =3 (1.17)
dip = k22 (1.18)

where kp; is the transverse momentum of particle ¢ and A;; = ,/Anizj + Aq% is the distance between
particles i and j in  — ¢ space. R the distance parameter and reflects the size of the jet being considered.

Different recombination algorithms use different values of p. The k; algorithm has p = 2. This results
in clustering soft particles first, with the final jet having a fluctuating area. This algorithm is susceptible to
processes that contribute particles that do not belong to a jet. The C/A algorithm uses p = 0. This results
in the distances between particles being completely independent of momentum. The anti-k; algorithm uses
p = —1. Hence, the algorithm clusters hard particles first, making it the least susceptible to background.
The behavior of the different clustering algorithms is shown in Figure 1.26. The anti-k; algorithm is the

default used in all LHC collaborations.

p,[GeV]

207

155

Figure 1.26: Different clustering algorithms applied to the sample parton-level event. Figures from Ref. [128].
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Chapter 2

MEASUREMENTS IN HEAVY ION
COLLISIONS

This chapter shall discuss some important experimental jet measurements that contextualize and motivate
the study of the main analysis in this thesis. These include the study of the hadron yields, dijet balance, jet

yields, jet fragmentation, and jet profiles.

2.1 Hadron Suppresion

This discussion is based on Ref. [131]. Done at RHIC by the PHENIX collaboration, this was one of the
first experimental measurements of jet quenching that showed the presence of the QGP. This measurement
analyzed high pr charged hadrons and neutral 7°s (py > 2 GeV) from jets produced in Au+Au collisions,
collided at /sy = 130 GeV. Since jets form early in the collision and experience the evolution of the QGP,
they are expected to lose energy due to collisional and radiative losses as discussed in Section 1.3. The
modifications between the pp and Au+Au system was quantified by constructing the nuclear modification

factor Raa, given as:

(1/ Ney)d2NATA Jdprdn
(<Nbinary>/UN+Nd20N+N/ded77

inel

(2.1)

Raapr =

where Nyt is the number of Au+Au events, (Nbinary) is the average number of binary collisions per event,

o is the scattering cross section, and pp and 7 are the kinematics of the charged particle.
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(b) The Raa for photons as a function of pr for three
centrality selections in Au+Au collisions at /sy = 200
GeV. Figure from Ref. [141].

(a) The Raa for charged hadrons and neutral pions in
Au+Au collisions at /sy = 130 GeV. Also shown is the
Raa for inclusive cross sections in a + a compared to pp
at /syy = 31 GeV [139] and spectra from Pb+Pband
Pb + AU compared to pp at /5y = 17 GeV [140]. Figure
from Ref. [131].

Figure 2.1: Raa evaluated for (left) charged hadrons and pions and (right) photons.

The Raa for charged hadrons and neutral pions is shown in Figure 2.1a. A significant depletion is seen,
with the Raa rising for pr < 2 GeV and remaining fairly constant thereafter. Electroweak probes like
photons and Z bosons do not lose energy is the QGP since they do not interact strongly, and their Rap is
expected to be closer to unity. This can be seen in Figure 2.1b Some other Raa measurements from RHIC

and the LHC include [132-138].

2.2 Dijet Balance: x;

This section will discuss the dijet balance as measured by the ATLAS detector for Pb+Pb collisions at

V/Sun = 2.76 TeV [142]. The dijet imbalance can be expressed in terms of z; defined as:

gy =PT2 (2.2)
Prq

where pr, and pp; are the transverse momenta of the two highest-p jets in the event respectively. The

minimum pr, considered is 25 GeV and the pair of jets are separated by |A¢| > 77 /8. The dijet yields
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normalized by the number of jets and determined as 1/NjetsdN/dx; are presented as a function of x; for
different centrality intervals, as well as different ranges for pr;.

Figure 2.2 shows the x; distribution for dijet pairs in pp and Pb+Pb collisions in two different centrality
bins and two pr; ranges. It can be seen that the dijet yields in pp are peaked at unity and become narrower
for larger pr, ranges. This reflects the fact that the effects of jet quenching are minimal and the higher-pr
jets are better balanced. The dijet yields in peripheral Pb+Pb collisions are similar to the distributions from
the pp data, showing that the effects of quenching are smaller. On the other hand, dijet yields in central
Pb+Pb collisions are significantly broadened, reflecting the maximal of jet quenching. This is consistent
with the picture of the individual jets in the dijet pair traversing different lengths in the QGP and hence
losing different amounts of energy. In fact, the distribution for Pb+Pb data is peaked at x; = 0.5, implying
that the jets are highly unbalanced. It is further seen that higher pr jets have a narrower z; distribution.
This suggests that the fractional energy loss decreases with increasing jet pr. Similar jet asymmetry has

been observed at both RHIC and the LHC [143-146].
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Figure 2.2: The 1/NjesdN/dx; distributions for R = 0.4 jets as a function of z; for pp (blue) and Pb+Pb
(red) collisions. The different panels are for (top) central and (bottom) peripheral collisions in (left) 100 <
pry < 126 GeV and (right) pr; > 200 GeV. The pp data is the same in all panels. The statistical uncertainties
are indicated by the bars while the boxes indicate the systematic uncertainties. Figures from Ref. [142].
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2.3 Modification of jet yields: R4

This section discusses the measurement of the inclusive jet Raa as measured by the ALICE detector for jets
in /sy = 2.76 TeV Pb+Pb and pp collisions [147].

While measurements that compare jets in a dijet system to each other as discussed in Section 2.2 can
provide valuable information about how jets lose energy, they have the following limitation: If both jets lose
equal amounts of energy, the dijet yield will still be peaked at unity and no new information will be obtained.
Thus, it is useful to compare the jet yields directly between the pp and Pb+Pb systems and construct the

jet Raa observable. This is defined as:

1 d®Ni
Newt dprdy
d*c jet
dprdy

cent (23)

Raa =

(Tan)

pp

where Taa is the nuclear thickness function and accounts for the geometric enhancement between pp and
Pb+Pb as discussed in Section 1.2 and [84].

This measurement includes considers jets from both charged particles and neutral 7%s. The jet spectrum
in Pb+Pb events, as well as the jet Raa for central Pb4+Pb is shown in Figure 2.3. It can be seen that
the most central collisions show a clear suppression with an Raa ~ 0.25 at jet pr 30 GeV. The Raa value
slowly evolves with jet pr and rises to 0.5 at jet pr = 100 GeV. This modification becomes smaller for more
peripheral collisions.

These observations are consistent with results from ATLAS and CMS [116, 148-150]. The ATLAS results
at \/syy = 5.02 TeV are shown in Figure 2.4a. The higher collision energy allows access to higher pr jets.
The smooth centrality dependence can be more clearly seen in Figure 2.4b, where R  is shown as a function
of (Npart) for jets the 100-126 GeV and 200251 GeV ranges. The magnitude of the suppression is also seen

to significantly depend on jet pr for (Npar) > 50.

2.4 Jet Fragmentation

This section will discuss the jet fragmentation as measured by the ATLAS detector for Pb+Pb collisions at
/San = 5.02 TeV [151]. While measurements of Raa[148, 149, 152] and asymmetry [142, 143, 146] describe
how much energy is lost by the jet, fragmentation measurements describe the momentum distribution of

particles associated to the jet. These can be described as:
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Figure 2.4: The Raa distributions as a function of (left) jet pr for different centrality bins and (right)
(Npart) for different jet pr bins, for jet rapidity |y| < 2.8. Figures from Ref. [116].
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1 dnCh

D(z) = 2.4

(2) Now dz (2.4)
- 1 dnch

D(pr) = Now dpr (2.5)

where z = prcos(AR/ pjTEt) and gives the charged-particle longitudinal momentum fraction relative to the
jet. Modifications to the fragmentation functions in Pb+Pb collisions can be evaluated by constructing the
ratios Rp(z) = D(2)py,,pp/D(2),, and Rppr) = D(p1)py,ypn/D(P1),,- The D(pr) distribution is shown

in Figure 2.5.
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Figure 2.5: (Left) The D(pr) distributions in pp as a function of charged-particle pp for different piS*
selections and for jet rapidity |y| < 2.1. (Right) The D(pr) distributions in Pb+Pb as a function of charged-
particle pr for different centrality selections and for jet rapidity |y| < 2.1. The error bars represent statistical
uncertainties while the shaded boxes represent systematic uncertainties. Figures from Ref. [151].

The modifications to the D(z) and D(pr) distributions in central (top) and peripheral (bottom) collisions
are shown in Figure 2.6. The shape of these modifications is very similar for both D(z) and D(pr). There
is an enhancement of particles with low z and pr, followed by a suppression at intermediate z and pr, and
finally an enhancement at high z and pr. These modifications become smaller for more peripheral collisions.
The low momentum excess can be further investigated by calculating the extra number of particles N, in

Pb+Pb compared to pp as given below:

PTmax
Now= | (D@r)pb4pb — D)y ) dpr (2.6)
T min
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Figure 2.6: The modifications to the (left) D(z) and (right) D(pr) distributions in (top) 0-10% central
and (bottom) peripheral Pb+Pb compared to pp as a function of charged-particle z and pr respectively.
The error bars represent statistical uncertainties while the shaded boxes represent systematic uncertainties.
Figures taken from Ref. [151].

where pr;, =1 GeV and pr ., = 4.2 GeV.

The Ny, distributions can be seen in Figure 2.7. It can be clearly seen that the size of the enhancement
in pp compared to pp at low pr increases as a function of pjTet, growing from about 1.5 to 2.5 extra particles
in the most central Pb+4Pb collisions. This excess is even seen in the peripheral Pb+4Pb collisions, though
it is a lot smaller and ranges from 0.2 to 0.5 extra particles.

The modifications to the D(z) distributions have also been compared to a variety of models, including
the Effective Quenching model [153], the Soft Collinear Effective Theory [154, 155], and the Hybrid Model

[156]. These comparisons are shown in Figure 2.8, and are discussed in detail in Chapter 3.

2.5 Jet Profile

This section will discuss the momentum profile of the jet as measured by the CMS detector for Pb+Pb
collisions at /5y = 5.02 TeV [157]. This can be considered to be an extension to a fragmentation function
measurement in that it provides information about the momentum distribution of charged particles not only
within the jet boundary, but also outside. The jet profile is defined as the distribution of particle yields in

an annulus of width Ar and is given as:
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where Ar, and Ar, are the edges of the annulus at AR, and dr = Ary, — Ar,,.

The jet profile for pp, Pb+Pb, and the modification to the jet shape variable are shown in Figure 2.9. It
can be seen from the bottom panels that there is an excess of low prt particles in Pb+Pb compared to pp
at intermediate and large distances from the jet axis. This enhancement is compensated by a depletion of
high pr particles (pr > 4 GeV) at all angles. In particular, the depletion in particle yields in 0-10% central
Pb+PDb is up to almost half the particle yields in pp for Ar > 0.4. The modifications be described in terms
of jet quenching, coupled with effects from the wake the jet as it propagates through the QGP. This wake

can cause an enhancement in the low pr yield of particles that is most easily seen at large angles.
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Figure 2.9: The jet profile in pp (top) and Pb+Pb (middle) as a function of distance from the jet axis. The
different panels in the middle give the jet shape distribution for different centrality intervals. The modifi-

cations to the jet shape are shown at the bottom, with each panel corresponding to a different centrality.
Figure from Ref. [157].
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Chapter 3

JET ENERGY LOSS MODELS

While there are a number of different observables that can be measured in heavy ion collisions, the underlying
goal of these measurements is to characterize the QGP. This makes jet energy loss models that combine
dynamics of the jet as well as the QGP invaluable. Since different jet measurements come with their
own set of measurement biases and have different sensitivities, it is vital that any viable model be able to
describe a variety of observables. Models can also help guide experimentalists in their searches and suggest
new directions of exploration. Measurements can then be done to constrain such models, helping further
describe the jet-QGP interaction.

This chapter specifically discusses three different models: the Jet Fluid model, the Hybrid Model, and
the Effective Quenching model. These were chosen because they have been used to describe a wide variety of
observables including the jet Raa, jet fragmentation, and the jet shape. In particular, the Jet Fluid model
and Hybrid model incorporate a rigorous description of the interactions between the jet and the QGP and
describe the radial dependence of the modification of charged particles in a jet, the central topic of this
thesis. The Effective Quenching model is more phenomenological and shows agreement with measured data

using only an intuitive functional form for energy loss.

3.1 Jet Fluid model

This discussion is based on the model introduced in Ref. [158]. This model considers the evolution of the jet
and QGP in a coupled manner, considering the energy and transverse momentum exchange between them.
In this picture, both the jet and medium are allowed to modify each other; the jet is modified via collisional

and radiative processes while the medium evolves hydrodynamically and is modified because it picks up the
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energy lost by the jet.
The time evolution of the jet is given by a set of coupled transport equations that describe the energy

and transverse momentum distributions of the partons within the jet. These are given as

dNi (wik%i, t)

i i7k2‘7t =
Jilws koo t) = =4 a2,

(3.1)

df; f / Tiy; / (W
dat - Y ow, 2
i = 9w, Vkaﬂ +Z dwldled i dtfl Z d““dk“d st GY

where i is the type of parton, w; is its energy, and k2 is its transverse momentum with respect to the jet axis.
The first term in Equation 3.2 is the collisional energy loss, the second term is the transverse momentum
broadening, and the last two terms are the medium induced gain and loss radiative processes respectively.

The splitting processes are are given by:

dliy 205 2Pisi(2) o o (ttz> (3.3)

dujdi dt 7 7wkl 27,
where P;_,; is the vacuum splitting function for ¢ — j with w; being the energy of the radiated parton, 7¢ is
the formation time of the radiated parton, and kt; is the transverse momentum of the radiated parton with
respect to the parent parton. These transport Equations 3.2 can be solved numerically and agree with Raa

measurements [148, 149, 159]. The effects of the medium are included by considering the energy-momentum

conservation of the jet-QGP system 0,,[Tgp + Tjer | = 0. Then the source term J¥(x) that describes the
energy transfer between the jet and the medium can be defined as J"(x) = —0 Tjef , making the QGP

evolution being given by

0, Thtp = j (3.4)

which characterizes the energy-momentum transfer between the jet and the QGP.
An important component of this model is the flow induced by jets. This can be seen in Figure 3.1, where
the evolution of the energy density of the medium can be seen in a sample event. A single jet travels through

the QGP, and can be clearly seen in the lower panels after the energy of the medium has been subtracted
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out. The “V” shaped feature seen is the mach cone that is induced by the parton as it moves faster than

the medium sound velocity.

(a-1) (a-2) (a-3)
T =3 fm/ke ewfm3) T =75 fm/ke e (GeV/fim®) T = 12 fm/e e (GeV/fm?)
15 0.45
0.4
10 0.35
= 5 = 0.3
=i 5 =) 0.25
£ 0 * £ 05
> 5 6 e 0.15
- 4 0.1
10 > 0.05
-15 0 - 0 - 0
-15-10 -5 O 5 10 15 -15-10-5 0 5 10 15 -15-10-5 0 5 10 15
x (fm) x (fm)
(b-1) (b-2) (b-3)
T =3 fm/k de (GeV/fm?) T =75 fmk 7 = 12 fm/e Ae (GeV/fm?)
BT T 7 7171 10 ST 71T 771 WS—T—T1T T 7171 0.1
10 |- -8 10 10 - . - 0-08
—~ 5F e _ 5 / 5L _|H 0.0
£ (e f : £ o £ or N 8'33
~ L _ ~ 5 ~ L B
0 0
10 s -10 -10 - ~1g-0.02
r [ B B 4 gl L 11 gL L 11 0.04
-15-10 -5 0 5 10 15 215-10-5 0 5 10 15 -15-10-5 0 5 10 15
x (fm) x (fm) x (fm)

Figure 3.1: (Top) The time evolution of the energy density of the quark gluon plasma with a jet propagating
through it. (Bottom) The time evolution of the energy density in the event after the energy density of the
QGP has been subtracted out. Figure from Ref. [158].

The final jet energy has two components: the jet shower, and the hydrodynamic response. The former
as discussed above comprises of the collisional energy loss, momentum broadening, and medium induced
radiation. The latter includes the energy lost from the jet shower that thermalizes into the medium and
induces conical flow, some of which is still in the jet cone. This compensates some of the energy lost in the
shower and can be seen in Figure 3.2. While the absolute amount of energy lost increases as a function of
initial jet energy, the fractional energy loss decreases. Furthermore there is a cone size dependence once the
hydrodynamic contributions are included. This is a result of the jet being highly collimated, such that while
an increase in the size does not change the energy much, it does affect the hydrodynamic contribution from
the medium.

The Raa distributions constructed with this model and compared to data from CMS [149] are shown in
Figure 3.3. Including the hydrodynamic contribution decreases the energy loss, hence increasing the Raa
value and inducing a cone size dependence to the Raa.

The internal structure of the jet can be described using the jet shape variable, defined as a per-jet

quantity as:
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i Ztrk p%l

= ] (3.5)

where the sum is over all jets and for all tracks around a jet in an annulus with mean radius r from the

jet axis. The modification in the jet structure then can be defined as R, = paa(r)/ppp(r). A comparison

of the jet shape variable p and its modification R} 4 to data measured by CMS is seen in Figure 3.4. The

shower and hydro contributions are shown individually. These indicate that the shower contribution to the

jet shape variable is falls steeply as a function of distance from the jet axis while the hydro contribution is

fairly constant at large distances. This is because the energy loss from the shower is carried away by the jet

induced flow to large angles. The RA , distribution further shows that the core is largely unmodified while

the outer part of the jet is broadened. The hydro-contribution mainly has an effect at larger distances from

the jet axis. This is consistent with the cone-size dependence seen in Figure 3.2.

This model is particularly useful because it identifies both the effect of the medium on the jet, as well as

the effect of the jet on the medium.
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Figure 3.4: CMS data fit to calculations from the Jet Fluid model. Figures from Ref. [158].

3.2 Hybrid Model

This discussion is based on the work in Refs. [156, 161, 162] and describes jet quenching using a hybrid
strong/weak model. Tt uses perturbative QCD to describe the weakly coupled hard process of jet production
and holographic calculations of the energy loss of energetic probes to model the strong coupling between the
probe and the plasma [163, 164]. In this model, the jet evolves in space time with the lifetime of the parton

in the shower being given by [165].

T=2— (3.6)

where @ is its virtuality and F its energy. This evolution is unaffected before the proper time at which the
plasma hydrodynamizes, Thyaro = 0.6 fm. After this time, the jet-plasma interaction comes into play and

the fragments evolve with the energy loss as:

1 dE 4 2 1 (3.7)
— == .
Ey, dz T Tiop xgtop g2
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where Ej, is the initial energy of the parton prior to any quenching and zg.p is its stopping distance (jet

thermalization distance). The stopping distance can be written as:

_ 1 EP
Tstop = QK'/SC T4/3

(3.8)

where kg is a dimensionless free parameter associated to the strong coupling and is used to fit to the data.

The energy loss is characterized by the strong z? dependence for x < Zstop- Furthermore, when z is
comparable to Zsiop, dE/dx depends nontrivially on Ej, and x, diverging for x — zgop and E — 0. The
shower is then embedded into a hydrodynamic description of the QGP from Ref. [166], and the energy
loss expressions are integrated for each parton, from the time it is produced to the time that it splits. The
splitting probabilities are taken to be independent of the medium, depending only on the initial energy
of the daughter partons. These further lose energy as they propagate through the QGP and split. Then
the total energy lost by a parton is dependent on the history of splitting and propagation of its parents,
grandparents and so on and so forth. The partons further experience kicks transverse to their direction of
motion, a phenomena called transverse momentum broadening. This effect is mainly experienced by softer
partons that are much more affected by the angular narrowing effects of energy loss, making most measured
observables insensitive to the size of this kick. This is directly related to wider jets losing more energy
than narrower ones. The wake left in the medium from the partons depositing momentum in the QGP as
they propagate through it lends a non-trivial impact to the model predictions. It is a vital part of any
model since the contribution from the wake is impossible to separate experimentally. This wake results in
a perturbation to the hydrodynamic background resulting in corrections to the final state hadron spectra,
making it particularly important for jet substructure observables like jet fragmentation and jet shapes [162].

A screening effect recently included in the hybrid model is based considering the resolving power of the
QGP [161]. As depicted in Figure 3.5, the QGP will only resolve daughter partons of a splitting after they
are separated by a certain distance L. It is only after they are resolved that they will be allowed them to
lose energy independent of each other. This delayed quenching results in an enhancement of softer partons
at larger angles from the jet axis compared to the case where the daughter partons are resolved immediately
after they split from the parent parton. The L, parameter has the constraint 1/(nT) < Lyes < 2/(prT
based on the Debye screening length for the plasma.

The free parameter kq. is determined by fitting to jet Raa data from CMS [149] as shown in Figure 3.6. It

can be seen that including the L,.s parameter does not really affect the jet Raa prediction. The dependence
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Figure 3.5: A schematic illustrating the resolving power of the QGP. The daughter partons 2 and 3 that
come from 1 need to be separated by L..s before they are treated individually by the plasma. Prior to that
separation, they are treated as one effective parton. Figure from Ref. [161].

of the Raa on the size of the jet radius can be seen. This is consistent with the expectation that wider jets

lose more energy.
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Figure 3.6: The hybrid model without (left) and with (right) the L,.s parameter, compared to the jet Raa
as a function of jet pr in two centrality intervals as measured in Ref. [149]. The different colors correspond
to different jet radii. The Hybrid Model is fit to the 100-110 GeV point from the data, giving rise to the
colored bands. Figures from Ref. [161].

Fixing the kg, parameter allows for predictions of other jet measurements like jet fragmentation and jet
shape. Figures 3.7a and 3.7b show a comparison of the measured and modeled values of the modifications
to the jet fragmentation and jet shape respectively. The model has also been compared to measurements
done by ATLAS, ALICE, and STAR [159, 167, 168]

Here it can be seen that adding a medium response and a non-zero L,.s parameter affects the prediction.
While the hard fragments (see Figure 3.7a) are unaffected by the medium response, including the soft
particles from the wake compensates some of the suppression of soft fragments in Pb+Pb compared to pp
collisions. Moreover, including the L,.s parameter further compensates the suppression for soft fragments,
while reducing the enhancement of the hard fragments. This is a result of allowing more hadrons carrying
a smaller fraction of the jet energy (low z, high (In(1/z)) to survive into the final state. The jet shape

observable (see Figure 3.7b) quantifies the radial distribution of energy in terms of annuli around the jet
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axis. It can be seen that introducing the L,.s parameter enhances the probability to find final state hadrons
at larger distances from the jet axis. The jet core (r < 0.05) is also affected, with the depletion only
slowly evolving with an increasing L..s. One must be careful before making conclusions though, since these
modifications are made between jets that are quenched (in Pb+Pb ) and unquenched (in pp ). Taking into
account the fact that wider jets lose more energy and that the jet spectrum rapidly falls off, there is a
bias for finding narrower quenched jets than unquenched jets. This makes the jet shape after quenching
narrower in Pb+Pb compared to pp. While the model is not fully able to capture the features in the data,
including the medium response moves it in the correct direction. It can be suggested that the model is
missing a description of the medium induced modification to the hadronization process or that the wakes in

the plasma are not equilibrating.

3.3 Effective Quenching

This discussion is based on the model introduced in Ref. [153]. This phenomenological model emphasizes
the jet pr dependence of the quark to gluon fraction and the difference between quark-jet and gluon-jet
quenching. It uses an “extended” power law parameterization of the high-pt hadron spectra coupled with
a quenching that is based on a jet pr dependent fractional energy loss. This model considers the different
color charges carried by quarks and gluons and their different splitting functions, and assumes that gluon

jets lose energy at a rate 9/4 times higher than quark jets. The key assumption of the model are:

e The energy lost by a jet is radiated at large angles and does not appear within the jet cone. This is

backed by [146].

e The fragmentation pattern of the jet is unaffected by the presence of the QGP i.e. they fragment as
they would in a vacuum. This is motivated by the idea that the QGP is unable to resolve the internal

jet structure and is supported by [170, 171].

The model uses the following extended power-law parameterization to describe the high-pt jet spectra:

(3.9)

dp’’

= jet

n+Blog(Pe' /DT)
dn A <pT0 )
T

where pr, is a reference transverse momentum at which A = dn/ dpj;t, [ is the logarithmic derivative of

dn/ dpriliet at pJTet = pro- Then the combined spectrum from quarks and gluons can be written in terms of
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Figure 3.8: Fits to quark fractions and fragmentation functions from PYTHIAS. Figures from Ref. [153].

Equation 3.9 with weighted contributions from the different quark and gluon fractions, fq0 and fg0 = 1— fyo

respectively.

The pr dependence of the quark fraction along with the fit is shown in Figure 3.8a. The fragmentation

functions can also be determined using final-state charged hadrons within a R = 0.4 jet cone. These are fit

to the form D(z), with fits for the quark and gluon fragmentation shown in Figure 3.8b.

(1+dz)

—fz
— X
(1+ez)° ¢

D(z) =ax (3.10)

For the quenched spectra, this model assumes a non-constant fractional shift given below as S. This
approach is based on [172] and is used because of the inability of the constant fractional shift to explain the

jet pr dependence of measured Raa.

jet \ ¢

S =51 (3.11)
Pro

where « is an undetermined parameter and s’ is the shift for a jet with plﬁt = pry. The fractional shift can
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Figure 3.9: A comparison of measured data, MC, and the analytic calculation of the EQ model. Figures
from Ref. [153].

be coupled with Equation 3.9 and the quark and gluon fractions to give a functional form of the quenched
high-pt hadron spectra for quarks and gluons. This can be further used to construct a jet Raa that is fit to
data and is shown in Figure 3.9a. It can be seen that the analytic fits and the MC are in good agreement.
While the fits agree with the data by definition, the robustness of the model can be seen in that it describes
the data with a single value for o and a simple centrality dependent shift constant s’.

Fits to the D(z) distributions are shown in Figure 3.9b and it can be seen that while the MC and
analytic calculation agree well with each other, they are only able to qualitatively capture some features of
the data. The enhancement at high z can be explained by an increased quark content of the jet spectrum
and subsequent differential quenching for quark and gluon jets. The low z enhancement on the other hand

can be considered to be a result of a gluon radiation within the jet or a wake from the medium itself.
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Chapter 4

EXPERIMENTAL SETUP

4.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a part of the European Organization for Nuclear Research (CERN).
It has a circumference of 27 kilometers, making it the world’s largest particle accelerator, and is housed
in a tunnel that is up to 175 meters below the surface of the earth. The LHC ring has eight arcs and
eight straight sections, with each straight section being approximately 528 m long. Four of the straight
sections are where the major detectors are located, while the other four are used for machine utilities,
radio frequency, collimation and beam dumps. The arc sections are built using 1232 dipole superconducting
magnets, providing a magnetic field of up to 8.33 T. Another 392 quadrupole magnets are used for focussing
the particle beam. Sixteen radio frequency (RF) cavities that provide a voltage of 2 MV and operate at
400 MHz are used to accelerate the proton or ion beams that are kept in their circular path by the dipole
magnets. The magnets are cooled down to 1.9 K via liquid Helium.

The LHC beam pipe has two rings with the counter-rotating beams and uses a uses a twin-bore magnet
design that optimizes for both cost, as well as space. The counterrotating beams require opposite magnetic
dipole fields in both rings, with separate magnetic and vacuum chambers, with the common sections only
at the insertion regions and where the major experimental detectors are located. These detectors are: A
Toroidal LHC Apparatus (ATLAS), Compact Muon Solenoid (CMS), A Large Ion Collider Experiment
(ALICE), and Large Hadron Collider - Beauty (LHCb) [174].

Studying the rare events that the LHC was designed for requires high beam energies and intensities, and
the LHC is capable of reaching up to center of mass energies, /s = 14 TeV for protons and /5, = 5.5

TeV for lead ions. The LHC delivers up to 103*cm?s' of luminosity to the ATLAS and CMS detectors when
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colliding protons. The LHCb detector is a lower luminosity experiment, that receives up to 103?cm?s', and
ALICE, a dedicated ion experiment aims at a peak luminosity of 1027ecm?s! for nominal lead-lead operation.
In 2015, the LHC delivered an integrated luminosity of 0.49 pb~! of Pb+Pb and 25 pb~! of pp data.

A schematic of the entire accelerator complex and the path followed by protons and heavy ions is show
in Figure 4.1. The protons in the LHC are obtained by stripping a hydrogen atom of its electrons with an
electric field. They are then supplied to the LHC via the Linac2 - Proton Synchrotron Booster - Proton
Synchrotron - Super Proton Synchrotron chain. The complete ionization of lead on the other hand is done
in multiple stages, with the first stage in Linac3, which provides Pb*?? via an ion source. The Pb™?? lead

54 jons are selected

ions are further stripped of electrons by passing them through a 0.3 pm foil. The Pb
via mass spectrometer and sent to the Low Energy Ion Ring (LEIR), followed by the Proton Synchrotron
and Super Proton Synchrotron, and then finally the LHC. The final stripping of lead ions takes place after

the PS, on a 0.8 mm thin aluminum foil.
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Figure 4.1: The accelerator complex at CERN. ATLAS can be seen inside the SPS on the LHC ring. Figure
from Ref. [175].
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4.2 The ATLAS Detector

The ATLAS detector (Figure 4.2) is a general purpose detector at the LHC. It uses a right-handed coordinate
system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along
the beam pipe. The z-axis points from the IP to the centre of the LHC ring, and the y axis points upward.
Cylindrical coordinates (r,¢) are used in the transverse plane, ¢ being the azimuthal angle around the
beam pipe. The pseudorapidity is defined in terms of the polar angle 6§ as n = —Intan(6/2). The detector
is symmetric in the forward-backward direction, with the positive z direction being the A side, and the
negative z direction being the C side. It has full 27 coverage in azimuth. The transverse momentum pr, the
transverse energy ET, and the missing transverse energy Epmiss are defined in the x — y plane unless stated
otherwise. The distance AR in the pseudorapidity-azimuthal angle space is defined as AR = \/m .

The detector was designed keeping in mind the goals of the physics it aimed to explore, and as such has

the following characteristics:
e Fast, radiation-hard electronics and sensor

e Fine granularity to be able to manage large particle fluxes

Large acceptance in pseudorapidity and full azimuthal coverage

Good electromagnetic calorimetry for photon and electron identification

Good hadron calorimetry for accurate jet and missing transverse energy measurements
e Good muon identification and momentum resolution
e Highly efficient trigger system

These design goals are achieved with the main subsystems: the inner detector, the calorimeter, the muon
spectrometer, and the trigger system. The main analysis discussed in this thesis uses the inner detector,

calorimeter, and the trigger system. The muon system is described for completeness.

4.2.1 Inner Detector

The inner detector shown in Figure. 4.3 is designed to reconstruct the charged particle trajectories for
particles with momenta down to 0.5 GeV in the interval |n| < 2.5. It is immersed in a 2T magnetic field
from the central solenoid that covers a region of 5.3 m long and has a diameter of 2.5 m. The inner detector

has capabilities for pattern recognition, momentum and vertex measurements, and electron identification.
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Figure 4.2: The ATLAS detector. Figure from Ref. [176].

These measurements are made using the inner pixel detector, the semi-conductor tracker (SCT), and the

transition radiation tracker (TRT).

Pixel system: This system is segmented in R — ¢and comprises of four pixel layers : the innermost
insertable B layer (IBL) and three identical silicon pixel detectors. The IBL was added to the ATLAS
detector during the first long shutdown of the LHC in 2013-2014. It consists of 14 carbon fiber staves, 2 cm
wide and 64 cm long, surrounding the beam pipe at a mean radius of 33 mm, and covering a pseudorapidity
region of £3. Each stave consists of 26880 pixels in a matrix of 80 columns (50 pm pitch), by 336 rows
(250 pm pitch) [177, 178]. The other three layers layers have a pixel size in R — ¢ x z of 50 x 400um?. The
accuracies in the barrel region are 10um? (R — ¢) and 115um?(2). The end cap regions have an accuracy
of 10um?(R — ¢) and 115um?(R). The hit resolution ranges from ~8 (R — ¢) and ~40um) (z) for the
innermost layer, to ~10 ym (R — ¢) and ~115um (z) for the next three layers [176]. The pixel detector has

approximately 80.4 million readout channels.

Semi Conductor Tracker: This subsystem has a coverage that overlaps with the pixel layers, and
is arranged in concentric cylinders around the beam axis, with the end caps being disks perpendicular to
the beam axis. The SCT has eight strip (80 um pitch) layers that are crossed by each track. Small angle
stereo strips (40 mrad) are used to measure both coordinates, with one set of strips in each layer, parallel
to the beam direction. The end cap region has nine layers of double sided modules with strips in the radial
direction, with each also having a mean pitch of 80 pm. The intrinsic resolution is ~17um (R — ¢) and

~580um (z). There are approximately 6.3 million readout channels from the SCT [176].
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Transition Radiation Tracker: The TRT uses a combination of a xenon based gas and 4mm diameter
straw tubes and provides for a large number of hits (up to 36) per track. It covers the region |n| < 2.0, and
has a resolution of ~130um in r — ¢, with no information in the z direction. The barrel region of the TRT
has straws that are 144 cm long and are parallel to the beam axis, with the wires divided into two halves at

7 = 0. The end-caps have 37 cm long straws in a radial configuration. The TRT has approximately 315,000

channels [176].

r R =1082mm

TRT

L R =554mm
( R=514mm
R = 443mm

SCT
R =371mm

L R =299mm

R = 50.5mm
R =33.25mm

R =0mm
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Pixels R = 88.5mm

Figure 4.3: ATLAS Inner Detector System. Figure from Ref. [179].

4.2.2 Calorimeter

The calorimeter covers the range of |n| < 4.9 for using a variety of different techniques. The parameters are
summarized in the table below. Over |n| < 2.5, where there is overlap with the inner detector, the highly
granular electromagnetic calorimeter is used for precision measurements of electrons and photons. The rest
of calorimeter has coarser granularity that is sufficient for jet reconstruction. The calorimeter contains the
electromagnetic and hadronic showers, and limits the punch through to the muon system. The EMCal has a
radiation depth greater than 22 radiation lengths in the barrel, and greater than 24 radiation lengths in the
end caps. The approximately 10 interaction lengths in the barrel and end cap provide good resolution for

high energy jets. The total thickness of the calorimeter is 11 interaction lengths at 7 = 0. The calorimeter
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is divided into different subsystems, including the Liquid Argon Electromagnetic Calorimeter (LAr EMCal)

and the Hadronic calorimeter (HCal).

LAr EMCal: The EMCal covers the region |n| < 1.475 and has two end caps (1.375 < |n| < 3.2). It
also contains the central solenoid. The barrel calorimeter is divided into two half barrels, separated by 4mm
at z = 0. Each end cap is divided into two coaxial wheels, with the inner one covering 2.5 < |n| < 3.2 and
the outer one covering 1.375 < |n| < 2.5. The EMCal uses accordion shaped kapton electrodes and lead
absorber plates that provide full azimuthal symmetry. The EMCal is subdivided into three sections in its
depth over |n| < 2.5, the region used for precision physics. The |n| < 1.8 region also uses a pre-sampler
detector that uses an active LAr layer to correct for energy lost upstream of the calorimeter. A main source

of this loss is the central solenoid.

Hadronic Calorimeter: The hadronic calorimeter consists of the tile, LAr Hadronic end cap, and
the LAr forward calorimeter. The tile covers the region |n| < 1.0 , with its two barrels covering the range
eta 0.8 < |n| < 1.7. It uses steel as the absorber and scintillating tiles for the active material. The tile
calorimeter extends radially from an inner radius of 2.28 m to 4.25 m. It has a three layer that are 1.5,
4.1, and 1.8 interaction lengths thick in the barrel region, and 1.5, 2.6, and 3.3 interaction lengths in the
extended barrel region. The total detector thickness is 9.7 interaction lengths at n = 0.

The LAr hadronic end cap calorimeter (HEC) consists of two independent wheels per end cap, and is
behind the EMCal end cap. It extends out from 1.5 < |n| < 3.2, and overlaps with the forward calorimeter
and the tile calorimeter. The HEC covers the radial region of 0.475 to 2.03 m.

The LAr Forward calorimeter (FCal) provides coverage over the 3.1 < |n| < 4.9. It is approximately 10
interaction lengths deep, and has three modules, one of which is optimized for electromagnetic measurements,
while the other two for hadronic measurements. Each module is made of concentric rods and tubes parallel
to the beam axis.

A summary of the depth of the calorimeter in terms of the interaction lengths, as a function of pseudo-

rapidity is shown in Figure 4.4.

4.2.3 Muon Spectrometer

The muon spectrometer is based on the magnetic deflection of muon tracks in the toroid magnets. The
barrel toroid provides bending over the |n| < 1.4 range, and the end cap magnets provide bending in the
1.6 < |n < 2.7 range. In the transition region (1.4 < || < 1.6), the magnetic deflection is from a combination

of the barrel and end-cap fields. The barrel region has tracks that are measured in chambers in a cylindrical
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Figure 4.4: Cumulative material in the calorimeter system in units of hadronic interaction length as a
function of |n|. Figure from Ref. [176].

configuration around the beam axis. The transition and end-cap have chambers perpendicular to the beam

axis.

4.2.4 Other subsystems

Other major subsystems of the ATLAS detector include the Zero Degree Calorimeter (ZDC), the trigger

system

ZDC: The zero degree calorimeter plays a key role in determining the centrality of heavy ion collisions.
It consists of quartz rods and tungsten plates, and measures neutral particles at |n| >= 8.2. It is made of
four modules, one electromagnetic, and three hadronic. The Modules are made of 11 tungsten plates that
are perpendicular to the beam direction. Photomultiplier tubes are used to detect the Cherenkov radiation

from particle showers.

Trigger System: The trigger and data acquisition system (TDAQ) have different subsystems that
are associated with sub-detectors. There are three distinct levels: L1, L2, and the event filter. The latter
two form the High Level Trigger (HLT) system. The L1 trigger uses custom electronics, while the HLT is
software based. Each level uses information from the previous level to select events. The first level uses
limited detector information and makes decisions based on muons, electron, photons, jets, and 7-leptons

carrying a high transverse momentum. It is also capable of identifying large missing and total transverse
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energy. It has a maximum acceptance rate of 75kHz and makes a decision in less that 2.5us. This event rate
is further reduced to 200 Hz by the HLT that uses the full granularity and precision of the inner detector,

calorimeter and muon systems to select events.

4.3 Pileup and Centrality in ATLAS

A pileup event is an event in which there are multiple Pb+Pb interactions. The rate of such events is
typically minimized in a heavy ion collision by increasing the crossing angle between the colliding beams.
Pileup events are further rejected by identifying them using information from the tracking systems and by
studying the correlation between the energy deposited in the ZDC and the FCal. In heavy ion collisions,
all tracks in the tracking system are fit back to a single primary vertex with the fits that do not converge
being rejected. Then events that have a track multiplicity corresponding to a single Pb+Pb interaction
and an energy deposition in the calorimeter that is consistent with multiple Pb+Pb interactions are pileup
events [180]. Pileup events are also identified using the anti-correlation between the number of participant
and spectator nucleons in a heavy ion collision. Figure 4.5 shows the total energy in the ZDC normalized
by the energy of a single neutron vs. the sum of transverse energy in the FCal, S EE“?l. The former comes
from spectators of the collision, while the latter from the participants. Events in which the ZDC measures

more neutrons than expected for a given energy in the FCal are then identified as pileup events.

10*

10°

SEFC [Tev]

Figure 4.5: The correlation of the sum of energies in the ZDC arms vs. the sum of transverse energies in
the FCal. Multiple Pb+Pb interactions in the same beam crossing with at least one of them being a central
collision would deposit large amounts of energy in the FCal and the ZCD, and are seen as the grass near
the top right of the figure. This is used to identify pileup events. Figure from Ref. [181].

Once pileup events have been identified and removed, the event centrality can be determined. This is
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Figure 4.6: (Left) Charged particle multiplicity N5 versus the total transverse energy in the FCal, SEXCaL.
Figure from Ref. [181]. (Right) The L EEC?! distribution for events selected by the minimum bias trigger
along with the centrality percentiles. Also shown are the number of events over the 0-1% and 0-0.1%
centrality intervals selected by the ultra-central triggers. Figure from Ref. [59]. Both plots are for Pb+Pb
collisions with /s = 5.02 TeV.

done by coupling information from the Glauber Model with signals from the ZDC and FCal [59, 182]. The
centrality of an event can be mapped to the charged particle multiplicity N¢, using the Glauber Model as
was shown in Figure 1.15. It can also be seen from Figure 4.6a that the charged particle multiplicity is
strongly correlated with LEEXCa!, Then an MC Glauber simulation can be used to describe the distribution
of transverse energy in the FCal, YEX®2! shown in Figure 4.6b, and divide it into percentiles [183]. The 0
10% centrality corresponds to most central collisions with the maximum overlap between the colliding nuclei,
while the 90-100% corresponds to the most peripheral collisions with the least overlap between the colliding
nuclei. Since the energy in the barrel region (|n| < 3.2) is highly correlated with the energy in the FCal (
3.2 < |n| < 4.9) as shown in Figure 4.7, using different regions of the detector to estimate event centrality
and conduct measurements ensures a consistent centrality determination while avoiding autocorrelations in

the analysis.

4.4 Jet Reconstruction for Heavy Ion Collisions in ATLAS

Of the jet reconstruction algorithms that were discussed in Section 1.3.4, the LHC collaborations use the
anti-k; algorithm. The ATLAS jet reconstruction procedure in heavy ion collisions is described in Ref. [116],
and is summarized in Figure 4.8. It is different from the procedure for pp collisions because of the large
underlying event present in the heavy ion collision system.

This procedure uses the anti-k; algorithm as implemented in FASTJET software package [187]. The

anti-k; algorithm is run in four-momentum recombination mode with its inputs being the n x ¢ = 0.1 x 7/32
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Figure 4.8: A schematic of the ATLAS jet reconstruction procedure. Inset figures from Refs. [128, 181,
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calorimeter towers. The tower energies are the sum of the energies of all layers in the tower with cells that
straddle tower boundaries having their energies fractionally distributed. The anti-k; algorithm is first run
with the distance parameter R = 0.2, to give seed jets.

These seed jets contain at least one tower with Er > 3 GeV, and have the ratio of the maximum tower
transverse energy to the average tower transverse energy, Fp™®*/(E1) > 4. Then the underlying event
subtraction procedure is performed. A first estimate of the average underlying event energy density p;(n) is
done in 0.1 slices of i in each calorimeter layer 7 after excluding the regions that overlap with the seed jets.

A modulation is applied to account for the flow from the QGP (discussed in Section 1.2) and the underlying
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event is subtracted to give E%‘}b:

B = Ery = Aipin) (142 Y vai (cosl2(0; — W) (4.1)

n=2

where E7;,n;,¢; and A; are the cell Er, 1, ¢ and area for cell j in layer i. vy; are the n*" order harmonics

of the modulation in layer sand are given by:

_ Zjei ETj COS[Q(QZU -V,

Uni (42)
2jei Brj
where the sum is over all cells j in layer i. U, is the event plane angle and is given by [188]:
1 Ery si
¥, = L pan-t | 2ok W By sin(noy)) (4.3)
n >k Bt sin(ney)

where the sum is over all k£ cells in the FCal and ¢y, is the azimuthal angle of the cell. The wy weights are
to ensure a uniform WV,, distribution. The dominant effect in the modulation is from the second and third
harmonic, ve and v [188].

Once the background is subtracted, the anti-k; algorithm is run again with the distance parameter
R = 0.2. The underlying event is re-estimated after excluding areas that are within AR = 0.4 of the seeds.
Updated values of p’; and v’ are recalculated and used to estimate the background that is subtracted from
the original cell energies. This is then subtracted from the original cell energies to give kinematics for the
R = 0.4 jets. The average subtracted energy normalized by the area of the jet reconstructed jet, as a function
of the energy in the forward calorimeter is shown in Fig 4.9. It can be seen that in the barrel region for
In| < 0.1, R = 0.4 jets have a background that is approximately 300/(m x 0.4%) ~ 150 GeV. Figure 4.10

shows an ATLAS event display for a heavy ion collision with a reconstructed jet.

4.5 Jet Calibration for Heavy Ion Collisions in ATLAS

The hadronic shower (jet) has both electromagnetic and non-electromagnetic components that interact with
the calorimeter material differently. Thus the energy response of the calorimeter for these components

is different (this is called a non-compensating calorimeter [189]), and hence, calibrations are required to
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correct the reconstructed jet kinematics. These take into account features of the detector, the reconstruction

algorithm, and jet fragmentation and include the following [190]:

Origin Correction: This correction ensures that jets point back to the primary vertex and not the

nominal center of the detector.

MC based Calibration: This is a MC based correction that depends on the comparison between the

energy and pseudorapidity of the reconstructed jet and the corresponding matched truth jet.

In situ+Cross Calibration: This calibration is based on the differences between data and MC as
described by a well-measured object like a photon or Z boson [191, 192]. This poses a challenge for heavy
ion collisions because unlike in pp collisions, there simply aren’t enough statistics for these objects. Here the
cross-calibration procedure accounts for differences in the jet reconstruction procedure in heavy ion collisions
and pp collisions, and enables the usage of the in situ corrections from pp collisions.

The validity of the jet reconstruction and calibration procedure can be tested by evaluating the jet energy
scale and jet energy resolution. These are the mean and width respectively of the jet response distribution
that is given by pi° /piuth in MC, where pie® is the reconstructed jets transverse momentum, while piuth
is the transverse momentum of the corresponding “truth” jet. This is shown in Figure 4.11.

The JES is seen to be almost unity within 1%. across a broad kinematic range. The JER is smaller for

jets with higher transverse momentum, and depends on centrality. It is the largest in central collisions and
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Figure 4.11: The Jet Energy Scale (left) and Jet Energy Resolution (right) as a function of pi*". Both are
for jets with |y| < 2.8. The different curves are for pp and varying Pb+PDb centrality. Figures from Ref. [116].

gets better for more peripheral collisions. The JER can be fit to the form [167]:

o[AET] a b
E:crrue = \/EW ® Ert[gue ©c (4'4)

where a and c are related to the detector response. The b term describes the underlying event fluctuations
and depends on centrality. The large underlying event in central collisions results in the JER being the
largest in that centrality interval.

The 1 and ¢ position resolution of the jet can be derived via a similar procedure and is shown in

Figure 4.12 as a function of the pfFuth,
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Chapter 5

ANGULAR CORRELATIONS
BETWEEN TRACKS AND JETS

5.1 Overview

Measurements of jets in heavy ion collisions are powerful tools to determine the properties of the quark gluon
plasma by measuring the modification of jet production and fragmentation after the jets have traversed the
hot QCD matter. As discussed in Section 2, jets with large transverse momenta in central lead-lead (Pb+PDb)
collisions at the LHC are measured at approximately half the rates in pp collisions when the nuclear overlap
function of Pb+Pb collisions is taken into account [116, 137, 148, 149, 159, 193]. Back-to-back dijet [142,
144, 146] and photon-jet pairs [145, 194] are observed to have less balanced transverse momenta in Pb+Pb
collisions compared to pp collisions. Jet shape measurements in the pp and Pb+Pb collision systems have
shown a broadening of the jets due to the QGP [160, 195-197], and jet fragmentation functions in Pb+Pb
collisions are modified with an excess for low and high momentum particles and depletion of intermediate
momentum particles inside the jet compared to pp collisions [151, 169, 173, 198]. Particles carrying a large
fraction of the jet momentum are generally closely aligned with the jet axis, whereas low momentum particles
are observed to have a much broader angular distribution extending outside the jet [117, 146, 157, 199]. All
these studies have suggested that the energy lost via jet-quenching is being transferred to soft particles
around the jet axis via soft gluon emission [98, 158, 162, 200-203] and investigating the radial distribution of
particles as a function of transverse momentum has the potential to provide further insight into the structure

of jets in the QGP. This can help provide information on not only how the jet is affected by the plasma, but
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also how the plasma is affected by the jet.
This thesis presents charged-particle pp distributions around the jet axis as shown in Figure 5.1. The

measured yields are defined as:

r=R Jet axis

(jet cone)

r<R
1 (in cone)

r>R
(out of cone)

Figure 5.1: A schematic showing the distribution of tracks inside and outside a jet cone of radius R.

o 1 l dnch (PT, 7")
]vjet A de

D(pr,r) ; (5.1)

where r = \/An? + A¢? is the angular distance from the jet axis and Nje is the number of jets in consid-

eration. A = m(r2,, —2,,) is the area of an annulus around the jet axis with its inner and outer radii 7y;in
and rmayx respectively and ne, (pr, ) is the number of charged particles with a given pr within the annulus.
The boundaries of the annuli are given by: 0.0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8. The

ratios of the charged-particle yields measured in Pb+Pb and pp collisions,

D(pr,7)ppypp
= - '2
RD(PT#") D(pT’T)pp ? (5 )

quantify the modifications of the yields due to the QGP medium. Furthermore, the differences between the

D(pr,r) distributions in Pb+Pb and pp collisions,

56



AD(pr,r) = D(pT,r)Pb+Pb — D(pr, r)pp, (5.3)

allow for measuring the absolute differences in charged-particle yields between the two collision systems.

The following sections describe all details of this analysis as follows:

The datasets and event selection criteria used for this analysis are discussed in Section 5.2

The cuts and corrections applied in the analysis procedure are discussed in 5.3

The various sources of systematic uncertainties and their sizes are discussed in 5.4

e The results of this analysis are described and interpreted in 5.5

5.2 Datasets and Event Selection

The Pb+Pb and pp data used in this analysis were recorded in 2015. The data samples consisted of 25 pb~*
of \/s =5.02 TeV pp and 0.49 nb~* of /5.7 = 5.02 TeV Pb+Pb data.

Events in both the pp and Pb+Pb samples were selected by the ATLAS Trigger system discussed in
Chapter 4. The general scheme is to identify events using the Level 1 (L1) triggers, and pass them as
“seeds” to the High Level Trigger (HLT). In Pb+Pb, the selection was based on the L1 Total Energy trigger,
L1_TE50 that identified events with at least 50 GeV in the calorimeter system. These events were passed
to the HLT, where the HLT_j75_ion_L1TE50 used an online jet reconstruction algorithm to select on jets
above 75 GeV. In pp, the event selection was done using a L1 jet trigger, L1_j20, that used a simple sliding
window algorithm to find jet candidates with a pjft > 20 GeV. These were then used as seeds to the HLT,
where the HLT_j85 trigger further selection on jets with plﬁt > 85 GeV. The performance of the jet triggers
in 2015 is described in Refs. [204, 205] and the trigger efficiency is shown in Figure 5.2. This analysis then
further selected jets with pj{ft > 100 GeV, thus ensuring a fully efficient trigger selection.

In addition to the jet triggered samples described above, a Minimum Bias Pb+Pb data sample was also
recorded. This was triggered based on a logical OR of the total energy trigger with a threshold of 50 GeV
and the ZDC coincidence trigger was used as part of the MC overlay procedure

In both samples, events were required to have a reconstructed vertex within 150 mm of the nominal IP
along the beam axis. The pileup was negligible in the Pb+Pb while the pp data was collected in low pileup

mode, where the average number of interactions per bunch crossing in pp collisions ranged from 0.6 to 1.3.

o7



> 1.2
2 [ ATLAS Internal  pp 2015, 26 pb* V5= 5.02 TeV] s
N ] SL2r
:8 - R g [ ATLAS Preliminaryys =5 Tev Pb+Pb 2015 |n|<3.2_]
= C 1 b o N
i} r ] H l
0.8 4 g
L B S
L ] 038 ]
0.6— —
[ anti-k""™ R=0.4, p|<2.8 ]| 06 B
L —— HLT j20 7 _ —
0.4~ —-a— HLT |30 ] —HLTjetp_ >40 Gev|
[ e AcT }ég ] 04 — HLT jet p, > 50 GeV]|
0.2 o HIE¥ }6738 7 — HLTjet p, > 60 GeV|
L ‘ ‘ +‘ HLT ]85‘ 1: 0.2 — HLTjet b, >75 cevl
050" 060 80 100 120 140 Z | —wrep >imes
0 - 1

Offline jet P, [GeV] 80 00

0 149

Offline jet P, [GeV]
Figure 5.2: Jet trigger efficiencies for (left) pp and (right) 0-80% central Pb+Pb collisions at 5.02 TeV for
R=0.4 offline jets. The broader turn-on of the jet trigger in Pb+Pb compared to pp collisions is caused

by significant differences between the HI jet trigger reconstruction algorithm used at the time of the data
taking and the current version of the offline reconstruction software. Figure from Ref. [206]
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Figure 5.3: The number of 2015 pp (left) and Pb+Pb (right) events used and rejected by various event
quality cuts.

Only events taken during stable beam conditions and satisfying detector and data-quality requirements that
include the detector subsystems being in nominal operating conditions were considered. The total number
of pp and Pb+Pb events entering the analysis, along with the with rejection power of various event quality
cuts is shown in Figure 5.3. Some of these events are rejected by multiple cuts. “Rejection by centrality”
indicates the number of events outside the 0-80% centrality bin.

The centrality intervals used in this analysis were defined according to successive percentiles of the S EXC2!
distribution obtained in minimum bias (MB) collisions, ordered from the most central (highest X EXa!) to
the most peripheral (lowest SEXC2!) collisions: 0-10%, 10-20%, 20-30%, 30-40%, 40-60%, 60-80%.

The pp Monte Carlo (MC) used a set of 1.8 x 107 5.02 TeV hard-scattering dijet pp events generated

with POWHEG+PYTHIAS [207, 208] using the A14 tune of parameters [209] and the NNPDF23LO PDF set
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[210]. The Pb+Pb MC was generated by overlaying the additional sample of MB Pb+Pb data events on a
separate set of 1.8 x 107 5.02 TeV hard-scattering dijet pp events generated with the same tune and PDFs
as the pp MC. This “MC overlay” sample was reweighted on an event-by-event basis such that it had the
same centrality distribution as the jet triggered sample. Another sample of MB Pb+Pb events was generated
using HIJING (version 1.38b) [211] and was only used to evaluate the track reconstruction performance. The
detector response in all MC samples was simulated using GEANT4 [212, 213]. These MC samples were used
to evaluate the performance of the detector and analysis procedure and correct the measured distributions
for detector effects.

The time dependence of the underlying event (a core part of this measurement) was tested by dividing
the data and MC into three data taking periods with approximately equal number of events in each period.
The underlying event determined for each period compared to the nominal underlying event evaluated for

the entire dataset is shown in Figure 5.4, and it can be seen that it is stable throughout the data taking

period.
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Figure 5.4: Stability of the underlying event for three different periods of the data taking. The different
curves indicate the ratio of the underlying event in each period of data taking to the underlying event
determined in the entire dataset.

5.3 Basic Cuts and Corrections

A description of the analysis procedure to reconstruct the D(pr,r) distribution, along with the derivation

and application of the various corrections is presented in the following sections. The analysis structure is
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Figure 5.5: The diagram presents various corrections and cuts that are applied during the analysis.

illustrated by the diagram in Figure 5.5 where each part of the analyses is described in a separate subsection

and can be summarized as follows:

e Jet selection

Track selection

e Track momentum correction

Fake rates

Tracking efficiency

Underlying event subtraction of tracks

e Unfolding

5.3.1 Jet Selection and final energy calibration

Since the Inner Detector (ID) covers the |n| < 2.5, the analysis can only be performed for jets within the
pseudorapidity interval of || < 1.7 to have the entire r = 0.8 cone under investigation fully covered by the

tracking detector. In both collision systems, jets are measured with p’ft between 126 GeV and 316 GeV in
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Figure 5.6: The ratios of the jet spectra with no isolation to that with isolation in the kinematic range of
interest for Pb+PDb collisions, in all centralities. The isolation requirement rejects less that 0.1% of jets, and
has almost no impact on the final measurement.

following four successive intervals: 126-158, 158-200, 200-251, and 251-316 GeV. The pjft cut is chosen so
as to exclude the contribution of “UE jets” generated by fluctuations in the underlying event. This binning
is also used in previous heavy ion jet measurements such as Ref. [151].

Truth jets were associated with the nearest reconstructed jet using the matching of AR < 0.2 for the
performance study and to build response matrices for the unfolding procedure. The same AR matching
criteria were employed in previous ATLAS HI jet analyses and are justified by a detailed performance
study [185]. To prevent nearby jets from distorting the measurement of D(pr,r) distributions, jets are
rejected if there is a neighboring jet with higher qu?t within an angular distance of AR < 1.0. The isolation
cut removes approximately 0.01% of jets (see Figure 5.6), and has almost no impact on the final measurement.

No correction for the jet reconstruction efficiency is necessary, as the analysis is performed in the jet pr
region where the jet reconstruction is fully efficient [111]. The jet energy measured in the calorimeter can be
affected by the presence of dead cells or cells with a bad response, by noise spikes in the hadronic end-cap
or the EM calorimeter, and by out-of-time energy deposits from cosmic rays and beam backgrounds. In the
pp analysis, these bad jets are removed via a set of standard recommended cuts. The rate of these jets in
the kinematic region of interest (100-316 GeV) is less than 0.5%. This cleaning procedure is not applied
in Pb+Pb collisions because it is incompatible with the heavy ion jet reconstruction procedure, and also
because the low luminosity ensures noise bursts are negligible. This is standard procedure for all heavy ion

jet analyses.
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5.3.2 Track selection

The track selection cuts used here follow the cuts used in [151]. These provide a low level of fake tracks and
a track reconstruction efficiency that is independent of the pr of the jet the track is associated with.
The cuts used here are the “tight” cuts as described in Ref. [214] and were utilized in previous HI jet

fragmentation measurements. The default tracking cuts used both in pp and Pb+Pb analysis are:
e track pr > 1 GeV
e track |n| < 2.5
e tracks should have at least 9 silicon hits in |n| < 1.65
e tracks should have at least 11 silicon hits in || > 1.65
e tracks should have at least 1 hit in IB-layer + B-layer.
e tracks should have a IB-layer hit if it is expected, that is, if the track passed an active module.
e tracks should have a B-layer hit if it is expected and IB-layer hit is not expected.
e tracks should have less than 3 holes in silicon detectors.
e tracks should have 0 holes in pixel detector.

e impact parameters of track with respect to primary vertex: |do| < 0.47e(=0-15PT) 10.19¢(3-4E~4PT) mm,
|20 * sinf] <1.0 mm. The recommended values are |dg| < 1.5 mm for tracks with pr < 10 GeV and
|do] < 0.2 mm for tracks with pyr > 10 GeV. This was chosen to guarantee a smooth behavior of the

dop parameter as a function of track momentum.

e All tracks with p® > pi + \/(3 x oyEr(PE))? + (3 X orur(pF))? are rejected from the analysis,
where the TMR stands for track momentum resolution. The purpose of this cut is to be consistent
with previous fragmentation measurements [151]. It has minimal impact on this analysis because the

analysis is restricted to tracks below 63 GeV and jets above 100 GeV.

A tighter tracking selection is used for systematic studies (“tight+” cuts). These cuts include all of the
default cuts plus a 30 cut on the significance of the dy and zgp sin . Figures 5.7-5.9 shows comparisons of the
data and MC tracking quantities in pp and Pb+Pb collisions, respectively, for different track pr intervals. It
can be seen that the MC describes the data well. A 20% discrepancy is observed for low impact parameters.

The discrepancy is present far from the values of corresponding tracking cuts. There is a small shift in
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Figure 5.7: Track quantity comparison between data (points) and MC (yellow histogram) in pp collisions.
Tracks are selected to have 4.2 < pffh < 10 GeV. Below each direct data and MC overlay is the corresponding
data to MC ratio. The quantities compared are: average number of pixel hits as a function of n°* (top left),
average number of SCT hits as a function of 7" (top right), and number of tracks, N, normalized dy
(bottom left), and zsin @ distributions (bottom right). Figure from Ref. [206].

the z0 distribution in the MC samples. This difference is caused by the allowance of a small difference in
the z position of the primary vertex in the MC overlay procedure. However this has negligible impact on
the analysis as the overall quality requirement on the pointing parameter in the 20 is 1 mm. Furthermore,
Figure 5.9 shows the same comparison for high pr tracks. All the comparisons of distributions show the same
qualitative features as seen at lower pr with improving pointing with increasing track pr. The comparison
of the reconstructed p§! with the generated kinematics for tracks passing these cuts is shown in Figure 5.10.

Figure 5.11 presents the impact of individual tracking requirements in terms of the ratio of the number
of tracks that pass given cut and the total number of reconstructed tracks in pp MC. This is shown as a
function of track pseudorapidity in two different track prt intervals and as a function of track pr in two
different pseudorapidity intervals. The highest rejection for low pr tracks is provided by the cut on dj

pointing. At high pr the dominant effect is seen from the requirement on the number of silicon hits.
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Figure 5.8: Track quantity comparison between data (points) and MC (yellow histogram) in 0-10% central
Pb-+Pb collisions. Tracks are selected to have 4.2 < p$? < 10 GeV. Below each direct data and MC overlay
is the corresponding data to MC ratio. The quantities compared are: average number of pixel hits as a
function of 7" (top left), average number of SCT hits as a function of 7" (top right), track dy (bottom
left), and track zpsin 6 (bottom right). Figure from Ref. [206].
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Figure 5.9: Track quantity comparison between data (points) and MC (yellow histogram) in Pb+Pb collisions
inclusive in collisions centrality. Tracks are selected to have 60 < p$* < 200 GeV and to originate from jet
with pr in the interval from 251 to 316 GeV. Below each direct data and MC overlay is the corresponding
data to MC ratio. The quantities compared are: average number of pixel hits as a function of 7" (top
left), average number of SCT hits as a function of n°* (top right), track dy (bottom left), and track 2o sin 6
(bottom right). Figure from Ref. [206].
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Figure 5.10: (left) Comparison of the generated and reconstructed track pr as a function of ntt;ﬁth for
trk, Truth . . . . trk trk, Truth
five track pr. selections. (right) Track momentum resolution as a function of 7., for five p

selections. Both plots are for pp MC. All tracks shown in this plot have passed the 2015 default tracking
cuts defined in this section. The pr in the legend corresponds to the bin centers in the following track pr
bins: 1.3 - 1.8 GeV, 5.6 — 7.5 GeV, 13.3 — 17.7 GeV, 56.1 — 74.8 GeV, 99.7 — 132.9 GeV, 177.2 — 236.2 GeV.
Figure from Ref. [206].

Similarly, Figure 5.12 presents the impact of individual tracking requirements in Pb+Pb MC. The difference
between the impact of individual cuts can be attributed to a different setting of the tracking algorithm and
to the overall increase of the track multiplicity as the number of rejected tracks does not linearly scale with
the multiplicity that enters the denominator.

The primary particles’ used in this analysis have a mean lifetime 7 > 0.3 x 107!° s and are either directly
produced in pp interactions or from subsequent decays of particles with a shorter lifetime. They are required
to have their barcode in the range 0 — 200000. Of these, particles with barcode < 10000 are coming from
Pythia, while the remaining are from HIJING. Particles with barcodes above 200000 are secondaries, and
come from weak decays of A, Kg, =, X,  and from particles created in interactions with the material.
Strange baryons are included: ¥— (PDG ID 3112), ¥+ (PDG ID 3222), =— (PDG ID 3312), Q— (PDG ID
3334).

5.3.3 Track momentum correction

Specific corrections are needed for track momentum in 5.02 TeV pp and Pb+PDb data to account for a miss-
alignment introduced in the track reconstruction. The sign charge dependent momentum scale shift was
observed in pp data when the transverse momentum of muons reconstructed using muon spectrometer was
compared to the transverse momentum of muons from the inner detector. The difference as a function of

muon momentum in Pb+Pb data can be seen in Figure 5.13. The correction to track pr as a function of

1Primary particles are defined as particles with a mean lifetime 7 > 0.3 x 10719 s either directly produced in pp interactions
or from subsequent decays of particles with a shorter lifetime.All other particles are considered to be secondary.
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Figure 5.11: The impact of each cut applied individually in the pp MC to the starting collection of tracks,
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track pr for two different pseudorapidity intervals (bottom). The final combination of all cuts is shown as
well. Figure from Ref. [206].
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track n and track ¢ is applied through sagitta bias maps introduced in Ref. [215].
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Figure 5.13: Comparisons of track momentum scale of positive and negative muons reconstructed using
muon spectrometer and inner detector. The muon traverse momentum evaluated from muon spectrometer
(MC) is compared by that evaluated using the inner detector (ID) and the relative scale is normalized by
the momentum that uses both detectors. Figure from Ref. [216].

5.3.4 Track reconstruction efficiency

The tracking reconstruction efficiency is defined as the ratio between the number of primary truth charged
particles that are reconstructed and the total number of primary truth charged particles in the given pr and
7 bin. It is evaluated using MC tracks, where tracks are required to pass all the tracking cuts imposed on
the data.

Matching between the reconstructed and the truth track is done via a cut on mcpon. This is defined
as the probability that a reconstructed track matched to a truth track actually was a truth track. It is

calculated as:

]-ONC'Omm()I] + 5N§%I%m0n + N%%ﬂ%mon
pix
track track track
IONpix + ONGET + NpRT

(5.4)

MCprob =

where N§™™M°™ are the number of hits in detector X in common between the truth and reconstructed track.
N'rack i the number of total hits in the reconstructed track.

Tracks with mcpron > 0.3 are associated with the truth track and those with a lower value are not and
are classified as fake tracks. The choice of mcpon = 0.3 is based on the recommendation from the ATLAS
tracking group and was used in [217]. The sensitivity of the measurement on the value of the mcp,op, cut is

included in the systematic uncertainties.
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Figure 5.14: Efficiency for reconstructing tracks evaluated using the default tracking selections in different
track 7 bins in the Pb4+Pb MC overlay samples. Each panel is a different centrality bin.
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Figure 5.15: Efficiency for reconstructing tracks evaluated using the default tracking selections in different
track 7 bins in the pp MC samples.

In MC samples, the “track barcode” classifies reconstructed tracks to different classes based on the origin
(primary, secondary, pileup, beam halo, fake). We require 0 < barcode < 200000 in evaluation of the tracking
efficiency to remove pileup, beam halo, secondary particles, and fake particles. Reconstructed tracks that
do not have a matched truth track with given mcp.o1, are labeled all together as fake tracks. The tracking
cuts need to provide both good efficiency for generator level tracks and to adequately reject fakes.

The final efficiency corrections applied were determined and applied as a function track pr and track 7,
and can be seen in Figures 5.14-5.15 for pp and Pb+PDb collisions. No significant dependence on the collision
centrality is observed. The efficiency exhibits a small, but monotonic increase with the track pr. Only a
small variation with the track 7 is observed in the region |n| < 1.1. The efficiency correction is applied on a

track-by-track basis, assuming p$t = p{fu*h. While that assumption is not strictly valid, the efficiency varies
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Figure 5.16: Efficiency for reconstructing tracks evaluated using the default tracking selections in different
jet pr bins and jet rapidity interval |y| < 0.3 in the Pb+Pb MC overlay samples. Each panel is a different
centrality bin.

sufficiently slowly with p&futh that the error introduced by this assumption is negligible, up to 1%. The

tracking efficiency determined in Ref. [151] was not seen to be dependent on p’ft for p$* < 40 GeV as can
be seen in Figures 5.16-5.18. The small depletion of the efficiency for tracks with pr ~ 10 — 40 GeV was
attributed to the convolution of how jet fragments and with the performance of the track reconstruction in

the dense core of the jet [151].

5.3.5 Fake rates

Reconstructed tracks that cannot be matched to a primary particle in the MC samples or are matched to a
secondary particle are considered to be “fake” tracks. The rate of these tracks was evaluated and extensively
studied in Ref. [151] in the pp, Pb+Pb HIJING MC, and in Pb+Pb MC overlay samples. The MC overlay
sample is used to crosscheck the fake rate at higher pr, but is not used for any corrections. It was shown
that as the pCTh approaches the p’{ft the fraction of fake tracks increases due to the steeply falling spectra
of generator level tracks. Figures 5.19 and 5.20 show the fraction of tracks that are identified as fakes,
secondaries, or part of UE in case of Pb+Pb collisions as a function of p§' for selections in p’;tin pp and
Pb+Pb collisions, respectively. The rate decreases with pS" up to approximately 10 GeV and then remains
constant until p§' approaches pil?t where the rate increases again. In Pb+Pb collisions, the “fake” rate also
includes tracks which are from the underlying event from the real collisions into which the jet is overlaid.

The rate of these underlying event tracks increases with decreasing p$! and increasing collision centrality.

70



y

T > >
2 0-10% 2 F10-20% 2 F20-30%
Bo.9sf L0.95F E Loosf E
& & &
ot M et WM‘*‘ Hosf M
e
0.85F @_H_-r.!- E 0.85F _E,H:P.!- E 0.85F ﬂ_—u:ﬂ' 4
o - o=
0.8k X . E 0.8 E 0.8fF B
ATLAS Simulation 126 <p™ < 158 GeV
07EInternal E o7sF T E o07sf E
_ —— 158 < p*' <200 GeV
07f-Pb+Pb {8, =5.02 TeV 3 o7k T 3 07F 3
06570.3D<y19‘<0.80 E oo —¥— 200 <p]" <251 Gev 3 .3 E
' Default 251<p" <316 GeV ’
o 1‘0 1(‘)Z o 1(‘) 11‘)Z % 1‘0 1(;2
Py [GeV] Py [GeV] Py [GeV]
> > >
2 F30-40% 2 F40-60% 2 [60-80%
-Bo.9sf E o0.95F Bo.gsf
& £ &
"ost M Yook M o ook M‘p
0.85F #a"' 0.85fF _B:nﬂ" h 0.8sf @-ﬂ.ﬂﬂ'
£ £ L]
0.8 E 0.8 0.8
075 E 0.75F 075
07f E 07f 07f
065F B 065fF 065
o 1 1 o 1 1 o 1 1
1 10 10° 1 10 10 1 10 10°
Py [GeV] Py [GeV] Py [GeV]
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The contribution from UE is negligible for tracks with pr above 10 GeV as no centrality dependence is seen.
The Figure 5.20 excludes the very low pt region where the distribution would be completely dominated by
the UE. The size of the UE is then presented further in Figure 5.29. To separate the contribution of UE
tracks (see section 5.3.6) from the fake tracks in Pb+Pb collisions and cross-check the centrality dependence
of the fake rate, 200,000 MB Pb+Pb fully reconstructed HIJING MC [211] events were used. The HIJING
MC generator is capable of simulating global properties of HI collisions. The estimated fake rate of tracks
associated with jets with pr > 40 GeV is at the level of 1% and it exhibits similar behavior as observed in
Figure 5.20. No significant dependence of the fake rate on the collision centrality was found [151].

To correct for the contribution from fake and secondary particles, charged particle distributions are
estimated using reconstructed tracks that do not have a truth match as defined by criteria described in
previous paragraphs. These distributions are then subtracted from the measured distributions both in the
data and MC. This procedure is applied for tracks above 10 GeV in Pb+Pb collisions and for tracks above
1 GeV in pp collisions. The correction also removes any residual UE above 10 GeV in case of Pb+Pb. The
choice of the 10 GeV cut is based on the centrality dependence of the rate of truth-unmatched tracks in MC
overlay samples shown in Figure 5.20. The correction for UE, fake and secondary tracks below 10 GeV in

Pb+Pb collisions is discussed in the next section.

5.3.6 Underlying event subtraction of tracks

Charged particles from the nucleon-nucleon scatterings that are not associated with the hard scattering in
question constitute a background to the D(pr,r) distributions that needs to be subtracted from the measured
distributions. This background strongly depends on the collisions centrality and on the charged particle pr.
In the measurement of the inclusive jet fragmentation functions it was found that the UE contribution is
negligible for charged particles with pr > 10 GeV [151]. This can be seen in the centrality dependence of
the combined rate of fake and underlying event charged particles shown in Figure 5.20 where no significant
centrality dependence is observed for track above 10 GeV.

In pp collisions, the UE is not subtracted. The pileup contribution is negligible and subtracting the
intrinsic UE from the hard scattering processes would also necessitate a similar subtraction in the particle
level fragmentation functions in Pb+Pb that would be generator dependent and make comparisons between
pp and Pb+Pb non-trivial.

In Pb+Pb collisions, the UE from the soft processes is estimated using two independent methods. The
“Map method” is nominally used for the analysis while the “Cone method” is used to provide a systematic

uncertainty. The former uses charged particle distributions of dN,/d¢dn(cent, pr,d¥q,) in MC overlay
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Figure 5.19: Fake rate for five different pll?t selections in 5.02 TeV pp collisions and four pseudorapidity
intervals. The fake rate is evaluated for default value of mcpyo1, cut of 0.3 used in 2015 analysis. Figure from
Ref. [206].
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Figure 5.21: Fake rate for six different centrality intervals in 5.02 TeV Pb+Pb HIJING MC collisions. The
fake rate is evaluated for default value of mcpon = 0.3 in 2015 analysis.
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events, while the latter evaluates the underlying event on an event-by-event basis using a grid of cones.

Map Method

In the "Map Method”, n — ¢ maps of the average number of UE charged particles in a given annulus around
a jet (nghEMap) are determined in MC overlay events using tracks without a truth match. The maps are
filled as a function of the distance from the jet, pj;t? e, ¢i°t, angle of the jet to the reaction plane’ dW.,,
pr and centrality.

Examples of the these distributions for three different annuli (0-0.05, 0.25 — 0.30, 0.60-0.70), in the d¥
interval of 0.80 — 1.00, for six collision centrality classes and for 1-1.6 GeV particles in 126 — 158 GeV jets are
shown in Figure 5.22. The number of UE particles associated with a jet decreases with size of the annulus,
decreasing centrality, increasing track pr and increasing distance to the reaction plane.

The underlying event is then estimated by convoluting the nglEMap distributions with the 9jet, Pjet, and
d¥;e distributions of jets. The UE estimated by this method in MC consists of tracks without a truth

match, and hence is the “true” underlying event by definition. This UEMC

can then be used to correct any
correlations between the underlying event as determined by the cone method and the JER (discussed in
later sections). The UE normalized to unit area, as a function of AR with respect to the jet axis is shown in
Figure 5.23 for the lowest track pr interval where the UE contribution is the largest. The two distributions
are the UE with and without secondary particles. The UE strongly decreases for more peripheral collisions
and for increasing track pr. Little radial dependence is seen when the secondaries are not included. A
small effect is expected because there is an enhancement in the number of jets at mid rapidity, along with
a decrease in the UE yield as a function of 1. Since the secondaries are generated by primary PYTHIA

particles, the enhancement is expected towards the jet core, where there is a higher multiplicity of primary

particles.

Cone Method

The cone method uses a regular grid of 9 cones of size R = 0.8 covering the full inner detector region (shown
in Figure 5.24). The size of the cone corresponds to the radial phase space being investigated (0.8 in this
case). Cones within a distance of dR = 1.6 to a reconstructed jet are excluded if pjTet > 90 GeV. They are
also excluded if they contain a track with pt > 10 GeV. The 10 GeV was cut was chosen based on the small
centrality dependence of the combined rate of fake and underlying event tracks above 10 GeV as shown in

Figure 5.21. The fraction of events as a function of number of cones used in each centrality bin is shown in

2The reaction plane angle ¥ is determined on an event-by-event basis by a standard method using the ¢ variation of
transverse energy in the forward calorimeter
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Figure 5.23: UE estimated from tracks which do not have an associated truth particle in jet with pr from
126 to 158 GeV and for the lowest track pr interval (1-1.58 GeV). The two different distribution shows the
UE with and without the contribution from the secondary particles.

Figure 5.25. It can be seen that in the MC the number of cones used is consistent with there being no jet
quenching. This is as expected since the jets in the Pb+Pb MC overlay are coming from PYTHIA and are
unquenched. Moreover, quenching in central Pb+Pb data leads to only one jet causing exclusions, consistent
with most events using 7 cones. For more peripheral Pb+Pb collisions, the cone distribution tends to look

like the distribution with no quenching.

The resulting UE charged particle yields dn}fhEcone / dp%«h are evaluated over the 1 — 10 GeV range as a

function of pp pjTet centrality, and r, and then averaged over all cones according to.

dnFCme 1 LANG (i o ) (55)
deTh Neones € Achh .

Here Ncones is the number of background cones associated with a given jet with pift AN is the num-
ber of charged particles summed across all background cones associated to the jet in question. The cone
method estimates the UE yields only from events containing jets included in the analysis, ensuring that the
background automatically had the correct distribution of centralities within a given centrality bin.

The UE contribution as measured using the cone method in data needs to be further corrected for three
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Figure 5.24: Tllustration of the cone method to estimate the underlying event. Cones numbered 3, 6, and 7
are excluded based based on the jet shown in red.
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Figure 5.26: Ratio of the N} ¢ distributions with and without the correction for (left)  dependence and
(right) elliptic flow in the most central 0-10% Pb+Pb collisions, evaluated with a subset of the data (70k
events). Figures from Ref. [206].

effects:

Correction for n-dependence: To account for differences in the yields of UE particles at the position
of the jet and at the position of the track for the random cone entering the UE estimate, the n distribution
of charged particles from MC overlay events is used to appropriately weigh the UE tracks. The correction
is then the ratio of the value of the dn,/dn at the position of the jet and the track. The impact of the

correction in 0-10% Pb+Pb collisions is shown in Figure 5.26a

Correction for flow: Elliptic flow is the characteristic sinusoidal modulation of the yields of particles
along the azimuth in heavy ion collisions. The maximum amplitude of the modulation determines the
reaction plane, with more momenta being measured in plane than out of plane. Ref. [59] provides a basic
measurement of the magnitude of the elliptic flow, and its pr dependence. The correction for this effect
was based on a parametrization of the p%hand centrality dependence of previously measured elliptic flow
coefficients, vs [59]. The reaction plane angle ¥ is estimated on an event-by-event basis by using the ¢
variation of transverse energy in the forward calorimeter. The correction factor is evaluated as a function of
the distance of the jet from the reaction plane cos 2(¢°® — ). The correction is less (greater) than unity for
jets in a direction perpendicular (parallel) to the reaction plane. Jets perpendicular (parallel) to the plane
typically have a lower (higher) UE, and a cone at a random position in the ID is corrected down (up). The
size of the correction is at the level of a few percent, and decreases with increasing track pr, as is shown in

Figure 5.26b
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UE and JER correlation: The interplay between the UE and the JER will be described here is discussed
in further detail in Ref. [218]. Due to the steeply falling nature of the jet pr spectra, the smearing due to jet
energy resolution leads to a net migration of jets from lower pr to higher pr values (hereafter referred to as

“up-feeding”) such that a jet reconstructed with a given pif® will correspond, on average, to a lower truth jet

T, <p¥“th>. The up-feeding was observed to induce in the MC a difference between the UE yields determined
using the MC overlay events and the actual UE contribution to reconstructed jets. The magnitude of this
difference was found to be centrality dependent and exhibited a weak pr dependence. That difference was
found to result from intrinsic correlations between the UE contribution to the yield of particles measured
inside the jet and the MC pr shift, Apjft = piec — piuth  In particular, jets with positive (negative) Aqu?t
were found to have an UE contribution larger (smaller) than jets with Apiﬁt ~ 0.

To correct for this effect, the centrality-, pr-, r— and pSt-dependent multiplicative correction factors were

URCone

applied on dng, /dpSt distributions. These multiplicative factors, wyg, were estimated as a ratio of UE

distributions calculated in MC samples using the ”Map method”, D(pr,r) s+ and the ”Cone Method”.

angE™™ japsp

(5.6)
dnYEC" /dpeh e

WUE (pT) =

Examples of these factors are shown in Figure 5.27. The correction by construction corrects also for fakes and
secondary contribution in the track pr region 1-10 GeV in Pb+PDb collisions. The size of these corrections
integrated over r = 0.4 is comparable to the UE-JER correction done in [151].

The absolute magnitude of the correction increases towards the higher track pr in the jet core where the
UE is smaller. This behavior has two contributions: the intrinsic correlations between the UE contribution
to the yield of particles measured inside the jet and the MC pr shift as it was discussed earlier, and the
correlation of production of secondary particles with the jet. The production of secondary particles is
associated with presence of primary particles. Thus, the production of secondary particles is enhanced in
the jet due to the higher density of primary particles compared to the regions outside a jet. This was
shown in Figure 5.23 where the UE evaluated in term of particles without matching to truth particles in MC
with and without the contribution from secondary particles is presented and where the yield of secondary
particles is significant only at smaller dR, that is, within a jet. Figure 5.23 also shows that the relative
yield of secondary particles to the yield of the UE particles is increasing with decreasing collisions centrality.
Furthermore, the relative contribution of secondary particles to the UE increases with the track pr as the

fraction of the secondary particles decreases only slowly with the increasing track pr (Figure 5.20), however,
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Figure 5.28: The difference between the cone method and the map
Pb+Pb collisions, in 126-158 GeV jets, 1-1.6 GeV tracks.
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the UE decreases strongly with the increasing track pr (Figure 5.29). This results in lower UE contribution

As shown in Figure 5.28, the two UE estimation methods give almost identical UE at angles outside the

strongly depends on the centrality.

R = 0.4 jet as the role of the two effects discussed here decreases. The difference between the methods varies

slowly with p’{ft and track pr, with a small centrality dependence coming from fact that the underlying event

For pr > 10 GeV and in pp system fake contribution is corrected as described at the beginning of Sec-

as follows

sub
dnip

h
dpT

meas
_ dng

h
dpt

— wyg(pr)

yECone
dng,

meas UE+fake
dngy B dn g,

tion 5.3.4. The corrected UE distributions, dnng“ake /dpt are then subtracted from measured distributions

ch

de

Data

h
dpT

5.7
dpst (51)

The impact of the underlying event and fake track subtraction on the D(pr,r) distributions is shown in

82
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Figure 5.29: Ratio between the raw D(pp,r) distributions before and after the UE subtraction in different
centrality classes and different jet pr intervals for different distances from the jet axis: 0.05 < r < 0.10,
0.15 < r < 0.20, 0.25 < r < 0.30, 0.60 < r < 0.70.

and the largest annulus. In the most extreme case the S/B ratios can be as low as 1/100. The size of the
correction decreases rapidly with increasing track pr, decreasing centrality and towards the core of the jet.
In pp collisions the magnitude of the fake track subtraction is always much less than 5%.

The basic performance of the UE subtraction was tested in the MC overlay dataset. This closure test was
performed using the MC overlay sample that has the same UE as in the data and will be discussed in the
next subsection. The truth Rppy ) distributions were compared to fully corrected Rppp ) distributions
where the UE contribution is subtracted by the same method as used in the data (see Figure 5.41a). From
the above mentioned tests we concluded that the UE subtraction procedure is correct and works well. The
UE estimate is subjected to a variation as part of the systematic uncertainties. For the pp data, we have

not performed any UE subtraction.
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5.3.7 Unfolding

Unfolding procedures are used to remove Instrumental effects like detector resolutions and allow for direct
comparisons to theory calculations [219]. This is done via the approach based on Bayes theorem that is
implemented in the RooUnfold package and uses “response matrices” [220]. These matrices are multidimen-
sional object that created using the MC and describe the migration between the reconstructed quantities
and the corresponding truth quantities that are to be unfolded.

This analysis uses three separate unfolding procedures that are discussed in this section.

e One dimensional unfolding for the pJ{ft spectra for the normalization.
e Two dimensional Bayesian unfolding in p%h and pjTetfor jet pr dependent yields of charged particles.

e Bin by bin correction for the jet and track position resolution.

To achieve better correspondence with the data, the response matrices for both the one and two dimen-

sional unfolding are reweighted so that the distributions match the shapes in the reconstructed data.

One Dimensional Unfolding for Jet Spectra

The charged particle spectra need to be normalized by the number of jets in given jet pr interval. Thus,
the jet spectra needs to be corrected for bin migration due to the finite JER by unfolding procedure. The
unfolding is done via a one dimensional Bayesian unfolding procedure with 4 iterations implemented as part
of the RooUnfold [220] package. The pp and Pb+Pb MC samples are used to construct two dimensional
response matrices in terms of p’fmmth and pjft’reco. These matrices can be seen in Figure 5.30 and are
evaluated separately for pp and in different centrality intervals for Pb+Pb collisions. The technical closure
of this unfolding procedure (done using un-reweighted response matrices to unfold the reconstructed jet
spectra) is shown in Figure 5.31, as a function of p’;t for jets in the |y| < 1.7 region. A good recovery of the

truth distribution is seen for both 1% for Pb+Pb and pp MC samples.

Two Dimensional Unfolding for Charged Particle Spectra

The observed correlation between the jet response in the detector and the jet fragmentation necessitates
a two dimensional unfolding [151]. For example, gluon jets, which have in general a softer fragmentation
function, are observed to have a lower energy response than quark jets [190]. We use the RooUnfold [220)]
implementation of the two dimensional iterative Bayesian unfolding [221] with 4 iterations. The MC Pb+Pb

. . PR trk, Truth jet,truth trk,reco
and pp samples are used to construct a 4-dimensional response matrix in p, , P , P , and
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Figure 5.31: The jet spectra and MC closure as a function of p2* in the jet |y| <1.7 region, in (left) data
overlay Pb+Pb MC samples, with each panel being a different centrality bin and (right) in pp MC samples.

The closure is seen to be well within 1%.
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Figure 5.32: The response matrices in terms of plt ", pi” ,pp o, and pr , for reconstructed

track - reconstructed jet pairs, that have 0.20 < r <0.25, in (left) data overlay Pb+Pb MC samples, with
each panel being a different centrality bin and (right) in pp MC samples.

jet,reco

D , shown in Figure 5.32. The response matrix A;;; describes the probability that an event from the

truth track pr bin j and truth jet pr bin [ is found in reconstructed bin i,k:

Kl = ZAijkl‘f;llruth. (58)
i,k

Bin-by-bin correction for Angular resolution

There is an additional unfolding procedure applied in this analysis to correct for the jet and the track position
resolution that results in the migration in angular distance r. The migration is dominated by the poor jet
angular resolution (shown in Figure 4.12), since the track angular resolution shown in Figure 5.33 is very
good.

The correction factors are derived using response matrices that correlate the reconstructed and truth
angular distance r. These matrices are evaluated for different jet and track pr in different centrality classes.
Examples of the response matrices are shown in Figure 5.34 for Pb+Pb and pp MC samples. The bin-by-bin
correction procedure is applied to D(pr,r) distribution unfolded to the particle level in terms of track and
jet pr by the two unfolding procedures discussed above. The correction factors for angular resolution were
derived using the the reconstructed jets and tracks where the reconstructed jet and track pr is replaced

by the corresponding truth pr. The bin-by-bin factors are then estimated as ratio of projections from the
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Figure 5.33: The (left) n and (right) ¢ position resolution of the tracker as a function of p{fu*® for different
centrality and n regions in Pb+Pb MC overlay samples. The different curves are different centralities, and
it can be seen that there is no centrality dependence.

response matrices on the truth and reconstructed axis. These correction factors are shown in Figure 5.35
for Pb+Pb and pp collisions as a function of r. The efficiency and purity are a measure of what fraction of
jets are reconstructed in the same bin as their generator level counterpart. The efficiency is given by the
fractional distribution of reconstructed jets at a fixed truth plft while the purity is given by the fractional
distribution of truth jets at a fixed reconstructed p]TEt These are shown in the Figures 5.36.

The robustness of this correction can be validated by constructing D(pr,r) distributions using a coarser
pr binning (entire analysis chain is re-done) and comparing them to a summation of the individually unfolded
narrow bins. This comparison can be seen in Figure 5.37, for 1 < pr < 4 GeV, 126 < p]Tet < 158 GeV, for
0-10%. central Pb+Pb and pp collisions, and is seen to be unity.

It can be seen that these corrections become large at the edges of the jet cone for tracks that carry a
significant fraction of the jet momentum. This is an artifact of the jet reconstruction algorithm, where a
truth track near the edge of a truth jet will pull the reconstructed jet towards itself, causing a depletion of
high pr particles at the edge of the jet cone. This depletion can be seen in the distribution of truth charged
particles in truth jets shown in Figure 5.38 and was also seen in Ref. [222]. These large factors result in a
large non-closure near the jet edge for tracks carrying a significant momentum fraction of the jet. To exclude
these effects, the results are only shown for tracks that show a closure of less than 5%.

The D(prt,r) distributions at various stages of the analysis in pp and Pb+Pb MC and data are shown
in Figure 5.39 and Figure 5.40.

The MC closure of the charged particle spectra as a function of pt in pp MC and Pb+Pb MC overlay
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Figure 5.34: The response matrix for the bin by bin correction applied to the unfolded charged particle
spectra. This accounts for the jet position resolution. Each panel is a different pS? bin, for 126 < p’{ft < 158
GeV jets, in (top) central collisions from Pb+Pb MC overlay samples and (bottom) pp MC samples.
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Figure 5.36: The (top) purity and (bottom) efficiency of the bin-by-bin unfolding factors used to correct
for the angular resolution for different pS? ranges tracks (in different panels), shown as a function of r for
different pJq_?t ranges, in the most central 0-10% Pb+Pb collisions.
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Figure 5.39: The evolution of the D(pr,r) distributions for pp MC (left) and data (right) as various cor-
rections are applied. The spectra is shown for tracks with 0.05 < Ar < 0.10 away from the jet axis, for

126 < pkt

right), as well as the MC closure (left) are shown in the lower half of the panels.

samples can be seen in Figures 5.41 and is well within 1% for low pr particles.

5.4 Systematic Unce

rtainties

< 158 GeV. The ratios showing the effect of the unfolding and bin by bin corrections (left and

This section gives an overview of the sources of systematic uncertainties on the pp and Pb+Pb charged

particle spectra associated with jet.

e Jet energy scale

Jet energy resolution

Tracking selections

Unfolding

MC non-closure

These include:

Underlying event contribution

The systematic uncertainties are evaluated separately for D(pr,r) distributions and for their ratios

as a function of jet pr for pp and Pb+Pb collisions.

For each systematic variation, the entire analysis
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Figure 5.40: The evolution of the D(p,r) distributions for Pb4+Pb MC (top) and data (bottom) as various
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Figure 5.41: The response matrices in terms of pit"**® and pjTet’truth in the jet |y| <1.7 region, in (left)
Pb+Pb MC overlay with each panel being a different centrality bin and (right) in pp MC.

procedure is repeated to ensure that the jets are treated in a consistent manner throughout the analysis.
The positive relative shift was used to calculate the upper bound of the systematic uncertainty, whereas the
negative relative shift was used to calculate the lower bound. All uncertainties except the unfolding and the
MC non-closure are assumed to be correlated and are evaluated by comparing the Rppr,) distributions
for the various systematic variations to the nominal Rppy .y distribution. For uncorrelated systematic
uncertainties, the uncertainty on the Rp,, -y distribution is evaluated by adding the uncertainties on the
pp and Pb+Pb D(pr,r) distributions in quadrature. The total systematic uncertainties on the Rppr.r)
distributions for a selection of track pr ranges (1.0-1.6 GeV, 2.5-4.0 GeV, 6.3-10 GeV) in jets with pr in

the 126-158 GeV range are shown in Figures 5.42 and 5.43

5.4.1 Jet energy scale uncertainty

The uncertainty on the JES for heavy ion jets has two parts. The first is taken from pp JES uncertainties
for jets in pp collisions while the second is specific to the heavy ion jets. For the pp part we use the strongly
reduced set of 4 nuisance parameters using Scenario 1 as described in Ref. [223]. Nuisance parameters
that are not applicable for HI jet collections (pileup, b-jets, flavor and MC non closure) are removed or
replaced (flavor uncertainties). The heavy ion specific components are from the cross calibration [191] and

the jet flavor uncertainties at 5.02 TeV [111]. For each component of the variation the response matrices are

regenerated with the shifted plS*:
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Figure 5.42: A summary of the systematic uncertainties on Rp,, ) distributions for different track
1.0 < pr < 1.6 GeV (top) and 2.5 < pr < 4.0 GeV (bottom), for jets with pr 126-158 GeV, as a func-
tion of r for different centrality bins. Different panels are different centrality bins. The total systematic
uncertainty and its individual contributions are shown.
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Figure 5.43: A summary of the systematic uncertainties on Rp,, ) distributions for different track
6.3 < pr < 10.0 GeV (top) and 10.0 < pr < 25.1 GeV (bottom), for jets with pr 126-158 GeV, as a func-
tion of r for different centrality bins. Different panels are different centrality bins. The total systematic
uncertainty and its individual contributions are shown.
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pT*,reco _ pTreCO(l + UJES(pT,n))~ (59)

The data is then re-unfolded with these response matrices and the variation in the fragmentation functions
is taken as the systematic uncertainty.

The centrality dependent uncertainty on the JES was evaluated by shifting the jet pr of all measured
jets up and down by shift between 0% and 0.5%. The magnitude of the shift depends on the centrality in
the way that the uncertainty on the jet pr is 0.5% in 1% most central collisions and than linearly decreases
to 0% in 60% peripheral bin. The size of the shift reflects the uncertainty on the JES evaluated as using
the r—track study where the sum of pr of the tracks associated to a reconstructed jet is compared to the

reconstructed jet pr in ratio that is than compared between PbPb data and MC [148, 192].

5.4.2 Jet energy resolution

To account for systematic uncertainties due to disagreement between the jet energy resolution in data and
MC, the unfolding procedure was repeated with a modified response matrix. The matrix was generated
by repeating the MC study with modifications to the Apt for each matched truth-reconstructed jet pair.
The procedure to generate modified migration matrices follows the standard procedure applied in pp jet
measurements and is used for both the pp and Pb+Pb collisions. The JetEnergyResolutionProvider
tool [224] was used to retrieve uncertainty on the fractional resolution, U?’ESI: as a function of jet pt and 7.
An additional HI jet specific uncertainty from the cross calibration of the HI jet collections [191] is applied to
jets in both pp and Pb+Pb collisions. The full JER uncertainty on 2015 pp data is shown also in Ref. [225]

reco

The jet pr was then smeared by

pT*,reco = P’ x N(LUEER)’ (510)

where NV(1,05;) is the normal distribution with the effective resolution o§iky = 1/(osmr + 055R)2 — T 3ag-

5.4.3 Tracking selections

Track selection This uncertainty was estimated by tightening the tracking cuts by adding the cuts on
the significance of dy and zy as described in the Section 5.3.2. The entire analysis is redone with these track
selections (including re-deriving the tracking efficiencies and the 7 — ¢ maps for the UE estimation) and the

difference from the nominal analysis is taken as the systematic uncertainty.
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Truth track definition This uncertainty quantifies the robustness of the matching of reconstructed to
truth particles. The uncertainty is taken as a difference in the final results obtained with mcpop > 0.3 and
results obtained with mcp.o, > 0.5. This systematic included a re-derivation of the n — ¢ maps for UE

estimation.

Detector material description in simulation The uncertainty on the inner detector material varies
with p§t and n® from 0.5% to 2.0% [214] on the efficiency correction. This systematic also included a

re-derivation of the n — ¢ maps for UE estimation.

Tracking in dense environments There is a 0.4% uncertainty on the efficiency due to tracking in dense
environments (the core of the jet) [214]. This systematic also included a re-derivation of the n — ¢ maps for

UE estimation.

Fake rate and secondaries The uncertainty on the rate of fake tracks and secondaries is taken to be

30% independent of pS* and n® [214, 226]. This uncertainty is conservatively symmetrized.

Uncertainty on the track momentum To account for a possible misalignment in pp and Pb+Pb data,
the reconstructed pr of each track (corrected first as described in section 5.3.3) was changed according

to [215]:

pr — pr X (1 +q X pT(Ssagitta(ny ¢))_17 (511)

where ¢ is charge of the track and dsqgit1a (7, @) is uncertainty on the track curvature. The uncertainty derived
for 5.02 TeV pp and Pb+Pb data is included in InDetTrackSystematicsTools-00-00-19. Due to statistical
origin of the uncertainty the resulting systematic uncertainty is symmetrized. This systematic also included

a re-derivation of the n — ¢ maps for UE estimation.

5.4.4 Systematic uncertainty due to unfolding

The systematic uncertainty associated with the unfolding is connected with the sensitivity of the unfolding
procedure to the choice of the input distributions. The systematic is evaluated by generating response
matrices from the MC distributions without the reweighting factor that is used to match the jet spectrum
and D(pr,r) distributions in data, and then unfolding the data using these response matrices. This has

minimal effect on track pr because of the good track momentum resolution in the kinematic region of
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Figure 5.44: Size of the individual contributions to the underlying event systematic uncertainty as a function
for r for 0-10% Pb+Pb collisions, in 126-158 GeV jets, 1-1.6 GeV tracks.

interest. The uncertainty is evaluated by comparing the nominal result with the un-reweighed result, and is

considered to be uncorrelated between Pb+Pb and pp.

5.4.5 Systematic uncertainty due to the UE event subtraction

The systematic uncertainty associated with the estimation of the UE has two main components: one is the
statistical uncertainty on the 7 — ¢ maps used in the map method (described in section 5.3.6), and the other
is the comparison of the map method to the alternative cone method (discussed in section 5.3.6. More details
on the cone method can be found in Ref. [151]. The contributions of both components to the underlying
event uncertainty can be seen in Figure 5.44, with the uncertainty from the map statistic dominating in
central collisions. The uncertainty on the underlying event convolutes with the signal to background ratio

to produce the uncertainty on the charged particle spectra.

Uncertainty from map statistic: The 17 — ¢ maps used in the estimation of the underlying event are
sparsely populated for high track pr and high pi{ft, and are susceptible to statistical fluctuations. To take
this into account, 100 pseudo-experiments are conducted to re-estimate the set of maps, with a bin-by-bin
gaussian variation where the mean and standard deviation were taken to be the bin content and bin error
from the nominal set of maps. The distribution of the relative difference between each estimation of the

shifted underlying event and and the nominal value is fit to a gaussian. The width of this gaussian is taken
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Figure 5.45: (Left) An example of the relative difference between the nominal and shifted values of the UE,
fit to a gaussian. The width is taken as the systematic uncertainty. Wider distributions larger statistical
uncertainty on the bin content in the n — ¢ map used to estimate the UE. (Right) Size of the systematic
uncertainty from the map statistic component, as a function for p$' and p{l‘ft for 0-10% Pb+Pb collisions,
0.15 < r < 0.20 away from the jet axis.

to be the systematic uncertainty. This uncertainty is symmetrized to be conservative. A few examples of
the distribution of normalized relative differences can be seen in Figure 5.45a. The size of the systematic

from this can be seen in Fig.5.45b.

Uncertainty from cone method: The difference between the UE from the two methods is discussed in
section 5.3.6 and is shown in Figure 5.28. The effect of the different UE estimation methods on the charged
particle spectra is seen in Fig.5.46. This uncertainty is conservatively symmetrized. While the absolute size
of the uncertainty on the UE is typically small, the small signal-to-background ratio makes this the dominant

systematic uncertainty in central collisions for lowest pr tracks and large 7.

5.4.6 MC non-closure

To make sure that all the sources of systematic uncertainties were covered, the systematic uncertainty from
the non closure in the MC was also evaluated. It was calculated using the technical closure (done using non-
reweighed response matrices) between the fully corrected and reconstructed charged particle distributions in
MC to the charged particle distributions evaluated at the truth level. This uncertainty can be considered a
measure of unknowns in the analysis, but it also includes fluctuations due to the finite statistics in the MC
which are used to evaluate it (especially in high pS' regions of the analysis. The non-closure can be seen in

Figure 5.47. The systematic uncertainty is taken to be uncorrelated between Pb+Pb and pp
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Figure 5.46: Ratio of the charged particle spectra as determined using two different UE estimation methods
as a function for r for 0-10% Pb-+Pb collisions in 126-158 GeV jets and 1-1.6 GeV tracks. Deviations from
unity are a combination of the difference between the two methods and the signal to background ratio. The
largest differences between the spectra are seen at large r, where the signal to background is the smallest.
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5.4.7 Correlations between the systematic uncertainties in Pb+Pb and pp

collisions

Due to the common analysis and reconstruction procedure, and detector conditions, the systematic uncer-
tainties are correlated between the pp and Pb+Pb collisions in most cases. Table 5.1 summarizes correlations
between pp and Pb+Pb and also point-to-point correlations of individual distributions. The unfolding un-
certainty is uncorrelated between the two systems because it comes from the sensitivity of the unfolding to
the starting MC distribution. In Pb+Pb collisions where the fragmentation is modified by the presence of
the QGP, this sensitivity could be different than in pp collisions where the fragmentation functions are quite
similar to those in PYTHIA8 [217]. The impact of the modification of the fragmentation process in Pb+Pb
compared to pp and MC simulations is account for in the HI specific data-driven and centrality dependent

uncertainty on the JES.

Uncertainty pp and Pb+Pb Point-to-point One/two sifled
correlated correlated or symmetrized
JES (pp) yes yes two sided
JES (HI) no yes two sided
JER yes yes symmetrized
Track selection yes yes one sided
MCprob yes yes one sided
Material yes yes one sided
Dense environment yes yes one sided
Fake rate yes yes symmetrized
Track momentum yes no two sided
Unfolding no yes symmetrized
UE subtraction no yes symmetrized
MC non-closure no no symmetrized

Table 5.1: Summary of correlation of different systematic uncertainties.

In the case where the systematic uncertainties are correlated, we evaluate Rppy ) ratios using the
systematic variation from the nominal distributions in both pp and Pb+Pb. The variation in the ratio is
used as the systematic uncertainty. The variations in the ratios are summed in quadrature to get the total

systematic uncertainty on the ratio.

5.5 Results

The D(pr,r) distributions are studied as a function of pll?t for pp data and Pb+PDb collisions with different
centralities. The interplay between the hot and dense matter and the parton shower is explored by evaluating

the ratios and differences between the D(pt,r) distributions in Pb+Pb and pp collisions. Some selected

103



- T A A L e
> 5[ 126 < p <158 Gev ATLAS Internal
8 1070 100" Pb+Pb |5, = 5.02 TeV, 0.49 nb™
= £ pp $=5.02 TeV, 25 pb*
T 104 & @ % . . anti-k, R=0.4
+ E B e =
e v retg T8 R
fa) E N p 5 e
10 ¥t ¥ ¢
E P ¥os
1072; v A A pp Pbepb *
E * A O m10<p <16
E v O e 16<pl<25
o 0 4 25<pl<40GeV
we ¢ o,
E A 4100p. <251 Gev
10_4f ¥ v 251<pl<631Gev _|
Evvvn b b b b b b baa
0O 01 02 03 04 05 06 0.8
r
-— T A A L
> 5[ 126 < p <158 Gev ATLAS Internal
8 107 30 20% Pb+Pb |5, = 5.02 TeV, 0.49 nb™
= [ pp {s=5.02TeV, 25 pb™ J
= 1088y 1y antik R=0.4
i E .
- E % 3 = -
S fLraeve?ty T §on
Y M T
i I ¢ 4 N \
10t E v 2 R s N ¢
E o N H
102k v A W PhepD .
E g o sisihiie
_af v 0 4 25<pl<40
1073 &+ 40<pl<63GeV
E 6.3<pl <10.0 GeV
C A A 100<p <251Gev
ol T v 251<p’<631Gev _|
L S D T T RS I
0O 01 02 03 04 05 06 07 08

moments of these distributions are also investigated.

5.5.1 D(pr,r) distributions

The D(pr,r) distributions evaluated in pp and Pb+Pb collisions for 126 < p{ft < 158 GeV are shown in

Figure 5

.48. These distributions decrease as a function of distance from the jet axis. The rate at which they

fall off sharply increases for higher pr particles, with most of these being concentrated near the jet axis. The

distributions exhibit a difference in shape between Pb+Pb and pp collisions, with the Pb+Pb distributions

being broader at low pr (pr <4 GeV) and narrower at high pr (pr > 4 GeV) in 0-10% central collisions.

This modification is centrality dependent and is smaller for peripheral Pb+Pb collisions.

r

—
> 027126<p‘e‘<1SEGeV ATLAS Internal
8 10°E 10- 200% Pb+Pb S, =5.02 TeV, 0.49 nb™ '§
= = pp V$=5.02 TeV, 25 pb™ 3
= 10%&@ .. anti+k R=0.4 —
o E % % ga 2 . . 3
S A S I PO -
Ja) E ° ¢ 3 3
1l o i f % * 13 N ° ]
1007 ¢ A . v =

E A Fooe 0 . 3

102L A A - e + ¥

E ¥ " O m10<p <16GeV 3

E v O e 16<p <25GeV 3

3 v 0 4 25<pl<4.0GeV T
103 & 4 40<p/<63GeV =

E 6.3<p’ <10.0GeV 3

C A A 100<p <251Gev 3

4l v v251<p <63.1Gev _|

078 L L 3
0 01 02 03 5 0 0.8

r

— NSRS AN A n s RARALRARRE
> [ 126<p! <158 GeV ATLAS Internal
8 40 - 60% Pb+Pb S, =5.02 TeV, 0.49 nb™ '§
= pp V$=5.02 TeV, 25 pb™ 3
= IOEA&Q ] . antik R=0.4 —
& F, +iiRos E
= LT e v v LB 3 H - .
Ja) E * ¢« ° 3 & 973
£ 2 * o s . ° o 3

= v * -
107 ¥ 2 N # & W<
2: N ¥ & 3

o[ Poepo 4
107k - = B " 10<p <16Gev E|

E ¥ O e 16<p <25GeV E|

o 0 4 25<pl<40Gev T
1073 & 4 40<p/<63GeV -

E 6.3<p!<10.0 GeV 3

C A A 100<p <251Gev 3
10-4? ‘ ‘ ‘ ‘ v ‘v 25.1<‘py<531‘GeV =
0 01 02 03 5 06 0.8

=

1
A

m

10

T e e e
[ 126 <p™ <158 Gev ATLAS Internal
0 - 309 Pb+Pb |§,, =5.02 TeV, 0.49 nb™ §
pp V$=5.02 TeV, 25 pb™ 3

: L] % . . antik R=0.4 —
*i%e o5 ., £

2 L e o | =

L) Fs o ] . B 3

E A & o o * 3
'y 3 ° 3

¥ A # ¢ M -
i, % s v g

A + £l & ]

N Pp PbPD +

¥ & O m10<p <16GeV 3

v O e 16<p <25GeV E|

v o 4 25<pT<40GeV ]

& 4+ 40<pl<63GeV =

63<p’<100GeV 3

C A A100<p <251Gev
C v 7251<p:<6316ev -
PR N A A PO AR MU IS
0 0 2 03 04 .5 0.8
r

ATLAS Internal

0 - 809 Pb+Pb |S,, =5.02 TeV, 0.49 nb™ 3§
pp V$=5.02 TeV, 25 pb™ 3
anti-k, R=0.4 —
2. M . . 4
LAY .| " 3
& * ¢ ® ]
RO -
@ * N 8 e ]
v * +
v & ¢ ¢ + 3
o % s g ]
¥ & o Pose 2
O W 10<p <16GeV E|
¥ O e 16<p’<25GeV E|
L o ¢ 25<pl<4.0GeV q
& 4+ 40<pl<63GeV =
6.3<p: <100 GeV 3
= A A100<p <251Gev 3
L T vV 251<p;<631Gev |
| N A R PO AR MR IV
0 01 02 03 04 5 0 0.8

-

Figure 5.48: The D(pT,r)'distributions in pp (open symbols) and Pb+Pb (closed symbols) as a function

of angular distance r for pl*

of 126 to 158 GeV. The colors represent different track pr ranges, and each

panel is a different centrality selection. The vertical bars on the data points indicate statistical uncertainties
while the shaded boxes indicate systematic uncertainties. The widths of the boxes are not indicative of the
bin size and the points are shifted horizontally for better visibility. The distributions for pr > 6.3 GeV are
restricted to smaller r values as discussed in Section 5.3.

5.5.2  Rp(p,,) distributions

In order to quantify the differences seen in Figure

5.48, ratios of the D(pr,r) distributions in Pb+Pb

collisions to those measured in pp collisions for 126 < p]ft < 158 GeV and 200 < plﬁt < 251 GeV jets are

presented in Figure 5.49. They are shown as a function of r for different pt and centrality selections.
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0-10% central collisions, Rp(,,,r) is greater than unity for » < 0.8 for charged particles with prless than
4.0 GeV in both jet selections. For these particles, the enhancement of yields in Pb+Pb collisions compared
to those in pp collisions grows with increasing 7 up to approximately r = 0.3, with Rp,. ) reaching up to
two for 1.0 < pr < 2.5 GeV. The value of Rp,. ) is approximately constant for 7 in the interval 0.3-0.6
and decreases for r > 0.6. For charged particles with pr > 4.0 GeV, Rp(,, ) shows a depletion outside
the jet core for r > 0.05. The magnitude of this depletion increases with increasing r up to » = 0.3 and
is approximately constant thereafter. For 30-40% mid-central collisions, the enhancement of particles with
pr < 4.0 GeV has similar trends to that in the most central collisions, however the depletion of particles with
pr > 4.0 GeV is not as strong. For 60-80% peripheral collisions, Rp,., - has no significant r dependence
and the values of Rp(,, ) are within approximately 50% of unity. The observed behavior inside the jet
cone, r < 0.4, agrees with the measurement of the inclusive jet fragmentation functions [142, 151, 198],
where yields of fragments with pp < 4 GeV are observed to be enhanced and yields of charged particles with
intermediate pp are suppressed in Pb+Pb collisions compared to those in pp collisions. Calculations done in
Ref. [158] show that the medium response to the jet compensates the energy that is lost by the jet in Pb+Pb
collisions even up to r = 1.0 from the jet axis. The plateauing and slight decrease seen in Figure 5.49 for
the Rp(p, ) distributions in central Pb+Pb collisions beyond r = 0.6 from the jet axis suggests that the
medium response to the jet is smaller than predicted for r» > 0.6.

The centrality dependence of Rp for two charged-particle pr intervals: 1.6-2.5 GeV and 6.3-10.0 GeV,

PT,T)
and two different p]{ft ranges: 126-158 GeV and 200-251 GeV, is presented in Figure 5.50. For both pjf’t
selections and 1.6-2.5 GeV charged particles, the magnitude of the excess increases for more central events
and for r for r < 0.3. The magnitude of the excess is approximately a factor of two in the most cen-
tral collisions for 7 > 0.3. A continuous centrality dependent suppression of yields of charged particles with
6.3 < pr < 10.0 GeV is observed. The magnitude of the modification decreases for more peripheral collisions
in both pr intervals and pJ{ft selections.

Figure 5.51 shows the pt dependence of Rp (. for selections in r for 126-158 GeV and 200-251 GeV

pr,T
jets in the following centrality intervals: 0-10%, 30-40%, and 60-80%. Interestingly, there is no significant
suppression of the yields in Pb+Pb collisions for < 0.05 at all measured pr. For larger r values the yields
are enhanced for charged particles with pr < 4 GeV and suppressed for higher pr charged particles in both
the 0-10% and 30-40% centrality selections and both pJTet ranges presented here. The magnitude of the
enhancement increases for decreasing pr below 4 GeV while the suppression is enhanced with increasing pr

for mbox4-10 GeV, after which it is approximately constant. At fixed pr the magnitude of the deviation

from unity is largest for 0.3 < r < 0.4 and 0.5 < r < 0.6. In the 60-80% peripheral collisions, the same
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Figure 5.49: Ratios of D(pr,r) distributions in Pb+Pb and pp collisions as a function of angular distance r

for pi{ft of 126 to 158 GeV (top) and of 200 to 251 GeV (bottom) for seven pr selections. Different centrality

selections are shown: 0-10% (left), 30-40% (middle), 60-80% (right). The vertical bars on the data points
indicate statistical uncertainties while the shaded boxes indicate systematic uncertainties. The widths of the
boxes are not indicative of the bin size and the points are shifted horizontally for better visibility.

trend remains true (but with smaller magnitude modifications) for 126 < pJq_?t < 158 GeV; for the higher pJq_?t
selection the larger uncertainties do not allow a clear conclusion to be drawn for peripheral collisions.

The enhancement of charged particles in the kinematic region of pp < 4 GeV has two common expla-
nations. First, gluon radiation from the hard scattered parton as it propagates through the QGP would
lead to extra soft particles [154, 155]. Second, the interactions of a jet with the QGP and its hydrodynamic
response could induce a wake that manifests itself as an enhancement of low pr particles [158].

The observed modification at pp > 4 GeV can be explained on the basis of the larger expected energy loss
of gluon-initiated jets, resulting in a relative enhancement of quark jets in Pb+Pb collisions compared to pp
collisions at a given pJ{ft value [151, 153]. Since gluon jets have a broader distribution of particle transverse
momentum with respect to the jet direction compared to quark-initiated jets [227], such an effect could
describe the narrowing of the particle distribution around the jet direction for particles with pp > 4.0 GeV
that is observed here, though no calculations of this are available.

The Rp(p. ) distributions for low and high pr particles in the different piﬁt selections are directly overlaid
in Figure 5.52. These distributions are for the 0-10% most central collisions, and show a hint of enhancement

in Rp(py,r) with increasing pift for r < 0.25 for low pr charged particles. No significant plﬁt dependence is
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Figure 5.50: The Rp,,,) distributions for Pt of 126-158 GeV (left) and 200-251 GeV (right) as a function
of angular distance r for two pt selections, 1.6-2.5 GeV (closed symbols) and 6.3-10.0 GeV (open symbols),
and six centrality intervals. The vertical bars on the data points indicate statistical uncertainties while the
shaded boxes indicate systematic uncertainties. The widths of the boxes are not indicative of the bin size
and the points are shifted horizontally for better visibility.

seen at larger r values, or for high-pr charged particles at any r. This pjft dependence is further explored

by defining an integral over the low pr excess and is discussed in Section 5.5.4.

5.5.3 AD(pr,r) distributions

In addition to the ratios of the D(pr,r) distributions, differences between the unfolded charged-particle
yields are also evaluated as AD(pr,r) to quantify the modification in terms of the particle density.

These differences are presented as a function of r for different pr selections in 0-10% central collisions in
Figure 5.53. These distributions show an excess in the charged-particle yield density for Pb+Pb collisions
compared to pp collisions for charged particles with pp < 4.0 GeV. This ranges from 0.5 to 4 particles per
unit area per GeV for 1-1.6 GeV charged particles in 126-158 GeV jets for 0-10% central Pb+Pb collisions
and increases with increasing p’{ft The largest excess for charged particles with pr < 4.0 GeV is within
the jet cone. For large r values, the difference decreases, but remains positive. A depletion for higher pr
particles of approximately 0.5 particles per unit area per GeV is seen for 126-158 GeV jets in 0-10% central
Pb+Pb collisions. The magnitude of this depletion increases for higher p’{ft A minimum in the AD(pt,7)
distributions for charged particles with 4.0 < pp < 25.1 GeV at 0.05 < r < 0.10 is observed. The magnitudes

of the excesses and deficits discussed here are dependent on the selected charged-particle pr.

5.5.4 pr integrated distributions

Motivated by similar studies of the enhancement of soft fragments in jet fragmentation functions in Pb+Pb
compared to pp collisions from Ref. [151], the unfolded D(pr,r) distributions are integrated for charged

particles with pr | 4 GeV to construct the quantities ©(r) and P(r) defined as:
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Figure 5.51: Rp(p,,) as a function of pr for 0-10% (left), 30-40% (middle), and 60-80% (right) Pb+Pb

collisions in two different p’;t selections: 126-158 GeV (top) and 200-251 GeV (bottom). The different
colors indicate different angular distances from the jet axis. The vertical bars on the data points indicate
statistical uncertainties while the shaded boxes indicate systematic uncertainties. The widths of the boxes
are not indicative of the bin size and the points are shifted horizontally for better visibility.

4 GeV
o(r) = / D(pr, r)dpr
1 GeV

r 4 GeV
P(r) :/ / D(pr,r")dprdr’
0o J1

GeV

The O(r) values are integrated over the charged-particle pr interval of 1-4 GeV to provide a summary look
at the pr region of enhancement discussed above. The P(r) values further add a running integral over r and
provide information about the jet shape. Both of these quantities are compared between the pp and Pb+Pb

systems to give the following distributions:

Aoy = O(r)pbipb — O(7)pp
O(r)Pbtpb
R@(r) B G(T)pp
_ P(r)pbipy
RP(T) B P(r)pp
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These integrated quantities are intended to provide aggregate information about the angular distance with
respect to the jet axis, magnitude, and pj{ft dependence of the low-pr charged-particle excess discussed
above. The ratio quantities are useful for comparisons to other Pb+Pb measurements; Agry is comparable
to AD(pr, ), however it is integrated over charged-particle pr in the 1-4 GeV interval [151].

Figure 5.54 shows the Ag ) distributions as a function of 7 for the following centrality intervals: 0-10%,
30-40%, and 60-80%. In the most central collisions, a significant pift dependence to Ag(r) is observed; for
r < 0.4 (particles within the jet cone) Agr) increases with increasing pjTEt. The value of Ag(ry decreases in
more peripheral collisions where the pjTEt dependence is also no longer significant.

Figure 5.55 shows the Rg(ry and Rp(ry distributions as a function of 7 for the 0-10%, 30-40%, and
60-80% centrality intervals. The Rg(ry distributions in the most central collisions show a maximum for
r ~ 0.4 and a flattening or a decrease for larger r. However, since Rg(r) remains at or above unity for
the full range of r values presented, Rp(r) shows no suppression with increasing r over the entire measured
range. A slow increase in Rp(py is clearly observed in 30-40% central collisions. In more peripheral collisions
the magnitude of the excess is reduced and the trends in Rgr) are less clear, though Rpyy is still seen to be
above unity. The flattening of the Rp(r) distributions at large distances suggests that while wider jets have a
softer fragmentation and contain more particles with less pr in Pb+Pb compared to pp collisions [161, 163],
this effect plateaus for jets with radius larger than 0.6.

These measurements show that the excess of particles with pt < 4.0 GeV observed in [151] extends
outside the R = 0.4 jet cone. The measured dependence of Rp(,, ) suggests that the energy lost by jets
through the jet quenching process is being transferred to particles with pp < 4.0 GeV at larger radial

distances from the jet axis. This is qualitatively consistent with theoretical calculations [202]. Additionally,
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these observations are in agreement with the previous measurement of jet fragmentation functions [151, 157,
169, 198] and may indicate the dependence of the response of the hot dense matter to the momentum of a

jet passing through it.
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Chapter 6

SUMMARY

This thesis presents a measurement of the yields of charged particles, D(pr,r), inside and around R = 0.4
anti-k; jets with [1/°*| <1.7 up to a distance of r = 0.8 from the jet axis. The yields are measured in intervals
of pJ{ft from 126 to 316 GeV in Pb+Pb and pp collisions at 5.02 TeV as a function of charged-particle pr
and the angular distance r between the jet axis and charged particle.

The results show a broadening of the D(pt, ) distribution for low pr particles inside the jet in central
Pb+Pb collisions compared to those in pp collisions while for higher pr particles angular distributions are
narrower in Pb+Pb collisions compared to pp collisions. These modifications are centrality dependent and
decrease for more peripheral collisions. The Rp(,,. ) distributions for charged particles with pt < 4 GeV
are above unity and grow with increasing angular separation up to r ~ 0.3, showing weak to no dependence
on r in the interval 0.3 < r < 0.6 followed with a small decrease in the enhancement for 0.6 < r < 0.8. For
charged particles with pr > 4 GeV, a suppression in Rp,, ) is observed, and the distributions decrease
with increasing r for 0.05 < r < 0.3, with no r dependence for r > 0.3. For all charged-particle pr values,
the Rp(p. ) values are greater than or equal to unity for » < 0.05. Between 0.1 < 7 < 0.25, a statistically
significant trend of increasing Rp(,,,,) with increasing pﬂﬁt is observed for low-pr particles. No significant

;ﬁt dependence is seen for particles with ppr > 4 GeV.

While there have been a variety of measurements and models that describe the jet shape, this measure-
ment is the first to describe both the radial and momentum dependence of charged particles inside and
outside the jet cone. In particular, observations made in this thesis can help constrain models of jet energy
loss that distinguish the modifications of jet due to the presence of the plasma from the response of the
medium to the jet.

At the time of writing this thesis, preliminary results from this analysis have been shown at both the
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Hard Probes 2018 Conference in Aix-le-Bains, France, and the Quark Matter Conference 2018 in Venice,
Italy. The full analysis is currently in the process of approval from the ATLAS Collaboration and will be

published in Physical Review C.
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