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Abstract

The thesis describes a search for new physics in form of supersymmetry in hadronic
final states and missing transverse energy (F7) using a dataset of 35.9 fb~! collected
during the 2016 proton-proton runs by the Compact Muon Solenoid (CMS) detector
at the Large Hadron Collider (LHC). The search uses robust kinematic variables
to suppress backgrounds while maintaining good acceptance to a broad range
of signal models and employs data-driven techniques to accurately determine
backgrounds and systematic uncertainties. No evidence for Beyond Standard
Model (BSM) physics is observed and simplified models are used to interpret the
results. For gluino mediated models, the gluino mass up to 1850 GeV and the
lightest symmetric particle (LSP) up to 1100 GeV are excluded. For light squark
mediated models, the light squark mass up to 1350 GeV (700 GeV) and the LSP
up to 650 GeV (400 GeV), assuming no degeneracy in the light squark masses (a
degeneracy in light squark masses). For sbottom mediated models, the sbottom
mass is excluded to 1075 GeV and the LSP mass up to 550 GeV. For stop mediated
models, the stop mass is excluded up to 1075 GeV with the LSP mass up to 400 GeV.
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Chapter 1.

Introduction

The Standard Model of particle physics, developed throughout the latter half of the
20th century, is a theory describing three of the four known fundamental forces in
nature. It describes almost all known phenomena in particle physics (subatomic
scale). It provides accurate predictions for a wide range of experimental signatures,
for example, the observation of top quark in 1995 [1, 2], tau neutrinos in 2001 [3]
and Higgs boson in 2012 [4, 5].

Despite the huge successes of the SM, it does not provide explanations for
some experimental anomalies. One of them is the existence of dark matter (DM)
from astronomical observations [6-8] and the neutrino masses [9]. To explain such
anomalies, various models for physics beyond SM (BSM) have been proposed.
One of the popular candidates is to extend the SM and introduce an additional
broken symmetry between fermions and bosons, supersymmetry (SUSY) [10]. SUSY
models have rich phenomenological implications and can provide a DM candidate.
In addition, SUSY can explain the existence of a low mass Higgs boson and unify the
strong, weak and electromagnetic forces at the energy scale of 10'® GeV (the Grand
Unified Theory scale). The features of the SM and SUSY models are introduced in
Chapter 2.

To explore physics at high energy scales in the laboratory, particles are accel-
erated to high energies by particle accelerators and collided head on. The Large
Hadron Collider (LHC) was built at CERN near Geneva, Switzerland in 2008 [11].
The LHC collides protons at record-breaking energies. Two general-purpose detec-
tors, the Compact Muon Solenoid (CMS) and A Toroidal LHC Apparatus (ATLAS),



were also built separately at collision points of the LHC to detect and collect results
of these collisions. One of the main focus of these two experimental programs is
to search for possible BSM physics signatures at highest ever achieved energies.
The LHC and CMS detector are described in Chapter 3. The reconstruction of data
collected by the CMS detector is introduced in Chapter 4.

This thesis presents results from a search for SUSY in hadronic final states,
known as the a7 analysis, with proton-proton collision data collected by the CMS
detector at the LHC, at center of mass energy /s = 13 TeV in 2016. The analysis
strategies are introduced in Chapter 5. Methods for background estimation in the at
analysis are detailed in Chapter 8, while the statistical analysis and interpretations
of results are explained in Chapter 9.



Chapter 2.

Theory Overview

2.1. The Standard Model

The SM describes all known elementary particles and three of the four known
fundamental interactions (electromagnetic, weak and strong). All matter particles
are represented as spin—% fermionic fields, and the three interactions in the SM are
represented and mediated by spin-1 bosonic fields. An additional spin-0 scalar
field, called the Higgs field, is introduced to provide masses for various elementary
particles and force carriers. The SM incorporates the Lorentz and gauge invariance
within the framework of renormalizable quantum field theories. One of the easiest
ways to include Lorentz invariance and other symmetries is by using the common

Lagrangian formalism [12]. The SM Lagrangian can be written as [13]

Loy = Lgauge + Leermion + LHiggs + Lyukawa (2.1)

where Lgauge, Lfermions LHiggs and Lyykawa €ncode free field and interaction terms of
gauge bosons, fermions, Higgs boson and Yukawa couplings of the Higgs field and
fermion fields respectively.

2.1.1. Particle classification

All known elementary particles in the SM can be classified into spin-3 fermions

(quarks and leptons), spin-1 gauge bosons which acts as force carriers for the three



. Generation
Fermion type T T3 Y Q Color charge
yp g
1st 2nd 3rd
Ve vy Vr 1 5 ) 0 0
Leptons 2 _1 _
P e ), ), T/, 5 1
€Rr UR TR 0 0 -2 —1 0
u c t 1 2
1 2 1 3
d p) |7 \=1 )P 8!
Quarks L /L L 2 3
UR CR tr 0 0 % % r,8,b
dR SR bR 0 0 - % - % 1,8, b

Table 2.1.: Summary of the three generations of fermions and their properties. T, Tz and Y
represent total weak isospin, the third component of weak isospin and hyper-
charge respectively. Q = T + 1Y represents electric charge [9].

Boson type ‘ T ‘ T3 ‘ Y ‘ Q ‘ Color charge ‘ Force
photons | 0| O | O | O 0 Electromagnetic
Z 0| O 0 0 0 Weak
144 1) £1| 0 | £1 0 Weak
gluions | 0| O | 0 | O |rgrb, g gb,bF b3, %(ﬁ —g3), %(r? + g3 —2bb) Strong
H 3| -3 |+1] 0 0 -

Table 2.2.: Summary of gauge boson and their properties [9].

fundamental interactions and one spin-0 Higgs boson for generating masses for
all other elementary particles. Table 2.1 and 2.2 shows properties of the three
generations of fermions and bosons respectively.

2.1.2. Gauge theory

Gauge invariance is a central feature of modern renormalizable field theories. For

a spin—% field with local U(1) invariance, the fermion Lagrangian can be written



as [14]
Lfermion = i(P(Y}l(a}l + ZqAV)(P - m(P(P (2'2)
1
Lgauge - _ZPPWF;W (2-3)

where ¢ is the Dirac field, A, is the gauge field, m is the mass of the fermion and
7" is the gamma matrix. The field strength F, is defined as F,, = d,A, — d,Ay.
Under the local U(1) gauge transformation,

p — eiq”‘(x)(p (2.4)
Ay — Ay + oy (2.5)

the fermion Lagrangian Leermion iS invariant. The term igA, 7" ¢ encodes the
interaction of the gauge field with the fermion. Such term is dedicated and required

by gauge invariance.

Gauge transformation can also involve internal degrees of freedom by promoting
the U(1) abelian gauge group to non-abelian gauge group such as SU(2) and
SU(3) [13]. Gauge transformation in Equation 2.4 becomes instead

CT g (2.6)
Ay — Ay +0ua” + g (x) Aj (2.7)

p — e's%

where g, T* are the coupling constant and generator matrix in the adjoint represen-
tation of the corresponding gauge group [13]. The corresponding Lagrangian can

be rewritten as [13]
. . _ 1
Lfermion + Lgauge - 14’7” (a,’u + lgTaAﬁ)(P —mee — ZFal‘uvPﬁv (28)

where Fj, = 9,Aj —d, A}, — ¢ fabCAZAf,. The Lagrangian is again invariant under
gauge transformation 2.6. The extra term g fabCAflAﬁ arises from the non-abelian
nature of the gauge group and is absent in the U(1) gauge theory. It gives rise to

self interactions of gauge bosons.



2.1.3. Strong interaction

The strong interaction can be formulated as a SU(3) gauge theory, known as quan-
tum chromodynamics, with eight massless gauge fields as gluons, and fermions
as quark fields. Both quark and gluon fields have non-trivial representations un-
der SU(3) transformation and possess color charges. Unlike electromagnetism,
color charge screening from virtual gluons in vacuum gives rise to the interesting
property called asymptotic freedom [15], which means that the strong coupling
constant decreases for shorter length scales (or equivalently higher energy scales)
of physics processes considered. This means that perturbative QCD is asymptoti-
cally converging at high energy scales but not valid anymore as the energy scale

decreases [16].

2.1.4. Electroweak interaction

The electromagnetic and weak interaction are described by a single SU(2) x U(1)
gauge theory in the SM. The unification of the two interactions in one single theory
is one of the major breakthroughs in particle physics in the 19th century [17-19].
One problem with the formulation of gauge theory is that gauge bosons have to be
massless. To provide masses for the electroweak gauge bosons, the gauge theory
also undergoes spontaneous symmetry breaking with the Higgs mechanism [20-22]
described in Section 2.1.5.

The weak isospin SU(2) gauge group of the electroweak theory has three gener-
ators T; = T;/2, where T; are the Pauli spin matrices and i = 1,2, 3, and hence three
gauge fields W}i are required by the theory. These gauge fields only couple to the
left handed chiral component of the fermion field and this explicitly violates parity.
Parity violation was observed in 1956 by the Wu experiment [23].

Similar to the U(1) gauge theory described in Section 2.1.2, the hypercharge
U(1) gauge group is an abelian gauge group with one generator and one gauge
field By.



W;; and B, mix to give physical gauge boson fields. One of the most common
representations of the boson fields is [13]

1
+ 1 YAT2

Wi =2 (wy $1Wy> (2.9)

Zy = cos W, — sin Oy B, (2.10)

Ay = sin By W, 4 cos O B, (2.11)

where Ay, Z, and Wf are the photon, Z boson and W boson fields respectively.
The Weinberg angle 6y can be expressed in terms of the coupling strengths of U(1)
(g/) and SU(2) gauge field (g).

After mixing , the left-handness of the theory is manifested by WyjE coupling
only to the left handed fermion fields.

2.1.5. The Higgs Mechanism

The formulation of strong and electroweak interactions as gauge theories requires
the gauge bosons (W boson, Z boson, photon and gluon) to be massless. It is not
compatible with the experimental observation of massive W and Z bosons [24-27].
To provide masses for these two electroweak gauge bosons, the Higgs mecha-

nism [20-22] was proposed as a special case of spontaneous symmetry breaking.

A symmetry is spontaneously broken if the ground state of a physical system
does not conserve the symmetry, even though the Lagrangian preserves the sym-
metry. A set of degenerate ground states is available and connected through the
spinless Goldstone boson [28], corresponding to the internal generators of the

broken symmetry.

In the case of the Higgs mechanism, a complex SU(2) scalar field ¢ is introduced

_|_
¢ = (ZO ) (2.12)

as



with the corresponding Lagrangian as:

Liiggs = (Dyug)"(D¥) — V() (2.13)

where D), = 0y, +igT" Wy + i g/BV. It is worth noting that the quantum numbers of
the ¢ and ¢ field are slightly different, as summarized in Table 2.3. The potential
V(¢) is proposed to be:

V(p) = 129"+ A(pTp)? (2.14)

where u? < 0,A > 0. In a classical theory, the potential leads to a ground state
solution with |¢|? = — g The quantum analog is a continuous set of vacuum states
with a non-vanishing expectation value in the vacuum state (0||¢|?|0) = —g. The
physical vacuum selects a preferred direction in the weak isopin and hypercharge
space and spontaneously breaks the SU(2) x U(1) gauge invariance. In the unitary
gauge which contains only physical degrees of freedom [29], the vacuum state can
be conveniently chosen such that the vacuum expectation value is

0
(O]g|0) = ( v ) (2.15)
2A

and the Higgs field can be rewritten as

P = (2.16)
v+ H

where v is the vacuum expectation value and the quantum field H has zero vacuum
expectation value. The Lagrangian of the Higgs field can then be rewritten as

1 1 - 1 1
Lttiggs = 5 (0" H) (0, H) — Zg2w+w (v+H)>+ gg%ZZ(v +H)? -V [E(v - H)Z}

(2.17)

and the v? terms provide the mass terms for W and Z boson. In this case, the Gold-
stone bosons, which have three degrees of freedom from the symmetry breaking,

are ‘eaten’ by the W and Z boson as the massive components of the fields. The



Field | T| T3 |Y|Q
or |3 +3 |11
o |2 -2]1]0

Table 2.3.: Summary of quantum numbers of the Higgs field [9].

photon field remains massless as there is no fourth degree of freedom from the
Goldstone boson.

The essence of the Higgs mechanism is to introduce mass terms for W and Z
bosons in a gauge invariant manner. The mechanism introduces a scalar field and
predict the existence of the Higgs boson with a mass of 1/2u2. The Higgs boson has
been discovered by the ATLAS and CMS collaboration with a mass of 125 GeV [4,5].

The same mechanism can also generate mass terms for leptons and quarks, if

additional Yukawa interactions are included in the theory. In the case of electrons,

LYukawa = _Ge [e_R(q')-‘-zL) + ([Lgb)eR)] (2-18)
%
where /; = [ ° | . By substituting Equation 2.16,
¢/
Gev _ Ge .. _
Lyukawa = %ee — 7%Hee (2.19)
Not only does the electron field acquire a mass of m, = G—“;, but also a Yukawa

coupling with the Higgs field with a coupling strength proportional to its mass.
The same procedure can be applied to the y and T lepton. In the case of quarks, a
similar procedure can be applied, with a slight complication of both up-type and
down-type quarks having masses. The conjugate multiplet of the Higgs doublet ¢,
with Y = —1, has to be included to generate masses for down-type quarks

§ = img* (2.20)
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where T, is the y-th component of the Pauli matrices. The Lagrangian can be written
as

3 3
Lyakawa = — Y Y [Gl]ulR $'DiL. + Gijdir (¢ D]L)] the (2.21)
i=1j=1

u .

where D;; = ( ! ) . By again substituting Equation 2.16, one can obtain the mass

d.
I/ L

terms

3
Y. uiRMjjujr, +h.c. (2.22)
i,j=1

3
Y. dirMid;; +h.c. (2.23)
i,j=1

where Mf‘j = %Gij and Mf]- = %Gij. The matrices M* and M? can be transformed
to diagonal forms by a unitary transformation and forms the mass eigenstate of
the quark fields. The coupling strengths of the quark-Higgs Yukawa interaction
are characterized by the Cabibbo-Kobayashi-Maskawa (CKM) matrix following
the unitary transformation. Detail of the generation mixing of quarks is described

in [9,13].

2.2. Physics beyond the Standard Model

Despite being incredibly successful in predicting physics phenomena up to the
electroweak energy scale (~ 100 GeV), there are several unsolved anomalies that
cannot be explained by the SM alone. Such anomalies indicate the likely existence
of Beyond the Standard Model (BSM) physics at higher energy scales.

One of the main issues with the SM concerns the naturalness of the Higgs mass
parameter, known as the Higgs mass hierarchy problem. In particular, within the
SM, the physical mass of the Higgs boson can be expressed as [10]

Mphysical = Mbpare + Amy (2.24)
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where Amyy corresponds to the quantum loop correction to the Higgs mass, which
is approximately expressed as

A,

~ 52 (2.25)

AmZy ~
where A is the cut-off energy of the theory and Ay is the coupling strength of
the Higgs field to fermions. The cut-off value must occur at the Planck scale
Aplanck ~ 1012 GeV where effects of gravity become important. The huge difference
between the Planck scale and the Higgs mass of 125 GeV indicates that fine-tuned
cancellations are required in Equation 2.24 to keep the Higgs mass low. This seem-
ingly high degree of fine-tuning, although not physically forbidden, is unnatural
and points to BSM physics.

Furthermore, astronomical and cosmological observations, such as the measure-
ment of the rotation speed of galaxies, gravitational lensing and measurement of
the Cosmic Microwave Background (CMB), suggest the vast majority of matter in
the universe is not baryonic and would indicate the existence of weakly interacting
dark matter (DM). The SM, however, does not have a suitable particle candidate for
DM.

Last but not least, the SM, while successfully unifies the electromagnetic and
weak interaction, fails to unify the strong interaction at high energy. Analysis of
running coupling constants shows that the coupling constants of the SM do not
converge to one single coupling strength [30] in the absence of BSM physics at the
Grand Unified Theory (GUT) scale.

2.3. Supersymmetry

Supersymmetry (SUSY) is an extension of the space-time symmetries in the Poincaré
group [31]. It is a symmetry that relates fermions to bosons and vice versa. The
theory predicts the existence of a superpartner for every SM particle with the same
quantum numbers, except differing in spin by % If SUSY was an exact symmetry
in nature, then each SM particle and the corresponding superparter would be

degenerate in mass and would have been already observed. As a consequence,
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SUSY has to be a broken symmetry: The mass of the superpartners has to be much
larger than the SM particles. SUSY breaking can be introduced in many ways and
one of the most popular is the Minimal Supersymmetric Standard Model described
in Section 2.3.1.

SUSY can provide solutions to various issues in the SM described in Section 2.2.
The existence of the superpartners can stabilize loop corrections from higher energy

scale in equation 2.24 by including an extra contribution to the loop correction [10]

2
A2~ — SA? </\s - A}) (2.26)
where A; is the coupling strength of the Higgs field to the scalar superpartner to
the fermion field. In addition, various extension of the SM by supersymmetry can
provide one ore more hypothetical particle as the weakly interacting DM candidates.
SUSY can stabilize the converging of various coupling constants measured in
the electroweak energy scale in the SM, when extrapolating to a higher energy
scale [30]. SUSY is therefore a viable theory for the Grand Unification of strong and
electroweak interaction.

2.3.1. The Minimal Supersymmetric Standard Model

The MSSM is an extension of the SM with supersymmetry with a minimal set of
additional particles and interactions. Table 2.4 shows a summary of new particles
introduced in the MSSM and their corresponding quantum numbers. Superpart-
ners are distinguished from their SM counterparts with a tilde in notation. An
additional scalar Higgs doublet is added on top of the SM Higgs doublet described
in Section 2.1.5 to introduce separate Yukawa couplings for up-type and down-type
quarks, and avoid gauge anomalies from loop corrections in the theory [10]. Super-
partners of electroweak gauge boson and Higgs bosons undergo mixing and give

rise to four neutral neutralinos, two charginos.

Lepton and baryon number violation can occur in the MSSM, and leads to proton
decay. Given the strong experimental constraint on the proton lifetime [32], one

of the most popular solutions is to introduce a symmetry with a multiplicative
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Particle Notation | Spin | Charge Q
Up-type squarks ict 0 +2
Down-type squarks 1,5,b 0 —%
Sleptons e, i, T 0 -1
Sneutrinos Ve, Vyu, Vr 0 0
Gluino g % 0
Neutralinos X1, X2, X3, Xa % 0
Charginos Xli , Xzi : +1
Neutral Higgs boson h,H, A 0 0
Charged Higgs boson H* 0 *1

Table 2.4.: Summary of sparticles and their quantum numbers in MSSM [34].

quantum number known as the R-parity

where B is the baryon number, L is the lepton number and s is the spin of the
particle. Under this definition, SM particles have R = +1 and sparticles have
R = —1. As a result, proton-proton collisions, an initial state with R = +1, lead to
sparticles always being produced in pairs. Furthermore, decays of sparticles have
to contain at least one sparticle in final states, meaning the lightest supersymmetric
particles (LSP) is stable. Various sparticles could be the LSP, depending on the mass
spectrum and parameters of the SUSY model considered. The LSP is prominently
postulated to be the neutral and weakly interacting lightest neutralino, and serves
as a possible DM candidate [33].

2.3.2. SUSY at the LHC

The LHC, as a multi-purpose particle accelerator detailed in Section 3.1, predomi-
nantly performs proton-proton collisions for the purpose of searches of new physics

and precise measurements in SM physics. At the highest ever achieved energy
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with particle accelerators, data of proton-proton collisions in the LHC provide
an unprecedented opportunity to discover or exclude SUSY. Assuming R-parity,
typical SUSY signatures in the LHC involve pair production of sparticles which
quickly decay to various SM particles and weakly interacting neutral LSPs which
escape the detector undetected. This introduces significant imbalance in transverse

momenta in the collisions.

The LHC, as a hadron collider, would predominantly produce sparticles in
strong production, i.e. squarks and gluons. As shown in Figure 2.1, the cross
sections of various strong SUSY particles are often an order of magnitude or more
higher than the electroweak counterparts. Each squark or gluon produced would
predominantly decay to quarks, gluons and a LSP. Therefore, the signature could be
characterized by a number of jets hadronized from quarks and gluons and missing

transverse momenta.

Signatures of SUSY have been extensively searched for in previous collider ex-
periments, such as LEP [35] and Tevatron [36], and also with ATLAS and CMS data
from the LHC Run 1 period. No evidence of SUSY has been found yet. Figure 2.2
shows a summary of exclusion limits on various sparticle masses with the data
collected by CMS in Run 1 at 8 TeV. These exclusions significantly exceeded results

from previous collider experiments.

2.3.3. Simplified models

Typical SUSY models such as the MSSM introduce a large number of new param-
eters, complicated kinematics and SUSY mass spectra could arise from the large
number of degrees of freedom. To facilitate interpretations of experimental results
from ATLAS and CMS, simplified models [38,39] are introduced. These models only
consider a specific SUSY production and decay process. Other sparticles not directly
relevant to this channel are set to have much higher masses and decouple from the
model. Figure 2.3 shows two examples of simplified models with pair production
of gluinos and squarks. Each simplified model can be specified completely by
masses of sparticles considered in the corresponding model. Experimental results
are typically interpreted as limits in a wide range of sparticle masses in the case of

no observed SUSY signatures.
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Figure 2.1.: Cross section of various SM and SUSY processes with center of mass energy of
13 TeV. From [36].
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Summary of CMS SUSY Results* in SMS framework ICHEP 2014
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Figure 2.2.: Summary of exclusion limits against the sparticle mass for various SUSY models
from CMS with data collected during Run 1 in 8 TeV. From [37].

(a) T1bbbb (b) T2qq

Figure 2.3.: Simplified model with pair production of gluinos decaying to four b-quarks
(2.3a) and two LSPs, squarks decaying to two light quarks and two LSPs (2.3b).
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Chapter 3.

The LHC and CMS experiment

3.1. The LHC

The LHC is the biggest particle accelerator ever built. It is designed to collide
protons or heavy lead ions up to a center of mass energy of /s = 14 TeV. It
is located between France and Switzerland at the European Center for Nuclear
Research (CERN). Particles are collected into bunches of 10! protons, which are
25 ns or 50 ns apart, and accelerated in multiple stages. Hydrogen atoms are
tirst stripped into protons and accelerated to 50 MeV by the Linear Accelerator
2 (LINAC2). The resulting proton beams are further accelerated by the Proton
Synchrotron Booster (PSB) to 1.4 GeV. The beams are then injected into the Proton
Synchrotron (PS) and boosted to 26 GeV. The final acceleration of the beam to
450 GeV is provided by the Super Proton Synchrotron (SPS) before being injected
into the LHC. Inside the LHC, the bunches are steered by 1200 superconducting
dipole magnets and accelerated further to 6.5 TeVwith radio frequency cavities.
Once the beam reaches the desired energy, protons are collided at four different
interaction points on the ring. Four different detectors (ALICE, ATLAS, LHCb and
CMS) are built at each interaction point respectively and products from collisions
are recorded and stored for later analysis. Figure 3.1 shows a representation of this

accelerator complex.

Apart from the record-breaking center of mass energy at 13 TeV, the LHC
collides hadrons at a very high luminosity, with a collision rate of up to 40 MHz [11].
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Proton bunches are also squeezed to increase the luminosity, which also increases
the number of simultaneous collision for each bunch crossing. Extra simultaneous
collisions are called pile-up (PU). The LHC operates in an environment of PU ~ 27
in 2016. The design of the LHC to deliver high luminosity is necessary because the
rate of electroweak and other BSM processes is significantly lower than the main

backgrounds from inelastic collisions. The instantaneous luminosity of the machine
is 10** cm 2 s~ 1.
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Figure 3.1.: A representation of the CERN accelerator complex for the LHC. From [40].

3.2. The CMS detector

The CMS detector is one of the two general-purpose detectors at the interaction
points of the LHC ring. It was designed for the discovery of the Higgs boson
and searching for a wide range of BSM physics signatures. The detector consists
primarily of four sub-detectors and a 3.8 T superconducting solenoid. Figure 3.2
shows a representation of the CMS detector and its sub-detectors. The detector is

constructed in a series of cylindrical-shaped sub-detectors with the center as the
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collision point. The first layer is the silicon tracking system, which reconstructs
trajectories of charged particles arising from each collision. Trajectories of charged
particles are bent by the strong magnetic field provided by the superconducting
solenoid and their momenta can be measured by the curvatures of tracks. The
second layer is the electromagnetic calorimeter (ECAL), one of the two sampling
calorimeters in the detector. It absorbs and measures the energy of photons and
electrons that produce electromagnetic showers. The third layer is the hadron
calorimeter (HCAL), another sampling calorimeter like ECAL specialized in ab-
sorbing and measuring energies of hadrons from hadronic showers. These three
sub-detectors are enclosed by the superconducting solenoid. Outside this solenoid,
the final layer is the muon chambers and iron return yoke. The chambers are de-
signed to detect muons which normally are not absorbed by the inner sub-detectors.
Last but not least, data from all sub-detectors are read out and passed to the trigger
system, which decides if data from each collision should be recorded and stored for
offline processing, because of the limited bandwidth and storage space to store data

from every collision.

3.2.1. The tracker

The CMS tracker is designed to accurately determine the trajectories of charged
particles. In the presence of the strong magnetic field provided by the CMS solenoid,
the curvature of the trajectories of charged particles can be used to reconstruct
momenta with high resolution. High spatial resolution of the CMS tracker allows
for accurate measurements of primary or secondary decay vertices and provides a
good performance even with high levels of PU. The tracker is an all-silicon tracker.
Electron-hole pairs are produced when charged particles pass through doped silicon,
and electric currents can arise in the the presence of an electric field. The silicon
tracker can achieve a high level of spatial precision and fast response time even in a
high radiation environment.

The CMS tracker consists of the pixel detector and the strip tracker. The cross
section of the tracker in the r — z plane is shown in Figure 3.3. The pixel detector is
a high granularity tracking system closest to the interaction point, extending up to

r < 20cm, |57| < 2.5. The pixel detector consists of three cylindrical layers with 66
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Figure 3.2.: A representation of the CMS detector and its associated sub-detectors.
From [41].

million silicon pixels of size 100 ym x 150 ym, and two disks at the forward region
on each side. The high spatial resolution of the pixel detector is essential for precise
determination of primary and secondary vertices originating from, for example,
decays of b-hadrons from b-jets.

In the region r > 20 cm resides the strip tracker, which consists of three sub-
systems with 9.6 million silicon strips covering an area of 198 m?, namely the
Tracker Inner Barrel and disks (TIB/TID), the Tracker Outer Barrel (TOB) and the
Tracker End Caps (TEC). Sizes of these silicon strips range from 10 — 25 cm long
and 80 — 180 um wide. The strip tracker provides complementary information to

reconstruct the trajectory of charged particles with high efficiency at large radii.
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Figure 3.3.: The cross section of the CMS tracker. Detector modules are represented by
black lines. From [42].

3.2.2. The electromagnetic calorimeter

The ECAL is one of the two sampling calorimeters in the CMS detector, specializing
in the measurement of energies of electrons and photons. It consists of three
subdetectors, the ECAL barrel (EB) in the region of || < 1.479, the ECAL endcaps
(EE) in the region of 1.479 < |1| < 3.0, and the Preshower just before the EE in the
region of 1.653 < |77| < 2.6. The layout of the ECAL can be seen in Figure 3.4.

The entire ECAL is constructed from 75848 lead tungstate (PbWOy) scintillat-
ing crystals. High-energy electrons and photons initiate electromagnetic showers.
Lower energy particles in the shower will ionize the atoms in the crystals and scintil-
lating light is emitted as the atoms de-excite. Scintillating light then travels through
the transparent crystals and is measured by photo-diodes and photo-triodes. Elec-
tric currents are created and the magnitude of the currents is proportional to the
energy of the scintillating light. A time dependent calibration is carried out to

account for the degrading transparency of the crystals because of radiation damage.
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The energy resolution of the PbWOj scintillating crystals was measured in a test
beam. The empirical formula of the resolution opcay, [43] is given by

2 2.8% 2 12% 2
(F*) = (ﬁ) +(T) +(0.30%) (3.1)

where E is the energy of the incident particle. The first term arises from fluctuations

on the lateral containment, fluctuations on the energy deposited in the preshower
absorber and photostatistics. The second term captures the effects from pream-
plifier, digitization and PU noise. The third term accounts for effects from the
non-uniformity of the longitudinal light collection, crystal calibration uncertainty,
leakage of energy from the back of the crystal [44].

Crystals in a Preshower
supermodule

Supercrystals

Dee

Preshower

End-cap crystals

Figure 3.4.: Layout of the CMS electromagnetic calorimeter. From [45].
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3.2.3. The hadron calorimeter

The HCAL is another sampling calorimeter designed to measure hadron energies
and resides between the ECAL and the solenoid. It consists of four subdetectors,
namely the HCAL barrel (HB), the HCAL endcap (HE), the HCAL outer (HO) and
the HCAL forward (HF). The layout of the HCAL detector is shown in Figure 3.5.
The HB consists of 17 layers of brass absorber interleaved with scintillating plastic
tiles in the region || < 1.3, and the HE is composed of 14 layers of the same
absorbers with scintillating plastic tiles in the region 1.3 < || < 3.0. Brass absorbers
provide a good performance for the HCAL inside the solenoid magnet, as they
are non-magnetic and have a short interaction length (~ 16 cm) to ensure a full
embedding of hadron showers within the HCAL.

Outside the solenoid magnet, a dedicated subdetector is also designed and
installed 11 m from the interaction point to provide accurate measurement of
hadron showers for the forward region 3.0 < || < 5.0. In addition, just beyond the
solenoid magnet is the HO, which absorbs any late-starting or highly-penetrating

showers and effectively increases the overall interaction length with the HB.

The HCAL energy resolution was measured in a test beam of single pions and
can be parametrized as an empirical formula [46]:

(O'HCAL>2 _ <84.7:|: 1.6%
E VE

where E is the energy of the incident particle.

2
) + (744 0.8%)> (3.2)

3.2.4. Superconducting magnet

The superconducting magnet of the CMS detector is designed to achieve a 4 T
magnetic field in a free bore of 6 m diameter and 12.5 m in length. To achieve the
required magnetic field of 4 T, the 4-layer winding with the NbTi conductor is used
to increase the number of ampere-turns for the solenoid. This powerful solenoid
magnet is typically run at a field of 3.8 T to maximize its lifetime and at the same

time provides sufficient bending power for charged tracks at high energy.
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Figure 3.5.: Longitudinal view of the CMS detector showing the locations of the hadron
barrel (HB), endcap (HE), outer (HO) and forward (HF) calorimeters. From [45].

3.2.5. The muon system

The layout of the muon system is shown in Figure 3.6. The muon system is com-
posed of three types of gaseous particle detectors for muon identification, the drift
tube (DT), resistive plate chamber (RPC) and cathode strip chamber (CSC) subsys-
tems. As muons travel through the gas detectors, the gas is ionized. Free electrons
produced from the ionization drift towards the anodes in the presence of the electric

tield and induce an electronic signal.

For the barrel region || < 1.3, the DT subsystem is used. This subsystem
consists of four cylindrical stations around the beam line. Each chamber is filled
with a mixture of Ar and CO, gas. The CSCs consist of chambers with a mixture
of Ar, CO, and CF; gas, and cover the endcap region 0.9 < || < 2.4. They aim
to provide standalone precision muon measurement and muon trigger. They are
required to operate at high rates of radiation and under large non-uniform magnetic
fields. Last but not least, the RPCs cover the range |1| < 2.1. They are composed of

bakelite plate electrodes with a 2 mm gas gap. They have poorer spatial resolution
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than the DTs and CSCs, but provide complementary timing resolution for precise
decision of muon trigger timing and the bunch crossing from which the detected

muons originate.

R (cm)

1200
Z (cm)

Figure 3.6.: A schematic of a quadrant of the CMS muon system. The locations of the Drift
Tube (DT), Resistive Plate Chamber (RPC) and Cathode Strip Chamber (CSC)
subsystems are displayed. From [45].

3.2.6. The Trigger system and data acquisition system

The rate of collisions at the LHC is 40 MHz. At such a high rate, it is too expensive
to record information every collision from every bunch crossing. As most collisions
produced are soft QCD processes due to the relatively large cross sections, a two-
level trigger system is employed to discriminate against these soft QCD processes,
and select and store interesting physics events using faster algorithms. It is crucial
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that the trigger algorithm can recognize and select nearly ~ 100% of interesting
hard scattering events.

The CMS trigger system is composed of two decision layers, the Level-1 Trigger
(L1T) and the High-level Trigger (HLT). The L1T serves as a first layer for event
selection based on data received from the read-out pipelines. These are made from
customized field programmable gate array (FPGA) boards. The L1T is designed to
select events based on coarse data received from the read-outs of calorimeters and
muon systems in a short time scale, as the read-out pipelines of the CMS detector
can only store data from each bunch crossing for ~ 4 us. This first layer trigger
system is able to reduce the event rate from 40 MHz to 100 kHz. Figure 3.7 shows
how the data from each subdetector readout are handled and passed to the Global
Trigger (GT), which decides if each event would be passed to the second layer of
the trigger system, HLT, for further discrimination.

The HLT is the second layer of the CMS trigger system. It receives a much
reduced data rate from the L1T and has a larger latency window to exploit more
information from the detector and make refined trigger decisions with more com-
plex algorithms. The HLT is designed to select more effectively interesting physics
processes that would not be impossible in the L1T stage. It reduces the data rate
from ~ 100 kHz from the L1T to ~ 1 kHz.

Events that are accepted by both the L1T and HLT are marked and stored in the
data storage infrastructure at CERN (Tier-0) for offline data analysis later. Accepted
data are also transferred to each data storage site (Tier-1) around the world through
the GRID computing infrastructure. Members of the CMS collaboration on different

parts of the world can then access the data and perform offline analysis.
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Chapter 4.

Event reconstruction

4.1. Detector reconstruction

Raw information from each subdetector is combined to compute variables that
approximate the properties of individual particles, groups of particles in an elec-
tromagnetic or hadronic shower, and the global event. Each subdetector uses its
specific reconstruction algorithm to suppress noise, mitigate pile-up effects and
provide accurate spatial, temporal or energy measurements. Precise measurements
on these quantities are crucial for the optimal performance of the experiment under

the challenging environment of the LHC collisions.

4.1.1. Track reconstruction

As charged particles pass through the tracker and induce ionization and energy
deposits, hits are formed. Based on hit patterns registered by the tracker, trajectories
of charged particles are reconstructed using the Combined Track Finder (CTF)
algorithm [48]. It proceeds as follows: first of all, potential track candidates are
seeded in the innermost tracker layer. Quality cuts are applied to reduce the
number of fake tracks due to the combinatorics of hits. Tracks are then extrapolated
to the next tracking layer with the Kalman filter method [49], which accounts for
effects from energy losses and multiple scattering. The Kalman filter algorithm is

mathematically equivalent to the least-squares minimization, and it is the optimal
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estimator for linear models with Gaussian noise. In case of non-linear models
or models with non-Gaussian noise, it is still the optimal estimator but will be
sensitive to outlying measurements. Recursive extrapolations and fitting of tracks
are performed to subsequent tracker layers, until the outermost layer is reached or
the track candidate does not satisfy track quality cuts. The track collection is then
cleaned to avoid redundant tracks. The track finding algorithm is repeated up to
six times for each event, and hits associated with reconstructed tracks in previous

iterations are removed to reduce combinatorics.

4.1.2. Vertex reconstruction

Another important quantity to be reconstructed is the position of each proton-
proton interaction, namely vertices. Dedicated algorithms are utilized to reconstruct
vertices based on reconstructed tracks, clustering and vertex fitting. Tracks with
good quality are selected by applying requirements on the x? of the track fits and
the minimum numbers of hits. The transverse impact parameters of these tracks
are also required to be < 50 with respect to the beamspot. Candidate vertices are

seeded by two or more tracks with separation in the z-coordinate z < 1 cm.

Other tracks are then associated to candidate vertices using the Deterministic
Annealing algorithm [50]. The algorithm performs track selection, clustering and
titting of vertex positions. Finally, the spatial position of each candidate vertex is
extracted by the Adaptive Vertex fitter [51]. The fitter determines the most probable
spatial position of each vertex based on input track information associated with
each candidate vertex. Quality cuts are further applied to each candidate vertex to

reject fake vertices.

Once vertices are defined, the primary vertex (PV), which corresponds to the
interaction with the hardest scattering in the event, is selected. The PV is defined as
the vertex with the greatest sum of square of physics object momenta associated
with the vertex, with physics objects defined as objects returned by the jet finding
algorithm [52,53] with inputs of all charged tracks associated with the vertex and

corresponding Pmiss = — Yictracks Pi- Other vertices are defined as the PU vertices.
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4.1.3. Calorimeter reconstruction

The primary goal of calorimeters is to accurately measure energies of particles from
the collisions. Complementarily, they can also be used to provide additional track-
ing information for charged particles. To measure properties of incident particles
precisely, measurements from different towers and crystals in the calorimeters must
be clustered and calibrated [46,54]. Reconstruction algorithms of the calorimeters
access signal pulses in each cell or tower in multiple 25ns steps (time-slice) and
convert these measurements to a single number of measured energy. Signal pulses
in previous or later time-slices can be increased by the presence of particles from
collisions in previous or later bunch crossing (out-of-time pile-up, OOTPU). Since
Run 2, an algorithm utilizing a template fit method [55] is employed in ECAL energy
reconstruction to minimize the effects from out-of-time PU, with signal templates
measured in low PU conditions. A similar algorithm is also used for HCAL energy
reconstruction [56]. Since 65% (95%) of signals in HB and HE are contained in one
(two) time slice, pulses templates are fitted to the triggered, previous and later
bunch crossing with amplitudes and arrival time of signal as free parameters. Fig-
ure 4.1 shows the relative energy response of the energy reconstruction algorithm
for HCAL, defined as reconstructed hit energy divided by simulated hit energy,
against simulated hit energy.

4.2. Physics object reconstruction

4.2.1. Muon reconstruction

Muons, as minimally ionizing particles, travel across the CMS detector without los-
ing a lot of their energy. Three reconstruction algorithms, based on hit information
from the tracker and the muon system, are employed: the ‘outside-in” global muon
algorithm, ‘inside-out’ tracker muon algorithm [57], and the PF-Muon algorithm de-
scribed in Section 4.3. Each algorithm provides complementary information and the
combination maintains high reconstruction efficiencies across various muon ener-
gies. Muons are required to be reconstructed by at least one of the three algorithms

mentioned above.



31

CMS Simulation Preliminary

q} 1 -5 TTTT T | T TTTT | TTTT | TTTT | TT T [ T T T | TTTT

w

g 1.4 —e— No OOTPU mitigation 3

o » ]

g 1.3 g. —a—Offline OOTPU mitigation E

T yaf

& . -, —e— Online OOTPU mitigation

= .

Q T le o e ]

c - e% ¢ .

LL] = ,,::QWM' ﬂ.nmkqﬂq.wﬁ,i!:

® - ° .

> 09 =

© -

E} 0.8 : :
0.7 ;— —;
06 3
0-5 L Ll | | | LIl | Ll L1 | Ll Ll | L1 |I 1 | '|| LIl

0 10 20 30 40 50 60 70 80 90 100
Simulated Hit Energy [GeV]

Figure 4.1.: Relative energy response in the collision condition of 20 PU and 25 ns bunch
crossing. No OOPU mitigation uses only sum of signal in the triggered and later
time slices without correction to OOTPU. Online (Offline) OOTPU mitigation
is the energy reconstruction algorithm using template fits for HLT (offline)
reconstruction. From [56].

The global muon algorithm starts with hits from muon chambers and recon-
structed muon tracks and their initial estimate of energy deposited. Muon tracks
are then extrapolated back to the tracker using the Kalman filter. The algorithm
searches for possible tracks for matching with the muon tracks. Matched tracks
with good fits with the Kalman filter algorithm are considered as muon candidates.
This reconstruction algorithm provides high reconstruction efficiency for muons

with higher momentum that can travel across the detector.

The tracker muon algorithm, instead, uses tracks reconstructed based on hits
in the tracker with pr > 0.5 GeV as seeds. Seed tracks are then extrapolated to the
muon system using a Kalman filter. Tracks that are matched to at least one hit in
the muon chamber are considered to be muon candidates. This algorithm provides

a better performance for the reconstruction of low-pt muons.
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Furthermore, selections on the )(2 of the muon track fit, the number of tracker
hits, transverse and longitudinal impact parameters are used to reconstructed muon
candidates to reduce backgrounds from hadronic punch-through and non-prompt

muons while maintaining a good reconstruction efficiency.

4.2.2. Electron and photon reconstruction

Electrons and photons interact with the ECAL in a very similar mechanism, and
hence similar reconstruction algorithms are used for these two physics objects.
Photons, however, do not leave tracks in the tracker and lose energy like electrons
do. For example, electrons lose on average 33% of the energy before entering the
ECAL through bremsstrahlung [58]. To properly account for energy deposition,
photons produced during bremsstrahlung have to be clustered. Clustering in the
ECAL is allowed to extend in the azimuthal direction, as trajectories of electrons
can bend in the magnetic field but those of photons produced from bremsstrahlung
do not.

In particular, electron energy usually spreads over multiple crystals in the ECAL.
For example, electrons with 120 GeV deposit about 97% of the energy ina 5 x 5
crystal array [43]. A hybrid clustering algorithm is utilized to form superclusters in
the barrel region. The procedure is as follows:

e Crystals with energy above the minimum threshold are used as seeds.

e Arrays of adjacent 5 X 1 (A x A¢) crystals (up to 17 arrays in both positive
and negative ¢ direction) are added to the seed crystal in the ¢ direction, if
their energies are above 0.1 GeV.

e Arrays are further clustered to form superclusters such that each supercluster
contains at least 0.35 GeV.

The reconstruction algorithm for the endcap region is similar but uses 5 x 5 array of
crystals. Positions of superclusters are then matched to tracks from the primary ver-
tex. Superclusters with successful matching are considered as electron candidates
and ones with unsuccessful matching as photon candidates. Various kinematic

cuts are applied to electrons and photon candidates to reject backgrounds from
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mis-reconstructed jets, photon conversion and semi-leptonic decay of heavy quarks.
These include the ratio of energy depositions in ECAL to HCAL, impact param-
eters and distances of matched tracks to the primary vertex (in case of electron

candidates), the shower shape and cluster width variable.

4.3. Particle-flow reconstruction

The particle-flow (PF) algorithm aims at reconstructing all stable particles produced
at the LHC (v, e*, U + %, K+, KO, p + and n) by combining information from
all sub-detectors. Exploiting full information from every sub-detector improves
significantly the measurements of energies and trajectories of particles with only
subset of subdetectors. Reconstructed stable particles from the algorithm are then
used to construct jets as described in Section 4.6, compute missing transverse
momentum Zr, reconstruct hadronically-decaying 7, tag b-jets etc.

The algorithm relies on reliable measurements from each sub-detector for the
best possible reconstruction performance and the CMS detector is well-suited
with this requirement. Charged tracks are reconstructed by the tracker with high
efficiency and small fake rates due to accurate silicon tracker measurements in a
strong magnetic field of 3.8T provided by the superconducting solenoid. Excellent
energy resolutions are achieved by the high granularity ECAL with PbWOjy crystals
which provides excellent performance on photon identification in a challenging
environment with high particle density.

Each stable particle leaves specific signatures in the CMS detector and give rise
to various possible combinations of PF elements such as charged-particle tracks,
calorimeter clusters or muon tracks. A dedicated algorithm is designed to connect
each PF element, fully reconstruct each stable particle based on PF elements and
avoid any double counting of PF elements in reconstruction of different particles.
The detailed procedure of the algorithm is as follows:

e Global muons defined in Section 4.2.1 are classified as PF muons, if the com-
bined measurement of pr is compatible with the measurement with the tracker

alone within three standard deviations. The corresponding track to each global



34

muon is masked and not used for later stages of the algorithm. Expected
energy deposits in the calorimeters by each PF muons are also corrected for.

e Tracks pre-identified in the tracker are fitted with the Gaussian-sum filter (GSF)
algorithm [59] and extrapolated to the ECAL. Additional quality cuts on the
tracking calorimetric variables are applied to define PF electrons. Similar to
PF muons, corresponding tracks and ECAL clusters to the PF electrons are

masked for later stages of the algorithm.

e Remaining tracks in the tracker are then matched to clusters in ECAL and
HCAL. A PF charged hadron is defined in cases of successful matching. The
identification of neutral particles involves the comparison of the momentum
from tracks and the measured energy from the calorimeters. If the measured
calorimetric energy is significantly larger than the calculated energy from the
track momentum under the charged pion mass hypothesis, a PF photon and
possibly a extra neutral hadron is defined, depending on the excess of the

energy.

e Remaining clusters in the calorimeters are considered as PF photons or PF

neutral hadrons.

4.4. Pile-up estimation

Contamination from PU events has to be accurately estimated and corrected for
in the event reconstruction algorithm. Charged particles from PUs can be distin-
guished by whether their tracks originate from the primary vertex. For neutral
particles which leave no tracks in the detector, their PU contamination can be
estimated from the data-driven energy ratio of neutral to charged particles from
PUs (the B correction) [60]. In addition, PU contamination can be subtracted by
utilizing the energy density of PU ppy. For each particle, the corrected transverse

momentum can be calculated as:

priot = prio" — ppu X A; (4.1)
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where A is the active area of the particle i. The energy density is estimated by
dividing the detector in a square grid of cells where the average energy density
of all PF particles in each cell is determined [53, 61]. This mechanism, called the
effective area (EA) correction, essentially corrects contamination from both charged
and neutral particles coming from PUs.

4.5. Isolation

Another important aspect of the reconstruction algorithm is to distinguish between
prompt and non-prompt leptons, which arise from leptonic decays of b(c)-hadrons.
An effective way to distinguish between the two is to examine the hadronic activity
around the lepton. It is measured by the isolation of the lepton, defined as the ratio
of the total energy of particles within a cone around the lepton to the energy of the
lepton. The standard method to compute isolation in the CMS experiment is the PF
relative isolation If,‘;l, defined as:

1
111;&1331 -~ % ( Z PTCH + ZPTNH + ZPTV _ ZPTNeutral) (4.2)
Pty PFpy PF PF PU

where pr,, prt, ptNH, pr7 are the transverse momentum of the lepton, charged
hadrons, neutral hadrons and photons respectively. The last term represents contri-
butions to hadronic activity from neutral PU particles. Two methods are used in the
CMS experiment to estimate this component, the Ap correction and EA correction

as described in Section 4.4.

4.6. Jet reconstruction

The most likely outcome of proton-proton collisions is by far the production of
quarks and gluons. Upon production, high pt quarks and gluons hadronize due
to confinement and this results in a set of collimated showers of stable particles

such as hadrons, leptons and photons in a cone, leading to a jet. Special clustering
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algorithms are developed to reconstruct each shower from a set of stable particles
as jets [62].

4.6.1. Jet clustering

Soft or collinear emission from gluons and quarks can introduce infrared divergence
in perturbative QCD [63]. Any jet clustering algorithm has to be insensitive to soft
and collinear splitting of colored particles, i.e. infrared and collinear safe. To achieve
this, CMS uses a sequential recombination algorithm [64] that fulfills infrared and
collinear safety. In the algorithm, inter-particle distances are defined for each pair
of particles as

AR\ 2
— i ko k ij
dij = min [pTi,ij] X ( R ) (4.3)
and beam-particle distances are defined for each particle as
N <
dip = pr; (4.4)

where k = —2,0,2, AR is the separation of the particle i and j in the 7 — ¢ plane
and R is a fixed parameter chosen to define the jet cone size. The procedure of the

algorithm is as follows:
e Calculate d;; for each pair of particles i, j and d;p for each particle i.
e Rank all distances d;;, d;p

e If the smallest distance is an inter-particle distance, combine the pair of particles

into one particle and repeat the calculation of distances and ranking again

o If the smallest distance is a beam-particle distance, classify this particle as
a final cluster and repeat the calculation of distances and ranking again but

ignoring this cluster.
e Repeat procedures above until there are no particles left for clustering.

The commonly used anti-kr algorithm [52], with k = —2, is used in this thesis,

with the jet cone size R = 0.4. The choice of jet cone size is made such that most
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hadronic showers from the hadronization of gluons and quarks in 13 TeV proton-
proton collisions are contained while maintaining an efficient cone size to reduce
PU contamination. The CMS experiment uses the FASTJET package [53] for jet

clustering, with PF candidates described in Section 4.3 as inputs.

4.6.2. Jet identification

Additional requirements on jet properties are applied to each jet candidate after
clustering to reduce backgrounds with fake jets or detector noise. Various set
of selections are used in CMS [65]. In this analysis the loose set of selections
are utilized, which provides high efficiency ~ 100% for jet identification while
maintaining reasonable rejection rates ~ 84% for fake jets. The selection requires at
least two PF candidates, the energy fraction of neutral hadrons and photons in each
jet < 99%, the energy fraction of charged hadrons in each jet > 0% and charged
hadron multiplicity in each jet > 0.

4.6.3. Jet energy correction

The measured transverse momentum pr™@%

of a jet could be different from the
partonic energy of the quark or gluon, due to hadronization effects, variations
in resolution in different parts of the detector, and failed reconstruction in unin-
strumented sessions of the detector. To correct for this difference, a correction is

parametrized as [66]

pTcorr = Coffset(pTraw) X Crel(rl) X Cabs(PT/) X Cres(PT/// 77) X pTraw (4-5)

where Cogfset, Crel, Cabs and Cres represent the offset, relative, absolute and residual
correction respectively. pr°°" and p1™" are the corrected and uncorrected trans-
verse momentum of a jet respectively. pr is the transverse momentum of the jet
after applying offset and relative corrections and pt’ is the transverse momentum
of the jet after applying all correction except the residual correction. The offset
correction aims to remove contributions from PU jets. Charged PF candidates not

originating from the primary vertex are removed before the clustering, and contam-
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inations from neutral hadrons are estimated by jet area subtraction as described in
Section 4.4. The relative correction, derived from multi-jet QCD MC simulation,
gives a uniform jet energy response in 7. The absolute correction, derived from
Z +jets and 7y + jets data samples, is used to correct jet energy response, defined
as IfTT%, as a function of jet pr. The boson pt in Z + jets and 7 + jets sample,
which can be accurately measured, is used to calibrate the reconstructed energy of
the recoiling jets. The residual correction accounts for the difference in jet energy

response between data and MC as a function of pt and 7.

Run2015, 2.1 fb” (13 TeV)
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Figure 4.2.: Systematic uncertainty of jet energy correction for Equation 4.5. The gray band
shows the total uncertainty of the correction. The PU uncertainty dominates for
jet pr < 50 GeV. From [67].
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Sample Definition
Multijet At least one jet with pry,, > 40 GeV
Muon enriched jets At least two jet with pr;e > 20 GeV

At least one jet with a muon with pr,, > 5 GeV

Dileptonic tt At least two jet with prj, > 20 GeV

One isolated muon or electron with pr, > 20 GeV

Table 4.1.: Summary of event selections for each sample used to validate the b-tagging
algorithm. From [68].

4.6.4. B-tagging

Due to the relatively long lifetime ( ~ 1.5 ps [9]) of b-hadrons, they typically travel a
distance of ~ 450 ym before decaying. The high-resolution tracker can therefore
resolve displaced vertices. Secondary vertices and the possible presence of muon or
electrons from leptonic decay of b-hadrons can be used to identify jets hadronized
from b-quarks (b-jets). CMS uses various dedicated algorithms to exploit the
features mentioned above for robust performance of b-tagging [68]. In this thesis
the Combined Secondary Vertex version 2 (CSVv2) algorithm is used. The algorithm
combines information of secondary vertices and lifetime of each jet with a neural
net and gives a likelihood value of the jet arising from a b-quark. A discriminator of
value greater than 0.8989 is chosen to identify b-jets, corresponding to an efficiency
of ~67% and a mis-tag rate of ~10% and ~ 1% for charm-jets and light jets (u,
d and s quarks) respectively [69]. Difference in efficiency between data and MC
is measured in each jet pr and # bin with the multijet, muon enriched jets and
dileptonic tt sample [68]. Table 4.1 shows the definition of event selection for these
three samples. Figure 4.3 shows the distribution of the CSVv2 discriminator in the

multijet, muon enriched jets and dileptonic tt samples.
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4.7. Event-wide characteristic energy variables

To maximize sensitivity to potential SUSY signatures, several variables are utilized
to categorize events based on event kinematics. SUSY models typically have high

mass scales and decay of sparticles lead to significant visible and invisible energy
in the final states.

To approximate the visible energy scale of a event, one can define the total
transverse energy of a event as the scalar sum of all the reconstructed PF candidates

Hr =) |Erjl (4.6)
icPF
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and the total hadronic transverse energy Hr can be calculated as the scalar sum of
all reconstructed jets

Er =) |Enil (4.7)
icjets
For hadronic final states, the two variables provide complementary information
and are similar to each other

To quantify the invisible energy scale of a event, one common choice of kinematic
variables is the missing transverse momentum Er, which is computed as the
negative sum of the transverse momenta of all PF candidates

Br=— )Y pr (4.8)

iePF

Similarly, a similar quantity /47 can be defined with only reconstructed jets in the

event

Hr = — Z pT; (4.9)

icjets

Ft can be biased by various detector effects, such as minimum energy threshold
in calorimeters, inefficiencies in the tracker, non-linearity in calorimeter response.
These effects are mitigated by correcting the pt of the jets to the particle level by jet

energy correction

B =Er— ) (7™ - ) (4.10)
icjets

where B refers to the corrected Er quantity and p5™™ is the corrected pr for jet i.
The correction uses corrected jets with pr > 15 GeV and with less than 0.9 of their
energy deposited in the ECAL. If a muon is inside a jet, the correction is applied
to the jet momentum subtracted with the muon momentum [70]. Figure 4.4 shows
the corrected E distribution for the < + jets samples with statistical and systematic
uncertainty from JEC displayed.



42

CMSPreliminary __ 12.9 " (13 TeV. 201

A2

= 107 E- =
8 E -+ Data 3
0 CIEwK+Top -
12 [aco E
c . H
o 1o Oy +jets o
Ll =

Data / MC

09204060 80 100 120 140 160 180 200
E:“ss [GeV]

Figure 4.4.: Distribution of the Er distribution of 7 + jets events. Statistical uncertainty
of data and MC simulation are included in the lower panel of the plot. The
systematic uncertainty from JEC is also shown. The EWK component refers to
the diboson, Zv and W+ production. From [70].
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Chapter 5.

The aT analysis

The at analysis is a search for BSM physics, targeting pair production of colored
SUSY particles which decay to LSPs leaving the detector undetected. The signal
region of the analysis is selected as a final state of at least one jet and significant E7,
with no reconstructed leptons or photons.

The at analysis is a well established analysis since Run 1, providing public
results at both /s = 7 TeVand /s = 8 TeVand several luminosities. Increases in
center of mass energies from 8 TeVin Run 1 to 13 TeVin Run 2 significantly enhanced
the cross sections of SUSY processes [36], and new techniques and strategies have
been designed to exploit this gain.

Extraction of the signal requires a thorough understanding of the background.
Various backgrounds are detailed in Section 5.1. One of the dominant backgrounds
in hadronic analyses is QCD multijet production, which arises primarily from
mismeasurements of jet energies. Dedicated variables are used to strongly suppress
this background, as detailed in Section 5.2. Definitions of the signal region, and
two control regions are described in Section 5.4. Furthermore, events which pass
the signal region or control region selections are categorized according to four
kinematic variables to optimize sensitivities. The categorization is described in

Section 5.5. Finally, the trigger strategy is discussed in Section 5.3.
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5.1. Backgrounds

5.1.1. QCD multijet background

The QCD multijet background is dominant in hadronic analysis. This final state
consists of a balanced system of multijet events, with no genuine Er signature.
However, jet energy mis-measurements due to fluctuations in detector response
or reconstruction can induce fake [t signatures and hence constitute a significant
proportion of total background in the signal region, due to the much larger cross
sections of the multijet background than other SM backgrounds with genuine E
signatures [36]. Various mechanisms that induce jet energy mis-measurements are
described below:

e Jets with outgoing directions pointing to regions with significant detector ineffi-
ciencies with reduced or no response can cause significant loss in measurement

of energies.

e Additional fake energy could be added in jet energy measurements due to the
presence of 'hot cells” in ECAL and HCAL, spontaneous discharges and direct
particle interactions with detector electronics or photomultipliers.

e ‘Beam halo” from LHC beam scattering off collimators can interact with
the muon system and cause fake reconstructed muons, or interact with the
calorimeters and deposit additional energy causing imbalance in transverse

momenta [71].

e Imbalance in transverse momenta could be caused by acceptance effects due
to finite detector resolutions.

In addition, QCD multijet background could have a small proportion of events
with genuine 1, due to production of heavy flavor quark decaying into leptons and
neutrinos. These events could pass the signal region requirements as the leptons

usually reside within the jet cone and fail isolation requirements.
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5.1.2. Electroweak backgrounds

Besides QCD multijet background, various SM processes with neutrinos in the final
state, labeled as electroweak background, can mimic signatures in the signal region

and constitute a significant portion of background in hadronic searches.

In general for hadronic searches, the dominant backgrounds are W + jets, tt +jets
and Z + jets. They are detailed as follows specifically for the case of the a7 analysis.

Z + jets background

The largest background process in the signal region after QCD multijet rejection
is the Z + jets production, with the Z boson decaying to neutrinos, Z — v#. This
background is irreducible as the final state constitutes no leptons and significant
Er from neutrinos escaping the detector undetected. Across signal regions, it
contributes ~ 50% of the overall background. Similarly, the Z + jets production
but with Z decaying into two leptons, in which only one or both of them are lost
due to failed reconstruction, can enter the signal region. However, due to the low
probability of losing one or both of the leptons, this is a subdominant background,
constituting only ~ 0.5% of the total background.

W 4 jets background

One of the dominant backgrounds is the production of a W boson in association
with jets (W + jets) with the W boson decaying leptonically (W — ¢v) and the
lepton is not reconstructed, sometimes also labeled as lost lepton background.
This background can enter the signal region if the lepton is out of acceptance
or fails the isolation requirements or reconstruction, as both the lost lepton and
neutrino contribute to Z1. The W 4 jets background comprises ~ 40% of the overall
background in the signal region. In addition, the W + jets background can also
enter the signal region with the W boson decaying into a hadronically decaying T

reconstructed as a jet.
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tt 4 jets and single top background

The tt + jets and single top background consist of around 5% and 0.5% of the overall
background. Top quarks predominantly decay as t — Wb. The two W bosons
may then decay hadronically or leptonically. In the case of two W bosons decaying
hadronically, 7 may be introduced by jet energy mis-measurement or bottom
quarks decay via neutrinos. In the case of one W boson decaying leptonically,
similar to W + jets background, [t can arise from the neutrino and lost lepton. In
the case of two W boson decaying leptonically, the final state consists of two leptons
and significant 7. This final state is subdominant due to low probability of losing
or misreconstructing both leptons.

As detailed in Section 5.5, the at analysis categorizes events with the number
of reconstructed jets originating from bottom quarks. The tt + jets backgrounds
constitutes a dominant background for N, > 2.

Single top backgrounds occur via t-channel in association with a quark, in

association with a W boson, or s-channel in association with a bottom quark.

Residual electroweak backgrounds

In addition to dominant backgrounds described above, there are several processes
with minor contributions to the signal region. They include tt production in asso-
ciation with a vector boson (ttW, ttZ), pair production of vector bosons (WW, ZZ,
WZ), and production of lost photons in association with jets.

5.2. QCD background suppression

The QCD background predictions present significant challenges. One of the distin-
guishing features of the a7 analysis is to mitigate such difficult background with
robust kinematic variables while maintaining good acceptance to a broad range
of SUSY models. This is achieved by using four selections, x, A¢.. , At/ Bt and

forward jet veto, as detailed in the following sections.
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5.2.1. The aT variable

The « variable was originally proposed in [72], and converted into a transverse
variable, at, for hadronic collisions. It is designed to discriminate against events
with significant fr originated from jet mis-measurement, such as QCD multijet

background as described in Section 5.1. For dijet events, at is defined as

Esz

o (5.1)

XT

where E1? is the transverse energy of the less energetic jet and Mr is the transverse

mass formed by these two jets, defined as:

2 2 2 \?
My = (zw) _ (| y 7 |) 652)
i=1 i=1

and Eq)i = Fli sin § is the transverse energy of jet j; and ﬁ]% is the transverse momen-

tum of jet j;.

For events with three or more jets, a pseudo-dijet sytem is defined by clustering
the jets into two pseudo-jets. The Et for each of the pseudo-jet is the scalar sum
of Et of its contributing jets, and the pseudo-jets are combined such that AEy, the
difference in their Et is minimized. Hence the transverse energy of the sub-leading

pseudo-jet is given by:

Y Evi — AET

Ef? =
T 2

(5.3)

where AEp = |Ep/' — Et/2| and M as:

2
Mg = (2 ETl’i) — W2 (5.4)
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and hence the generalized definition for the at variable is
Y EP - AEr
T ~
12
21/ (L Edb)” — i

In most cases, jets in signal regions are boosted such that ET ~ p, and equation 5.5

194

(5.5)

can be written as

wp — = AHT (5.6)

NS

where Hr = Zfielt iji , where Njet is the number of jets within the experimental
acceptance and Kt = | Zf\]:jelt ﬁ% |. For dijets events, there are three possible scenarios
for the at variable, as shown in Figure 5.1. For balanced events without mis-
measurements of jet energy, it = 0 and AH7 = 0 and hence a7 = 0.5. For balanced

events with mis-measurement on one of the jets, AT ~ AHt and from equation 5.6,

1 |Hr— Hr
X = —4 | ——— < 0.5 5.7
T= o\ By Hy (5.7)

And finally for typical SUSY events with a genuine Er signature and other jets
recoiling against it, ar > 0.5.

An « distribution before selection is shown in Figure 5.2. Events with a7 < 0.5
are dominated by QCD multijet background, while for ar > 0.5, the QCD multijet
background drops sharply due to reasons explained above. Occasionally the mul-
tijet background with very rare stochastic fluctuation in measured jet energies, or
significant mis-measurements of more than one jet in the events can lead to ar > 0.5,
these contribute to < 1% in the total background for the region beyond a7 > 0.5.
On the other hand, the drop in electroweak backgrounds for the region beyond
a > 0.5 is much more gradual due the the presence of genuine Et signatures in

the events.
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Figure 5.1.: Three possible scenarios for the at variable in a dijet event: balanced without

mis-measurement (left), balanced with mis-measurement (middle), genuine Zr
(right). From [73].
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Figure 5.2.: The a7 distribution with data compared to simulation.

5.2.2. The A¢y,,, variable

In addition to the at variable as described in Section 5.2.1, a variable A¢y . is
designed to mitigate QCD multijet backgrounds from various reconstruction and

instrumental effects and semileptonic heavy flavor decays. The definition of this
variable is as follows:

1. Each jet in the event is considered as a probe jet j;.
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2. The Hr variable, ﬁTjir is recalculated without considering the probe jet.
3. The azimuthal angle, A¢;, is calculated with I;fTh and the probe jet.

4. The minimum A¢;, after considering all jets in the event, is defined as the
A¢? . variable.

If a jet is mis-measured or has Fr originating from the semileptonic decay of
heavy flavor quarks, the direction of fake [1 tends to be close to the jet axis leading
to low A¢y .. values. For SM processes with genuine Et, jets recoil against neutrinos,
leading to high A¢” . values. Furthermore, for the monojet category which has
only one jet in each event with pt > 40 GeV the A¢? . variable cannot be defined.
The variable is instead defined by considering jets with pt > 25 GeV.

As shown in Figure 5.3, the multijet background has a sharply falling distribution
against A¢; .. compared to the one with electroweak backgrounds with genuine Er,

which has a much longer tail.
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Figure 5.3.: The A¢? . distribution with data compared to simulation.
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5.2.3. The Hy/ By variable

The Wt/ Et cut aims to reduce contamination from QCD multijet backgrounds
with significant fake Er due to jet just falling out of kinematic acceptances on
the pr (< 40 GeV) or 77 (< 2.4) threshold. The Er variable is computed by all PF
candidates in the event, while the /A7 variable is computed only with jets with pr
and 7 requirements (acceptance effects) in the analysis. Therefore, the 1 variable is
more robust against acceptance effects. As described in Section 5.4 later, a cut of
Hr/ Bt < 1.25in the a7 analysis is used to ensure reasonable agreement between
the two kinematic variables and mitigate fake ET signatures originated from such
acceptance effects.

5.2.4. Forward jet veto

The Kt variable is computed using only jets with || < 2.4. Any jets with large pr
in the forward region of || > 2.4 can introduce significant /1. Therefore, events
with at least one jet with pr > 40 GeV in the forward region are vetoed and not

considered in the analysis.

5.3. Trigger strategy

5.3.1. Signal region

Trigger strategies are designed to retain low thresholds on the Hr and At variable,
and maintain excellent acceptance inclusively to a wide range of new physics
models. A suite of signal region triggers with requirements on Hr and aT are used
to select candidate events in HLT. Two other triggers using A, ET and Hr variables
are also utilized complementarily to increase signal trigger efficiency. Table 5.1
shows the full set of signal region triggers used by the analysis.

Trigger efficiencies, as a function of Hy and Jt, are measured using two in-
dependent muon and electron reference triggers, for the full set of signal region

triggers. Figure 5.4 and 5.5 show the measured efficiency as a function of /i for
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each Hr category. Nearly 100% efficiency is achieved for the lowest A7 threshold
of the analysis A1 > 200 GeV. Corrections are derived from the measurements in
the reference trigger samples to account for little inefficiencies at the turn-on region.
The central values of the corrections are taken from the measurement with electron
reference triggers. The corresponding statistical uncertainties for the corrections,
and the systematic difference to the measurement with muon reference triggers, are
propagated as the uncertainties for the measurement of trigger efficiencies in signal

region.

Region Level-1 requirement HLT requirement

Signal region Hr > 240 GeV or Bt > 70 GeV | Hr > 200 GeV, a1 > 0.57, ET > 90 GeV
Signal region Hr > 240 GeV or Bt > 70 GeV | Hr > 250 GeV, at > 0.55, BT > 90 GeV
Signal region Ht > 240 GeV or Bt > 70 GeV | Hr > 300 GeV, at > 0.53, ET > 90 GeV
Signal region Ht > 240 GeV or Bt > 70 GeV | Hr > 350 GeV, at > 0.52, BT > 90 GeV
Signal region Hr > 240 GeV or Bt > 70 GeV | Hr > 400 GeV, at > 0.51, BT > 90 GeV

Signal region Hr > 240 GeV Ht > 800 GeV
Signal region Bt > 70 GeV Br > 90 GeV or Mt > 90 GeV
U +jets region | prt > 20 GeV prt > 22 GeV
Up +jets region | prt > 20 GeV prt > 22 GeV

Table 5.1.: Summary of the HLT trigger paths used in the analysis.

5.3.2. u + jets and ppu + jets control region

Events in y +jets and puyu +jets control regions are selected by requiring a muon with
pt > 22 GeV at HLT. The corresponding trigger efficiency is measured using the
tag-and-probe method [57], in bins of muon pt and 7, and applied to corresponding
simulated samples in the control regions.

5.4. Selection

This section details selection requirements to define signal and control regions.
Section 5.4.1 defines a set of baseline selection common to all signal and controls
regions. Specific selections to define signal and control regions are described in
Section 5.4.2 and 5.4.3.
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Figure 5.4.: Signal trigger efficiency in the /AT dimension for each Hr category determined
from data using a e + jets event sample.

5.4.1. Preselection

The E7 variable is subject to various detector- or beam-related effects and can lead
to significant fake Et, for example, beam halos, spurious detector noise, detector
inefficiencies, and reconstruction failures. Dedicated filters are employed to reject

these events with > 99% efficiency. These filters include:
e Primary vertex filter: requires at least one well reconstructed vertex.

e CSC beam halo filter: rejects events with beam halo muons by measured by
CSC.

e HBHE Noise and isolation filter: rejects events with spontaneous energy spikes
in HCAL.
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Figure 5.5.: Signal trigger efficiency in the /AT dimension for each Hr category determined
from data using a p + jets event sample.

e ECAL Endcap supercluster Noise filter: rejects events with spontaneous pulses
in ECAL Endcap.

e ECAL trigger primitive filter: rejects events with significant energy deposits in

dead cell regions.

e bad muon and charged hadron filters: rejects events with badly reconstructed

muon and charged hadron by the PF algorithm.

In addition, the a7 analysis also employs specific cleaning cuts to further reject
events with misreconstruction and beam halos. The charged hadron energy fraction
(CHF) of the leading jet in each event is required to be 0.1 < CHF < 0.95, to further
reject events affected by beam halos but not filtered by the CSC beam halo filter.
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Jets in the analysis are required to have pr > 40 GeV and |¢| < 2.4. The leading
jet in the event is required to satisfy pr > 100 GeV. The energy scale of each event is
estimated with the Hr variable. The estimator for E7 used by this search is given by
the Mt variable. Significant hadronic activity and large [t in the event is ensured
by requiring Hr > 200 GeV and Ht > 200 GeV, respectively.

As described in Section 5.2.3 and 5.2.4, a FiT/ Et cut and forward jet veto are
applied as preselection to mitigate effects due to acceptance from pt and # threshold

or forward regions.

All preselection requirements are summarized in Table 5.2.

Et quality Primary Vertex, CSC Beam Halo, HBHE Noise and Isolation,
ECAL Endcap SC Noise, ECAL TP, Bad Muon, Bad Charged Hadron
Beam halo 0.1 < CHF < 0.95 for highest-pr jet
Jetj; acceptance Each jet j; that satisfies pp/ > 40 GeV and | 7! |< 2.4
Jet j1 acceptance pri' > 100 GeV
Jets below threshold Hr/ Er < 1.25
Forward jet veto Veto events containing a jet satisfying pr > 40 GeV and | 17 |> 2.4
Energy sums Hr > 200 GeV and Ht > 200 GeV

Table 5.2.: Summary of the pre-selection criteria.

5.4.2. Signal region

The signal region selection is designed to strongly suppress QCD background,
which is often difficult to model because it arises from stochastic fluctuations, and
electroweak background, while maintaining good acceptance to a wide range of
SUSY models with significant Z7.

To select hadronic signal region, any events with at least one isolated muon,
photon or electron, as described in Section 4.2, are vetoed. Furthermore, events
containing at least one isolated track with pt > 10 GeV are also vetoed to suppress
background processes with final states containing non-reconstructed muons or

electrons, or T leptons with single-prong decays.
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As described in Section 5.2.1 to 5.2.4, three dedicated variables and one veto
are used to reject QCD backgrounds. In particular, as the F{r and Hr variable are
correlated via the a7 variable as shown in equation 5.6, a Ht dependent a1 threshold
is chosen to maintain a similar JI7 threshold due to changing Hr requirements.
These thresholds are also motivated by the trigger requirements as explained in
Section 5.3. The at thresholds are summarized in Table 5.3. No at cut is applied for
Hrt > 900 GeV. At least two jets in an event are required to define the a7 variable,
therefore, the a1 thresholds are not applicable to the events containing only one jet,

the monojet category. Categorizations of events are detailed in Section 5.5.

As shown also in Table 5.3, a flat requirement of A¢.. > 0.5 is applied to all
events. For events in the monojet category, the A¢? . variable is computed with all
jets with pp > 25 GeV.

Hr [GeV] 200-250 250-300 300-350 350-400 400-900 900-1200 >1200
at threshold 0.65 0.60 0.55 0.53 0.52 (none)  (none)
A¢y .. threshold 0.5 0.5 0.5 0.5 0.5 0.5 0.5

Table 5.3.: Minimum requirements on at for each Hr bin. For all Hr bins satisfying Hr >
900 GeV, no ar cut is applied. Also shown is the flat A¢g; . requirement.

5.4.3. Control regions

The p + jets control region, yp + jets control region and multijet control region are
utilized in the aT analysis. These three control regions are used to predict QCD and
electroweak backgrounds in the signal region, and validate various assumptions on
analysis methods and strategies. Their selections are orthogonal to the signal region
selections and designed to have negligible signal contamination from hadronic
SUSY models. Table 5.4 summarizes each of the selections for these three control

regions. Section 5.4.3 to 5.4.3.1 explain selections of each control region respectively.

u + jets control region

The selection for the p + jets control region is designed to enhance the SM processes

with W bosons decaying to a muon and a neutrino, such as W + jets and tt + jets
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p+ijets  1uwith pr >30GeV, |y |< 2.1, I

rel

< 0.1, AR(1,j;) > 0.5,30 < mr(ph, Br) < 125 GeV
< 0.1, AR(p1,2,ji) > 0.5, | myy —mz | < 25 GeV

Multijet SR selection + inverted Hr/ Ft and A¢;. ;. requirements

up +iets  2u with pr >30GeV, | 7 |< 2.1, I

rel

Table 5.4.: Summary of the event selection criteria for the control regions.

production, with a W boson from a top quark decaying to a muon and a neutrino
in final state. Events with exactly one isolated, central and high-pr muon are
selected, on top of the preselection described in Section 5.4.1. The muon is required
to have pr > 30 GeV and |¢| < 2.1 and to be well separated from each jet j; by
AR(u,ji) > 0.5. In addition, the transverse mass computed by the muon pr and
Er is required to satisfy 30 < mt(u, ET) < 125 GeV to ensure the control region
enriched in W bosons.

pp + jets control region

The pp + jets control sample is designed to be enriched in Z(— pp) + jets produc-
tion. The selections are similar to ones used for the y + jets control region, except
that two oppositely charged isolated muons are required. The two muons are also
required to have an invariant mass of within + 25 GeV range around the mass of
the Z boson.

5.4.3.1. Multijet control region

The multijet control region is used to estimate the residual QCD background in
the signal region. It is defined by the exact same requirement as the signal region
except the A¢? . and K1/ BT requirement are inverted. The selection aims to give
a data sample enriched in QCD processes.
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5.5. Categorization

5.5.1. Categorization in signal region

To maintain a broad coverage to a wide range of hadronic SUSY signal models,
events in the signal region are categorized in four discriminating variables: Nj,
Np, Hr and Ht. This extensive categorization ensures good sensitivities to a wide
range of SUSY models, which can be characterized efficiently by the four kinematic
variables chosen. For example, the Nj,; and Hr categories can discriminate between
SUSY models with different mass splitting scenarios. The Nj, categories can improve
signal-to-background separation of SUSY models with heavy flavor squarks. The
Hr dimension provides further categorization between uncompressed, intermediate
and compressed SUSY models on top of the Nj,;, N, and Hr binning. Detail of

binning choices are detailed in the following subsections.

Categorization in Nj.; and topology

Seven N, categories are defined as shown in Table 5.5. The symmetric category is
turther split into Njet = 2, 3, 4, 5 or > 6 category. Different SUSY models reside
in vastly different Nj,; categories. Light flavor squark and compressed models
tend to have low jet multiplicity with large energy, while uncompressed models of
gluino or top squark production have larger jet multiplicities. SM backgrounds also
varies vastly across Nj,; categories, with W + jets and Z + jets populating low Nj,;

categories and tt + jets in high Nj,; categories.

Events are also often conveniently categorized according to the “topology” ex-
hibited by the two leading jets in the event. The topology is defined by the pt of the
subleading jet in the event, as summarized in Table 5.6. Events with subleading jet j>
that satisfies pr;;, > 100 GeV are classified as the “symmetric” topology. This topol-
ogy is sensitive to a wide range of SUSY models involving pair production of gluinos
or squarks. Events with subleading jet j; that satisties pr;;, < 40 GeV are classified
as the “monojet” topology, and if the subleading jet satisfies 40 < pr;;, < 100 GeV

the corresponding event is classified as the “asymmetric” topology. The addition
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of monojet and asymmetric category improve acceptance to DM and compressed
SUSY models.

Nj.; Topology Label

1 Monojet eqlj
>2  Asymmetric ge2a
2 Symmetric  eq2j
3 Symmetric  eq3j
4 Symmetric  eq4j
5 Symmetric  eq5j
>6 Symmetric  ge6j

Table 5.5.: Summary of Nj,; categorization.

Monojet pr2 < 40 GeV
Asymmetric 40 < pp?2 < 100 GeV
Symmetric pr2 > 100 GeV

Table 5.6.: Summary of topologies, based on pr requirement for the subleading jet.

Categorization in Hr

The Hr variable provides an estimate of the energy scale of events. For SUSY
models, Hr is correlated with the mass splitting between the sparticle produced
and the LSP. If the sparticle produced is heavy and the LSP is light, decay products
from sparticles will have a lot of energy and leads to a high Hr value. On the
other hand if the mass of the sparticle and LSP is close, limited energy will be
delivered to the decay products, leading to a small Ht value. Five Hr categories are
defined for the signal region. The lowest Hr threshold is 200 GeV from preselection
requirements, while the last bin is an inclusive bin Hr > 1200 GeV.

e 200-400 GeV,
e 400-600 GeV,

e 600-900 GeV,
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e 900-1200 GeV,
e >1200 GeV.

On the other hand, a finer Ht scheme is defined for the muon control regions, from
where predictions are derived for different backgrounds, as described in Section
5.5.2and 5.5.3. Background predictions from control regions are aggregated to give
predictions in signal regions. This aggregation is implemented in the likelihood
model and assumptions on correlation between each category and systematic
uncertainty are preserved [74]. Table 5.7 shows the aggregation scheme of the
prediction derived from muon control regions to the signal region. The Likelihood

is described in detail in Section 9.

Control regions  Signal region

200-250 200400
250-300 200400
300-350 200400
350400 200400
400-500 400-600
500-600 400-600
600-750 600-900
750-900 600-900
900-1050 900-1200
1050-1200 900-1200
>1200 >1200

Table 5.7.: Summary of the Hr [GeV] binning schemes used in the control and signal region.

Categorization in N,

A categorization in N}, improves sensitivities to SUSY models involving heavy-
flavor squarks, which can typically produce two to four bottom quarks in final

states. Events are categorized in five categories as shown in Table 5.8.
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N, Label
0 eqOb
1 eqlb
2 eq2b
3  eq3b
>4 gedb

Table 5.8.: Summary of N, categorization.

Categorization in Hr

Significant I can be present in events if a large portion of energy is carried away
by neutrinos or LSPs in SUSY models. By categorizing in both the Hr and Hr
variable, good sensitivities to uncompressed, intermediate and compressed SUSY
models are maintained. The 1 dimension is at most divided into four bins with
boundaries at 200-400, 400-600, 600-900, and >900 GeV. As such, the At binning
scheme aligns with the Hr bin boundary. This binning scheme is then modified
according to available statistics in the simulation samples. In particular, at least 500
unweighed events are required in each (Njet, Hr, H1) bin, inclusive with respect to

Np. Adjacent At bins are merged until this requirement is satisfied.

Summary of signal region categorization

Table 5.9 shows the At binning scheme as a function of Njet, Ny, and Hy in the ar
analysis. The total number of (Nj.t, Hr, Nj, AT) categories in the signal region is
276.

5.5.2. Categorization in y 4 jets control region

Categorizations of control regions mimic closely the one in the signal region, to
mitigate any systematic effects when deriving predictions. For the y + jets control
region, events are categorized in Nj,, N and Hr, and there is no categorization in
the At dimension. In particular, the categorizations in Nj,; and Nj, are identical to

those in the signal region. A finer Hr scheme, with in total eleven categories, is
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Nt N Hr [GeV]
400 600 900 1200
>21 0 200, >400 200, 400, >600 200, >900 -
>21 1 200, >400 200, 400, >600 200, >900 -
>21 2 200, >400 200, 400, >600 200, >900 -
>2a 3 200, >400 200, 400, >600 - -
2 0 200, >400 200, 400, >600 200, 400, 600, >900 200, 400, 600, >900
21 200, >400 200, 400, >600 200, 400, 600, >900 200, 400, 600, >900
2 2 200, >400 200, 400, >600 200, 400, 600, >900
3 0 200,>400 200, 400, >600 200, 400, 600, >900 200, 400, 600, >900
3 1 200,>400 200, 400, >600 200, 400, 600, >900 200, 400, 600, >900
3 2 200, >400 200, 400, >600 200, 400, 600, >900 200, 400, 600, >900
3 3 200,>400 200, 400, >600 200, 400, 600, >900
4 0 200,>400 200, 400, >600 200, 400, 600, >900 200, 400, 600, >900
4 1 200,>400 200, 400, >600 200, 400, 600, >900 200, 400, 600, >900
4 2 200, >400 200, 400, >600 200, 400, 600, >900 200, 400, 600, >900
4 3 200, >400 200, 400, >600 200, 400, 600, >900  —
5 0 200,>400 200, 400, >600 200, 400, 600, >900 200, 400, 600, >900
5 1 200,>400 200, 400, >600 200, 400, 600, >900 200, 400, 600, >900
5 2 200, >400 200, 400, >600 200, 400, 600, >900 200, 400, 600, >900
5 3 200, >400 200, 400, >600 200, 400, 600, >900  —
5 >4 200, >400 - - -
>6 0 200,>400 200, 400, >600 200, 400, >600 200, 400, 600, >900
>6 1 200,>400 200, 400, >600 200, 400, >600 200, 400, 600, >900
>6 2 200,>400 200, 400, >600 200, 400, >600 200, 400, 600, >900
>6 3 200, >400 200, 400, >600 200, 400, >600 200, 400, 600, >900
>6 >4 200,>400 - - _

Table 5.9.: Summary of the }r binning scheme as a function of N, Nj, and Hr [GeV] in

the signal region.

defined to ensure the finest control of background prediction. All eleven categories

are shown in Table 5.7. The last Hr bin in each (Nj,.,N) category is required to have

at least one data count in y + jets control region to allow a meaningful prediction.

The total number of categories in the u -+ jets control sample is 204.
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5.5.3. Categorization in uu 4 jets control region

Similar to the u + jets control sample, events in the pyu + jets control region are
categorized also in Nj,;, N, and Hr. However, due to lack of data statistics in this
control region for N, > 2, only two N}, categories are employed: N, = 0 and N, > 1.
The total number of categories in the uu + jets control sample is 121.

5.5.4. Categorization in multijet control region

Events in multijet control region are categorized in (Nj,;,Hr), identically as in the
signal region. This control region is used to predict the QCD background in signal

region.
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Chapter 6.

Data and simulated samples

The analysis uses data collected in 2016 by the CMS detector during the 25 ns run
of the LHC at /s = 13 TeV, and simulated samples for background and signal
contributions which are produced for this p-p collision run in 2016.

6.1. Data

Data events recorded by the CMS detector are collected with various trigger se-
lections described in Section 5.3, which includes ar-Hr,AT-E1 and Hr triggers for
the signal region, and single muon triggers for muon control regions. Figure 6.1
shows the integrated luminosity delivered by LHC and collected by CMS against
time in 2016. Only data with good quality are used in the analysis and the dataset
corresponds to an integrated luminosity of 35.9 4 0.9 fb~! [75].

6.2. Simulated samples

The dominant backgrounds, Z(— v7) + jets, Z(— ££) + jets, tt + jets, W + jets and
QCD multijet samples are generated with MADGRAPH5_aMCATNLO 2.2.2 [77]
at leading order (LO), and s-channel production of single top and ttV events are
generated with the same generator at next-to-leading order (NLO) in the strong

coupling constant a;. Single top samples in t-channel and tW-channel are generated
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CMS Integrated Luminosity, pp, 2016, Vs = 13 TeV

Data included from 2016-04-22 22:48 to 2016-10-27 14:12 UTC

45

I LHC Delivered: 40.82 fb!

40| X [ CMs Recorded: 37.76 b 40

35f
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15f
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&"\a $\° ) A » &90 o¢
Date (UTC)

Figure 6.1.: Integrated luminosity delivered by LHC and collected by CMS against time.
From [76].

by NLO POWHEG v2 [78,79], while diboson samples are generated by PYTHIA
8.205 [80].

NNPDF 3.0 LO and NLO [81] parton distribution functions (PDFs) are used
with the corresponding LO and NLO generators as described above.

Full detector response of the CMS detector is simulated using the GEANT4
package [82]. Inclusive simulated event samples are normalized to inclusive cross
sections calculated in NNLO precision. Table B.1-B.2 shows a list of inclusive cross

sections for reweighting simulated samples.
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6.3. Corrections to simulated samples

6.3.1. Pileup reweighting

The distribution of the number of pileup (PU) interactions in MC is different from
that in data, which varies over time. This difference between MC and data is
corrected with the pileup reweighting factors. These factors are the ratios of the
distribution of the number of interactions in data and MC. The distribution for data
is derived by measuring the instantaneous luminosity of colliding bunches and
multiplying by the total inelastic proton-proton cross section. Figure 6.2 shows the

distribution of the mean number of interactions per crossings.

CMS Average Pileup, pp, 2016, Vs = 13 TeV
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£
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1
o
Y 20t 120
4
Q 0
»\‘0 1’0 30 a0 ‘)0 ©

Mean number of interactions per crossing

Figure 6.2.: Mean number of interactions per bunch crossing for the 2016 proton-proton
run at 13 TeV. The cross section is taken to be 80 mb. From [76].
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6.3.2. W, Z and < boson pr-dependent higher order correction

MC samples for leading backgrounds in the analysis are simulated at leading order
in a5 accuracy. Missing higher order corrections can result in distortions in W, Z
and 7y boson pt spectra. Theoretical corrections [83] are applied to account for this

effect, and a 100% uncertainty is assumed for these corrections.

6.3.3. Initial state radiation (ISR)

To improve modeling on the multiplicity of additional jets from ISR and associated
jet production for tt + jets process, reweighting factors are derived in tt + jets
samples with dileptonic decay, as a function of the number of additional jets from
ISR [84]. These reweighting factors are applied in the Nj,; distribution of tt in the

analysis.

6.3.4. Lepton and photon efficiency

Selection efficiencies for leptons and photons are different in MC and data. Such
discrepancy typically arises from mis-modeling in object identification, reconstruc-
tion or trigger selection. Such differences are mitigated by scale factors, which are
ratios of the selection efficiency measured in data samples, such as Z — £¢, using
the tag-and-probe method [85], to that predicted in MC, and are binned with the
properties of physics object, such as pr, 7.

6.3.5. B-tagging efficiency

Similar to lepton and photon scale factors in Section 6.3.4, the difference in b-tagging
efficiencies between data and MC is corrected with b-tag scale factors. The scale
factors are derived in jet pt, # and flavor (bottom jet, charm jet and light jet) in three
different data samples described in Table 4.1. The scale factors are used to correct

simulation samples in event-by-event basis. For each event, the probability of a
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given b-tagging configuration in simulation and data is given by

Puc= J] & J] @1-—¢) (6.1)

i=tagged j=nottagged

and

Ppata = H €; X SFZ H (1 — € X SF]) (62)
i=tagged j=nottagged

where €; and SF; are the corresponding b-tagging efficiency calculated in simulation
and scale factor for jet i with pr;, 7; and flavor i. The product sum runs over all jets

in the event. Consequently, the event is reweighed by a factor

w = LData (6.3)
Pyve

6.3.6. Trigger efficiency

Trigger efficiency in data for signal and each control regions are measured, as
described in Section 5.3, and differences to that emulated in MC are corrected.

6.3.7. Sideband correction

The normalization of simulated samples may have discrepancies to that observed in
data, due to mis-modeling of kinematic variables or missing higher order corrections
in inclusive cross sections for various SM processes. Process-dependent corrections,
called sideband corrections, are determined with maximum likelihood fit to data in
sidebands and applied to simulated samples.

Specifically, a simultaneous fit in the sideband 150 GeV <Kt < 200 GeV of the
1 +jets and pp + jets control region is used to derive correction factors for W + jets,
tt + jets and Z + jets normalizations. Table 6.1 shows the values of the correction
factors for each of the processes involved.



69

Process Sideband Selection Correction
W +jets 150 <H1 <200GeV u +jets 1.06
Z +jets 150 <Kt < 200GeV pupu +jets 0.91

tt +jets 150 <Hr < 200GeV u +jets, up +jets 0.93

Table 6.1.: Cross section corrections for SM backgrounds derived with fit to sidebands in
data.
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Chapter 7.

B-tag formula method

7.1. Introduction

The fine binning in N, as described in Section 5.5 leads to loss in MC statistics, due to
explicit cuts on b-tagging discriminators as described in Section 4. A method called
the “formula method” is used to increase the statistical power from simulations for
bins with high b-jet multiplicities, N, > 2. The idea of the method is to calculate
the Ny, distribution for each (Nj,,Hr, M) category with generator-level information,
b-tag and mis-tag efficiencies, utilizing the full available MC statistics.

The b-tagging algorithm, as described in Section 4, has non-unity b-tag efficiency
and non-zero mis-tag probabilities. The algorithm can identify correctly a jet coming
from a b-quark (b) as a b-jet, or mis-identify jets coming from a charm quark (c) or
light-flavored (LF) quark, i.e. u, d, s quarks or gluons, as a b-jet.

For each (Nj,,Hr, /1) category, the following procedures are used to calculate
the N, distribution:

e Step 1: derive the b-tag efficiency €, mis-tag efficiencies for c-jet €. and light
jets eLr with simulated samples for backgrounds, averaging over jet pr and
1. Corrections are applied on a jet-by-jet basis to each efficiency derived from
simulation (ep, €. and er ) in order to match the corresponding measurements

from data, as described in Section 4.
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e Step 2: categorize MC events with the number of true b-jets, c-jets and light-jets
according to generator level information, N (1 PN nE", nE").

gen _gen

en
, e 8

e Step 3: For each categorization N (n? ,ng ) in step 2, the probability of

having n'a8 = ntag + %+ nLFg b-tagged jets is given by

P (n®8|nE™", n8", n8%") = Poino (nbg|ngen> X Poino (nc g|ngen> x  (7.1)
en
Pbmo (nLg|ng )

where Py, (k|lne) = Wik)!ek(l — €)" ¥ is the binomial distribution, with

. . t
the number of trials n as n?en, the number of success trials k as niag

and
the success probability € as €;, where i can be b, ¢ or LF. Each categorization
N (15", nE™", n¥") can contribute to a N}, = 1'% bin, weighted by P (n'a8|n&e").

The total contribution to this bin with N, = n'8 is computed by considering

all categorizations N (n? 8N n&", ?en),
NG = YN () x 72

en gen gen
g & Py

tag _tag tag gen _gen _ gen
P(”b /nC / | /nC /nLF)]

ntag— ntag nl8 +ntag

As a simple example, consider a bin with 2 reconstructed jets, in which 1000
events contain 2 light-flavored jets, ie. (n?™" = 0,78 = 0,nfy" = 2) and 500
events contain 1 light-flavored jet and 1 b-jet, i.e. (np = 1,n8" = 0,nfy’ = 1), and
a b-tag efficiency €, = 0.65 and a light-flavor (mis-tag) efficiency er g = 0.01. The
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N, distribution is then calculated as follows:

N(0) = 1000 x (1 —erp)? +
500 x (1 —ep) x (1 —€L)
= 1153.35
N(1) = 1000 x (1 — erg) X epp X 2 +
500 x (1 —e€p,) X eLp + 500 x €p x (1 —€Lp)
— 3433
N(2) = 500 X € X €Lp +
1000 x €2
= 335

The method provides a more reliable estimation with much less statistical fluctua-
tions for categories with N, > 2, since full statistical power for each (Njet, Hr, M)

category is utilized.

7.2. Systematic uncertainty

The formula method introduces correlations between different N, bins in each
(Njet,Hr, /1) category. The correlations are accounted for by generating toys by ran-

domization of inputs for the method, N (ngen, n&", n%en) , €b, €c, €LF, and calculating

N, distribution for each toy. Each category in N (nlg)en, n&", n¥"

) is randomized by
a random variable from a Poisson distribution Pyis(x|A), where A is the mean of the
distribution taken as the prediction in the corresponding category. Each b-tagging
and mis-tagging efficiency (e, €, €Lp) is randomized separately by a Gaussian
distribution Pgaus(€|€o, ), where €g and ¢ are the mean and standard deviation
of the Gaussian distribution respectively. An ensemble with one thousand toys is
generated and the Nj, distribution is calculated for each toy with the method. The
corresponding covariance and correlation matrix are calculated with the ensemble
of N, distributions. The covariance matrix is diagonalized and the corresponding

eigenvectors are used to form templates for systematic uncertainties. Figure 7.1-7.2
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Figure 7.1.: Systematic templates from toys for W + jets and tt + jets. The red line represents

statistical uncertainty of direct b-tagging for comparison.

show systematic templates from the eigenvectors. It is observed that the method

reduces statistical uncertainties for categories with N;, > 2 by a factor of 2 to 4.
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Chapter 8.

Background Estimation for the at

analysis

8.1. Lost lepton background estimation

8.1.1. Transfer factor method

Estimation of the lost lepton background in the signal region relies on the use of
transfer factors, which transform observed data counts N fb?ets (N]'et, Hr, Nb) in the
} + jets control region in a category of (Nj,, Hr, Np) to estimates of lost lepton
background N;E‘in (Njet, Hr, Np) in the corresponding bin in signal region. Transfer
factors are defined as the ratio of event yields from MC for the same (Njet, Hr, Np)

category:

N (Njet, Hr, Np)

. (8.1)
N3 (Njer, Hr, Np)

TF‘MJr]'etS,tEW (N]'et/ Hr, Nb) —

The prediction of lost lepton background in each (Nj;, Hr, Np) category can be

written as:
N (Njet, Hr, Ny) = TFFHetW 5 N#I (N, Hr, N (8.2)
NW (N.. Hy, N ,
bic Wi ) i () 6

NS (N, Hr, N)
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Transfer factors are robust against systematic effects, which cancel out in the ratio of
simulation in signal and control regions. The selection for the y + jets control region
mimics the signal region selection to ensure a sample enriched in W + jets and
tt + jets events and suppressed signal contamination for accurate estimates of lost
lepton backgrounds. In addition, categorizations of the signal region and u + jets
control region are identical to mitigate any potential systematic effects. Figure 8.1
shows the value of transfer factors TF#Hets W,

gedb_ge2a
eq3b_ge2a
eq2b_ge2a
eqlb_ge2a
eq0b_ge2a
gedb_ge6j
eq3b_ge6j
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HT

Figure 8.1.: Transfer factors y +jets — ttW for each (Nj.;, Hr, Ny) category

8.1.2. Hr templates

While transfer factors provide data-driven estimates for each (Nje;, Hr, Np) category,
estimates of lost lepton background along the At dimension are provided with MC
templates. Estimates for lost lepton background in each (Nje;, Hr, Ny, ) category
can be rewritten as:

NW (Njet, Hr, Ny, H) o pHHets
jet b
Ni™ (Njew Hr, Np) "

Ntm (Njet/ Hrt, Ny, MT) =

pred (Njetz HTI Nb) (84)
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The normalization for each A1 template is fixed by the transfer factor and its shape
is taken from simulation. Validation of At templates is described in Section 8.1.3.

8.1.3. Systematic uncertainties
Pileup reweighting

Simulation samples are reweighed by the distribution of number of interactions in
data, as described in Section 6.3.1. The uncertainty on the inelastic proton-proton
cross section of 5% is propagated by obtaining pileup weights for the cross section
at £ 1 sigma values. The uncertainty derived from this effect is typically at the few

percent level on the lost lepton yield prediction.

W + jets and tt composition

The admixture of W + jets and tt 4 jets in the signal and y + jets control region may
be different, due to different kinematic selections for each region. Any potential
bias introduced due to this admixture difference is addressed by including two
separate systematic uncertainties which vary cross sections of W + jets and tt
process with the measurement of inclusive cross section of each process with the
CMS experiment [86, 87].

W, Z and y boson-pt reweighting

MC samples for leading backgrounds in the analysis are simulated at leading order
accuracy. Missing higher order corrections can result in distortions in boson pr
spectra. Theoretical corrections [83] are applied to mitigate this effect, and a 100%
uncertainty is assumed for these corrections. Corresponding effects on transfer
factors are typically at the few percent level, and up to 10% in high Hr categories.

Figure 8.2 shows the effect on transfer factors against the variables Nj,; and Hr.
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Figure 8.2.: Effect of boson-pr uncertainty variation on transfer factors u + jets — ttW
against Nj,; and Hr

Initial state radiation

Uncertainties for the ISR correction applied to tt + jets simulation described in
Section 6.3.3 are assumed to have a relative uncertainty of 50%. Corresponding

effects on transfer factors are typically at the few percent level as shown in Figure 8.3.
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Figure 8.3.: Effect of ISR reweighting uncertainty variation on transfer factors y + jets —
ttW against Nj,; and Hr

Trigger efficiency

Systematic uncertainties for trigger efficiency are taken as the difference between

the measurements with the muon and electron reference trigger, as detailed in

Section 5.3. Effects on transfer factors are typically 0 — 3%, as shown in Figure 8.4.
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Figure 8.4.: Effect of trigger efficiency uncertainty variation on transfer factors y + jets —
ttW against Nj,; and Hr

Lepton efficiency

Events from W + jets and tt + jets processes can enter the signal region if the leptons
are not identified or out of the detector acceptance, or below the pr or 7 thresholds,

or not reconstructed properly. These effects are measured with a dedicated MC
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sample, obtained by the signal region selection but without lepton vetoes. Lepton
reconstruction efficiencies are varied up and down within their uncertainties and
their effects on the transfer factors are inspected. The effect is found to be at most
2% in the signal region. In addition, uncertainties for lepton efficiency can affect
yields in the y + jets and up + jets control region. The effect is also studied in the
same way by varying the lepton efficiency within uncertainty, and found to be in
the range of 0 — 3%.

B-tagging efficiency

Similar to the lepton efficiency uncertainties, the b-tagging efficiency is varied up
and down within its uncertainty. Their effects on transfer factors are expected to be
small since no extrapolation across different N, categories is performed in the lost
lepton background estimation. Efficiencies for the identification for b-jets and c-jets
are varied together, while efficiencies associated with light jets are varied separately.
The effects on transfer factors are shown in Figure 8.5-8.6.

Jet energy scale

Systematic uncertainties with jet energy corrections are propagated through the
analysis. The corrections are varied up and down within their uncertainties and
variations on transfer factors are inspected. The effects are typically in range of 3%
to 6%.

Systematic uncertainty in data-driven tests

To address additional systematic effects, a suite of data-driven tests are performed
to inspect simulation modeling and derive systematic uncertainties. In data-driven
tests, data in control samples are used to further probe sources of bias in transfer
factors due to extrapolation in the ar and A¢? . variable and the W boson polar-
ization. Events in one control sample (probe region) are used to predict events

from another control sample (test region), using transfer factors with the ratio in
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Figure 8.5.: Effect of b-tagging efficiency for b-jets and c-jets uncertainty variation on trans-
fer factors y +jets — ttW against Nj,; and Hr

simulation:

test
Ntest _ MC probe
pred — Nprobe data

MC

(8.5)



83

1 o CMS Preliminary 35.9fb™ (13 TeV)
L L[
=1.15F
= =
R
%) o
£ 1.1
2 ¢
51 .05 ;—
- B_ @ @
095
09
0.85—
0 : 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1
800 400 600 800 1000 1200
Hy [GeV]
1 o CMS Preliminary 35.9fb" (13 TeV)
L =y
= E u — ttW
f-t;‘l A5
2 TE
(2] -
£ 1.1
2 r
“31 .05 ;—
[T C
F 1F
0.95F
09F
0.85
= | | | | | |
' eqlj eq2j eq3j eqdj eq5j gebj ge2a

Figure 8.6.: Effect of b-tagging efficiency for light jets uncertainty variation on transfer
factors p + jets — ttW against Nj,; and Hr

probe
Ndata 4

and the MC yield in the test region respectively. The prediction N;erseii is contrasted

where Nﬂgbe and NI%L are the data count, MC yield in the probe region,

against the data count in the test region N’%, and the closure between the test
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region and probe region is defined as the ratio

Ntest - NP”d

__ “Vdat dat
Rclosure - o pred h (8-6)
N

data

Rijosure indicates the level of agreement between the test and probe region. Data-
driven tests are performed in each Nj; and Hr category separately. For each
category, the systematic uncertainty is defined by the value of R o, added in
quadrature to statistical uncertainties. Systematics derived using data-driven tests
are applied to transfer factors per Hr category (correlated over Nj;) and per Njg;
category (correlated over Hr). All sources of uncertainty derived with data-driven

tests are explained in the following.

Extrapolation in ar and A¢ .

No ar and A¢; ;. requirements are applied in the u + jets and pp + jets control
region, while at and A¢}.. cuts are required in the signal region to suppress
QCD background. Modeling of the ar and A¢;, variable is derived from the
i + jets sample with a dedicated data-driven method, and corresponding systematic
uncertainties due to different ar and A¢? .. requirements in signal and control

regions are estimated.

For at extrapolation, the y + jets sample is divided into events with the same
aT requirement as in the signal region and the requirement inverted, as the test
and probe region respectively. Data-driven tests are performed in each Nj,; and
Hr category. Figure 8.7 shows results of these tests, and the gray band shows the

systematic uncertainty propagated through the analysis.

Similar for A¢y . extrapolation, u + jets sample is divided into events with the
same A¢; . requirement as in the signal region and the requirement inverted, as
the test and probe region respectively. Figure 8.7 shows the results of these tests,
and the gray band shows again the systematic uncertainty propagated through the

analysis.
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Figure 8.7.: Data-driven test for modeling of the at variable in each Nj,; and Hr category.

The black points indicate the closure R jpsure defined by Equation 8.6. Each blue
band is derived by summing in quadrature the central value and the statistical
uncertainty of each black point. The red band is derived by performing a linear
orthogonal polynomial fit, described in Section 8.1.3 to the black points and
varying the linear parameter within 95% confidence interval. Finally the white
points are derived by implementing the closure tests in a likelihood with all
theoretical and experimental systematic uncertainties as nuisance parameters
and Rjosure as free parameters and performing a maximum likelihood fit to
extract the parameters R josure-
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Non-closure is observed in each test. A systematic uncertainty, calculated by
adding the central value Rgjogure and its statistical uncertainty in quadrature, (over-

laid on Figure 8.7-8.8 as blue solid lines) is derived to account for the non-closure.

The effect of W boson polarization on lepton acceptance

The left-handedness of the electroweak interaction, described in Chapter 2, leads
to left-handed W bosons being more copiously produced in proton-proton colli-
sions [88] than right-handed W bosons. As there are no right-handed neutrinos,
a left-handed W (W™) boson decays more often to a left-handed neutrino (left-
handed electron) along the direction of motion of the W boson and a right-handed
positron (right-handed anti-neutrino) in the opposite direction. This means neutri-
nos from the W+ decay are more boosted than those from the W~ decay. The signal
region selection, which primarily aims at selecting events with high Fr, accepts
more events of yT than y~ in the y + jets control region. To check the modeling
of W polarization, a specific data-driven test is performed by dividing the y + jets
control region into events with u™ or u~. Figure 8.9 shows results of the test. A
good closure is observed and a systematic uncertainty (blue solid line) derived from

adding the closure and its statistical uncertainty in quadrature.

Systematic uncertainty in 1 templates

Background estimates of lost lepton background for each (Nj,, Nj, Hr) category are
derived with the transfer factor method as described in Section 8.1.1 and relevant
systematic uncertainties are estimated with MC-based and data-driven methods as
explained above. Another data-driven method is used to address potential biases
and validate the assumption of good modeling in the A1 dimension. The level of
closure as a function of It is utilized to determine alternative templates to cover
sources of bias for the lost lepton background estimation in the likelihood model.

When looking at the {7 dimension inclusively in Hr, significant bias can arise
from theoretical uncertainties by mixing events at different energy scales. These
biases can be mitigated by binning in Ht as a proxy of the energy scale of each

event. This assumption is validated using the u -+ jets control region for lost lepton
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Figure 8.8.: Data-driven test for modeling of the A¢y ;| variable in each Nj,; and Hr category.
The black points indicate the closure R josure defined by Equation 8.6. Each blue
band is derived by summing in quadrature the central value and the statistical
uncertainty of each black point. The red band is derived by performing a linear
orthogonal polynomial fit, described in Section 8.1.3 to the black points and
varying the linear parameter within 95% confidence interval. Finally the white
points are derived by implementing the closure tests in a likelihood with all
theoretical and experimental systematic uncertainties as nuisance parameters
and Rjosure as free parameters and performing a maximum likelihood fit to
extract the parameters R josure-
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Figure 8.9.: Data-driven test for modeling of the at variable in each Nj,; and Hr category.
The black points indicate the closure R josure defined by Equation 8.6. Each blue
band is derived by summing in quadrature the central value and the statistical
uncertainty of each black point. The red band is derived by performing a linear
orthogonal polynomial fit, described in Section 8.1.3 to the black points and
varying the linear parameter within 95% confidence interval.

background. For each (Nje;, Hr, Nj) category, the ratio of data to MC distribution in

Hrt is parametrized as a first order (linear) orthogonal polynomial. The n-th order
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orthogonal polynomial is defined as

k=n

fulx) = X (pe) x (2 = )" (8.7)
where ¥ is the weighted mean of the distribution [89]. One special property of 8.7
is that the parameters py as odd numbers k are decorrelated to those with even
numbers. For a linear orthogonal polynomial, the normalization parameter (po) and
shape parameter (p1) are not correlated. Mathematically, the normalization estimate
for each (Nj,;, Hr, Np) category corresponds to the pp parameter and is estimated
separately by the transfer factor method, while the p; parameter corresponds to the
shape distribution in the AT dimension. Figure 8.10 shows the best fit value for the
p1 parameter in units of the associated uncertainty (statistical ‘pull’), in each (Nj,,
Ny, Hr) category. No significant bias is found in the modeling of Hr.

Two set of systematic uncertainties in the Hr dimension are derived with
the p + jets control region in the Nj,; and Hr dimension separately. Systematic
uncertainties in the Hr dimension address potential bias from the mixing of different
energy scales of each event, while those in the Nj,; dimension provide handles on
mis-modeling from radiation of additional partons. A simultaneous fit is performed
with all (Njet, Np, Hr) categories. For Hr-shape systematics, one nuisance parameter
for the p; parameter is injected per Hr bin and correlated across the Nj,; dimension.
The Nj,;-shape systematics are derived instead with the correlation pattern reversed.
Figure 8.11 shows the post-fit values and uncertainties for the p; parameters. The
post-fit value and uncertainty for each p; parameter is added in quadrature, and
the resulting sum is used to define alternative templates for the AT dimension for
the likelihood model. Figure 8.12 shows the systematic uncertainty per 100 GeV-

interval in Ht from the derived uncertainties.
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Figure 8.10.: The best fit value for the linear parameter in units of the associated statistical
uncertainty, i.e. the statistical pull, as a function of Njet, Np, and Hr. (8.11a)
The histogram of the pull values. (8.11b)
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Figure 8.11.: Post fit values and uncertainties of the linear parameters used to determine
the systematics, correlated in N (8.12a) and Hr (8.12b).

8.2. Z(— v7¥) + jets background estimation

8.2.1. Transfer factor method

Background estimates for Z(— v7) + jets are derived in a similar way as in Sec-

tion 8.1, but in this case using the transfer factor from the yuyu + jets control region.
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Figure 8.12.: Systematic uncertainties (%) per 100 GeV-interval in Hr for effects correlated
in (8.13a) Nj,; and (8.13b) Hr, as determined in the y + jets control region.

The transfer factors transform observed data counts N fggﬂets (Njet, Hr, Nb) in a

category of (Nj,;,Hr,N, = 0, > 1) of the pp + jets control region to estimates of
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Z(— v7) +jets background N ZHjets (N iets Hr, Npy) in the same category in the signal

pred
region:
Z+jets
: : N N, HT, N,
TFyy-l-]ets,Z—&-]etS (Njet/HT/ Nb) — yMyijets( jets 1T b) (8.8)
Nyic ' (Niet, Hr, Np)
NZ+jets N.... Hr. N _TPyyﬂ'ets,Zﬂ'ets NW‘ﬂ'ets N... Hr. N 89
pred ( jetr 11T, b)_ X obs ( jetr L1T, b) ()
Z+jets

N N; tr HT/ Nb j

_ Nuc_ (N ) x NFEOES (N, Hr, Np) (8.10)

o +et:
Nyc " (Njet, Hr, Np)

In particular, background estimates with transfer factors fix the integrated normal-
ization for each (Nj,;,Hr,N, > 1) category. Within each category, estimates for each

N, bins are obtained from simulation.

Similar to the lost lepton background estimation, the selection criteria for pu +
jets control region closely mimic those for the signal region. The only difference is
the requirement of a di-muon final state and additional kinematic requirements, to

ensure a Z(— uu) + jets-enriched control region, as described in Section 5.4.3.

8.2.2. Hr templates

Similarly to the lost lepton background estimation, for each (Nj,;, Hr, Np) cate-
gory, estimates of Z(— v7) + jets along the M1 dimension are provided with MC

templates and equation 8.9 can be rewritten as:

Z+jets
NMC (Njet/ Hr, Nb/ MT) % Ny’u—‘,—jets

+iets obs
N]}\l/}lc : (Njet/ Hr, Nb)

NZ—HEtS (Njet/ Hr, N, MT) =

pred (Njetl HT/ Nb)

(8.11)

8.2.3. Systematic uncertainties

Relevant uncertainties, and their representative magnitudes and assumptions on

inter-bin correlations, for Z(— vv) + jets background estimation are listed in Ta-
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ble 8.1. Sources of uncertainty are divided into three categories. The first category
includes theoretical and experimental effects addressed by alternative MC templates
for + 1o variations on these effects. The second category includes uncertainties

derived from closure tests and KMt validation, as described in Section 8.1.3 and 8.1.3.

Source of uncertainty Nuisance parameters / correlation ~ Range (%) Type

Finite-size simulated samples 1 per (Njet, Hr, Ny, Ht) category 1-100 Unique
Minimum bias cross section (pileup) 1, correlated across Njet, Hr, Ny, At~ 2.3-2.8 Shared
UR / pr scales 1, correlated across Niet, Hr, N, Hr 0.9-47 Shared
Parton density functions 1, correlated across Njt, Hr, N, Hr 0.0-33 Shared
QCD + EWK NLO corrections 1, correlated across Njet, Hr, Np, Hr 22-14.3 Shared
Signal trigger efficiency 1, correlated across Nj,;, Hr, Np, A 0.0-2.0 Shared
Lepton efficiency (selection) 1, correlated across N, Hr, Np, At 0.0-4.2 Unique
Jet energy scale 1, correlated across N, iet, Hr, Np, Hr 5.3-8.0 Shared
b-quark tag efficiency 1, correlated across N, iet, Hr, Np, Hr 0.3-0.6 Shared
light-quark mis-tag probability 1, correlated across N, Hr, Ny, A~ 0.2-1.8 Shared
«T extrapolation 1 per Njt, 1 per Hr category 3.3-9.4 (Njet), 21-5.9 (Hr) ~ Unique
A i, extrapolation 1 per Njt, 1 per Hr category 2.7-22. (Njt), 1.6-18. (Hr)  Unique

Table 8.1.: Sources of systematic uncertainties in the transfer factors used to estimate the
Z(— v7) + jets background based on the pu + jets control region. Also shown
are the nuisance parameters and correlation scheme, as well as representative
ranges for the relative uncertainties in percentage. The representative range is
taken from the 16% and 84% percentiles on the transfer factor variations across
all analysis bins for each source of systematic. The “type” refers to whether the
nuisance parameters are unique to the Z(— vv) + jets background or shared
with the lost lepton background estimate.

The Kt validation for the Z(— v¥) + jets background estimation employs the
same method as the lost lepton background estimation in Section 8.1.3. To mimic
the kinematics in the signal region closely, the modeling of the /i1 dimension is
validated with the ppu + jets control region, instead of the y 4 jets control region.
Figure 8.13 shows the statistical pull of the p; parameters in each (Nj.,Hr,Np)
category from the validation. No significant biases or trends are observed with the
simulation modeling of the F7 variable. Systematic uncertainties and templates are
also derived in the pyyu + jets control region in a similar way as with the lost lepton
background estimation. Figure 8.14 shows the best fit values and uncertainties for
the p; parameters, and Figure 8.15 shows the systematic uncertainty in the final
open Hr bin for each (Nj., Hr,Np) category, typically at the level of 5 — 20%.



95

MuMu2d
ge6j_eq3b 5
gebj_eq2b I
ge6j_eqib : 4
ge6j_eqOb -1.24
eq5j_eq3b I 3
eq5i eq2b |
eq5j_eqlb I 1.79 —2
easj_eqob | -1.65 -0.03 1.29 1.83
eq4j_eq2b | —1
eq4j_eqlb | 2.20
eqgdj_eq0b -0.01 0.64 1.95
eq3j_eqz2b I —0
eqdieqob [ 031 -0.70 . 203 -1.09 0.52 —-1
eq2j_eq2b |
eq2j eqib | -0.46 -0.02 -0.03 -2
eqlj_eqlb | 1.20 -3
eqlj_eqob -1.03 0.12 0.46
ge2a_eq2b : -0.37 -4
ge2a_eqib | -1.07 -0.59 0.36
secacord | wna [T 0s0 | | 5
200 400 600 900 1200 -
(@)
MuMu
x2 / ndf 8.148 /8
8— — Prob 0.4192
- Constant 4.457 £ 1.252
7= Mean -0.5342 = 0.3230
- Sigma 1.48 + 0.44
61—
5
o
3—
2
1=
o_ 111 I 111 I 111 I L1 1| I 111 I 1 101 | el
-5 -4 -3 -2 -1 0 1 2 3 4 5

(b)

Figure 8.13.: The best fit value for the linear parameter in units of the associated statistical
uncertainty, i.e. the statistical pull, as a function of Njet, Np, and Hr. (8.14a)
The histogram of the pull values. (8.14b)
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Figure 8.14.: Post fit values and uncertainties of the linear parameters used to determine
the systematics, correlated in N ( 8.15a) and Hr (8.15b).

8.2.4. Modeling of N; templates

Data-driven estimates from the uu + jets control region are derived inclusively for
categories with N, > 1, and MC templates are used for the shape. A likelihood-
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Figure 8.15.: Systematic uncertainties (%) per 100 GeV-interval in Hr for effects correlated
in (8.16a) Nj,; and (8.16b) Hr, as determined in the pp + jets control region.

based test is employed to scrutinize the modeling of N}, templates for the Z(— vv) +
jets background estimation. A binned likelihood fit to data in the uyu + jets control
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region is performed. This likelihood model includes the same set of theoretical
and experimental uncertainties described above, and flat unconstrained parameters
per each (N, Hr,Np = 0) or (Njet,Hr,N, > 1) category. N templates from MC
simulation are tested against data for potential discrepancies in modeling in the N,
dimension.
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Figure 8.16.: Post-fit nuisances of a likelihood fit to data in the uy + jets control region
subdivided according to N, = 0 and N, > 1.

Figure 8.16 shows values and relevant uncertainties for post-fit nuisances from
the likelihood fit. No significant bias are observed with the N, modeling.

8.3. QCD multijet background estimation

One of the major challenges for the analysis is to make accurate estimates of the
QCD multijet background, which arises from the production of quarks and gluinos
via the strong interaction. The main strategy in the analysis to tackle this difficult
background is to suppress the QCD events to a negligible level in the signal region
imposing tight requirements on at, A¢y..., At/ Er and the forward jet veto de-
scribed in Section 5.2. A data-driven method is then used to estimate any residual
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QCD multijet contamination in the signal region, with three independent QCD-
enriched sideband regions. Conservative systematic uncertainties are assigned to
cover any potential bias with the method.

8.3.1. QCD-enriched sidebands

Estimates of the QCD backgrounds are determined using three independent side-
band regions by inverting one or both requirements on the A¢; . and Hr/ Er
variable. Table 8.2 summarizes the definitions of the three sidebands. They are
chosen to be QCD-enriched, but in a similar kinematic phase space as the signal

region.

0.2 < Apji <05 Apgin > 0.5
1.25 < Hr/ Bt < 3.0 | A (“Double sideband”) | B (“Ht/ Er sideband”)
Hr/ Br <1.25 | C("A¢},;, sideband”) | D (“Signal region”)

Table 8.2.: Definitions of data sidebands used in the determination of the QCD multijet
background in the signal region.

8.3.2. QCD estimation from sidebands

QCD estimates for the signal region are derived in each (Nj,Hr) category from
three independent data sidebands. Contaminations from electroweak backgrounds
(W + jets, tt + jets and Z(— v7) + jets) in the sideband regions could be significant
and have to be estimated from the corresponding u + jets and up + jets control
regions (with the same inverted It/ Et and A¢; . requirements as in the signal
region), and data counts NO%SD (N]-et, HT) in each sideband region. One simultane-
ous fit for each data sideband and the corresponding u + jets and up + jets control
regions is performed to extract the data-driven corrections to QCD simulation.
The likelihood model includes all relevant systematic uncertainties, and uncon-
strained parameters for each (N, Hr) category, which measure the ratios between

corrected data counts NP (Njet, HT) and QCD simulation in the sideband. Three

correct
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independent corrections are combined to give the weighted mean:

R; (N;,;, H
Rmean (Njet; HT) — Z l( jet T)

el ) (8.12)
icSB ‘7i2 (Njet' HT)

where R; (Njet, Hr) and 0; (Nj,, Hr) are the correction and uncertainty extracted
from the fit in sideband i. The weighted mean is applied to the QCD prediction
from simulation in each (Nj,;,Hr) category separately to obtain the QCD multijet
background prediction in the signal region.

Figure 8.17 shows the QCD multijet predictions in each (Nj., Hr) category. Fig-
ure 8.18 shows the ratios of QCD multijet and electroweak background predictions
in each (Nj,;,Hr) category, and shows that the contribution from QCD background
is at sub-percent level compared to electroweak background.
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Figure 8.17.: Predicted QCD multijet counts in each (Nj,,Hr) category

8.3.3. Validation and systematic uncertainty

The QCD multijet prediction utilized three independent sidebands to derive data-
driven estimates. The assumption of consistency between the three sidebands is
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Figure 8.18.: Ratios of QCD multijet to the electroweak background predictions in each
(Njet,Hr) category

validated by comparing the measurement and corresponding uncertainty of R; for
each sideband. Figure 8.19 and Figure 8.20 shows the ratios of R; parameters from
the A7/ Bt sideband to the Double sideband and that from the A¢} . sideband
to the Double sideband respectively. Given the level of agreement, a systematic
uncertainty of 100% is included on the QCD prediction on each (Nj,, Hr) category.
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Chapter 9.
Results and interpretation

9.1. Likelihood model

The likelihood model is designed such that normalizations of each category of
Njet, Np and Hy (abbreviated as H%‘Zt) are predicted by multiple control regions ,
while the Mt shape within each H$*' category is obtained from simulation. The
signal (hadronic) and control components in the likelihood are connected by uncon-
strained parameters. For each H" category, j, the hadronic component is further
decomposed to a product of Poisson likelihoods, each corresponding to a At bin i
(Pois(n|A) = e "40):

n!

i ji i j
Liog = Hﬁhad HPOlS nhad b7 had X ¢ (i = Zipy) X ay =X Pz had T

l
9.1)
]l
bttWhad X ‘PJ(V — ttW) x attW X pttWhad +

] l
b4cD had X “’QCD had T

]r
7' X Shaq X !05 had)

where b] are the prediction from simulation for various electroweak

z/ W had

mo

backgrounds; bQCD haq are the prediction for the QCD multijet component; the @

parameter links the prediction of the signal components to the control components;
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¢/ represents systematic uncertainties on the transfer factors from the data-driven
tests; o/ contains the systematics on simulations, including systematic variations in
simulation, systematics on the /1 shape and statistic uncertainties from the finite
size of simulated samples. r is the parameter of interest ‘signal strength’. wocp had
contains the uncertainties on the QCD multijet component.

The likelihood component for the u + jets control region is written as:

L), = Pois(n},| b}, X alyy X p) + b6CD,y +rxs, xphy) (9.2)

where the s;l is the signal contamination in the control region, p{l represents the
systematic uncertainty from variations in simulation. Similarly, The unconstrained
a{%w parameter connects the y + jets and signal region, and the QCD component,
b]QCD, o 18 predicted with simulation.

The Z;,,, component in the signal region is predicted using the puu + jets regions.

Likewise, the likelihood component for pp + jets control region is written as:

L}, = Pois(n,| b, x afzm X Oy + b]QCD,W + 7 X Sy X 0h ) (9.3)
Category j here is slightly different from the signal region and y +jets control region
as the categorization is defined as (Njet, Hr,Np = 0) or (Njet,Hr, N, > 1). One single
parameter @/, per each (Njet,Hr) category is shared in the corresponding signal

region category and pu + jets control region in case of N, > 1.

The modifier (g, p, ¢, w) and constraint terms (775 in Equation 9.4) are detailed

as follows:

e Systematic uncertainties on the transfer factors and QCD multijet contribution
are implemented as ‘log normal” uncertainties, which the logarithm of the
variable has a prior constraint with Gaussian probability density functions
(71x). Systematic uncertainties are divided into two types (Nj-type, Hr-type).
The Nj-type ones are correlated over the Hr dimension and vice versa, as
described in Section 8.1.3.
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e Systematic uncertainties from variations in simulation and Hr shapes are
included using ‘vertical template morphing’ [90]. For vertical template mor-
phing, the interpolation of yields is defined quadratically between the £ 1c
variations and linearly beyond this range, with a Gaussian constraint. These
uncertainties from simulation and [t shapes are fully correlated and uncorre-

lated across all categories respectively.

e The statistical uncertainty from the formula method is derived using the
method described in Section 7.2. The templates are included with vertical
template morphing. The uncertainties are fully correlated in the N}, dimension
but uncorrelated for each (Njet,HT,HT) category.

The total likelihood can be written as a product over all H¥ bins and each

nuisance parameter:

£L=1] £{ladx£Lyx£Lx IT 7 (9.4)

. ¢ .
jeHY kenuis

9.2. Results of the maximum likelihood fit to data

To extract the SM prediction, two simultaneous fits with the SM-only hypothesis
are performed, namely control-region-only fit and full fit. The control-region-only
fit uses data from control region only while the full fit uses data from the signal and

control regions.

Figure 9.1-9.3, ordered by jet category in Nj.;, show observed data counts, SM
prediction and corresponding uncertainties for each category from the control-
region-only fit. Figure 9.4-9.6 show results from the full fit including the signal
region. Good agreement is observed between the control-region-only and full fit.

Figure 9.7 shows the 1D and 2D pull distribution with each (Nje;, Hr, Np) cate-
gory from the control-region-only fit, with pull defined as the ratio of data count
minus the central value of the prediction divided by the quadrature sum of Poisson

statistical uncertainty from data and post-fit uncertainty from the control-region-
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Figure 9.1.: CR-only fit in monojet, asymmetric (9.1a) and dijet topology (9.1b)



107

CMS Preliminary

< | LI L P LULLLILAL LI
> >
Pl € Pl & —
= . = . -
I ) —
Ke] K= 8 " e -ttty [ R fualins Py
=l = =z 3
] M [} .wn |||||||||||||||||||||||||| -
or 3 wor 3 —1e
3: w (o] .w 3
1 .H.w nnnnnnnnnnnnnnnnnnnnnnnnnn -
FoE S -
L L o~ —
z g G g [ -
— & — N 0,0 >
- - Tt | 13-+
%
s e L | ]
- f = oY % e
8 ~— 8
L = L s JR | o
- % T
- e L . e All
z g % T
[ = r= B _________EE |_____ L
il S === R
-] L = o —e
& & 2, +
[~ —— [~ —— o
| W- .................. 1" =¢T
= S| = o % T
FE =rE 1 o
3 Elg o e | g
e o[ &
L5 Cfs  ----E . S -
[ c L
2 212
T % b v w2 T L YN e veegy % B B 0% 2 T T Y e yeesy
- - - - - - +~  pad, sqo o (P - 5% - - - - - ~  paid,  sqo, o/ (P - 5%,
uig LHI / Sueng NN NN uig LHIN / SiueA3 NN ot

(b)
Figure 9.2.: CR-only fit in topology with 3 jets (9.2b) and 4 jets (9.2b)



108

35.9 fb' (13 TeV)

W, ti, residual SM . Multijet

uncertainty . Z->wW

()

| =
r e
— =
- »w Y .
I N
r &
=]
oL
Sz
Sle
WI;& ...................
I[8
afs
- €
(7] - R
=l 2 o 4
‘S s S 'S =) - - ¥ o o T No Y
- - - - - 2 nmaz\mgcz cﬂnwa .Bov
uig LHIN / SlueA3 NN

35.9 b (13 TeV)

®
u

CMS Preliminary

W, , residual SM . Multijet

uncertainty . Z—vW

* Data — SM total

=

f

-Ionly: pc»st-I

CR:

ket

19 LTHIN / SiusAg

1071 [

<+ o« o

poidy saon

T No gy

0PN - N)

(b)

Figure 9.3.: CR-only fit in topology with 5 jets (9.3a) and > 6 jets (9.3b)



109

elLs — ol s —t
o E R I s & | ekt ~- ® 2 R B Mgy g
=r p= ] +
M e R iy ‘Al gpeeeeeee-opa—— M B R | e S
el . BROCUL R T ar .
o iy Sf 8 ot B
- S R N A L S
n_.“ m —_— % “m —e
rk — £ —
ISR ~-S e N S .l R ol
| @b - | —er
;
[ Ui e e T [ L
L o T I [ 1] [ 3 q
L - ) N I o e
g i
(8 _% + - £ 1
£ . I F £ N e R S [ --
r 2 o TR T [T T ~ | 8 g
- S (X S
= QQ.,W nnnnnnnnnnnn _L F =S ottt T - - - - - - - -F
(PP - IIIII“III ” IIIIIIIIIIIIIIII .n.vlll
hlom ||||||||||||||||||||||||||||| v.. L m hd
W L m -
,m. 1 |.ﬂ ..................... oAl
d .
s [ = o
z L&
U N Bl HEas R B R B F——
D e o T s -t
< RS LR EEE - e e EEEE T I SR Bk BN REREE EEEE || @
el o] |- B B SRRt SR Sl $
R S S | [ El58 B Bl Al
3 > gt — T o f- ek B GEEEE EEEh Sl o >
o g _% W RN N Pl o=
Q > Qlgygz  t\_ Eaaasaaadmaay | L
S QT T CmmmmEawwm | [ i B ph i Sl ®» S
1] ? N+ ©
= 4} S(co
% B % % B B Y 2 T p YN e veeqy T % % v e v 2 T YN e veeqy
- - - - - - - - - 2 Eaz\zcz cﬂnwa .sov - - - - - - - e Eazxﬂoz oAEaz.m%v
uig LHIN / SlueA3 NN uig 1HIN / siueAg ! N

(b)
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Figure 9.7.: Distribution of the significance of the deviations (pulls) observed in data with
respect to the SM expectations across all (Njet, Hr, Nj) category displayed as a
1D distribution (9.7a) and a 2D plane (9.7b). The x-axis (y-axis) represents each
Hr (Njet,Ny) category and the z-axis encodes the pull.

only fit. Pulls represent the level of tension between the data and prediction in
the signal region. Figure 9.7a shows that an overall over-estimation of ~ 0.21c is
observed across all (Nj,, Ny, Hr) categories and hence no significant deviation is
observed between data and SM predictions. Figure 9.7b shows that no localized
biases are observed with particular group of jet or Hy categories. Two categories
with pull > 3¢ are observed. They are caused by the localized upward fluctuation
of data in the signal region in each of the two category. No significant data excess is
observed in adjacent bins with similar jet topology and kinematics.
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(a) T1tttt (b) T1bbbb (c) T1qqqq

Figure 9.8.: Feynman diagram of simplified models for gluino pair production.
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Figure 9.9.: Feynman diagram of simplified models for squark pair production.

9.3. Interpretation

No significant excess is observed in the data when compared to the SM background,
limits are set on parameters of SUSY models. Simplified models discussed in
Section 2.3.3 are used for interpretation of the results. Models are named according
to their production mechanism. Gluino pair produced models are prefixed with T1
while squark pair produced models with T2. Three decay channels of the T1-type
production are considered, as shown in Figure 9.8. Corresponding models with
T2-type production are shown in Figure 9.9. For T2qq models, two different mass
mass spectra are considered: a mass spectrum with 1, d,§and é degenerate in mass

(eight-fold) and a mass spectrum without such degeneracy (one-fold).

Table 9.1 shows the SUSY models, corresponding production mechanisms and

decays considered in the analysis.
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Model Production Decay Exclusion plane
T1lqqqq pp — 88 & — qqx° Figure9.10c
T1bbbb pp — 88* & — bbx" Figure9.10a
T1tttt pp — 88* & — tx® Figure 9.10b
T2qq (1-fold) pp — §§* § — qx° Figure9.11a
T2qq (8-fold) pp — §§* § — qx° Figure9.11a
T2bb pp — bb* b — bx? Figure9.11c
T2tt pp — T — tx®  Figure9.11d
T2cc pp = T — cx? Figure9.11b

Table 9.1.: A summary of simplified models used in the analysis.

9.3.1. Systematic uncertainties on signal models

Sources of theoretical and experimental systematic uncertainty are propagated to the
MC simulation of signal models with vertical template morphing in the likelihood
model, as described in Section 9.1. Most of the uncertainties are determined in the
same way as those for background estimation and evaluated separately for each
SUSY model. A systematic of 2.6% on the integrated luminosity is included as the
signal model yields are determined from simulation. A summary of uncertainties

for each SUSY model with representative mass parameters are shown in Table 9.2.

9.3.2. Statistical procedure for deriving limits

The limit setting procedure is performed for each signal model with a particular set
of mass points. Using the likelihood defined in Section 9.1, the profile likelihood
ratio can be defined as

Ar) = E%m) (9.5)

L(?,0)
where r is the parameter of interest, 6 are the nuisance parameters, and the esti-

mators 7, § maximize the likelihood £, and 8(r) maximizes £ for a given value

of r. Nuisance parameters smear the profile likelihood function as a function of
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Model (mSUSy, misp)  Luminosity ISR JEC PU b-tag  Trigger MC stat.
Tlqqqq (1700,100) 2.6% 2-4% 2-12% 6-12% 1-1% 1-2% 14-19%
(1000,850) 2.6% 3-14% 5-14% 9-14% 3-7% 2-4% 6-22%

T1bbbb (1900,100) 2.6% 3-9% 4-6% 7-14%  7-12% 4-5% 11-19%
(1300,1100) 2.6% 2-11% 3-11% 5-9% 2-5% 1-3% 11-22%

T1tttt (1700,100) 2.6% 2-6% 3-15% 2-9% 2-6% 2-4% 12-24%
(950,600) 2.6% 5-9% 12-26%  7-13% 2-6% 3-7% 15-30%
T2qq (1-fold) (700,100) 2.6% 2-7% 3-10% 6-9% 0-5% 1-4% 4-22%
(400,300) 2.6% 5-22% 5-18% 9-15% 3-5% 3-5% 6-20%

T2qq (8-fold) (1250,100) 2.6% 2-7% 5-14% 5-10% 1-1% 1-3% 12-24%
(700,600) 2.6% 4-17% 4-13% 9-14% 2-5% 2-4% 6-22%

T2bb (1000,100) 2.6% 1-7% 4-11% 5-9% 1-4% 0-3% 14-23%
(550,450) 2.6% 4-15% 4-15% 8-13% 3-7% 2-3% 9-22%

T2tt (1000,50) 2.6% 3-7% 4-14% 6-10% 1-5% 1-4% 14-27%
(450,200) 2.6% 4-12% 6-15%  10-14%  4-9% 3-6% 6-19%

(250,150) 2.6% 13-27%  8-22%  12-25%  6-16%  6-17% 10-23%
T2cc (500,480) 2.6% 4-18% 5-13% 5-12% 1-4% 2-4% 6-19%

Table 9.2.: Representative range taken from the 16% and 84% percentiles of the uncertainty
across the analysis bins for each source of signal systematic for each model with
representative mass points (1sysy, MLsp), chosen along the —10 exclusion of each
exclusion plane.

r, reflecting a loss of sensitivity due to systematic uncertainties. Only scenarios
with » > 0 are considered as the presence of new signal considered in this analysis
only leads to data excess. Signals that could lead to data deficit, such as neutrino
oscillation or interference, require other limit setting procedures. For the same
reason, scenarios with r < 7 are not considered to be less compatible with the data

and will not be excluded. As a consequence, the test statistic g, can be defined as
qr = § —2In =2

Increasing values of g, indicate less compatibility of the assumed value r with the
observed data. The compatibility of a given signal model with a assumed value r

can be quantified by the p-value, defined as

Pr= /q:of(qr|”)d‘7r (9.6)
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where f(g|r) is the probability density function. This function can be estimated
by generating pseudo-experiments or approximated by the asymptotic formulae
described in [91]. In this analysis, the asymptotic formulae are used instead as it
is too computing-intensive to generate pseudo-experiments for each signal model
with all mass points.

The CLs is defined as

Pr

CLs(r) = Tp— 9.7)
where py is the p-value with the background-only hypothesis (r = 0). The observed
95% CLs upper limit on 7 (ypper) is defined as the value of r that gives CLs(r) = 0.05.
The corresponding expected limit is defined as the median value (the 50% quantile)
of the distribution of 7ypper, Wwhere the distribution is obtained by generating pseudo-
experiments under the background-only hypothesis and deriving an "observed’
95% CLs upper limit on r for each of them. Similarly, the 21% (79%) quantile of
the distribution are used to define +10 (—10) upper limit. The median and +1c0

expected limit are approximated by the asymptotic formulae in [91].

9.3.3. Exclusion limits

Exclusion limits are determined for each simplified model, defined with the pro-
duction and decay channel and mass points. Upper limits at 95% confidence level
on the cross section for each model is obtained using the CLg criterion [92] and
asymptotic formulae [91] to approximate the distributions of the one-sided profile
likelihood ratio (test statistic) under the relevant hypothesis (background only or
signal plus background).

Upper limits of gluino models (T1qqqq, T1bbbb, T1tttt) and squark models
(T2qq, T2bb, T2tt, T2cc) are shown in Figure 9.10 and Figure 9.11. Each plot
corresponds to a specific production mechanism and decay process and sparticle
and LSP mass points are displayed in the x-axis and y-axis respectively. Theoretical
cross sections for each model are calculated with NLO accuracy [93]. Observed and

expected exclusion contours and the corresponding =+ 1o uncertainty bands are
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drawn. Figure 9.12 and 9.13 show a summary exclusion plane of gluino and squark

mediated models respectively.

For gluino production models, models with gluino mass up to 1850 GeV and
LSP up to 1100 GeV are excluded. The light squark mass is excluded up to
1350 GeV (700 GeV) with LSP mass up to 650 GeV (400 GeV) for the eight-fold (one-
fold) degenerate T2qq model. The sbottom mass is excluded up to 1075 GeV with
LSP mass up to 550 GeV. The stop mass is excluded up to 1075 GeV with LSP mass
up to 400 GeV.

For large mass splittings between various sparticle (gluino, squark, sbottom
or stop) and LSP, i.e. high sparticle and low LSP mass, signal counts generally
reside in the highest Hr and Kt bins, in which predictions are limited by statistical
uncertainties of data and MC simulation. Limits here are not sensitive to various
systematic uncertainties in the analysis. On the other hand, limits for small or
intermediate mass splittings between sparticle and LSP are affected by systematic
uncertainties in the analysis and are weakened when moving towards the diagonal
line where kinematic acceptance of visible decay products from the sparticles are

limited.



118

2000

CMS rreiiminary  35.9 fb' (13 TeV)

%) pp—>8G, §—bb% NLO+NLL exclusion 4 g % 1800
1800 -
9_ =Observed = 10y, =1 5 g_ 1600
X' 1600 Expected = 1 and 2 o, o iment 7 = é
F 19 14001~
1400; % F
- 1200—
ol o r
1200: 5 .
1000 5 10001
800[ £ 800
’ ] 600
600¢ 1072 % F
I s r
400— O 400
F (@]
200 R 200F
r : o)
= Lo . 4.t ] 10° o
00 800 1000 12001400 16001800 2000 2200
mg [GeV]
(a) T1bbbb
CMSs Preliminary ~ 35.9 fb™! (13 TeV)
% 1800|PP > §9. § > aqxy
90 1600 =Observed =100y
EIX - Expected = 1 and 2 Oeyperiment
1400
1200
1000

CMS rereiiminary  35.9 b (13 TeV)

=Observed = 1,

pp —§ T, §—tT % NLO+NLL exclusion

theory
Expected + 1 and 2 ¢,

experiment

i
'
'
1
'
'
'
'
'
'
'
'
'
'
'
'

\\\‘\\A

00 800 1000 1200 1400 1600 '1800 2000 2200

800

600

400

200

T T T

o b b b B b e |

00 800 1000 1200 1400 1600 1800 2000 2200

(c) T1qqqq

ms [GeV]

mg [GeV]

(b) T1tttt

e}
=1 2
1 c
] K]
] =

(6]
R @
i (]

2]

[%2]
—10" 2
] [$]
] c
] )
4 =
. E

5
=102 &
E a
bl =]
] I
- (@)
. N

3

10°

-

_.
<

107

<)
b

Figure 9.10.: 95% C.L. observed upper limit on the cross section for gluino models (his-
togram), with the expected (solid black line) observed (solid red line) exclusion
contours.

95% CL upper limit on cross section [pb]



119

CMS rreiiminary  35.9 fb' (13 TeV)

% 1200 pp—>G§G,§—q )"(? NLO+NLL exclusion
90_ =Observed = 1 Oiheory
Exx 1000l 355 Expected = 1 Oxperiment
800 | §+4,@359 4
L ¢ TNEES 3 g
600— —
400 L
200 [
ol L e 1o Ml 1 ]
400 600 800 1000 1200 1400 1600
mg [GeV]
(@) T2qq
QOCCMS Preliminary 35.9 fb™! (13 TeV)
% pp — 51 5‘, B‘ —b k’? NLO+NLL exclusion
G 800 —
= Observed + 1 Oiheory
E‘X 700| xpected = 1 and 2 0, ¢ imen

600

ean,

500

400

P I e

300

200

100

M \ | ; !
800 500 700 900 1100 1300
m; [GeV]

(c) T2bb

|

vl vl el

||

-
o
&

|

EETRETTT BRI B |

||

- ) =
95% CL upper limit on cross section [pb]

_A
<

—
o
o

_. _. _. - -
o o o o
5 L ™

=)
b

95% CL upper limit on cross section [pb]

1

ms, [GeV]

1

ms, [GeV]

900

800

700

600

500

400

300

200

100

CMS rereiiminary  35.9 b (13 TeV)

pp—=TT,T—=c Z:) NLO+NLL exclusion

=Observed = 10,
Expected + 1 and 2 ¢,

experiment

||

o L L b e 1y

200 300 400 500 600 700
my [GeV]

(b) T2cc

cMms Preliminary 35.9 fb™! (13 TeV)

800

700

600

pp =TT, T - 10 ii’ NLO+NLL exclusion

=Observed = 10y,
Expected + 1 and 2 ¢

experiment

500

400

300

200

100

I I |

[

L

P i B
0 200 400 600 800 1000

1200
my [GeV]

(d) T2tt

]

|

vl vl el

|

EETRETTT BRI B |

s - 3 3
95% CL upper limit on cross section [pb]

-
=)
[

<)
b

> 3
95% CL upper limit on cross section [pb]

—_

_.
<
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9.3.4. Summary

The result of the at analysis with 35.9 fb~! proton-proton data indicates no signif-
icant deviation of data from SM. CLs upper limits are derived at 95% on simpli-
fied SUSY models. The exclusion significantly exceeds beyond the reach of SUSY
searches in the hadronic final state with full Run 1 datasets. In particular, an in-
crease of up to 600 GeV (400 GeV) of exclusion in gluino (LSP) mass is achieved in
gluino-mediated models. Various gains are observed with squark-mediated models,
depending on each specific final state signatures. Similar results are also observed
with other hadronic analyses in ATLAS and CMS [94-97].
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Chapter 10.
Conclusion

A search for supersymmetry in the hadronic channel, with one or more jets and
missing transverse momentum, on proton-proton collisions at /s = 13 TeV is
reported. The data, corresponding to an integrated luminosity of 35.9 fb~!, were
collected with the CMS detector at the LHC in 2016. No evidence of BSM physics is
observed. The results are interpreted with simplified gluino-mediated and squark-
mediated models. The masses of bottom, top and light flavor squarks are excluded
up to 1050 GeV, 1000 GeV and 1300 GeV. The gluino mass is excluded up to
1900 GeV .

The search uses two dedicated variables, the a1 and A¢y,..  variable, to suppress
QCD multijet background to a negligible level. Residual electroweak and QCD
multijet backgrounds are estimated data-driven techniques with two control regions.
The analysis also maintains a low Hr and Kt threshold to ensure the inclusiveness
and good sensitivity to a wide sensitivity of BSM models.

Previous iterations of the search have been performed on datasets at /s =
8 TeV [98-100] and 2.3 fb~! at /s = 13 TeV in 2015 [101]. The search has
been updated with the dataset collected in 2016. In particular, the addition of
the b-tag formula method reduces the statistical uncertainty in MC simulation and
significantly increases the sensitivity of the analysis to a wide range of BSM models

with high b-jet multiplicity.

The current experimental limits on gluino and squarks masses imply a signif-

icant degree of fine-tuning in various MSSM models [102]. The motivation of a
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natural weak-scale SUSY theory that could be explored by the LHC has significantly
reduced. On the other hand, the naturalness is not the only guiding principle for
BSM searches. Alternative models such as split SUSY relax the assumption on
naturalness [103] but still realize other appealing features such as offering a dark
matter candidate and gauge coupling unification [104]. Experimental signatures
often involves long-lived particle signatures and detailed studies of the interaction
of these particles and the detector are required [105]. In addition, the observation of
the Higgs boson [4,5] also provides a possible new tool to explore unique signatures
to BSM physics and the electroweak sector [106-108].

The LHC will continue to deliver data up to a total integrated luminosity of
3000 fb~!. The possibility of uncovering signatures of BSM physics requires exploit-
ing this large dataset with targeted analysis strategies and innovative experimental
techniques, e.g. new types of signatures, advanced machine learning algorithms
or comprehensive detector upgrades. At the same time, precise measurements on
SM physics could also provide hints to potential BSM signatures. Measurements
on the properties of the Higgs boson and other electroweak processes are pivotal
to complete the understanding of physics at the electroweak scale, and provide

possible directions to collider physics.



124




125

Bibliography

[1] F.Abe et al. (CDF Collaboration), “Observation of Top Quark Production in
pp Collisions with the Collider Detector at Fermilab”, Phys. Rev. Lett. 74
(1995), no. 2626,.

[2] S. Abachi et al. (DO Collaboration), “Observation of the Top Quark
Production”, Phys. Rev. Lett. 74 (1995), no. 2632,.

[3] K. Kodama et al. (DONUT Collaboration), “Observation of Tau Neutrinos
Interactions”, Phys. Lett. B 504 (2001) 218-224.

[4] G. Aad et al., “Observation of a new particle in the search for the Standard
Model Higgs boson with the ATLAS detector at the LHC”, Phys. Lett. B716
(2012) 1-29.

[5] CMS Collaboration, “Observation of a new boson at a mass of 125 GeV with
the CMS experiment at the LHC”, Phys. Lett. B716 (2012) 30-61,
doi:10.1016/j.physletb.2012.08.021, arXiv:1207.7235.

[6] J. H. Oort, “The force exerted by the stellar system in the direction
perpendicular to the galactic plane and some related problems”, Bull. Astron.
Inst. Netherlands 6 (1932) 249-287.

[7] M. Markevitch, A. H. Gonzalez, D. Clowe et al., “Direct constraints on the
dark matter self-interaction cross-section from the merging galaxy cluster
1E0657-56", Astrophys. J. 606 (2004) 819-824, doi:10.1086/383178,
arXiv:astro-ph/0309303.

[8] Planck Collaboration, “Planck 2015 results. XIII. Cosmological parameters”,
Astron. Astrophys. 594 (2016) A13, doi:10.1051/0004-6361/201525830,
arXiv:1502.01589.


http://dx.doi.org/10.1016/j.physletb.2012.08.021
http://www.arXiv.org/abs/1207.7235
https://cds.cern.ch/record/436532
https://cds.cern.ch/record/436532
http://dx.doi.org/10.1086/383178
http://www.arXiv.org/abs/astro-ph/0309303
http://www.arXiv.org/abs/astro-ph/0309303
http://dx.doi.org/10.1051/0004-6361/201525830
http://www.arXiv.org/abs/1502.01589
http://www.arXiv.org/abs/1502.01589

126

[9] Particle Data Group Collaboration, “Review of Particle Physics”, Chin. Phys.
C40 (2016), no. 10, 100001, doi:10.1088/1674-1137/40/10/100001.

[10] S.P. Martin, “A Supersymmetry primer”,
doi:10.1142/9789812839657_0001,10.1142/9789814307505_0001,
arXiv:hep-ph/9709356. [Adv. Ser. Direct. High Energy Phys.18,1(1998)].

[11] L. Evans and P. Bryant, “LHC Machine”, JINST 3 (2008), no. S08001,.

[12] S. Weinberg, “The Quantum theory of fields. Vol. 1: Foundations”, p. 298.
Cambridge University Press, 2005.

[13] V. Barger and R. Phillips, “Collider Physics”. Frontiers in Physics.
Addison-Wesley Publishing Company, 1987.

[14] D.]. Griffiths, “Introduction to elementary particles; 2nd rev. version”.
Physics textbook. Wiley, New York, NY, 2008.

[15] D.]J. Gross and F. Wilczek, “Ultraviolet Behavior of Nonabelian Gauge
Theories”, Phys. Rev. Lett. 30 (1973) 1343-1346,
doi:10.1103/PhysRevLett.30.1343.

[16] T. Muta, “Foundations of Quantum Chromodynamics: An Introduction to
Perturbative Methods in Gauge Theories”. World Scientific lecture notes in
physics. World Scientific, 2010.

[17] A.Salam and ]J. C. Ward, “Electromagnetic and weak interactions”, Phys.
Lett. 13 (1964) 168-171, doi:10.1016/0031-9163(64)90711-5.

[18] S. L. Glashow, “Partial Symmetries of Weak Interactions”, Nucl. Phys. 22
(1961) 579-588, doi:10.1016/0029-5582(61)90469-2.

[19] S. Weinberg, “A Model of Leptons”, Phys. Rev. Lett. 19 (1967) 1264-1266,
doi:10.1103/PhysRevLett.19.1264.

[20] E Englert and R. Brout, “Broken Symmetry and the Mass of Gauge Vector
Mesons”, Phys. Rev. Lett. 13 (1964) 321-323,
doi:10.1103/PhysRevLett.13.321.

[21] P. W. Higgs, “Broken Symmetries and the Masses of Gauge Bosons”, Phys.


http://dx.doi.org/10.1088/1674-1137/40/10/100001
http://www.arXiv.org/abs/hep-ph/9709356
http://www.arXiv.org/abs/hep-ph/9709356
http://dx.doi.org/10.1103/PhysRevLett.30.1343
http://dx.doi.org/10.1016/0031-9163(64)90711-5
http://dx.doi.org/10.1016/0029-5582(61)90469-2
http://dx.doi.org/10.1103/PhysRevLett.19.1264
http://dx.doi.org/10.1103/PhysRevLett.13.321

127

Rev. Lett. 13 (1964) 508-509, doi:10.1103/PhysRevLett.13.508.

[22] G.S. Guralnik, C. R. Hagen, and T. W. B. Kibble, “Global Conservation Laws
and Massless Particles”, Phys. Rev. Lett. 13 (1964) 585-587,
doi:10.1103/PhysRevLett.13.585.

[23] C.S. Wu, E. Ambler, R. W. Hayward et al., “Experimental Test of Parity
Conservation in Beta Decay”, Phys. Rev. 105 (1957) 1413-1414,
doi:10.1103/PhysRev.105.1413.

[24] UA1 Collaboration, “Experimental Observation of Isolated Large Transverse
Energy Electrons with Associated Missing Energy at s**(1/2) = 540-GeV”,
Phys. Lett. 122B (1983) 103-116, doi:10.1016/0370-2693(83)91177-2.
[,611(1983)].

[25] UA1 Collaboration, “Experimental Observation of Lepton Pairs of Invariant
Mass Around 95-GeV /c**2 at the CERN SPS Collider”, Phys. Lett. 126B
(1983) 398-410, doi : 10.1016/0370-2693(83) 90188-0.

[26] UA2 Collaboration, “Evidence for Z0 —> e+ e- at the CERN anti-p p
Collider”, Phys. Lett. 129B (1983) 130-140,
doi:10.1016/0370-2693(83)90744-X.

[27] UA2 Collaboration, “Observation of Single Isolated Electrons of High
Transverse Momentum in Events with Missing Transverse Energy at the
CERN anti-p p Collider”, Phys. Lett. 122B (1983) 476485,
doi:10.1016/0370-2693(83)91605-2.

[28] J. Goldstone, A. Salam, and S. Weinberg, “Broken Symmetries”, Phys. Rev.
127 (1962) 965-970, doi:10.1103/PhysRev.127.965.

[29] M. Peskin and D. Schroeder, “An Introduction to Quantum Field Theory”.
Advanced book classics. Avalon Publishing, 1995.

[30] W. de Boer, “Grand unified theories and supersymmetry in particle physics
and cosmology”, Prog. Part. Nucl. Phys. 33 (1994) 201-302,
doi:10.1016/0146-6410(94)90045-0, arXiv:hep-ph/9402266.

[31] M. H. Poincaré, “Sur la dynamique de 1’électron”, Rendiconti del Circolo


http://dx.doi.org/10.1103/PhysRevLett.13.508
http://dx.doi.org/10.1103/PhysRevLett.13.585
http://dx.doi.org/10.1103/PhysRev.105.1413
http://dx.doi.org/10.1016/0370-2693(83)91177-2
http://dx.doi.org/10.1016/0370-2693(83)90188-0
http://dx.doi.org/10.1016/0370-2693(83)90744-X
http://dx.doi.org/10.1016/0370-2693(83)91605-2
http://dx.doi.org/10.1103/PhysRev.127.965
http://dx.doi.org/10.1016/0146-6410(94)90045-0
http://www.arXiv.org/abs/hep-ph/9402266

128

Matematico di Palermo (1884-1940) 21 (Dec, 1906) 129-175,
doi:10.1007/BF03013466.

[32] Super-Kamiokande Collaboration, “Search for proton decay via p — e* 7t

and p — u* 71" in 0.31 megaton-years exposure of the Super-Kamiokande
water Cherenkov detector”, Phys. Rev. D95 (2017), no. 1, 012004,
doi:10.1103/PhysRevD.95.012004, arXiv:1610.03597.

[33] G.Jungman, M. Kamionkowski, and K. Griest, “Supersymmetric dark
matter”, Phys. Rept. 267 (1996) 195-373,
doi:10.1016/0370-1573(95)00058-5, arXiv:hep-ph/9506380.

[34] C. Csaki, “The Minimal supersymmetric standard model (MSSM)”, Mod.
Phys. Lett. A11 (1996) 599, doi:10.1142/S021773239600062X,
arXiv:hep-ph/9606414.

[35] S. Braibant, “SUSY searches at LEP”, in Proceedings, 38th Rencontres de
Moriond on QCD and High-Energy Hadronic Interactions: Les Arcs, France, March
22-29,2003. 2003. arXiv:hep-ex/0305058.

[36] CDEF DO Collaboration, “SUSY searches at the Tevatron”, EP] Web Conf. 28
(2012) 09006, doi:10.1051/epjconf /20122809006, arXiv:1202.0712.

[37] CMS Collaboration, “Summary of comparison plots in simplified models
spectra for the 8TeV dataset”, 2016.

[38] J. Alwall, P. Schuster, and N. Toro, “Simplified Models for a First
Characterization of New Physics at the LHC”, Phys. Rev. D79 (2009) 075020,
doi:10.1103/PhysRevD.79.075020, arXiv:0810.3921.

[39] LHC New Physics Working Group Collaboration, “Simplified Models for
LHC New Physics Searches”, J. Phys. G39 (2012) 105005,
doi:10.1088/0954-3899/39/10/105005, arXiv:1105.2838.

[40] P. Brogi, “Study of inelastic processes in proton-proton collisions at the LHC
with the TOTEM Experiment”, Master’s thesis, INFN, Pisa, 2011.

[41] CMS Collaboration, “CMS physics: Technical design report”,.

[42] CMS Collaboration, “Description and performance of track and


http://dx.doi.org/10.1007/BF03013466
http://dx.doi.org/10.1103/PhysRevD.95.012004
http://www.arXiv.org/abs/1610.03597
http://dx.doi.org/10.1016/0370-1573(95)00058-5
http://www.arXiv.org/abs/hep-ph/9506380
http://dx.doi.org/10.1142/S021773239600062X
http://www.arXiv.org/abs/hep-ph/9606414
http://www.arXiv.org/abs/hep-ph/9606414
https://inspirehep.net/record/619124/files/arXiv:hep-ex_0305058.pdf
http://www.arXiv.org/abs/hep-ex/0305058
http://dx.doi.org/10.1051/epjconf/20122809006
http://www.arXiv.org/abs/1202.0712
https://twiki.cern.ch/twiki/bin/view/CMSPublic/SUSYSMSSummaryPlots8TeV
https://twiki.cern.ch/twiki/bin/view/CMSPublic/SUSYSMSSummaryPlots8TeV
http://dx.doi.org/10.1103/PhysRevD.79.075020
http://www.arXiv.org/abs/0810.3921
http://dx.doi.org/10.1088/0954-3899/39/10/105005
http://www.arXiv.org/abs/1105.2838
http://inspirehep.net/record/1088102/files/CERN-THESIS-2011-099.pdf
http://inspirehep.net/record/1088102/files/CERN-THESIS-2011-099.pdf

129

primary-vertex reconstruction with the CMS tracker”, JINST 9 (May, 2014)
P10009. 80 p, doi:10.1088/1748-0221/9/10/P10009.

[43] P. Adzic et al., “Energy resolution of the barrel of the CMS electromagnetic
calorimeter”, JINST 2 (2007) P04004,
doi:10.1088/1748-0221/2/04/P04004.

[44] CMS Collaboration, “The CMS electromagnetic calorimeter project”,.

[45] CMS Collaboration, “The CMS Experiment at the CERN LHC”, JINST 3
(2008) S08004, doi:10.1088/1748-0221/3/08/308004.

[46] USCMS, ECAL/HCAL Collaboration, “The CMS barrel calorimeter response
to particle beams from 2-GeV/c to 350-GeV /c”, Eur. Phys. ]. C60 (2009)
359-373, doi:10.1140/epjc/s10052-009-0959-5,10.1140/epjc/
$10052-009-1024-0. [Erratum: Eur. Phys. J.C61,353(2009)].

[47] CMS Collaboration, “CMS Technical Design Report for the Level-1 Trigger
Upgrade”, Technical Report CERN-LHCC-2013-011. CMS-TDR-12, (Jun,
2013). Additional contacts: Jeffrey Spalding, Fermilab,
Jeffrey.Spalding@cern.ch Didier Contardo, Universite Claude Bernard-Lyon I,
didier.claude.contardo@cern.ch.

[48] CMS Collaboration, “Description and performance of track and
primary-vertex reconstruction with the CMS tracker”, JINST 9 (2014), no. 10,
P10009, doi:10.1088/1748-0221/9/10/P10009, arXiv:1405.6569.

[49] R. Fruhwirth, “Application of Kalman filtering to track and vertex fitting”,
Nucl. Instrum. Meth. A262 (1987) 444-450,
doi:10.1016/0168-9002(87)90887-4.

[50] K. Rose, “Deterministic annealing for clustering, compression, classification,
regression, and related optimization problems”, Proceedings of the IEEE 86
(1998) 2210-2239, doi:10.1109/5.726788.

[61] R. Fruhwirth, W. Waltenberger, and P. Vanlaer, “Adaptive Vertex Fitting”,
Technical Report CMS-NOTE-2007-008, CERN, Geneva, (Mar, 2007).

[52] M. Cacciari, G. P. Salam, and G. Soyez, “The Anti-k(t) jet clustering


http://dx.doi.org/10.1088/1748-0221/9/10/P10009
http://dx.doi.org/10.1088/1748-0221/2/04/P04004
http://dx.doi.org/10.1088/1748-0221/3/08/S08004
https://cds.cern.ch/record/1556311
https://cds.cern.ch/record/1556311
http://dx.doi.org/10.1088/1748-0221/9/10/P10009
http://www.arXiv.org/abs/1405.6569
http://dx.doi.org/10.1016/0168-9002(87)90887-4
http://dx.doi.org/10.1109/5.726788
https://cds.cern.ch/record/1027031

130

zﬂgorﬁhan_HJEP 04 (2008) 063, doi:10.1088/1126-6708/2008/04/063,
arXiv:0802.1189.

[53] M. Cacciari, G. P. Salam, and G. Soyez, “FastJet User Manual”, Eur. Phys. |.
C72 (2012) 1896, doi:10.1140/epjc/s10052-012-1896-2,
arXiv:1111.6097.

[54] CMS Collaboration, “Energy calibration and resolution of the CMS
electromagnetic calorimeter in pp collisions at v/s =7 TeV”, JINST 8 (Jun,
2013) P09009. 51 p. Comments: Submitted to JINST.

[55] CMS Collaboration, “ECAL hit timing with Runl and Run2 energy
reconstruction in early 25ns data at 13 TeV”,.

[56] CMS Collaboration, “THCAL Energy Reconstruction Performance”,.

[57] CMS Collaboration, “Performance of CMS muon reconstruction in pp
collision events at y/s = 7 TeV”, JINST 7 (2012) P10002,
doi:10.1088/1748-0221/7/10/P10002, arXiv:1206.4071.

[58] CMS Collaboration, “Performance of Electron Reconstruction and Selection
with the CMS Detector in Proton-Proton Collisions at 41.7Zs = 8 TeV”, JINST
10 (2015), no. 06, P06005, doi:10.1088/1748-0221/10/06/P06005,
arXiv:1502.02701.

[59] W. Adam, R. FrAijhwirth, A. Strandlie et al., “Reconstruction of Electrons
with the Gaussian-Sum Filter in the CMS Tracker at the LHC”, Technical
Report CMS-NOTE-2005-001, CERN, Geneva, (Jan, 2005).

[60] E. Colecchia, “Data-driven estimation of neutral pileup particle multiplicity
in high-luminosity hadron collider environments”, J. Phys. Conf. Ser. 664
(2015), no. 7, 072013, doi:10.1088/1742-6596/664/7/072013,
arXiv:1511.03537.

[61] M. Cacciari and G. P. Salam, “Pileup subtraction using jet areas”, Phys. Lett.
B659 (2008) 119-126, doi :10.1016/j . physletb.2007.09.077,
arXiv:0707.1378.

[62] G.P.Salam, “Towards Jetography”, Eur. Phys. ]. C67 (2010) 637-686,


http://dx.doi.org/10.1088/1126-6708/2008/04/063
http://www.arXiv.org/abs/0802.1189
http://www.arXiv.org/abs/0802.1189
http://dx.doi.org/10.1140/epjc/s10052-012-1896-2
http://www.arXiv.org/abs/1111.6097
http://www.arXiv.org/abs/1111.6097
http://cds.cern.ch/record/1554142
http://cds.cern.ch/record/1554142
https://cds.cern.ch/record/2048627
https://cds.cern.ch/record/2048627
https://cds.cern.ch/record/2235509
http://dx.doi.org/10.1088/1748-0221/7/10/P10002
http://www.arXiv.org/abs/1206.4071
http://dx.doi.org/10.1088/1748-0221/10/06/P06005
http://www.arXiv.org/abs/1502.02701
http://www.arXiv.org/abs/1502.02701
https://cds.cern.ch/record/815410
https://cds.cern.ch/record/815410
http://dx.doi.org/10.1088/1742-6596/664/7/072013
http://www.arXiv.org/abs/1511.03537
http://www.arXiv.org/abs/1511.03537
http://dx.doi.org/10.1016/j.physletb.2007.09.077
http://www.arXiv.org/abs/0707.1378
http://www.arXiv.org/abs/0707.1378

131

doi:10.1140/epjc/s10052-010-1314-6, arXiv:0906.1833.

[63] R. K. Ellis, W. ]. Stirling, and B. R. Webber, “Jet properties beyond fixed
order”, pp. 193-236. Cambridge Monographs on Particle Physics, Nuclear
Physics and Cosmology. Cambridge University Press, 1996.
doi:10.1017/CB09780511628788.007.

[64] ]J. Tseng and H. Evans, “Sequential recombination algorithm for jet clustering
and background subtraction”, Phys. Rev. D88 (2013) 014044,
doi:10.1103/PhysRevD.88.014044, arXiv:1304.1025.

[65] CMS Collaboration, “Jet algorithms performance in 13 TeV data”, Technical
Report CMS-PAS-JME-16-003, CERN, Geneva, (2017).

[66] CMS Collaboration, “Determination of Jet Energy Calibration and Transverse
Momentum Resolution in CMS”, JINST 6 (2011) P11002,
doi:10.1088/1748-0221/6/11/P11002, arXiv:1107.4277.

[67] “Jet energy scale and resolution performances with 13TeV data”,.

[68] CMS Collaboration, “Identification of b quark jets at the CMS Experiment in
the LHC Run 2”,.

[69] CMS Collaboration, “Performance of b-Tagging Algorithms in Proton
Collisions at 13 TeV using the 2016 Data”,.

[70] CMS Collaboration, “Performance of missing energy reconstruction in 13
TeV pp collision data using the CMS detector”, Technical Report
CMS-PAS-JME-16-004, CERN, Geneva, (2016).

[71] CMS Collaboration, K. Stifter, “The CMS Beam Halo Monitor Detector
System”, in Proceedings, Meeting of the APS Division of Particles and Fields (DPF
2015): Ann Arbor, Michigan, USA, 4-8 Aug 2015. 2015. arXiv:1511.00264.

[72] L. Randall and D. Tucker-Smith, “Dijet Searches for Supersymmetry at the
LHC”, Phys. Rev. Lett. 101 (2008), no. 221803,.

[73] M. Baber, “Search for supersymmetry in the first /s = 13 TeV pp-collisions
using the a7 variable with the CMS detector”. PhD thesis, Imperial College
London, 2017.


http://dx.doi.org/10.1140/epjc/s10052-010-1314-6
http://www.arXiv.org/abs/0906.1833
http://dx.doi.org/10.1017/CBO9780511628788.007
http://dx.doi.org/10.1103/PhysRevD.88.014044
http://www.arXiv.org/abs/1304.1025
https://cds.cern.ch/record/2256875
http://dx.doi.org/10.1088/1748-0221/6/11/P11002
http://www.arXiv.org/abs/1107.4277
https://cds.cern.ch/record/2160347
https://cds.cern.ch/record/2202967
https://cds.cern.ch/record/2202967
https://cds.cern.ch/record/2205284
https://cds.cern.ch/record/2205284
https://inspirehep.net/record/1402341/files/arXiv:1511.00264.pdf
https://inspirehep.net/record/1402341/files/arXiv:1511.00264.pdf
http://www.arXiv.org/abs/1511.00264

132

[74] CMS Collaboration, “Simplified likelihood for the re-interpretation of public
CMS results”, Technical Report CMS-NOTE-2017-001.
CERN-CMS-NOTE-2017-001, CERN, Geneva, (Jan, 2017).

[75] CMS Collaboration, “CMS Luminosity Measurements for the 2016 Data
Taking Period”, Technical Report CMS-PAS-LUM-17-001, CERN, Geneva,
(2017).

[76] CMS Collaboration, “Public CMS Luminosity Information”, 2016.

[77] J. Alwall, R. Frederix, S. Frixione et al., “The automated computation of
tree-level and next-to-leading order differential cross sections, and their
matching to parton shower simulations”, JHEP 07 (2014) 079,
doi:10.1007/JHEP07(2014)079, arXiv:1405.0301.

[78] S. Alioli, P. Nason, C. Oleari et al., “A general framework for implementing
NLO calculations in shower Monte Carlo programs: the POWHEG BOX”,
JHEP 06 (2010) 043, doi:10.1007/JHEP06(2010)043, arXiv:1002.2581.

[79] E. Re, “Single-top Wt-channel production matched with parton showers
using the POWHEG method”, Eur. Phys. ]. C71 (2011) 1547,
doi:10.1140/epjc/s10052-011-1547-z, arXiv:1009.2450.

[80] T. SjAﬁstrand, S. Ask, J. R. Christiansen et al., “An Introduction to PYTHIA
8.2”, Comput. Phys. Commun. 191 (2015) 159-177,
doi:10.1016/j.cpc.2015.01.024, arXiv:1410.3012.

[81] NNPDF Collaboration, “Parton distributions for the LHC Run I1”, JHEP 04
(2015) 040, doi:10.1007/JHEP04(2015)040, arXiv:1410.8849.

[82] GEANT4 Collaboration, “GEANT4: A Simulation toolkit”, Nucl. Instrum.
Meth. A506 (2003) 250-303, doi:10.1016/50168-9002(03)01368-8.

[83] CMS Collaboration, “Search for dark matter in proton-proton collisions at 8
TeV with missing transverse momentum and vector boson tagged jets”,
JHEP 12 (2016) 083,
doi:10.1007/JHEP12(2016)083,10.1007/JHEP08(2017) 035,
arXiv:1607.05764. [Erratum: JHEPO08,035(2017)].


https://cds.cern.ch/record/2242860
https://cds.cern.ch/record/2242860
https://cds.cern.ch/record/2257069
https://cds.cern.ch/record/2257069
https://twiki.cern.ch/twiki/bin/view/CMSPublic/LumiPublicResults
http://dx.doi.org/10.1007/JHEP07(2014)079
http://www.arXiv.org/abs/1405.0301
http://dx.doi.org/10.1007/JHEP06(2010)043
http://www.arXiv.org/abs/1002.2581
http://dx.doi.org/10.1140/epjc/s10052-011-1547-z
http://www.arXiv.org/abs/1009.2450
http://dx.doi.org/10.1016/j.cpc.2015.01.024
http://www.arXiv.org/abs/1410.3012
http://dx.doi.org/10.1007/JHEP04(2015)040
http://www.arXiv.org/abs/1410.8849
http://dx.doi.org/10.1016/S0168-9002(03)01368-8
http://www.arXiv.org/abs/1607.05764
http://www.arXiv.org/abs/1607.05764

133

[84] CMS Collaboration, “Search for top-squark pair production in the
single-lepton final state in pp collisions at /s = 8 TeV”, Eur. Phys. ]. C73
(2013), no. 12, 2677, doi:10.1140/epjc/s10052-013-2677-2,
arXiv:1308.1586.

[85] CMS Collaboration, “Muon Identification and Isolation efficiency on full
2016 dataset”,.

[86] CMS Collaboration, “Measurement of the differential cross sections for the
associated production of a W boson and jets in proton-proton collisions at
V/s =13 TeV”, Phys. Rev. D96 (2017), no. 7, 072005,
doi:10.1103/PhysRevD.96.072005, arXiv:1707.05979.

[87] CMS Collaboration, “Measurement of the ¢tf production cross section using
events with one lepton and at least one jet in pp collisions at /s = 13 TeV”,
JHEP 09 (2017) 051, doi :10.1007/JHEP09(2017)051, arXiv:1701.06228.

[88] Z. Bern et al., “Left-Handed W Bosons at the LHC”, Phys. Rev. D84 (2011)
034008, doi:10.1103/PhysRevD.84.034008, arXiv:1103.5445.

[89] K. Johansson, “Discrete orthogonal polynomial ensembles and the Plancherel
measure”, ArXiv Mathematics e-prints (June, 1999) arXiv:math/9906120.

[90] H. B. Prosper and L. Lyons, eds., “Proceedings, PHYSTAT 2011 Workshop on
Statistical Issues Related to Discovery Claims in Search Experiments and
Unfolding, CERN,Geneva, Switzerland 17-20 January 2011”7, CERN. CERN,
Geneva, (2011).

[91] G. Cowan, K. Cranmer, E. Gross et al., “Asymptotic formulae for
likelihood-based tests of new physics”, Eur. Phys. ]. C71 (2011) 1554, doi:10.
1140/epjc/s10052-011-1554-0,10.1140/epjc/s10052-013-2501-z,
arXiv:1007.1727. [Erratum: Eur. Phys. ].C73,2501(2013)].

[92] A. L. Read, “Presentation of search results: The CL(s) technique”, ]. Phys.
G28 (2002) 2693-2704, doi:10.1088/0954-3899/28/10/313. [,11(2002)].

[93] C. Borschensky, M. KrAd'mer, A. Kulesza et al., “Squark and gluino
production cross sections in pp collisions at /s = 13, 14, 33 and 100 TeV”,
Eur. Phys. ]. C74 (2014), no. 12, 3174,


http://dx.doi.org/10.1140/epjc/s10052-013-2677-2
http://www.arXiv.org/abs/1308.1586
http://www.arXiv.org/abs/1308.1586
https://cds.cern.ch/record/2257968
https://cds.cern.ch/record/2257968
http://dx.doi.org/10.1103/PhysRevD.96.072005
http://www.arXiv.org/abs/1707.05979
http://dx.doi.org/10.1007/JHEP09(2017)051
http://www.arXiv.org/abs/1701.06228
http://dx.doi.org/10.1103/PhysRevD.84.034008
http://www.arXiv.org/abs/1103.5445
http://www.arXiv.org/abs/math/9906120
http://www.arXiv.org/abs/1007.1727
http://www.arXiv.org/abs/1007.1727
http://dx.doi.org/10.1088/0954-3899/28/10/313

134

[94]

[95]

[96]

[97]

[98]

[99]

[100]

[101]

[102]

doi:10.1140/epjc/s10052-014-3174-y, arXiv:1407.5066.

CMS Collaboration, “Search for supersymmetry in multijet events with
missing transverse momentum in proton-proton collisions at 13 TeV”, Phys.
Rev. D96 (2017), no. 3, 032003, doi:10.1103/PhysRevD.96.032003,
arXiv:1704.07781.

CMS Collaboration, “Search for new physics in the all-hadronic final state
with the MT2 variable”,.

ATLAS Collaboration, “Search for new phenomena with large jet
multiplicities and missing transverse momentum using large-radius jets and
flavour-tagging at ATLAS in 13 TeV pp collisions”, arXiv:1708.02794.

ATLAS Collaboration, “Search for supersymmetry in events with b-tagged
jets and missing transverse momentum in pp collisions at /s = 13 TeV with
the ATLAS detector”, arXiv:1708.09266.

CMS Collaboration, “Search for supersymmetry in final states with missing
transverse energy and 0, 1, 2, or at least 3 b-quark jets in 7 TeV pp collisions
using the variable alphaT”, JHEP 01 (2013) 077,
doi:10.1007/JHEP01(2013)077, arXiv:1210.8115.

CMS Collaboration, “Search for supersymmetry in hadronic final states with
missing transverse energy using the variables aT and b-quark multiplicity in
pp collisions at Vs = 8TeV”, Eur. Phys. ]. C73 (2013), no. 9, 2568,
doi:10.1140/epjc/s10052-013-2568-6, arXiv:1303.2985.

CMS Collaboration, “Search for top squark pair production in
compressed-mass-spectrum scenarios in proton-proton collisions at /s = 8
TeV using the at variable”, Phys. Lett. B767 (2017) 403—430,
doi:10.1016/j.physletb.2017.02.007, arXiv:1605.08993.

CMS Collaboration, “A search for new phenomena in pp collisions at

v/s = 13 TeV in final states with missing transverse momentum and at least
one jet using the at variable”, Eur. Phys. ]. C77 (2017), no. 5,294,
doi:10.1140/epjc/s10052-017-4787-8, arXiv:1611.00338.

E. Bagnaschi, G. F. Giudice, P. Slavich et al., “Higgs Mass and Unnatural


http://dx.doi.org/10.1140/epjc/s10052-014-3174-y
http://www.arXiv.org/abs/1407.5066
http://dx.doi.org/10.1103/PhysRevD.96.032003
http://www.arXiv.org/abs/1704.07781
http://www.arXiv.org/abs/1704.07781
http://www.arXiv.org/abs/1708.02794
http://www.arXiv.org/abs/1708.09266
http://dx.doi.org/10.1007/JHEP01(2013)077
http://www.arXiv.org/abs/1210.8115
http://dx.doi.org/10.1140/epjc/s10052-013-2568-6
http://www.arXiv.org/abs/1303.2985
http://dx.doi.org/10.1016/j.physletb.2017.02.007
http://www.arXiv.org/abs/1605.08993
http://dx.doi.org/10.1140/epjc/s10052-017-4787-8
http://www.arXiv.org/abs/1611.00338

135

[103]

[104]

[105]

[106]

[107]

[108]

Supersymmetry”, JHEP 09 (2014) 092, doi:10.1007/JHEP09(2014)092,
arXiv:1407.4081.

J. D. Wells, “Implications of supersymmetry breaking with a little hierarchy
between gauginos and scalars”, in 11th International Conference on
Supersymmetry and the Unification of Fundamental Interactions (SUSY 2003)
Tucson, Arizona, June 5-10, 2003. 2003. arXiv:hep-ph/0306127.

N. Arkani-Hamed and S. Dimopoulos, “Supersymmetric unification without
low energy supersymmetry and signatures for fine-tuning at the LHC”,
JHEP 06 (2005) 073, doi:10.1088/1126-6708/2005/06/073,
arXiv:hep-th/0405159.

G. F. Giudice and A. Romanino, “Split supersymmetry”, Nucl. Phys. B699
(2004) 65-89, d0i:10.1016/j.nuclphysb.2004.11.048,10.1016/j.
nuclphysb.2004.08.001, arXiv:hep-ph/0406088. [Erratum: Nucl.
Phys.B706,487(2005)].

CMS Collaboration, “Search for top squark and higgsino production using
diphoton Higgs boson decays”, Phys. Rev. Lett. 112 (2014) 161802,
doi:10.1103/PhysRevLett.112.161802, arXiv:1312.3310.

CMS Collaboration, “Searches for electroweak neutralino and chargino
production in channels with Higgs, Z, and W bosons in pp collisions at 8
TeV”, Phys. Rev. D90 (2014), no. 9, 092007,
doi:10.1103/PhysRevD.90.092007, arXiv:1409.3168.

ATLAS Collaboration, “Search for supersymmetry in events with photons,
bottom quarks, and missing transverse momentum in protonaASproton
collisions at a centre-of-mass energy of 7 TeV with the ATLAS detector”,
Phys. Lett. B719 (2013) 261279, doi:10.1016/j.physletb.2013.01.041,
arXiv:1211.1167.


http://dx.doi.org/10.1007/JHEP09(2014)092
http://www.arXiv.org/abs/1407.4081
http://www.arXiv.org/abs/1407.4081
http://www.arXiv.org/abs/hep-ph/0306127
http://dx.doi.org/10.1088/1126-6708/2005/06/073
http://www.arXiv.org/abs/hep-th/0405159
http://www.arXiv.org/abs/hep-th/0405159
http://www.arXiv.org/abs/hep-ph/0406088
http://dx.doi.org/10.1103/PhysRevLett.112.161802
http://www.arXiv.org/abs/1312.3310
http://dx.doi.org/10.1103/PhysRevD.90.092007
http://www.arXiv.org/abs/1409.3168
http://dx.doi.org/10.1016/j.physletb.2013.01.041
http://www.arXiv.org/abs/1211.1167
http://www.arXiv.org/abs/1211.1167

136

Appendix A.

Event characterization

A.1. Data and simulation distribution

Figure A.1-A.7 show the data and MC distribution in four kinematic variables used

for event categorization in the signal, u + jets and pp + jets control region.

A.2. Background process breakdown

Figure A.10-A.12 show dominant SM background portions in the Signal, i + jets
and pp + jets control region.
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Figure A.1.: Data and MC distribution in four kinematic variables for event categorization
in the signal region in the symmetric category.
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Figure A.6.: Data and MC distribution in four kinematic variables for event categorization
in the u + jets control region in the monojet category.



143

Data/MC = 0.91£ 0.01 36.4 b7 (13 TeV) Data/MC = 0.91£ 0.01 36.4 b7 (13 TeV)
o 107 =3
Data: 12762 = Data: 12762
3 CMS . ﬁsslatola\: 14080.7 ‘O_ 07 CMS . N.ﬁsslatola\: 14080.7
T 10* = Preliminary B Difetsatero Z e E_Prellmmary B Dfetsatero
0 [ DiBoson: 223.7 0 E
< 10° = Single Top: 64.3 S ool
@ i
10! 10 [ Multijet: 0.0
10° 10 e
102 102
10 10
1 1
107 107"
o ,2 ] o ,2 ]
=it ‘ =it ‘
8 14 | 8 14 |
T 12 © 1.2 i
o 1 e ; i ﬁ Q e —
0.6 * M C 0.6
0.4 I | 0.4
OZE OB L
0 1 2 3 4 5 6 7 8 9 10 0 0.5 1 15 2 25 3 35 4 4.5
Njet Noget
Data/MC = 0.91£0.01 36.4 fio! (13 TeV) Data/MC = 0.91£0.01 36.4 fio! (13 TeV)
=3 Data: 12762 =3 Data: 12762
g 108 CMS . "ms;lam«al: 14080.7 8 10° CMS . ﬁs;lam«al: 14080.7
o Preliminary DYty 13137.0 5] Preliminary DYty 13137.0
=~ 405 [ DiBoson: 223.7 ~ [ DiBoson: 223.7
§2] [ Single Top: 64.3 ® 10 [ Single Top: 64.3
ch Cmvi4is ch E:x:gwf
0 ¢ > 10t =W+}efs 01
1) B Multijet: 0.0 1) B Multifet: 0.0
10° 10°
10? 102
10 10
1 1
107" 107"
18
o 2 o 2 |
1.8 1.8
=i i =i FE
1.4 1.4 t
T 12 1T T T 12 | |
a 08E ¥ o Y S g il a 08 o —
o8 bt A€ 2 TR NN b AN NN o8 o oihin 0 &= S A4
oe + b o o o | oe T M o ol O B
0ZE ‘ . 7 ozf oo oo ]
0 500 7000 7500 2000 2500 Q06506 300 400 500 600 700 OO 800 1000
H: [GeV] HI™ [GeV]

Figure A.7.: Data and MC distribution in four kinematic variables for event categorization
in the ppu + jets control region in the symmetric category.
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Figure A.8.: Data and MC distribution in four kinematic variables for event categorization
in the ppu + jets control region in the asymmetric category.
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Figure A.9.: Data and MC distribution in four kinematic variables for event categorization
in the ppu + jets control region in the monojet category.
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Appendix B.

Cross section for simulated
backgrounds



Data set Cross section [pb]
ZJetsToNuNu HT100T0200 3.448 x 10702
ZJetsToNuNu HT200T0400 9.553 x 10701
ZJetsToNuNu HT400To600 1.320 x 10101
ZJetsToNuNu HT600T0o800 3.221 x 107
ZJetsToNuNu HT800T01200 1.474 % 10100
ZJetsToNuNu HT1200T02500 3.586 x 109
ZJetsToNuNu HT2500ToInf 8.203 x 10%

1.627 x 10103
4.352 x 10192
5.918 x 10701
1.458 x 10101
6.656 x 1070
1.608 x 10100
3.891 x 10%2

8.829 x 10701
1.827 x 10102
1.813 x 10102
5.042 x 10701
6.984 x 107
1.681 x 10100

WJetsToLNu HT100T0200
WJetsToLNu HT200T0400
WJetsToLNu HT400To600
WJetsToLNu HT600To800
WJetsToLNu HT800T01200
WJetsToLNu HT1200T02500
WJetsToLNu HT2500ToInf
TTJets DilLept

TTJets SingleLeptFromTbar
DYJetsToLL HT100to0200
DYJetsToLL HT200to0400
DYJetsToLL HT400to0600
DYJetsToLL HT600to800 v2

DYJetsToLL HT800t01200 7.754 x 1091
DYJetsToLL HT1200t02500 1.862 x 1091
DYJetsToLL HT2500toInf 4.385 x 109

2.079 x 10104
9.238 x 1079
2.305 x 10793
2.744 x 10702
9.346 x 10101

GJets HT40To100
GJets HT100T0200
GJets HT200T0400
GJets HT400To0600
GJets HT600ToInf

Table B.1.: Summary of cross section used to reweigh simulated background samples.
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Data set

Cross section [pb]

QCD HT100to0200

QCD HT200t0300

QCD HT300to0500

QCD HT500to700

QCD HT700t01000

QCD HT1000to01500

QCD HT1500t02000

QCD HT2000toInf

ST s-channel-4f-leptonDecays
ST t-channel-antitop-4f-inclusiveDecays
ST t-channel-top-4f-inclusiveDecays
TTWJetsToQQ

TTZToQQ

TTGJets

ttHToNonbb

ttHTobb

WW

WZ

ZZ

EWKWMinus2Jets WToLNu
EWKWPlus2Jets WToLNu
EWKZ2Jets ZToLL

EWKZ2Jets ZToNuNu

2.799 x 10+%7
1.712 x 10706
3.477 x 10+
3.210 x 10104
6.831 x 10103
1.207 x 1079
1.199 x 10102
2.524 x 10101
3.344 x 10+
8.095 x 10101
1.360 x 10102
4.062 x 10791
5.297 x 10791
3.697 x 10100
2.151 x 10791
2.934 x 10791
1.139 x 10702
4.713 x 10101
1.652 x 10701
2.036 x 10101
2.582 x 10101
3.998 x 10+
1.014 x 10791

Table B.2.: Summary of cross section used to reweigh simulated rare background samples.
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List of abbreviations

ALICE
ATLAS
BSM
CDF
CERN
CL
CMS
CR
CSC
DAQ
ECAL
FSR

A Large Ion Collider Experiment
A Toroidal LHC ApparatuS
Beyond Standard Model
Collision Detector Fermilab
Organisation European pour la Recherche Nucleaire
Confidence Level

Compact Muon Solenoid
Control Region

Cathode Strip Chamber

Data AcQuisition
Electromagnetic CALorimeter

Final State Radiation
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HCAL
HERA
HI
HLT
P

L1
LHC
LO
MC
ML
NLO
NNLO
PDF
POI
PP

PU
QCD
QED
QGP
RPC
SB

SM

SR

SV

Hadron CALorimeter
Hadron Elektron Ring Anlage
Heavy Ion

High Level Trigger
Interaction Point

Level-1

Large Hadron Collider
Leading Order

Monte Carlo

Maximum Likelihood
Next Leading Order

Next Next Leading Order
Parton Density Function
Parameter of Interest
proton-proton

Pile-Up

Quantum Chromodynamics
Quantum Electrodynamics
Quark Gluon Plasma
Resistive Plate Chamber
Side Band

Standard Model

Signal Region

Secondary Vertex
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