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Abstract

Neutral atoms in registers of optical tweezers have established themselves as a versatile plat-
form for timely investigations in quantum physics. This applies in particular to the access
to new orders of magnitude in metrology and the development of quantum computers. The
research into quantum physics, which has been ongoing for less than a hundred years, shows
potential for numerous further discoveries.

This work demonstrates the application of neutral atoms in optical tweezer arrays as quantum
sensors and as quantum processors in the same experimental setup. In the field of quantum
sensing, a magnetic field resolution of 98(29) nT is demonstrated with a spatial resolution of
a few micrometers. A sensitivity of the sensor of 25 nT/+/Hz is achieved. Using the magnetic
field measurement, one component of a quadrupole field with a range from —2pT to 7uT is
probed. The Ramsey spectroscopy used here is not limited to the measurement of magnetic
fields, but allows the measurement of any field that causes a sufficient shift in the energy levels
of the atoms.

For the application of neutral atoms as a quantum processor, this work shows the demonstra-
tion of 1-qubit rotations, virtual-Z rotations and a restricted controlled NOT (CNOT) opera-
tion. The clock states in the hyperfine structure of individual rubidium atoms, known for their
long coherence times, are used as qubit basis states. For the selected parameters, an inhomo-
geneous coherence time of 73 = 340(26) ps is demonstrated with a perspective to a homoge-
neous coherence time of several milliseconds. Manipulations of the qubit states are performed
on the basis of two-photon transitions. By varying the reference phase of an optical phase-
locked loop, virtual-Z rotations on superpositions of these basis states are demonstrated. The
interaction between the atoms is controlled using Rydberg states. The excitation of these
states is studied in detail and typical limitations are addressed and partly associated with the
generation of electrostatic fields. These fields are supposed to originate from rubidium atoms
ab- and desorbed at the surfaces of the vacuum housing. To the author’s knowledge, an opti-
cal phase-locked loop is used for the first time to stabilize a laser on the transmitted light of a
highly stable optical resonator with a Finesse larger than 30 000.

The application of these operations to the atoms are explicitly designed to allow a scaling of
the operations. A key feature is the controlled addressing of individual sites of the atom arrays,
which is implemented for both the 1-qubit and the restricted CNOT operation. This represents
a new approach in contrast to other quantum processors, which achieve the scaling of their
quantum gates by moving the atoms in the optical registers. Addressing with light offers the
prospect of an operation that is 100 times faster than the movement of the atoms allows.







Zusammenfassung

Neutrale Atome in Registern von optischen Pinzetten haben sich als vielfaltige Plattform fiir
die Erforschung aktueller Fragestellungen der Quantenphysik etabliert. Dies betrifft insbeson-
dere die ErschlieBung von neuen Groenordnungen in der Metrologie und die Entwicklung
von Quantencomputern. Die seit weniger als einhundert Jahren andauernde Erforschung der
Quantenphysik zeigt Potential fiir zahlreiche weitere Entdeckungen auf diesen Gebieten.
Diese Arbeit demonstriert die Anwendung von neutralen Atomen in Registern von optischen
Pinzetten als Quantensensoren und als Quantenprozessoren in dem selben experimentellen
Aufbau. Auf dem Feld der Quantensensorik wird eine Magnetfeldauflosung von 98(29) nT de-
monstriert mit einer rdumlichen Auflésung von wenigen Mikrometern. Eine Sensitivitdt des
Sensors von 25 uT/+/Hz wird erreicht. Mithilfe der Magnetfeldmessung wird eine Komponente
eines Quadrupolfeldes mit einer Spanne von —2uT bis 7 uT vermessen. Die dabei verwendete
Technik der Ramsey-Spektroskopie ist hierbei nicht nur auf die Messung von magnetischen
Feldern limitiert, sondern erlaubt die Messung jedes Feldes, das eine ausreichende Verschie-
bung der Energieniveaus der Atome bewirkt.

In der Anwendung als Quantenprozessor zeigt diese Arbeit die Demonstration von 1-Qubit
Rotationen, virtuellen-Z Rotationen und einer eingeschrankten Controlled NOT (CNOT) Ope-
ration. Als Qubitbasiszustédnde werden die fiir ihre langen Kohdrenzzeiten bekannten Uhren-
zustdande in der Hyperfeinstruktur von einzelnen Rubidiumatomen verwendet. Eine inhomo-
gene Kohédrenzzeit von 75 = 340(26) ps wird fiir die verwendeten Parameter demonstriert mit
einem Ausblick auf eine homogene Kohérenzzeit von mehreren Millisekunden. Manipulatio-
nen von Qubitzustinden werden auf der Basis von Zwei-Photonen-Ubergingen vorgenommen.
Mittels Variation der Referenzphase einer optischen Phasenregelschleife werden hierbei auch
virtuelle-Z Rotationen auf Superpositionen dieser Basiszustinde demonstriert.

Eine Wechselwirkung zwischen den Atomen wird durch die Verwendung von Rydbergzustan-
den gesteuert. Die Anregung dieser Zustdnde wird ausgiebig untersucht und typische Limi-
tierungen behoben, die teilweise mit der Erzeugung von elektrostatischen Feldern in Zusam-
menhang gebracht werden. Es wird vermutet, dass diese Felder von Rubidiumatomen erzeugt
werden, die an den Oberfldchen der Vakuumaperatur ab- und desorbiert werden. Nach Kennt-
nis des Autors wird erstmals eine optische Phasenregelschleife angewendet, die einen Laser
auf das transmittierte Licht eines hochstabilen optischen Resonators mit einer Finesse grofder
als 30 000 regelt.

Die Umsetzung dieser Operationen auf den Atomen ist explizit so aufgebaut, dass sie eine Ska-
lierung der Operationen erlaubt. Eine Schliisseltechnologie stellt dabei die gesteuerte Adres-
sierung von einzelnen Platzen der atomaren Register dar, die sowohl fiir die 1-Qubit- wie auch
fiir die eingeschréankte CNOT-Operation implementiert wird. Dies stellt einen neuen Ansatz im
Gegensatz zu anderen Quantenprozessoren dar, die die Skalierung ihrer Quantengatter durch
die Bewegung der Atome in den optischen Registern erreichen. Eine Adressierung mit Licht
stellt dabei eine 100-fach schnellere Operation in Aussicht als es die Bewegung der Atome
zuléasst.
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1. Introduction

Since the first idea of simulating quantum physics with quantum systems that follow an equiv-
alent Hamiltonian but are better accessible, proposed by Richard Feynman [1], many quantum
mechanical systems have been investigated for the realization of this task. The recent develop-
ments in quantum computing are dominated by superconducting circuits, reaching from first
claims of quantum advantage in 2019 [2] to further demonstrations [3] and applications of
utile quantum computing in the limits of the Noisy Intermediate-Scale Quantum (NISQ) era in
2024 [4]. These systems have already passed the frontier from demonstrating single physical
effects, like preparing quantum states and Rabi oscillations, to performing calibrated gates
that allow the investigation of complex algorithms.

For an application of a quantum system as quantum computer, the criteria by DiVincenzo must
be satisfied [5]. Also for the systems competing with superconducting qubits, the fulfillment
of these criteria has been demonstrated meanwhile [6, 7]. One of the competing concepts is
the use of neutral atoms as a platform for quantum computing. Among them, the Quantum
Information Processing System (Quips) at Technische Universitdt Darmstadt investigates the
utilization of ®°Rb as a platform for quantum technologies. Starting from a moderate number
of ensembles of rubidium atoms in version Quips-A [8], it has been developed to a world-
leading system for trapping neutral atoms in defect-free structures in version Quips-B [9].
For the demonstration of coherent operations on quantum states, Rabi floppings of the states
in the hyperfine structure of the atoms have been demonstrated using two-photon transitions
in this experiment [8]. This thesis attempts to demonstrate the next milestones on the path
to quantum computation in Quips which is the demonstration of a universal set of quantum
gates. The universal set of gates requires the demonstration of 1-qubit rotations, virtual-Z
rotations and a CNOT operation.

One of the keys to a universal set of quantum gates with neutral atoms is the controlled in-
teraction between a pair of single atoms via the Rydberg blockade. The foundation of this
field of atomic physics, describing atoms with one electron excited to a state with high prin-
cipal quantum number, dates back before the discovery of quantum physics. Nevertheless,
this research is not old-fashioned but an active field [10, 11, 12, 13, 14] as it is bridging the
gap between semi-classical and quantum mechanical descriptions of the dynamics of an atom
[15]. Modern setups allow the experimental exploration of the many implications Rydberg
atoms and their interactions give.

The field of high-precision experiments in atomic physics was opened by the developments
in cold atom physics and laser physics. With the invention of the laser [16], the doorway to
quantum mechanical operations on atoms was opened. Also in recent experiments, lasers are
often one of the keys to new experimental demonstrations and improvements in any parame-
ter of the laser, e. g. power, wavelength, linewidth, or long-term stability, instantly offer new
applications. Some milestones on this path are the first optical dipole trap in 1986 [17], but
also the magneto-optical trap (MOT) [18] in 1987, and coherent manipulations of quantum
states with a two-photon process in 1996 [19]. As one of the last fields in atomic physics,
the controlled excitation to a defined Rydberg state was achieved in 1998 [20], driven by the
development of lasers at short wavelengths with extremely narrow linewidth. And still, this




technique often defines the limit of experiments with Rydberg atoms which is therefore also
addressed in this thesis.

Apart from quantum computing, also quantum sensing is one of the keystones defining the sec-
ond quantum revolution [21]. With the high degree of control gained for the demonstration
of tasks of quantum computation, this field can be accessed, too. Quantum sensors, among
others, are explicitly interesting in the fields of magnetic and inertial sensing. Using the same
setup and techniques developed for quantum computing, quantum sensing is demonstrated
in this work.

This thesis is organized as follows:

In Chapter 2, concepts for quantum computing are presented in the context of DiVincenzo’s
criteria [5]. Among other systems, neutral atoms are assessed as a promising candidate for
the demonstration of these criteria and basic conditions for the construction of such a system
are concluded.

Chapter 3 describes the optical setup that is used in order to demonstrate DiVincenzo’s cri-
teria. The chapter starts with the physics that governs the trapping of individual atoms, the
preparation of quantum states and the behavior of Rydberg atoms. Then, the basic techniques
used with the trapped atoms are presented, like the initialization into a specific quantum state,
the measured decoherence, and the imaging. Finally, the requirements for the construction of
gate operations in this experiment are concluded.

Chapter 4 characterizes the laser systems that have been built or improved in the course of
this thesis and are used for the demonstration of gate operations. This includes the use of
optical phase-locked loops for the locking of one laser to another and for the locking of lasers
to the light transmitted through a highly stable optical resonator.

In Chapter 5, the demonstration of quantum gate operations is described, showing 1-qubit
rotations, virtual-Z rotations and a restricted controlled NOT (CNOT) operation that relies on
postselection. This chapter therefore includes the results of Rabi and Ramsey experiments on
the qubit basis states, the demonstration of site-selective and coherent Rydberg excitation and
its improvements regarding shifts of the resonance frequency induced by light pulses at short
wavelengths, and the controlled inversion of the quantum state of one atom controlled by the
state of a neighboring atom.

Chapter 6 shows that the same setup can also be applied as a quantum magnetic field sensor,
demonstrating its unique properties as versatile platform for quantum technologies.

In Chapter 7, a discussion of the demonstrated results is given with perspectives for future
optimizations.




2. Concept of quantum computing with neutral
atoms

Quantum computing with neutral atoms requires to fulfill DiVincenzo’s criteria [5]. These
are:

1. A scalable physical system with well characterized qubits

2. The ability to initialize the state of the qubits to a simple fiducial state
3. Long relevant decoherence times

4. A universal set of quantum gates

5. A qubit-specific measurement capability

In the following, these criteria are discussed in detail.

2.1. A scalable physical system with well characterized qubits

Many quantum systems have been proposed to fulfill the first of DiVincenzo’s criteria. Among
them are trapped ions, superconducting circuits, specialized crystals, single photons and neu-
tral atoms.

The first demonstrations of quantum computation were performed in ion traps, showing that
quantum mechanical systems are able to perform calculations as known from classical com-
puters [6]. These results were produced with a very limited number of qubits that allowed
classical computers to simulate the outcome of the experiment exactly. But the aim of quan-
tum computing is to reach quantum advantage [22].

The platforms based on ion traps show strong interactions that are not promising to scale these
systems up towards the system sizes that are supposed to reach quantum advantage. Starting
from a qubit number of 50 qubits, a quantum computer is expected to outperform classical
computers [23].

First results that claimed to demonstrate quantum computation beyond quantum advantage
were produced on superconducting systems [2]. Further developments claim to demonstrate
a systems with utile application [4]. According to a recent roadmap, a limit of 127 qubits
and 100 — 1000 gates is foreseen for one processor, planning modular extension for a further
scaling [24].

In the recent years, systems based on neutral atoms broke one benchmark after the other,
especially regarding the number of qubits [25] but also regarding gate fidelities [7]. Among
the systems using neutral atoms, the variety of used species is still very large [26, 27, 28, 29].
Due to their different quantum numbers, also the performance regarding each of DiVincenzo’s
criteria varies. On the one hand, none of these systems was able to outperform the alternatives
in each discipline yet. On the other hand, none of these systems showed intrinsic limitations
that restrain neutral atoms from reaching quantum advantage.




For the scaling of qubit numbers, optical dipole traps were used in geometries that involve all
dimensions of space [28, 9, 30]. As an illustration, one string of atoms, a plane and three
dimensional structures have been demonstrated as visualized in Fig. 2.1. In this thesis, a plat-
form for quantum technologies based on neutral atoms using the isotope ®°Rb is chosen to be
upgraded in order to fulfill all of DiVincenzo’s criteria. The rubidium atoms especially showed
excellent capabilities for scaling the number of atoms [31]. Furthermore, each of DiVincenzo’s
criteria has already been demonstrated for its own on rubidium [32].

An open question is still the scalability of quantum operations. Most of the gate procedures
shown so far operate on a limited number of qubits [33]. As all techniques for gate operations
have been demonstrated for rubidium, this species is taken to remain a good candidate to
engineer a gate operation that allows a scaling with the number of qubits.

@ (b) ©

Fig. 2.1.: Examples of geometries for the scaling of atoms in spatial dimensions. Black lines connecting
the schematic atoms are drawn to convey the drawn perspective.

2.2. Ability to initialize the state of the qubits to a simple fiducial
state

The use of atoms as qubits begins with the choice of levels in the energy structure of the re-
spective physical system. In neutral atoms, electronic states [27], magnetic states [29] and
hyperfine states [7] have been used as qubit states. In recent research, even the use of tran-
sitions in the manifold of the nuclear spin has been discussed [34, 29].

These options differ in the used energy splitting that forms the qubit. Whereas electronic
states can use an energy splitting on the order of electron volts, the energy splitting between
hyperfine states is only one millionth of an electron volt. In magnetic states, the energy split-
ting is again a factor of thousand smaller.

These differences in the energetic scales have direct implications for the preparation of one
of such a state as fiducial state and for its lifetime. One of the most convenient options for
preparation offer electronic states as they can be prepared by optical pumping. But due to the
limited lifetime of excited electronic states, alkaline metal atoms do not offer excited states
with long lifetimes. In contrast, earth-alkaline atoms offer singlet and triplet states that allow
the encoding of long-living electronic qubits [35, 27]. The use of magnetic qubits is limited
by the stability of the magnetic bias field [36, 37].

For all used types of qubits, the degeneracy in the magnetic quantum number must be lifted in
order to define the desired qubit state. Therefore, a magnetic bias field (“quantization field”)




Fig. 2.2.: Visualization of a two-dimensional array of atoms in optical dipole traps with a schematic
representation of mp states ranging from —2 to +2. As the most promising my state, the state
mg = 0 is highlighted in green. Black lines connecting the schematic atoms are drawn to
convey the drawn perspective.

is applied to the atoms. As a drawback, the stability of the qubit is connected to the stability
of the quantization field. As an illustration, the loss of this field (e.g. due to experimental
failure) would lead to a loss of the quantum information. The noise on the respective compo-
nents of the quantization field can become a limitation for decoherence times, as discussed in
the next section.

When a fiducial state is chosen, it needs to be prepared. Starting from atoms in optical dipole
traps, optical pumping is applied in all cases. Depending on the chosen basis states, this task
shows different complexity. For states in the respective hyperfine structure manifold with ex-
treme values of the F quantum number and maximum |mg| = F, optical pumping on a cycling
transition is an extremely efficient process that allows error rates well beyond one percent.
But these states are not very promising for quantum computing due to their large sensitivity
to magnetic fields following the Zeeman effect [38]. The more promising choice are the “clock
states” meaning states with a quantum number mr = 0. Following the linear scaling of the
Zeeman effect with my, these states do not show a dependency on the magnetic field strength
in first order, offering long coherence times as discussed in the next chapter. The prepara-
tion of these states is much more difficult and still a field of active research. Optical pumping
on dipole-forbidden transitions [39] and its optimizations [40] are the mostly applied tech-
niques. A drawback is, that the cooling of the clock states is not compatible with sideband
cooling so far. Typical qubit basis states used are the states with mg = 0 and different F quan-
tum number, like the states [0) = [5%S;/5,F = 2,mp =0) and |1) = [52S;/5,F = 3,mp = 0)
of ®Rb.




2.3. Long relevant decoherence times

In order to achieve long relevant decoherence times, the choice of the quantum states and the
quality of isolation from any perturbations are crucial. For quantum computing, its concept
has to be constructed with superpositions of states that are created by an electro-magnetic field
with frequency wyigne. All operations after the initialization of the qubits must be constructed
to be used on a superposition state |¥) = a |0) + bexp(® |1). Then, for the time evolution
of the phase 0, it holds [41]:

0 = (Wlight - watorn) t. 2.1)

This means, that any quantum mechanical operation that changes the frequency of the transi-
tion warom Will imprint a time-dependent phase on the result of the quantum operation. This
way, many mechanisms can cause changes of the phase like light shifts, magnetic fields, and
electric fields.

A major limitation for the coherence of neutral atoms in dipole traps are the traps themselves.
The scattering of the trapping light causes depolarization. Choosing the right parameters (see
Sec. 3.1.1) allows to achieve depolarization times on the order of milliseconds and up to sec-
onds [42, 7].

Regarding the magnetic field, the Zeeman effect describes an energy splitting AE in an exter-
nal magnetic field B following

AE = mggrug B 2.2)

using the hyperfine Landé g-factor gr and the Bohr magneton up. As the effect scales with the
mp quantum number, the clock states are the typical choice for qubit basis states. Howevet,
higher orders of the Zeeman effect can cause a shift for the levels of the clock states as well
(see Sec. 3.2).

The influence of a electric field E on the energy levels of neutral atoms scales with the polar-
izability « following [43]

AE = —%a E?. (2.3)

As the polarizabilities for the ground states are on the order of h x 0.08 Hz cm? V~2 [43], elec-
tric fields are negligible for the decoherence of these states. Highly excited atoms though can
exhibit polarizabilities that are many orders of magnitude larger (see Sec. 3.1.5). Quantum
information stored in such highly excited states can therefore show much fast decoherence
times due to electric fields.

2.4. Qubit-specific measurement capability

A qubit-specific and state-sensitive measurement capability is provided in many experiments
with a combination of a highly-sensitive camera [44] with adequate resolution and a lossy
state projection. The state projection is performed by a resonant excitation of one of the qubit
basis states. The concept is to induce loss of the atoms in one of the basis states and to take a
fluorescence image of the atoms that are left-over [45, 46]. Though lossless detection schemes
have been presented on single atoms [47, 48, 49], the state-specific readout of a large number
of atoms is still an open discussion.

The process of state projection in the manifold of hyperfine and mg-states is subject to a




method of optical pumping. The problem here is, that the resonant light needs to deliver
enough energy to atoms that are supposed to be lost, but must leave the atoms in the other
state in the trap with very high fidelity.

The main problem stays in providing a high fidelity for the detection of individual atoms. This
task incorporates the physics of the light inducing the fluorescence in parameters of inten-
sity and detuning, the settings of the camera but moreover robust software. For inducing the
fluorescence of the atoms, the same light as used for cooling is used but with different param-
eters. The choice of parameters is a trade-off between scattering of atoms out of the traps,
for instance with too much intensity or a too less detuning, and long exposure times. As the
reached level of fluorescence is highly dependent of multiple beam pointings, changes in the
level of fluorescence can occur. The software evaluating the fluorescence images therefore
needs to be tolerant against changes of the fluorescence levels.

The time for the qubit-specific measurement is a cost regarding the decoherence time. Two
timescales are important: The timescale for state projection and the timescale for imaging.
The quantum nature of the experiment ends with applying the state projection. So, this oper-
ation must be placed well within the decoherence time, which can mean only a few hundred
microseconds for a 1/e decoherence time of one millisecond. After the state projection, the
presence of the atoms in the traps indicate their final state after the quantum experiment. So,
the timescale for imaging is the lifetime of the atoms in the traps, which is limited for instance
by the vacuum pressure and the trap depth. Therefore, timescales of up to 100 ms can be used
until the imaging starts and also long exposure times can be used. Smaller timescales would
be preferable nevertheless for improved rates of experimental cycles.

2.5. Universal set of quantum gates

(@) (b)

Fig. 2.3.: Visualizations of addressing individual atoms with laser beams inducing gate operations for
different geometries of atom arrays from (a) one line to (b) a two-dimensional array and
(c) and cubic arrangement. The higher the dimension used for storing atoms is chosen,
the less options stay for single-site addressing with laser beams without interacting with
unaddressed atoms. Black lines connecting the schematic atoms are drawn to convey the
drawn perspective.

A universal set of quantum gates can be built out of a set of 1-qubit gates allowing the creation
of all possible superposition states of the qubit basis and an interaction via a CNOT-gate [50].
For both types of gates, operations on subsets of the stored atoms are required in order to
realize a quantum circuit. As depicted in Fig. 3.18, addressing with laser beams naturally sets




limits to the geometry used for the storage of atoms. As a good trade-off, a two-dimensional
array of atoms is seen as a promising starting point for the discussion. In this concept, the
1-qubit gate is discussed firstly and then the CNOT gate.

2.5.1. Properties of the 1-qubit gate

The 1-qubit gate is an operation that manipulates the superposition of the qubit states for
wach qubit independently. In alkali metal atoms, operations on hyperfine qubits coupled
by microwave radiation [51, 52] or two-photon transitions [8, 53] have been demonstrated.
These works show a good trade-off between technical complexity and coherence times.

The 1-qubit gate aims to writing information into the system. As this usually involves very
specific information that cannot be encrypted in some kind of uniform starting point, it is
expected that the manipulation of single qubits is needed for this gate. Due to the aim of
manipulating single qubits, the microwave operation is not appropriate, as the resolution of a
microwave field is limited [54].

There are demonstrations that show single-site addressing by the use of a globally applied
light field (or a microwave field) and a locally acting light field that implies a light shift on
one atom which shifts the resonance of the atom to match the frequency of the global light
field (or the microwave) or to shift the resonance explicitly away from the frequency of the
global light field (or the microwave) [55, 30, 56]. In this thesis, such a technique is not used
as it seems straightforward that both ways of operation imperil the coherence either of the
addressed qubit or of the unaddressed qubits.

The only technique that is trusted to perform local operations is a geometric localization of
the light field in form of a steerable, tightly focused laser beam. For operations on the clock
states, this requires two co-propagating light fields in circular polarization (see Sec. 3.1.2).
Due to the limited decoherence time, the time for one operation of this gate is limited. This
involves two timings: The pulse itself and the switching from one qubit to another.
Producing light pulses in the regime of microseconds is state-of-the-art. In order to reach
even lower pulse timings, more advanced techniques need to be used [57]. In contrast, the
switching from one qubit to another is still an open discussion in the field [58]. Regarding
the decoherence time of several 100 ps and a perspective of performing up to 100 gates [4], a
gate time shorter than 10 ps is crucial. This involves addressing a qubit or a set of qubits and
performing the relevant light pulses. Therefore, a switching time from one qubit to another
of 1ps is desired.

2.5.2. Properties of the CNOT gate

With the CNOT gate, the mathematical operation on the quantum information is defined.
Therefore, an addressed operation is needed for this gate, too.

A switching time from one qubit to another in the order of 1 s and a total gate time of less
then 10 ps are required following the same argument as stated for the 1-qubit gate.

For realizing a CNOT gate on neutral atoms, the Rydberg blockade is discussed to be the most
promising option [58]. This task is not trivial and it is still an open discussion how this can
be achieved in the best way with the recent laser techniques. The competing ideas involve
using a single-photon UV-transition [26], a two-photon transition [59] or even three-photon
transitions. The two-photon and three-photon processes hereby allow the compensation of
the Doppler effect (two-photon) and recoil energies (three-photon) [60]. A complete investi-
gation, which laser system should be used for optimal results is discussed in other works and




is not the scope of this thesis.

In order to use a two-photon transition, the two involved light fields need to drive a so
called ”"ladder scheme”. Regarding the influence of the Doppler effect, a co-linear, counter-
propagating operation of the two beams is desired in order to reduce the influence of the
Doppler effect. Nevertheless, the Doppler effect cannot be suppressed completely if light fields
with different wavelengths are used in the ladder scheme.

Apart from these benefits, the process chosen for the Rydberg excitation is irrelevant for the
gate operation. But regarding the functionality as a CNOT gate, the wave function of the final
Rydberg state is relevant. As shown also in this experiment, the Rydberg blockade depends on
the angular momentum quantum number of the used Rydberg states [39]. In order to keep
the CNOT logic as simple as possible, an isotropic Rydberg blockade is desired. Therefore, an
|nS)-state is preferred over P- or D-states. From the choice of using an |n.S)-state as final state
and having the |5.5)-state as initial state, a transition without a change in angular momentum
is needed. This requires that the Rydberg light fields are circularly polarized.

Combining the Rydberg blockade with the other DiVincenzo criteria is difficult. The scalability
of a Rydberg excitation is one of the major problems. In quantum simulation, some experi-
ments show a Rydberg blockade on arrays consisting of hundreds of atoms using a global
addressing [13, 12]. Depending on the scope of the experiments, the laser power and the
required Rabi frequencies are the only limit. But the techniques used in simulation are only
in part applicable to the construction of a CNOT gate using an addressed operation.
Demonstrations of gate operations using the Rydberg blockade include the Hadamard-control-
led-Z (H-Cyz) and the amplitude swap (ASWAP) protocol [33] and the “Levine-Pichler” gate
[32, 7]. The latter operation is also named as symmetric gate in other publications [10, 29].
As the Levine-Pichler gate requires full control over the light frequencies and phases, it is not
in the scope of this thesis.

Scalability for the gates can be used in at least two contexts here. The more sophisticated
context of scalability means the operation on multiple qubits in parallel at the same time.
Approaches for this are formulated in the gate protocols using the Levine-Pichler gate. But
even with this gate, the number of different patterns where a gate can be performed could be
limited due to the switching time from one pattern to the next. Therefore, a weaker context
of scalability is in focus of this thesis which is the number of array sites where a gate can be
performed. Basically, the optical setup is supposed to perform a Rydberg excitation in 100
different array sites with no other limit than measurement time.

All in all, individual rubidium atoms in arrays of optical dipole traps are expected to deliver a
quantum system that allows the demonstration of the DiVincenzo criteria. Experiments with
rubidium can demonstrate long enough decoherence times, all types of gate operations and
the scalability of qubit numbers. In the following, the technical realization of all of these con-
cepts is described, including an approach for the scalability of gate operations with rubidium.







3. Technical realization

From the many proposed techniques that are supposed to allow quantum computing, a promis-
ing subset is chosen and its technical details and developments during this project are pre-
sented. This chapter starts with an introduction to the formula that define optical dipole traps
and coherent operations that allow to use neutral atoms as carriers of quantum information.
Next, a detailed analysis of the subsystems of the experimental apparatus of Quips-B is given
following again DiVincenzo’s criteria. Therefore, the properties of the qubit basis are discussed
regarding the used basis states in ®Rb. Afterwards, the initialization of a defect-free array of
atoms in the [52S; 5, F = 2,mg = 0) state is described. In the following, the coherence times
of the qubits in the dipole traps are demonstrated before discussing the readout. Finally, the
geometric configuration of the qubits and laser beams used for quantum operations in this
setup is presented.

3.1. Overview of the physics of trapping and coherent manipulation
of neutral atoms

The most relevant formula defining the processes used in this project are described. Most of
these mechanism are derived in textbooks or in preceding theses and only their results are
summarized in this section.

3.1.1. Optical dipole traps
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Fig. 3.1.: (a) Level scheme assumed for an ideal two-level system. (b): Scheme of the shift of the
energy eigenstates in an optical dipole trap, modified from [61].

For the demonstration of gate operations, neutral atoms in optical dipole traps are used. Their
dominant properties regarding quantum operations are the scattering rate and the trap depth

1



which define the coherence times and lights shifts for the gate operations. The equations for
these two properties are motivated here. A complete derivation of the interaction between
the light field and the (simplified) atom in this experiment is described in [59, 62].
The optical dipole traps in the discussed experiments operate with large detunings relative to
an optical transition (compared to the linewidth of the transition) between two states |¢g) and
le). Following the derivation in [59], the two states are coupled and perform Rabi oscillations
with the Rabi frequency ) given by
(g9|€-dle) - Eg

Qp = - .
with the unit vector € marking polarization vector of the linearly polarized electrical field
E with amplitude E, and the dipole moment of the atom d. The light field oscillates at a
frequency w, which can be detuned with respect to the atomic resonance by A = wy — wy, as
shown in Fig. 3.1 (@). The coupling of the states of the atom lead to a shift of their energy
eigenvalues by:

3.1

KA hQ)
Ei=——F— 3.2
+ 5 T 3.2)

with

Q= /03 + A2, (3.3)

where () is the generalized Rabi frequency. For the typically large detuning of the optical
dipole traps, this reduces to:
hQ2
AE=—0. 3.
A (3.4
This shift of the energy eigenvalues leads to an effective potential for atoms in the ground
state given by:

3nc2 T

27“8 A (r) (3.5)

Udip (1‘) =
The dependency of the potential depth against the detuning is plotted for two states of *Rb
in Fig. 3.3 (a). The rate of scattering is then given by:

3rc? (T2
I'scc=——(—| I 3.6
sC 2hes? <A) (r), (3.6)

where I(r) = egc|E(r)| /2 and the spontaneous decay rate I of the excited state is also known
as natural linewidth [63], ¢ is the speed of light and ¢y the vacuum permittivity. The exact
values of T' for ®Rb together with other relevant parameters are given in Fig. 3.2. A plot of
the dependency of the scattering rate against the detuning for two states of ®°Rb is shown in
Fig. 3.3 (b).
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Fig. 3.2.: Partial level scheme of 3Rb and the transitions used for cooling, trapping, and 1-qubit op-
erations. The F-quantum number of the excited states 5P are written as F’ to differentiate
these states from the ground states 52S. Energy is drawn not to scale. (Modified from [43].)
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Fig. 3.3.: (a) Plot of (3.5) for the case of 8°Rb. (b) For this isotope, two hyperfine states offer two
close transitions for which the formula can be applied individually, resulting in a differential
light shift (solid line), see (3.10). Between the two states, the high scattering rate (dotted)
following (3.6) is a challenge for coherent operations. Only the ground states with mg = 0
are taken into account.
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3.1.2. Two-photon processes

In ®°Rb, the hyperfine structure offers wide applications for quantum information processing.
Hereby, two-photon processes are widely used. Such transitions are described in terms of a
three-level system, consisting of two states |0) and |1) with a small energy splitting of Apg
and one state |i) with a large energy difference to these states. This system, also known as
”A-scheme” is visualized in Fig. 3.4 (a). Two coherent light fields are used in this system with
the angular frequencies w; and ws, which couple the states |0) <+ |i) and |1) < |i) respectively.
A detuning A;; to the resonances with the state |i) is used which is large compared to the
Rabi frequencies 2; and 2, that define the transitions |0) <> |¢) and |1) <+ |é). Then, the state
|i) is adiabatically eliminated and the system can be reduced to an effective two-level system
between the states |0) and |1) [65]. The Rabi oscillation in this system is then given by the
two-photon Rabi frequency following [64]

Q1 Q9
Qop = L=, 3.
2P 24, 3.7)

In this effective two-level system, the detuning for the resulting Rabi oscillation is defined by

0 = w1 — w2 — AhfS' (38)

When applying the light fields, the states become dressed states with an energy shift according
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Fig. 3.4.: (a) Level scheme of a two-photon process in A-configuration, from [61], modified from [64].
(b) Level scheme of a two-photon process in ladder configuration.
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to (3.4). As both states are shifted, the differential light shift is given by:

_ BEjg)0)y — ABjw
h
02 — 02
= 7( Zlm. 1 2), (3.10)
1

6AC 3.9

A plot of this effect is given in Fig. 3.3 (b). With these definitions, an effective Rabi frequency
~(2 of the two-photon process for a present light shift can be defined in analogy to (3.3) by

Q= \/Iﬂzpl2 + (68€ —§). (3.11)

In the typical experimental procedure, the effective Rabi oscillation is measured including all
shifts. It is therefore handy to define the energy splitting of the lower states including the light
shifts Apg and the effective detuning de also including this shift to

Ahts = Apgs + A€ (3.12)
Seff = W1 — w2 — Apgs- (3.13)

This effective Rabi frequency holds for atoms in a light field as drawn in Fig. 3.1 (b). Including
a damping v of the driven oscillation and an optional time shift ¢, relative to the start of the
interaction between the atom and the light field, the population in the upper state of the
two-level system is given by [66]:

—3~(t—tg)

@ — exp( 1 ) (cos(ﬁ(t —to)) + i% sin(Q(t — to))>] . (3.14)

——— |1
72 + 202

Prapi(t) =

The same formalism described here can also be used in the context of a ”ladder” scheme as
shown in Fig. 3.4 (b). Such a scheme is used for the coherent excitation from one of the qubit
basis states to the Rydberg state via a two-photon process.

3.1.3. Ramsey experiment

The evolution of a quantum mechanical phase of a superposition state as mentioned in (2.1) is
motivated. This effect is tested in a Ramsey experiment. The two-level system is defined with
two quantum-mechanical states |0) and |1) that are split by an energy £ = hwy as shown in
Fig. 3.5 (a). Here, the initial state is defined to |0). An electro-magnetic field of the form

E(t) = Egexp'“otimom)t 4cc. (3.15)

is used to couple the two states with a Rabi frequency ). Here, dj0)«s|1y is used to describe a
detuning of the driving field relative to the unperturbed transition frequency wy.

In a representation on the Bloch sphere [50] as drawn in Fig. 3.5 (b), a pulse of the driving
field with duration 7 = 4/() results in a rotation of the state vector of 7 /2 around the x-axis.
Therefore, this operation is called a 7/2 pulse.

A typical experiment starts with the preparation of a two-level system in one of its basis states
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Fig. 3.5.: (@) Scheme of the energy shifts occurring in a Ramsey experiment including light shifts,
modified from [41]. (b) Scheme of the evolution of the quantum state during a Ramsey
experiment starting in the |0) state with a rotation over 7/2 in the equatorial plane [67]. (c)
Scheme of the pulse sequence used for a Ramsey experiment, modified from [41].

and follows the pulse sequence drawn in Fig. 3.5 (c) A 7/2 pulse couples the two basis states
and prepares a superposition that can be described by

W) = aexp® |0) + bexpl® [1) (3.16)

with a polar representation of the complex amplitudes « and 3 by the variables a, b, £, ¢ € R.
The variables ¢ and ¢ act as global phases, but only the relative phase can be detected [50]:

0 =¢—C (3.17)

The experiment must be understood as an individual evolution of the phase 6 of the superpo-
sition state, according to the energy splitting between the states |0) and |1), and of the phase
of the driving field that couples the states. The accumulated differences of these evolutions
are measured with a second 7 /2 pulse after a time of evolution 7. In absence of further effects
and for a set detuning d|).,1y 7# 0, the light field accumulates a phase offset according to
(5|0><_>|1)T) relative to the evolution of the state. This motivates (2.1) under the assumption

8j0)e>1) = (Wiight — Watom)

0= (wlight - Watom) T.
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In real experiments, many effects contribute to the effective frequency of the phase evolution.
For instance, the AC Stark effect [68] can cause shifts of the transition frequency watom to

Watom == (JJO + ASh + 513. (3.18)

Here, shifts that are present only during the time of free evolution T are described by Ag,
whereas shifts that are present in addition to that during the pulses of the driving field are de-
scribed by 4, [41]. For instance, atoms stored in optical dipole traps experience the light shift
of the traps (Ay,) during the time of free evolution and experience a light shift from the light
fields driving the clock transition via a two-photon process (dp) during the pulses in addition
to the traps . These effects need to be discussed individually for the respective experiments.
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Fig. 3.6.: Scheme of the different mechanisms of decoherence of quantum states, taken from [67].

In addition, effects that cause a damping of the measured oscillation need to be taken into
account. These effects can be separated into the longitudinal relaxation and the transverse
relaxation as visualized in Fig. 3.6. Longitudinal relaxation is visualized in Fig. 3.6 (b) and
is given by the energy exchange of the two-level system with the environment in terms of
excitation and relaxation. These two effects are characterized by the times 7'+ and 7. The
relaxation is then described by a damping time 77 following [67]

L1
Ty Ty Ty

Transverse relaxation is split into two effects for quantum experiments using multiple qubits,

(3.19)
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a homogeneous dephasing and an inhomogeneous dephasing. This is characterized by damp-
ing times 75, Ty, and 7 following [69]

111

— = =+ . 3.20
7 T2,+T5 (3.20)

The homogeneous part of dephasing results from noise in the energy splitting of the states.
As a result, noise 7, is added to the phase 6 of the qubit to 6 + 7. This will diffuse the phase
of one qubit in the equatorial plane of the Bloch sphere as shown in Fig. 3.6 (c). The time
constant of this diffusion is characterized by 7.

When averaging over multiple measurements of quantum systems, the different realizations
will differ from each other, mainly due to classical effects like a finite temperature of the atoms.
This causes the inhomogeneous dephasing when systems are averaged that are not completely
comparable. For an atom in an optical dipole trap, the effective trap depth varies from shot
to shot due to different temperatures of the atom. After the averaging, atoms with different
precession speed will be taken into account, leading to a measured dephasing characterized
by T5. As this shot-to-shot dephasing is given by noise at rather slow frequencies, it can be
compensated by unitary operations of the qubit, e. g. dynamical decoupling [70, 71]. There-
fore, the inhomogeneous dephasing is considered to be reversible [67].

Typically in experiments with neutral atoms without compensation of inhomogeneous dephas-
ing, the inhomogeneous dephasing time 77 is the major contribution to the dephasing and the
longitudinal relaxation can be neglected (see Sec. 3.5). In this case, the probability to mea-
sure the two-level system in the state |1) at the end of the Ramsey experiment is given by
Pramsey(t) following [69, 72]

A
with
N2 (—2/3)
alt,Ty) = |1+ (exp 2/3) _ ) ( (3.22)
2
k(t,T5) = —3arctan <*\/ exp?/3 — > (3.23)
2
(3.24)

where A, C and ¢ are free fit parameters to adapt for errors in contrast (A) and offset (C) due
to preparation errors and detection errors, as well as a phase offset (¢).

3.1.4. o and & transitions

The orientation of the quantization field defines the required directions of propagation and
polarization of the light inducing operations on the atoms. A classical visualization of this
relation is drawn for the emission of light in Fig. 3.7. In the picture of the electron forming
a classical electrical dipole oriented along the magnetic axis, three cases of its motion are de-
fined. In the case of a classical oscillation along the dipole axis, the movement of the electron
induces electro-magnetic waves oscillating along the orientation of the magnetic fields. This
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Fig. 3.7.: Classical visualization of light emission of atoms in a magnetic field B. AMj stands for the
angular-momentum components of the emitted photons in the direction of the magnetic field.
(Modified from [73].)

is linear polarized radiation with an angular momentum which has no component along the
magnetic axis, defined as AM; = 0. Due to the conservation of angular momentum, this
can originate only from transitions between mg-states with Amg = 0. Following a common
naming for the polarization of light, this is called a “z transition” in this thesis, adapting the
naming from [43].

A more complex situation holds for an electron rotating around the magnetic axis. In a pro-
jection perpendicular to the magnetic axis, emitted radiation is also linearly polarized but in
a plane perpendicular to the orientation of the magnetic axis. In a perspective along the mag-
netic axis, this radiation is circularly polarized, corresponding to AM; = +1. This angular
momentum originates from transitions between mg-states with Amg = =+1. In contrast to
the 7 transition, this is called a “o transition” in this thesis.

This naming is useful for the discussion of the stimulation of these transitions. Following the
invariance of time, light irradiated in the respective direction is able to drive transitions be-
tween the respective mg-states. But in contrast to the typical naming of o polarization for
circularly polarized light, also linearly polarized light can drive a ¢ transition if its polariza-
tion plane is oriented perpendicularly to the magnetic field. This is a limitation for optical
pumping using 7 transitions, as any error in the orientation of the linearly polarized light re-
garding the direction of propagation and the polarization plane stimulates o transitions (see
Sec. 3.4.3).

3.1.5. Rydberg blockade

An atom is called a “Rydberg atom” if the binding energy of one of its electrons follows the
Rydberg formula

R,

E=—--Y
n2

(3.25)

With the Rydberg energy R; ~ 13.6eV and the principal quantum number n, this formula
holds for the hydrogen atom. Other species with one electron excited to sufficiently high
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Fig. 3.8.: (a) Transition scheme for a two-photon excitation of a Rydberg state in ®*Rb. (b) Dependence
of the energy shift induced by the interaction of two neighboring Rydberg atoms in the 100s
state visualized on the slope labeled “blockading interaction”. For closer approximation than
7 um, molecular resonances with other Rydberg states dominate the interaction. The position
of the outer-most resonant molecular potential crossing Ry is marked with a red circle. The
energy scale is centered about the 100s + 100s dissociation limit for two Rb atoms. (Taken
from [74].) (c) Scheme of a controlled phase operation mediated by the Rydberg blockade.

enough values of n that they behave comparable to a hydrogen atom are also called a Rydberg
atom using the effective principal quantum number n* that takes the field of the inner electrons
into account. In the field of neutral-atom quantum computing, a “Rydberg state” is assumed
to have n > 30 [77, 59].

Due to the large principal quantum numbers, the excitation of an alkali atom into the Rydberg
state requires very short wavelengths. An alternative is a two-photon transition following
the ladder scheme (see Sec. 3.1.2). For 8°Rb, a typical excitation of a Rydberg state via the
intermediate state |52P; /Q,F’ = 4) is shown in Fig. 3.8 (a). For such an excitation scheme,
two lasers with wavelengths of 780 nm and 480 nm are applied. Corresponding to their visual
appearance, the lasers are called the blue Rydberg laser (480 nm) and the red Rydberg laser
(780 nm).

Following Bohr’s semi-classical atomic model, the atomic radius of a Rydberg state scales as

r = (n*)? x ag (3.26)

with the Bohr radius ag = 0.529 A [59]. This intense scaling with the principal quantum num-
ber allows the interaction between atoms over large distances via van-der-Waals interactions.
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Tab. 3.1.: Scaling laws as a function of the effective principle quantum number n* for the most impor-
tant properties of Rydberg states. Adopted from [75, 76].

Property Quantity Scaling law
Binding energy E, (n*)~2
Level spacing |Ene — Eps 41| (n*)=3
Radius (r) (n*)?
Polarizability a (n*)”
Radiative lifetime T (n*)3
Transition dipole moment |g) > |nl) |(nl| — er|g)| (n*)=3/2
Transition dipole moment |nl) <> [nl’) |(nl] — er |nl")| (n*)?
Resonant dipole-dipole interaction coefficient Cs (n*)*
van der Waals interaction coefficient Cs (n*)1t

For quantum computing based on neutral atoms, this allows to implement controlled inter-
actions between atoms that are well isolated from the environment when they are not in a
Rydberg state.
The scaling of this interaction strength and other parameters is shown in Tab. 3.1. The van-
der-Waals interaction can be scaled large enough to construct the “Rydberg blockade”. For two
interacting atoms that are fixed at a distance Ry, this describes a shift of the energy eigenval-
ues of the Rydberg states that is large enough to suppress an excitation of both atoms. The
shift of the energy eigenvalues via induced dipole moments between two equal Rydberg states
follows [38]
C

AE = —ng (3.27)
with the van-der-Waals coefficient Cg and the distance R. If the shift of the double excitation
is large enough to dominate the Rabi frequency (2, this excitation is suppressed. Due to the
strong dependence on the distance, the “blockade radius” is used to describe the situation
where the atoms are close enough to exhibit a Rydberg blockade following [58]

R
For ®Rb and principal quantum numbers n > 60, typical values for the blockade radius R;,
are (5 — 15)um. The regime of Rydberg blockade is hereby also limited towards extremely
small distances due to molecular resonances that induce avoided level crossings (“spaghetti
regime”) as shown in Fig. 3.8 (b) [74].

In the regime of Rydberg blockade, this mechanism can be used in the context of quantum
information as shown in Fig. 3.8 (c). Hereby, one qubit is called the “control” and the other
the “target” suggesting their functions in the gate and referring to the pulse sequence that
first couples the control qubit to the Rydberg state with a 7 pulse, then the target qubit with
a 2m pulse and lastly again the control qubit with a 7 pulse.

For two qubits with two qubit basis states |0) and |1), the excitation to the Rydberg state is
specific for the respective basis state. This makes the occurrence of the Rydberg blockade
dependent on the initial configuration of states. Following the notation in [78], the initial
configurations of pure states for each qubit are |00), |01), |10), |11). With a Rydberg excitation
coupling the state |1) and |r), the Rydberg blockade allows only one atom to occupy Rybderg

Ry (3.28)
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state, transferring the initial states to the states |00) — |00), |01) — |0r), [10) — |r0), |11) —
|r1). This operation acts as a controlled phase gate for the target qubit as its wavefunction
accumulates a phase shift of 7 dependent on the state of the control qubit.

Further details on the Rydberg state used in this experiment are named in the context of those
experiments in Sec. 5.3.1.

3.1.6. Canonical quantum gates

Operations on qubits are performed with so called quantum gates. From the perspective of
quantum physics, a gate is a Hermitian operator. In the representation of the Bloch sphere,
any rotation R(6, ¢) following

. B cos(6/2) —iexp(—*®) sin(0/2)
Rr(9,¢) = (—z’ exp(®) sin(6/2) cos(0/2) ) (3.29)

of the Bloch vector is a valid gate as it fulfills Rf = R. In the perspective of computer science,
special rotations are abbreviated for instance X, Y, and Z for rotations through an angle of 7
around the z-, y-, or z-axis of the Bloch sphere respectively. For rotations by an angle of 7/2,
an index can be set to the respective operation, for instance X, /. An intuitive visualization
of these and other common quantum gates is presented in [67]. Furthermore, the Hadamard
gate H is a specialized operation that includes a rotation around the z-axis of the Bloch sphere
by 7 together with a rotation around the y-axis of the Bloch sphere by 7/2. As the definition
of the z- and y-axis of the Bloch sphere is only a matter of a relative phase, this operation can
be realized by virtual-Z rotations H = Z, 9 X /225 [78, 67].

) )

) —o—
M) 16G) 27| )
1) 1)
2 4
1) —b— /2 /2
0 10)

Control Target

Fig. 3.9.: Scheme of the pulse sequence for a H-C'; gate on neutral atoms with one light field coupling
the |1) and the |r)-state and one local 1-qubit gate coupling the two qubit basis states, fol-
lowing [33].

For the discussion of 2-qubit gates, the same notation as for 1-qubit gates is used with the pre-
fix “C” to indicate, that the respective operation on one qubit is controlled by another qubit.
For instance, the controlled phase gate C'; executes a Z gate on one qubit controlled by a
second qubit. For a universal set of quantum gates, a CNOT gate is required and can be con-
structed from Hadamard gates and the C; gate.

For neutral atoms, the CNOT gate can be demonstrated using the Rydberg blockade with the
H-Cy protocol [33] shown in Fig. 3.9. This protocol requires single-site controlled opera-
tions on two qubits which are named after their functions in the gate as the “control” and the
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“target” qubit. The concept utilizes a Rydberg state |r) which offers a Rydberg blockade, see
Sec. 3.1.5. The protocol assumes, that a first ground-to-Rydberg state rotation by 7 on the
control qubit couples this qubit to the Rydberg state (pulse (1) in Fig. 3.9). On the target
qubit, a R(w/ 2,0) rotation on the qubit basis states is performed (2) prior to a ground-to-
Rydberg state rotation by 27 (3), adding a phase shift of 7 to the phase of the superposition.
Whether this phase shift happens or not is determined by the state of the control atom. A suc-
cessful Rydberg excitation of the control qubit suppresses the Rybderg excitation of the target
according to the Rydberg blockade. The last pulses serve for a consistent outcome of the ex-
periment. The R(w/2,0) rotation on the qubit basis states of the target qubit (4) defines the
gate logic to invert the target state, if the control qubit is not excited to the Rydberg state. A
final ground-to-Rydberg state rotation by 7 (5) on the control qubit de-excites the population
in the Rydberg state back to the basis state |1).

3.2. A scalable system with well characterized qubits

Starting again with DiVincenzo’s criteria, the quantum system that is used to encode the qubits
is presented. In the project Quips-B, the isotope ®°Rb is used. A scheme of the transitions used
in this experiment is shown in Fig. 3.2.

The hyperfine states [0) = |5%S;5,F = 2,mp = 0) and |1) = [5?S; 5, F = 3, mg = 0) are used
as qubit basis. As an advantage, the integer F-quantum number of *>Rb allows for using clock
states with quantum number mr = 0. These states show much longer coherence times than
the magnetic sensitive states with mg # 0 in this experiment too, as discussed in Sec. 3.5. Asa
drawback, the high F-quantum numbers produce a large manifold of m substates. According
to the Zeeman effect, this leads to an energy splitting in an external magnetic field B following

AE = mggrug B (3.30)

using the hyperfine Landé g-factor gr and the Bohr magneton pg. In this experiment, a quan-
tization field with a field strength of 720(1) uT is used, which leads to an energy splitting
of 6.8 MHz between adjacent myp substates. When testing the frequency of the transition
|0) <> |1) (“clock transition”), the quadratic Zeeman effect needs to be taken into account

which scales with [43]

H
Awdoe = 27 X 0.129398 —= B2 (3.31)
n

T2
For operations that involve the excited states |52P; /2) and |52P; /2) like trapping and two-
photon transitions, state mixing and spontaneous Raman scattering [79] must be taken into
account. As the hyperfine splitting in the excited state manifold (\52P>) is only in the range of
100 MHz and for the ground state manifold (|5?S)) in the range of 3 GHz, the energy splitting
is rather small. Using 87Rb, which shows a Zeeman splitting on the same order of magnitude,
but offers a double splitting between adjacent F-substates, e. g. approximately 6.8 GHz for the
qubit states [80], the larger energy splitting would reduce the coupling of the qubit states to
other states.

In order to prepare the ®°Rb atoms as qubits, they need to be laser cooled and trapped. The
cooling of rubidium atoms has been described in the literature and preceding theses [62, 72,
39] and is not discussed here in detail. The cooled atoms can then be trapped by optical dipole
traps following the effects shown in Sec. 3.1.1.
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The results of applying (3.5) for the trapping potential and (3.6) for the scattering rate to the
parameters of ®°Rb are plotted in Fig. 3.10. For this calculation, a light field with a detuning
of few nanometers relative to the D1 line (795 nm) is assumed. Only the mp = 0 states are
taken into account as these are the relevant states for the qubit operations. Plots for the dif-
ferent my states can be found in [72]. The linear dependence of the trapping potential on the
inverse of the detuning against the resonance frequency is directly visible in form of attraction
for negative detuning (larger wavelength) and repulsion for positive detuning (smaller wave-
length). As the scattering rate decreases faster with detuning than the dipole potential by one
order in the detuning, it is possible to reduce the scattering for any given dipole potential.
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Dipole potential in units of 4 x MHz (solid line)

Dipole potential in units of kg mK (solid line)
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Fig. 3.10.: (a) Calculated potential following (3.5) and differential light shift following (3.10) for the
regime of the used dipole traps. (b) The same data of the calculated potential but scaled in
units of kg x millikelvin and the scattering rate following (3.6). The powers represent the
situations used for loading the atoms into the dipole traps (1 mW in the central trap), for
the experiments with gate operations (0.3 mW in the central trap), and for magnetic field
sensing (0.6 mW in the central trap). Only the ground states with mg = 0 are taken into
account. The typical wavelength used for the gate experiments is highlighted by the red

line.
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3.3. Qubit-specific measurement capability
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Fig. 3.11.: Overview of the influence of multiple camera settings on the detection quality for a central
trap (10,10). The tested parameters are the VSS, the HSS and the VSAmplitude. A Gaussian
band pass filter (GBP) is used on 5 x 5 pixels of the raw data of each trap with a spatial high
pass corner frequency of 3 pixels and a spatial low pass corner frequency of 0.5 pixels. The
thresholds used for the discrimination between a filled trap and an empty trap is drawn as
dashed line.

The result of a quantum operation needs to be detected. For this task, techniques for the de-
tection of individual atoms and for the measurement of their states are required.

Imaging of individual atoms is performed by fluorescence detection. A CCD camera, equipped
with an electron-multiplying (EM) amplifier, allows the detection of single photons. The used
camera is an Andor iXon Ultra 888 with a pixel size of 13 pumx 13 um [44].

The fluorescence of the atoms is stimulated by irradiating the cooling and repumping light
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that are used to create the MOT and the optical molasses.

In order to perform an optimal imaging, the detuning and the power of the cooling light and
the settings of the camera must be optimized. Basically, the detuning of the cooling light
should be decreased to an acceptable limit that offers detection with high fidelity but with
low atom loss. If the detuning of the cool light is too small, the atoms are heated out of the
traps.

The optimization of the camera settings is a matter of experiment specific properties and re-
lies on statistical evaluation. The influence of different camera parameters is presented in
Fig. 3.11 for one central trap (index (10,10)) of the array. A statistics of 1300 experiment runs
is evaluated for each setting. The settings HSS, VSS, and vertical shift amplitude (VSAmpli-
tude) are varied. The EM gain is set to 300 a. u., the exposure time is 100 ms, the detuning of
the cool light is chosen to —35 MHz.

The images taken are evaluated trap-specific with an array of 5 x 5 pixels for each trap. These
pixels can be evaluated with two different techniques. The (legacy) technique is a summation
of the intensities detected in this square [81]. A newer evaluation implemented by Marcel
Mittenbiihler uses a two-dimensional Gaussian band pass filter (GBP) first followed by an im-
age convolution [82]. The spatial corner frequencies of this filter is set to a high pass for
features smaller than 3 pixels and a low pass for features larger than 0.5 pixels. The resulting
intensities are evaluated in a histogram plotting the occurrence of the summed pixel intensity
in a number of 100 bins.

The histograms show a bimodal distribution corresponding to events with an atom occupying
the trap (peak at high intensities, right) and an empty trap (peak at low intensities, left).
Events at higher intensities than the right peak would indicate the occurrence of two atoms
in one trap. For the detection of the result of the quantum experiment, a threshold for the
summed pixel intensity is calculated. If the summed pixel intensity exceeds this threshold,
the trap is considered filled. With these thresholds, a fidelity for a correct detection given
these distributions is calculated.

As shown in the different histograms, the shapes of the distributions vary with the camera set-
tings. Even with simple summation, the fidelity of atom detection is nearly constant around a
level of (98.68 + 0.04) %. Using the GBP, the fidelity is increased in all cases with an optimum
of 99.77(1) %.

A general conclusion of this evaluation cannot be drawn as an evaluation of all traps of the
array needs to be considered. However, the camera setting with the maximum detection fi-
delity of HSS= 20, VSS= 2.2 and VSAmplitude = 2 has not been considered an optimum
before. This is especially due to higher noise at high spatial frequencies resulting from the
maximum setting of 2 for the VSAmplitude. As this noise is filtered efficiently by the GBP, a
further analysis of camera settings using the GBP is recommended.

As a result, atoms in both the |0) and the |1) qubit basis state are imaged. In order to create
a state-selective measurement, loss of atoms in the |1) state is stimulated by a resonant light
field. This is achieved by a light field that drives the atoms in the |1) state from their super-
position state into a cycling transition where they cannot decay to the other qubit state [45,
46]. For rubidium, only the |52S; /2,F = 3, mp = £3)-states offer a cycling transition together
with the states |5%P; /2, F' =4, mp = £4). The state projection is basically the only point in
this discussion where the two qubit states are not equivalent as there is no option for a cycling
transition from the |5°S; /2, F = 2) manifold. It is not possible to perform this operation via
the D1 line at 795 nm.

A limit for state projection is that the mp = 0 state is used as a qubit state but that the cy-
cling transition is given for extreme mg-states. As a result, an atom that is supposed to be
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Fig. 3.12.: Test of the state projection with different intensities of the light driving the cycling transi-
tion. A saturation broadening is observed. The Zeeman splitting for the different transitions
5281 /2, F = 3,mg) <+ |5°P32, F' = 4, mp) in the quantization field of 0.720(1) mT is drawn
as red lines assuming o~ transitions. The Zeeman splitting is on the order of the natural
linewidth of 27 x 6.066(2) MHz [43].

pushed away must be pumped through the states mg = 41 and mg = =2 towards one of
the extreme states. In order to keep the chance for a bit flip as small as possible, a perfect
circular polarization of the light inducing the state projection is needed. If this light contains
any other polarization, the chance increases to have transitions that do not pump the state of
the atom towards the cycling transition. Therefore, this beam needs to propagate along the
quantization field in circular polarization in order to reach an optimum qubit-specific mea-
surement.

Another aspect of an optimum state projection is the absolute power and pulse duration of
the light driving the cycling transition. In the recent setup, an optical power of up to 32(2) pW
and a beam waist of 105(13) um are applied at the atom plane. Tests with lower intensities
and longer pulse durations of the light inducing the state projection resulted in lower fidelities
of the state projection of up to 3 %. It is expected that this is given by a partially resolved Zee-
man splitting of the D2 line. This is motivated by the comparison of the measured saturation
broadening and calculated Zeeman splitting shown in Fig. 3.12. For the D2 line of 8°Rb, the
saturation intensity is 1.669 32(35) mW cm~2. The red lines indicate the calculated splitting of
the o~ transitions used for the state projection. For the state |52P; /2, F' = 4,mp), a splitting
proportional to 27 mg x 7.0 MHzmT~! in a magnetic field is known (see Fig. 3.2). The state
52812, F = 3, mg) shows a splitting proportional to 27 mg x 4.7MHzmT~'. In the quanti-
zation field of 0.720(1) mT, a difference of up to 27 x 4.968(2) MHz between the resonance
frequencies of the o~ transitions is expected. Hereby, the measured transition is assigned to
the transition |mg = 0) — |mp — 1) which has an offset of 27 x 5.040(2) MHz to the transition
without quantization field. The range of resonance frequencies is comparable to the natural
linewidth of the transition of 27 x 6.066(2) MHz [43]. A saturation broadening that dominates
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the Zeeman splitting of the o transitions seems to be preferable for a high-fidelity state pro-
jection. Therefore, the state projection is performed with light pulses at maximum intensity
of 187 mW cm~?2 and minimum duration of typically 7 ps.

3.4. Initialization of the state of the qubits to a simple fiducial state

The deterministic preparation of a defect-free structure of initialized qubits is a prerequisite for
the investigation of interactions between the qubits. It is shown here, how a two-dimensional
array of dipole traps is created and filled with individual atoms in a defect-free configuration
as described in [39, 61, 9]. Then the options for the initialization of the qubits are presented
and the reached quality of preparation is shown.

3.4.1. Preparation of a two-dimensional array of individual atoms

The optical setup that creates an array of dipole traps uses the microlens array type 19-00021
by SUSS Micro Optics. This microlens array offers a pitch of 75 um and a focal length of the
microlenses of 1.101 mm. The foci of the microlenses are reimaged into the vacuum chamber
by the relay optics described in Tab. 3.2 which demagnifies the focal plane of the microlenses
by a factor of 10.6(1).

As a result, an array of optical dipole traps for 85Rb is created with a separation of 7.0(2) pm
between the individual trap sites and a waist of the traps of 1.45(10) pm [39, p.11].

The microlens array is illuminated with a Gaussian beam with a waist of 1.32 mm [83] orig-
inating from a Titanium:Sapphire (TiSa) laser [84]. Therefore, a Gaussian envelope in the
light intensity is superimposed on the created spot pattern, resulting in varying trap depths
declining towards the outer regions. The calculations shown in the previous chapter are per-
formed for the central trap, resulting in lower values for trap depth and scattering rate for
the outer traps. Techniques to avoid this variation in trap intensities have been demonstrated
in other theses [85, 86, 87]. As a result, an array with a usable number of 19 rows and 19
columns is created bearing 361 trap sites. Following the established labeling convention, the
traps are labeled in tuples naming the row trap index (y) first and the column trap index (x)
second in the form (y,x) with both indices starting from 0. Following this logic, the center
trap is labeled (9,9) [39].

Due to the Talbot effect [31], additional planes with trap arrays are created in front and be-
hind the focal plane of the objective [88]. As these Talbot planes are able to trap atoms as
well as the focal plane, these additional atoms offer the opportunity to act as additional qubits.
The spacing of these planes is 61(4) pm which is not addressable by the gate operations. To
avoid a high background in the fluorescence images used for the readout, the atoms in the
Talbot planes outside the focal plane are removed by a resonant light field. This light field is
irradiated parallel to the Talbot planes with a structured beam leaving the focal plane dark.

3.4.2. Atom-by-atom assembly of defect-free patterns

When loaded from the optical molasses, a fraction of approximately 50 % of the traps is loaded
with one atom due to the collisional blockade mechanism [59]. This results in an array with
statistically filled sites.

A movable optical tweezer controlled by a pair of acousto-optical deflectors (AODs) (DTSXY,
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Fig. 3.13.: Fluorescence images taken from the atom distribution in the atomic array during the sorting
sequence. Here, an array of 10x10 traps is filled with individual atoms. Starting from
a stochastically loaded atom array, a defect-free cluster is generated by a sequence of 5
arrangements. (Modified from [61].)

AA Opto-Electronics) is used to sort the atoms to defect-free structures, that is prerequisite
for a reliable demonstration of next neighbor interactions. One example of a sequence sorting
a completely filled array of 10x10 sites is shown in Fig. 3.13. The target structure is defined
at the beginning of each sorting step. In order to assign trap sites that are filled but are sup-
posed to be empty (reservoir traps) and vice-versa (target traps), a fluorescence image of the
initial structure is taken, i.e. step 0 in Fig. 3.13. A heuristic sorting algorithm then calculates
paths that efficiently connect reservoir traps with target traps [81]. By the use of two fast pro-
grammable DDS, the AODs move the tweezer spot in order to execute these paths including
loading an atom from the reservoir trap into the movable tweezer and placing the atom in the
target trap [39].

In Quips-B, a single step efficiency of up to 70 % is reached. As a result, the target structure is
not completely filled at the end of the first step. This is tested with a following fluorescence
image shown in step 1 in Fig. 3.13. Based on this image, the next iteration of the sorting
sequence is executed. In the shown case, a sequence of 5 steps created a completely filled
array of 10x10 atoms. The record regarding the prepared number of atoms in a defect-free
pattern in Quips-B is 111 atoms [9]. Further advances demonstrated a record of 441 atoms
in a defect-free pattern based on this technique [25].

3.4.3. State preparation by Raman-assisted pumping

After the creation of a defect-free structure, the atoms must be prepared in one of the qubit
states to act as a fiducial initial state. Two techniques for the preparation can be used in this ex-
periment: Optical pumping into a dark state utilizing a dipole-forbidden transitions or Raman-
assisted pumping. The first technique uses that the transition |5°S; /2, F=3,mp=0) <
|52Py )9, F' = 3, mp = 0) is dipole-forbidden, leaving the state [52S; o, F = 3,mp = 0) as a dark
state. This technique is explained in full detail in the literature [38, 39].

A limit of this preparation scheme is given by the degree of imperfection in driving only -
transitions (see Sec. 3.1.4 and [40]). In order to overcome this limit, the Raman-assisted
pumping scheme as described in [32, 78] is used for the experiments in chapter 5. The tech-
nique uses multiple cycles of coarse pumping of atoms in all mg-states in the |52S; /2, F=2)
manifold using a light field in circular polarization that is resonant to the \5281 /2, F = 3)
}52P1 /2, F = 3> transition. During a pulse length of several microseconds of this light, repeated
7 pulses of the global 1-qubit gate are applied to all states of the |52S; /2, F = 2) manifold with
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Raman State Preparation
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Fig. 3.14.: A schematic representation of the Raman-assisted pumping sequence used for state prepa-
ration. A coarse pumping with a transition from the |5%S; 5, F = 3) to the |52P; 5, F' = 3)
manifold (light red arrow, right) is used for a dissipative decay to the |5%S; >, F = 2) man-
ifold (dark red arrows, right). From there, only qubits states mr # 0 are pumped in the
|5%S1 /2, F = 3) manifold by state-selective global Raman  pulses (green arrows, left) such
that qubits in the wrong state perform further decays to the |5%S; /5, F = 2) manifold. Only
the target state [5%S; /o, F = 2, mp = 0)-state is left as a dark state that accumulates the pop-
ulation. (Modified from [32].)

Energy

mp # 0. As a result, the |5%S; /2, F = 2, mp = 0)-state is not addressed in this sequence and
sums up population decaying from the |5%P; /2, F' = 3) manifold. Using a number of 45 cycles
consisting of four = pulses for the mp states to be pumped, a probability of 93 % to find the
atoms in state |52S; /2,F =2, mp = 0) is reached as shown in Fig. 3.15 using a detuning of
17 GHz relative to the |52 S1/2,F 3> ‘52P1/2, F' = 2) transition.

A limit of this pumping scheme is given by the time needed to perform a suffi-
cient number of pumping cycles. A visualization of the relevant timings is shown in
Fig. 3.16. Here, the sequence of pulses with the light inducing the global 1-qubit gate
and the error signal of the frequency stabilization (see Sec. 4.1.1) is shown. In the er-
ror signal, a repeating pattern of four plateaus is visible. These plateaus correspond to
the four different frequencies the laser has to settle in order to drive the four different
transitions |F=2,mp=—-2) < [F=3,mp=-2), F=2mp=-1) « |[F=3,mp=-1),
|F =2,mp=+41) < |[F=3,mpg=+1), and |F =2, mp = +2) < |F =3, mp = +2) as shown
in Fig. 3.14.

As can be seen in Fig. 3.16 and in more detail in Sec. 4.1.2, stabilizing one frequency needs
up to 10 ps until the fast gradient in the signal settles. Including some headroom, 15 s of time
are reserved for the frequency stabilization. A residual slow drift within the plateaus shows
the interplay of the two regulators explained in Sec. 4.1.1 and [89] and does not describe a
frequency error. This is experimentally tested, as the preparation works as soon as the plateau
is settled but not if the steep slope is still present during the pulse.

After settling one frequency, a w-pulse with a length of 12 ps is performed. In total, one pump-
ing cycle has a duration of 108 s, resulting in a time of 8.1 ms for a sequence of 75 cycles
used with a detuning of 38 GHz relative to the intermediate state |i;). This time scale is long
enough such that scattering of the light of the 1-qubit gate (during the pulses) and of the
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Fig. 3.15.: Rabi oscillations driven by the global 1-qubit gate demonstrating the quality of state prepa-
ration. In blue, the best reached state preparation of state |5281 /2,F=3,mp = 0) using a
magnetic field, the light inducing the 1-qubit gate, and the light inducing the state projec-
tion along the x-axis. In this setup, optical pumping exploiting the dipole-forbidden transi-
tion |52S;/5,F = 3,mp = 0) < [5?Py/,F' =3, mp = 0) with m-polarized light reached
a population of 88(2)% in |[F =3,my = 0). In yellow, a typical state preparation us-
ing the Raman-assisted pumping scheme is shown. In this setup, the magnetic field, the
light inducing the 1-qubit gate, and the light inducing the state projection are aligned
along the z-axis. With the Raman-assisted pumping, a population of at least 92% in state
‘5281 12, F=2,mp = O> is achieved. From this plot, a baseline loss of 8 % is read out and
an error for state detection of 2 %.

trapping light (during the whole sequence) become effective.

One option to reduce the scattering of the 1-qubit light is using a larger detuning relative to
the |52S;5,F =3) < |5°P;,F = 2) transition. Experiments with a larger detuning soon
reached a limit of 10 ms for the whole sequence which is given by the control electronics ex-
plained in Sec. 4.3.2. If the reached preparation becomes a limit in future work, this technique
allows further improvements which is the major advantage in comparison with the prepara-
tion by optical pumping alone. An outlook for a laser system that would allow to increase the
detuning by two orders of magnitude and to reduce the scattering by four orders of magni-
tude while reducing the time for the preparation scheme by a factor of two is discussed in
Sec. 4.1.2.

For the following experiments, a baseline loss of 8(2) % and a detection error of 2(1) % is
extracted from these experiments.
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Fig. 3.16.: Plot of three randomly chosen cycles of the Raman-assisted pumping scheme. In total,
75 cycles are performed is this configuration. The optical power of the light inducing the
1-qubit gate is shown in yellow to mark the pulses and the error signal of the frequency
stabilization of the respective laser system (see Sec. 4.1.1) is drawn in blue to demonstrate
the changes in the laser frequency. The first pulse in this data is discussed in detail in
Fig. 4.2 regarding the settling of a frequency and the technical details of the laser system.

3.5. Long relevant coherence times

Previous work has already given much insight into the effects dominating the dephasing and
the decoherence of the trapped and state-prepared atoms [39, 61]. This chapter summarizes
some of these results and presents the recent achievements. In Quips-B, the times 73, 7% and
T3 (see Sec. 3.1.3) can be measured by different types of experiments. For testing the relax-
ation time 77, atoms in an initialized mg-state are stored in the optical dipole traps and after a
variable wait time, the state is probed. The homogeneous dephasing time 77 was investigated
in a spin-echo experiment described in [8]. The experiment to measure the inhomogeneous
dephasing time T3 is a Ramsey-type experiment as described in Sec. 3.1.3 performed with the
global 1-qubit gate operation.

In this thesis, the relaxation time 77 could be increased by a reduction of scattering processes
(see (3.6)). Starting from the initialization of the qubits, the relaxation time is a limit for the
duration of the experimental sequence until the final state projection. In this case, it is a maxi-
mum time for the Raman-assisted pumping, the quantum gate operations or quantum sensing
experiments and the state projection. For such a procedure, several tens (for gate operations)
or even hundreds of microseconds (for sensing) are needed. As shown in Fig. 3.17 (@), typ-
ical 1/e decay time constant of 30 ms can be observed in this setup, enabling basic quantum
operations.

If highly complex sequences are to be investigated, the following improvement is proposed:
An improvement of the relaxation time can be achieved with a higher power of the trapping
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light, see Sec. 3.2. For the creation of the optical dipole traps, a Titanium:Sapphire (TiSa)
laser by Sirah Lasertechnik is used [84]. In the experiments shown here, only 2 W of optical
power can be used to create the dipole traps due to thermal instabilities in the fiber optic
coupler. With this optical power, a detuning to the D1 line of only 3.2nm can be achieved
with a sufficient trap depth. The laser used is able to produce 4.8 W in a spatial mode that
can be coupled into a fiber. Using large mode area fibers and suitable couplers would give the
option to use the full power of this laser system and therefore allow for at least a doubling of
the detuning. As a result, a reduction of the scattering rate by a factor of 4 is possible which
should increase the relaxation time by the same factor.

For the demonstration of quantum gates, the relaxation time is not the limit but rather the
inhomogeneous dephasing time 73. In Fig. 3.17 (b), the dephasing of a Ramsey-type experi-
ment is shown. The experiment tested the evolution of the phase of a prepared superposition
state from the initialization up to a maximum time of free evolution of 760 ps. Within this
period of time, groups of length 40 ps are tested with a sampling rate of 4 points within 10 ps.
These groups test the times 0 s — 40 s, 80 pus — 120 ps and starting from 200 ps with gaps of
80 ps between each group. A fit following (3.21) results in a 7%y time of 340(26) ps. This time
is sufficient for the demonstration of a gate sequence and for quantum sensing as aimed for
in this work.

If this time constants needs to be improved in the future, the following effects must be in-
vestigated further: the phase noise of the laser system used for the 1-qubit gate operations,
the temperature of the atoms, long-term drifts of the properties of the traps and the pointing
of the light inducing the 1-qubit gate, and long-term drifts of the stabilization electronics. A
starting point of this discussion is given in [90] stating that the phase noise of the laser system
is not expected to be the limiting effect based on an electronic measure of the phase noise
and a simulation taking only this phase noise into account. A framework of the influence of
mechanical drifts can be found in [91].
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(a) Measurement of the relaxation (see Fig. 3.6 (b)) of a prepared |F)-state for holding the
atoms in the dipole traps for a configuration as used in the quantum experiment. A square
of 3x3 of the central traps is averaged. As the initial state is prepared by optical pumping,
static losses of 18 % for the state |F = 3) and 28 % for the state |F = 2) during the pump-
ing sequences are corrected. As only the decay constants are of interest, a perfect initial
preparation of the states is not optimized. (b) A Ramsey-type experiment demonstrating
the inhomogeneous dephasing (see Fig. 3.6 (c)) of the quantum state of atoms stored in the
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3.6. Implementation of the set of quantum gates

This chapter serves to discuss the technical progress made in order to implement a universal
set of quantum gates in a configuration described in Sec. 2.5. Besides technical details and
absolute numbers, technical improvements are discussed to advance the experiment in the
future by lifting some limitations in the design.

3.6.1. Geometric layout of the science chamber and light fields

The orientation of the quantization field defines the geometry of the light fields used for coher-
ent operations. The superposition of these beams for the different operations must be aligned
with respect to the quantization field (see Sec. 3.1.4). The isotope Rb and its transitions
dictate some of the required wavelengths and beam parameters as discussed here. It follows
that operations like the state detection, cooling and imaging require light at 780 nm while the
wavelengths used for the excitation of the Rydberg state are given by the laser system using
both 780 nm and 480 nm [90].

These requirements can be summarized as follows:

1. For gate operations circularly-polarized light fields are needed, namely the counter-
propagating Rydberg light fields at 780nm and 480nm and the co-propagating light
fields inducing 1-qubit gates.

2. Both, the laser beams for the CNOT-gate and for the 1-qubit gate need to be single-site
addressed on 25 atoms.

3. These two beams need to be movable over 25 atoms.

4. A homogeneous magnetic field along the laser beams inducing the gate operations must
be applied.

5. Optical access for trapping the atoms in linearly polarized dipole traps and cooling the
atoms via laser cooling is needed.

6. The light inducing the state projection at 780 nm needs global access to all traps with
circular polarization.

7. The cooling system at 780 nm is also used to stimulate emission for the imaging of the
atoms.

8. For imaging, a highly sensible camera needs visible access to the atoms with a high-NA
objective in order to resolve single atoms.

9. All light fields must have vanishing influence on the phase evolution mentioned in (2.1)
unless desired.
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Fig. 3.18.: Schematic representation of the plane of atoms with the single-site addressed blue Rydberg
light (blue) and the globally addressed red Rydberg light (purple), the trapping light (dark
red) and light inducing the local 1-qubit operation (green). The atoms are drawn as blue
balls with a visualization of five mg-substates.

3.6.2. Geometric layout of the light fields

Using the constraints above allows discussing the required geometry. For this work, an array
of individual atoms is instrumental in demonstrating a set of quantum gates. This atom plane
defines the x and y directions of the setup. This leaves the z direction for optical access of
the individual sites and the single-site addressed gate operations, as in the x and y directions
there is no clear line of sight to all individual atoms.

In order to resolve and address single atoms, high-NA objectives [92] are used from both
sides along the z direction. The high resolution of these objectives is used for trapping and
for imaging the single atoms on the EMCCD camera as well as for single-site addressed gate
operations. To visualize the beam configuration in the experiment, Fig. 3.18 can be used.
There, the trapping light is focused by the objectives to form an array of optical dipole traps
(dark red) that allow the preparation of single-atoms (blue balls). Additionally, a beam for a
single-site addressed 1-qubit gate is visualized by the green beam in the center. Next to this
spot, single-site addressed Rydberg excitation is shown with the blue beam. From above, the
blue Rydberg light at 480 nm is focused on a single trap, whereas from below, the red Rydberg
light is irradiated globally (purple). Similar to the red Rydberg light, the light for state pro-
jection is irradiated globally (not drawn).

For constructing the gate operations, the polarization of the beams need to meet the require-
ments given by the transitions they are supposed to induce (see Sec. 3.1.4). The gate opera-
tions and the light for state projection need to drive o transitions with circular polarization.
This requires the quantization field to be collinear to these beams along the z direction. This is
a challenge for the engineering of these beams due to aligning the beams with high precision
on the traps and superposing the five beams in different polarizations. A complication added
to this challenge is the desire to minimize losses of laser power. This issue can be solved by
discriminating the laser beams in the wavelength domain.

The setup therefore uses the D1 line at 795 nm for trapping and 1-qubit gate operations, while
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using the D2 line at 780 nm for imaging and for state projection. Dichroic filters are then
used to superpose the beams [93] to achieve a situation as shown in Fig. 3.18. The light at
795nm for the 1-qubit gate is superimposed with the light at 480 nm for the Rydberg exci-
tation and both are irradiated to the atoms from the same direction. Both light fields need
to be circularly polarized. This polarization is produced by a custom-made dual-wavelength
quarter-wave plate [94] .A dichroic mirror (DMSP650L) that reflects 795 nm and transmits
480 nm is used to superimpose the blue Rydberg light with the light inducing the 1-qubit gate
[95], see Sec. 3.6.4.

Couter-propagating the beams named before, the trapping light and the different applications
of light at 780 nm (state projection, red Rydberg and imaging) are irradiated. The light fields
at different wavelengths are superimposed by a Semrock "RazorEdge” FDi03-R785 filter [96]
that reflects 780 nm and transmits 795 nm. The required polarizations are created through the
filter itself as discussed in detail in Sec. 3.6.4.

3.6.3. Science chamber

The science chamber in Quips-B is based on a spherical octagon (Kimball MCF600-SO200800-
A) shown in Fig. 3.19 [97]. It offers two large view ports opposite of each other with a usable
diameter of 100 mm as shown in Fig. 3.19 (a). Together with custom-made vacuum windows,
the science chamber offers a total length along the z direction of 64.49 mm. This allows the
use of two objectives with a focal length of 37.5 mm located on both sides of the chamber
in a confocal configuration as shown in Fig. 3.19 (b). Additionally, the chamber also needs
to support an ultra-high vacuum environment and the optical access to produce a MOT with
85Rb atoms. The realizations of this starting point is described in the preceding theses to this
project [39, 61, 72, 98]. In the coordinate system defined in the previous section, this involves
beams for the MOT in the x + y and x — y directions that are irradiated into the chamber via
ports with a diameter of 40 mm. The third pair of beams for the MOT is irradiated along the
z — x direction through the main view ports with an angle-of-incidence of approximately 45°
as shown in Fig. 3.19 (b).

The chamber offers four additional ports with a size of 40 mm that are used for monitoring
the MOT with a camera that is placed in the +y direction and for the selection of one specific
atom plane with a beam in circular polarization propagating in the +x direction. The port in
the —y directions was previously used for an early version of state preparation as discussed in
[61].

Along the —x direction, the red Rydberg light is irradiated globally on the side of the atom
plane in p-polarization. Do note that this orientation is suboptimal as discussed in Sec. 3.6.1.
This orientation is owed to the fact that a high power light field in this direction could easily
destroy the EMCCD camera. Using the red Rydberg light along the z direction would need
a power in excess of 1 W, requiring a suppression of more that 60 dB to meet the damage
threshold specification of the camera [44]. This risk was deemed unacceptable. If future de-
velopments can sufficiently solve this issue, the desired configuration with the red Rydberg
light propagating in the +z direction should be exploited.
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Fig. 3.19.:
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(a) Technical Drawing of the innermost parts of the vacuum system. On the left, the sci-
ence chamber is shown [97], on the right the custom-made CF100 windows. (b): Render
graphics of the science chamber, showing the beams for cooling and trapping the atoms in
a MOT in red and the high-NA objectives at the center of the two CF100 windows in black.
Laser beams are not drawn to scale.
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3.6.4. Optical layout of the experiment table
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Fig. 3.20.: Render graphic of the vacuum chamber with a schematic visualization of the most import
beams: The single-site addressed blue Rydberg light in blue is superimposed with the light
inducing the 1-qubit gate in the front; the trapping light is superimposed with the beam
paths for imaging and light inducing the state projection in the back. The magnetic field
defining the |mg)-states is oriented along the —z as indicated by the green arrows. Laser
beams are not drawn to scale.

As discussed in Sec. 3.6.2, the technical challenge of using the z direction for both gates,
trapping and qubit-specific detection bears many complexities. These beam paths are struc-
tured by four functions: Imaging and state projection of the atoms using the EMCCD camera
(Imaging and state projection), creation of the trap array (trapping), the light inducing the
local 1-qubit gate and addressing with the blue Rydberg light. Two pairs of each of the four
beams must be superimposed and irradiated through one of the high-NA objectives. As dis-
cussed, dichroic beam splitters are used for the superposition of each pair. The combinations
of beams and dichroic beam splitters is visualized in Fig. 3.20. In the case of the superposition
of the light inducing the local 1-qubit gate and the blue Rydberg light, the used wavelengths
795 nm (for inducing the local 1-qubit gate) and 480 nm (for the blue Rydberg light) are very
far apart from each other. A standard dichroic beam splitter (Thorlabs DMSP650L) [95] is
used to transmit the light at 480 nm and reflect the light at 795 nm. In this case, polarizations
are nearly irrelevant for the dichroic mirror as the behavior of the coating does not vary for
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the different polarizations at the respective wavelengths. The 480 nm light is transmitted in
p-polarization whereas the 795 nm is reflected in s- and p-polarization without any distortion
observed. This allows the 795 nm light not only to be used as addressed 1-qubit gate opera-
tions (p-polarized component) but also to be used as global 1-qubit gate operation (s-polarized
component). Both components of the light at 795 nm are focused differently such that they
produce different beam sizes at the atom plane. More details on this specialized optics is given
in Sec. 4.1.3.
After the superposition of the light inducing the local 1-qubit gate and the blue Rydberg light,
a polarizing beam splitter (PBS) (Edmund optics 48877) [99] is used to clean the polarization
of the 480 nm light. Behind this PBS, the dual-wavelength quarter-wave plate is used to create
the circular polarization for both wavelengths that is supposed to interact with the atoms.
The superposition of the imaging path and the trapping path requires an in-depth discussion
as different polarizations are required to interact with the atoms. For the trapping light, strict
linear polarization with minimal circular components is crucial for trapping the atoms. Circu-
lar components in the trapping light would lift the degeneracy of the mg-states [100] which
leads to additional losses during the loading of the traps for this experiment. But in the imag-
ing path, the light for the state projection is irradiated in circular polarization.
The wavelengths for the different functions are 780 nm (imaging and state projection) and
798 nm (trapping). Therefore, a dichroic beam splitter with a much steeper edge in the spec-
tral behavior than the one used for 480 nm and 780 nm is needed. A dichroic beam splitter with
a steep edge and sufficient optical quality (A/10) was found in the RazorEdge filter FDi03-
R785 [101]. But due to the small difference in wavelengths, this filter has a strong depen-
dency on the polarizations of the transmitted and reflected light. It is therefore impossible
to reflect light at 780 nm that is already circularly polarized. One solution is to use another
dual-wavelength wave plate that acts as a quarter-wave plate for 780 nm and as a 1 A-wave
plate for 797 nm behind the dichroic beam splitter. But it turned out that the linear polar-
ization for the trapping light is not well enough transmitted through this wave plate to allow
efficient trapping. In a test with the trapping light tuned to 797 nm, it seemed that in a region
of 1 nm around 797 nm the extinction ratio between p- and s-polarization was still better than
500:1. But this quality of polarization was not sufficient to trap the atoms. It has not been
measured in full detail but it is expected that a satisfying polarization quality for the trapping
light is only maintained for a very narrow region smaller than + 0.3nm around the design
wavelength. Therefore, the use of this wave plate in the trapping light is rejected.
The use of this dual-wavelength wave plate can be avoided for the light inducing the state pro-
jection and perspective red Rydberg light at 780 nm. In the tests for the polarization quality, it
turned out, that the dual-wavelength wave plate converted light at 780 nm that was reflected
from the dichroic beam splitter into linear polarization for all possible settings as shown in
Fig. 3.21. It is therefore expected that the dichroic beam splitter itself produces a phase shift
of nearly perfect 90° between s- and p-polarized components of light at 780 nm. This allows
for matching the incoming polarization such that the reflected light is circularly polarized.
Fortunately, this allows for leaving out the dual-wavelength wave plate without substitution.
A visualization of the optics at the front side of the science chamber is shown in Fig. 3.22.
In this three-dimensional scan, the optical constraints for imaging the trapping light and the
beams for gate operations are visible. In order to focus the respective beams to spot sizes
of 1.5 — 2um, a relay optics consisting of the objective [92] and an achromatic lens with
200 — 750 mm are used in an infinity-corrected configuration. As an advantage, this config-
uration allows for inserting planar optics as beam splitter cubes and -plates and wave plates
between the achromatic lens and the objective. As a disadvantage, the relay optics needs long
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Fig. 3.21.: Overview of the resulting polarizations after reflection on the dichroic beam splitter FDi03-
R785. As a test setup, a PBS (Qioptiq G335726000) in front of the dichroic beam splitter
produces a defined mixture of s- and p- polarization as incident light for the beam split-
ter. The light is then reflected off the dichroic beam splitter and passes through the dual-
wavelength \/4-wave plate. A second PBS behind the wave plate is used for analyzing the
resulting light together with an optical power meter (Newport 1815). (a) Incoming light
consisting of s- and p-polarization at the dichroic beam splitter with the dual-wavelength
wave plate behind the beam splitter. The measured light is linearly polarized with an ex-
tinction ratio of 850 : 1. (b) A mixture of s- and -p polarized light after a rotation of the
first PBS for 35°. The measured light behind dichroic beam splitter an wave plate is linearly
polarized with an extinction ratio of 22 : 1.

beam paths which are limited by the available space on the optical table.

The optics used for imaging the different beams into the science chamber are listed in Tab. 3.2.
Further details on the experimental realizations of the subsystems are discussed separately for
the respective functions in the next chapter.
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Fig. 3.21 (continued): (c) The setup is changed by placing the dual-wavelength wave plate in front
of the dichroic beam splitter. Circularly polarized light is now incident on the
beam splitter. The measured light behind the beam splitter is linearly polarized
with an extinction ratio of 15.3 : 1.

Fig. 3.22.: A three-dimensional visualization of the front window of the science chamber used for the

laser beams of the 1-qubit gate and the blue Rydberg light. The perspective is chosen to
match the view in the render graphics Fig. 3.20. The dual-wavelength wave plate and the
PBS 48877 are well visible.

44



Tab. 3.2.: Overview of the different beam paths irradiated via the high-NA objectives and the used
components. The used optics are given and the reached spot sizes at the atom plane are
given for a better understanding. The addressing system for the light inducing the local 1-
qubit gate is described in detail in Sec. 4.1.3 and the addressing with the blue Rydberg light
in Sec. 4.2.4. The resolution of the imaging at the atom plane is estimated from the spot
size of single atoms detected on the camera.

Resolution at | Focal length Focal length Calculated Spot Size in
System atom plane objective in | of achromatic magnifica- image plane
in pm mm lens in mm tion in pm
Trapping 1.45 37.5 400 10.66 15.5
Light
Imaging
on
EMCCD 2.3 37.5 750 20 39
camera
local
1-qubit 2.2 37.5 300 8 22
gate
blue
Rydberg 2.1 37.5 500 13.33 18
light
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4. Optical systems for the implementation of a
universal set of quantum gates

For the operations planned in the previous section, laser systems at wavelengths of 480 nm,
780nm, and 795 nm are needed. This section describes the laser systems build or improved
during this thesis. This involves the generation of light with the required properties in spe-
cialized laser systems as well as the optical systems used for the beam paths into the science
chamber.

First, the laser systems at 795 nm used for the 1-qubit operations are presented. Then, the
laser systems at 480 nm and 780 nm used for the Rydberg excitation are described with the
focus on the single-site addressing and the application of an optical phase-locked loop (OPLL)
to these laser systems. As the addressing systems for both gate operations use AODs controlled
by RF-frequencies, an FPGA-based system for agile frequency synthesis and the control of laser
pulses is introduced finally.

4.1. Laser systems for 1-qubit operations

The laser system for 1-qubit operations aims to drive a two-photon transition on the D2 line
of 8°Rb at 795 nm. The generation of this light by two phase-locked lasers is described first,
then the addressing system build for 1-qubit operations on individual atoms is presented. As
the same light is used for the state preparation by Raman-assisted pumping, an extension of
this setup optimized for state preparation is proposed finally.

4.1.1. Phase-stabilized ECDL system

For the coherent manipulation of the qubits encoded in the hyperfine states, a pair of phase-
locked external cavity diode lasers (ECDL), emitting light at 795 nm, are used. The setup is
shown in Fig. 4.1. One laser, referred to as master, is stabilized in its absolute light frequency
by a Fizeau-based wavemeter (WS6-600, High Finesse). From a range of several hundred
gigahertz, set by the laser parameters, an arbitrary frequency can be chosen with a resolution
down to 20 MHz and an absolute accuracy of 600 MHz. A second laser, referred to as the slave,
is locked with an OPLL relative to the master using a fast current source in the laser head, as
described in [90].

The two lasers beams are superposed via a PBS generating one main output with approx 95 %
of the laser power and one auxiliary output that is used to monitor the wavelength and per-
form the OPLL. To achieve the lock, the light in the auxiliary output is detected with a fast
photodiode (G4176, Hamamatsu) [102]. The photodiode measures a beat note of the differ-
ence frequency of the lasers. This beat note is compared, with respect to phase and frequency,
to the reference frequency with the phase-frequency detector HMC439 [103]. As reference
frequency, either a DDS with a fast frequency control (fy) or a synthesizer (SMB100A, Ro-
hde&Schwarz) with an option for a phase modulation (¢) can be chosen.
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Fig. 4.1.: Scheme of the optical phase locked loop used for coherent manipulation of the qubit states.
Laser light is drawn in red, electrical wires in black and optical fibers in blue. The light from
the two ECDL (master laser and slave laser) is drawn in different line styles (solid and slash-
dotted) up to the PBS from where they propagate indistinguishably in the same polarization
and direction (long slashes). The proportional-integral (PI) and proportional-differential
(PD) regulators are explained in detail in [89].

A two-stage proportional-integral-differential controller is used to match the beat note sig-
nal with the reference frequency. A slow digital controller based on the “STEMlab” platform
[104] acts as an proportional-integral controller to match the difference frequencies of the
two lasers to the reference frequency. This slow controller can act on the laser current driver
and the piezo of the ECDL. A fast analog proportional-differential controller is used to keep
the phase of the beat note synchronous to the phase of the reference signal. Together, both
regulators reach a control bandwidth of 2.8 MHz and a phase noise of 123 mrad [89].

The main output of this system is split into two beams that contain both light fields in the same
polarization. Both channels can be switched by acousto-optical modulators (AOMs) and are
coupled into polarization-maintaining fibers guiding the light to the experiment. One channel
is supposed to act as the local 1-qubit gate, the second channel is supposed to act as the global
1-qubit gate.
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4.1.2. Future optimizations of the 1-qubit laser system
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Fig. 4.2.: Detailed view on the first pulse in Fig. 3.16, taken in a randomly chosen cycle of the Raman-
assisted pumping scheme. At the start of the shown data, the reference frequency is switched
over approximately 28 MHz from a two-photon resonance for the |F =2 mp=+42)
|F = 3, mp = +2)-transition to a resonance for the [F =2, mp = —2) < |F=3,mp = —2)-
transition. The steep edges are generated by the fast proportional-differential regulator
which settles the error signal to a plateau after approximately 10 ps. The slope in this plateau
shows an action of the slow proportional-integral regulator reducing the offset of the error
signal. A pulse of this laser light is given after a time of 15 ps taking a safety margin into
account. This wait time is one limit for the preparation by the Raman-assisted pumping de-
scribed in Sec. 3.4.3.

The Raman-assisted pumping using the global 1-qubit gate is limited by the duration required
for the whole sequence yet, see Sec. 3.4.3. Both timings, the time for switching the frequency
of the laser system and the duration of the 7-pulses should be reduced for less scattering of
the trapping light. The speed for the change of the laser frequency is limited by the laser lock.
A detailed view of a frequency jump as discussed in Fig. 3.16 is shown in Fig. 4.2. As can be
seen in the time constant of the first falling slope, the fast proportional-differential regulator
needs up to 10 ps to settle a frequency jump on the order of 20 MHz. After that jump, a slope in
the plateau of the error signal shows that the slow proportional-integral regulator reduces the
offset in the error signal towards zero in order to avoid DC-offsets at the fast current source
in the laser head.

In order to reduce the time for a frequency jump over a few Megahertz, a system of two stages
is proposed, that generates a lock of two lasers with a frequency difference in the range of
10 GHz with the existing OPLL and an AOM-based additional difference in the laser frequency
in a range of 30 MHz. An AOM-based shift would reduce the time for switching the frequency
within the smaller range from 10 ps to approximately 30 ns. As an additional benefit, such a
system would also allow for manipulations of the phase of the light on the same timescales.
An application of this feature would be virtual-Z rotations as shown in Sec. 5.2.3 but on much
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faster timescales.

The second contribution to the scattering in the Raman-assisted pumping scheme is the du-
ration for the individual 7-pulses. This duration can be reduced with more laser power. But
this would also increase the scattering of the light of the 1-qubit gate. In order to avoid the
scattering, a larger detuning against the intermediate state |i;) is required which would also
need more laser power. As both ECDLs are already driven by high-power laser diodes, a more
powerful laser systems is required. Using a Ti:Sa as the master laser additionally reduces the
phase noise of the system by a factor of two [89]. With a TA for the slave laser, a phase noise
reduced system with an optical power of more than 4 W is realistic which would allow to in-
crease the detuning by two orders of magnitude and to reduce the scattering by four orders
of magnitude.

4.1.3. Addressing system for the local 1-qubit gate

The addressing of individual atoms with the light inducing the local 1-qubit gate is performed
with the setup shown in Fig. 4.3. The light at 795nm is coupled out of a polarization-
maintaining single-mode fiber with a triplet collimator (TCO6APC-780, Thorlabs) with a beam
waist of 0.7mm. Behind a PBS filtering the polarization, an optical low-pass filter (LP02-
808RE-25, Semrock / Idex) is adjusted to suppress light at 780 nm, originating from spon-
taneous Raman scattering in the optical fiber [59]. Behind a beam sampler, allowing for an
intensity stabilization, the light is deflected in an AOD system for two-dimensional scanning
operations (DTSXY-400-800, AA OPTO-ELECTRONIC). This AOD system is placed on a four-
axis alignment stage (9071, Newport) for the adjustment of maximum deflection efficiency.
With a usable RF-bandwidth AF' of 20 MHz, the scan angle of the AOD §© is calculated to
24 mrad following

00 = A%, “4.1)

with the wavelength A of the 1-qubit gate light and the acoustic velocity in the AOD crystal
v = 650ms~! [105]. Following the AOD, an achromatic lens (AC254-060-B, Thorlabs) with a
focal length f of 60 mm is used to focus the beam to a spot with a waist of 22 ym and converts
the deflection angle into a lateral displacement d following [106]

dd = arctan(d0©) f 4.2)

resulting in a displacement of 1.46 mm. With a reimaging by an achromatic lens with a focal
length of 300 mm (AC508-300-B, Thorlabs) and the high-NA objective with a focal length of
37.5mm, a movable spot inside the science chamber with a scanning range of 180 um is cre-
ated. This allows for an addressing of 25 x 25 traps using the maximum diffraction efficiency
of the AOD.

The measured spot size created by the high-NA objective is diffraction limited to a size of
2.2 (2) pm on purpose. The input beam to the objective does not use its full numerical aper-
ture. A measurement of the Rayleigh range is shown in Fig. 4.4. Comparing the horizontal
and the vertical dimension, an astigmatism with a separation of the foci of 10 (2) pm is found.
In both dimensions, the Rayleigh range is measured to 24 (2) um [107].

Due to the interaction with an acoustic sound wave inside the AOD, the deflected light experi-
ences a shift of its frequency. As the local 1-qubit gate only relies on the difference frequency
between master and slave laser, this shift is irrelevant for the resonance of the two-photon
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Fig. 4.3.: (a) Scheme of the optical setup used to realize a local 1-qubit gate. The light from the system

in Fig. 4.1 is coupled out at the three-lens collimators for the global 1-qubit gate on the right
and for the local 1-qubit gate in the lower part. Optical low-pass filters LPO2 are used to filter
the light exiting the fibers from components at 780 nm originating from spontaneous Raman
scattering in the fibers. A deflection in two dimensions is realized by the 2D-AOD system
DTSXY-400-800 to create a movable spot for the local 1-qubit gate inside the science chamber.
Behind the AOD, the deflected light is prepared in p-polarization with a half-wave plate. The
light for the global 1-qubit gate is superposed in s-polarization with a PBS. Both light fields
for the local and for the global 1-qubit gate are superimposed with the blue Rydberg light at
480 nm with the DMSP650L and pass through the dual-wavelength quarter-wave plate on the
path to the science chamber (not shown here, see Fig. 4.8 (a)). The entrance into the science
chamber is shown in Fig. 3.20. PBS used as polarization filters at the outputs of optical fibers
are not drawn for clarity. (b) Three-dimensional visualization of the optical setup of the
addressing system for the local 1-qubit gate. In the foreground, the highly compact fiber
coupler used for the local 1-qubit gate is shown. In the background, the achromatic lens
AC508-300-B, mounted in an aluminum mount, is shown. In the background, also the blue
Rydberg light is visible.
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process, see Sec. 3.1.2. A shift in the absolute frequency of the light can affect only the de-
tuning to the intermediate state A; ;, which is on the order of several gigahertz. Therefore, a
frequency variation by the AODs of up to 40 MHz is negligible for the 1-qubit gate operation.
Additionally to the local 1-qubit gate, a globally operating 1-qubit gate is realized by a sec-
ond beam superimposed with the light deflected by the AOD with a PBS. This light is focused
with an achromatic lens with a focal length of f/ = 40 mm (AC254-040-B, Thorlabs) and an
aperture at the position of this focus blocks trapping light exiting the science chamber and
propagating into this beam path. The position of this focus is set such that the relay optics
re-images the focus far behind the atom plane. As a result, the beam has a waist of 350(25) pm
(radius) in the atom plane, allowing for a nearly homogeneous interaction with the atoms over
all trap sites [108].
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Fig. 4.4.: Measurement of the Rayleigh range of the single-site addressed light inducing the local
1-qubit gate. The data is taken in an offline setup before the installation in the Quips-B
experiment, allowing for a scan through the focus of the high-NA objective with a micro-
scope. Negative lengths correspond to a smaller distance between the high-NA objective and
the focal plane of the microscope. The beam is diffraction limited as it does not use the full
numerical aperture of the objective on purpose. Therefore, fits of the waist result in smaller
values than the smallest measured waist of 2.2 (2) nm. The Rayleigh range can be estimated
to 24 (2) um on average. For the = and y directions, the waist are fitted at different positions
than the circle of least confusion (in short “offset”). This describes an astigmatism with a
separation of 10 (2) pm between the foci in the different directions. The standard deviations
of the evaluated beam widths are smaller than the marker size and therefore not drawn. The
measurement uncertainty of the position arises from a calibration that is performed with the
maximum used positions and interpolated for the points in between.
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4.2. Laser systems for 2-qubit operations

The 2-qubit operation is implemented via the Rybderg blockade described in Sec. 3.1.5. The
excitation to the Rydberg state is performed with a two-photon process using lasers at 780 nm
and 480 nm which must be locked to a long-time stable reference and achieve a laser linewidths
of the order of kilohertz. Both Rydberg lasers are locked via a Pound-Drever-Hall (PDH)
locking scheme relative to the fringes of an ultra-low expansion cavity (ULE) (VH-6020-4,
Stable Laser Systems). The technical details of these locks are presented in [90] in full details.
The relevant aspects for the operation of the respective systems are given in Sec. 4.2.2 and
Sec. 4.2.5. In this thesis, an extension of the locking scheme, inspired by [109] and [11], is
applied and discussed in Sec. 4.2.6.

4.2.1. Rydberg excitation scheme

Energy in units of
h x 27

r) = [828,J = 1/2,my = —1/2)
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Fig. 4.5.: Scheme of the two-photon process used for the Rydberg excitation.

The excitation of the atoms to the Rydberg state is performed via a two-photon pro-
cess in a ladder configuration, see Sec. 3.1.2, as shown in Fig. 4.5. The state |iy) =
52 Py, F' = 4, mp = 0) is the intermediate state of this transition because the red Rydberg
light is irradiated perpendicularly to the magnetic axes in linear polarization as explained in
Sec. 3.6.3. This results in a reduction of the ground-to-Rydberg state Rabi frequency by a
factor of 2 compared to the optimal situation of counter-propagating and circularly polarized
beams.

The coupling from the qubit level |525; 2, F' =3, mp = 0) to the intermediate level is per-
formed with a light field at 780 nm. At the atoms, a power of up to 30 mW can be stabilized

53



with a waist of 1.2mm. This results in a maximum peak intensity of 13 x 10~ mW pm~2,
whereas intensities of (3 — 8) x 10~ mW pum~2 are typically used.

For the experiments presented here, the laser is locked 74 MHz above the reference laser result-
ing in a detuning of 154 MHz above the transition |1) <+|i2). For the creation of fast pulses, an
AOM (CT3200-121, Crystal Technologies) in double-pass configuration is used which gives an
additional detuning between (360 —440) MHz, resulting in a total detuning of (514 —594) MHz
for the light interacting with the atoms. The technical details of the locking scheme itself are
presented in Sec. 4.2.5.

The coupling to the Rydberg state is accomplished by adding a light field at 480 nm whose
frequency is matched to the experimentally determined resonance. A total power of 14 mW is
irradiated into the chamber. Due to an imperfect coating of the vacuum windows, 30 % of this
power is reflected. This beam is single-site addressed with a waist of 2.1 (1) pm by the system
described in Sec. 4.2.4. As a result, a peak intensity of 1.2 mW pum~2 interacts with the atoms.
Using these parameters, a Rabi frequency of 445 kHz is expected by calculations using the data
of [43] and the ARC library [15]. Considering the single-photon coupling from the basis state
|1) to the intermediate state |io) of the red Rydberg light, a population of the intermediate
state lower than 1% is expected.

4.2.2. 480 nm Rydberg laser

The system for the generation of the light for the blue Rydberg transition (“blue Rydberg
laser”) is shown in Fig. 4.6. The system is based on an ECDL emitting light at 960 nm which is
equipped with a fast modulation option in the laser head [110] and a low-noise ultra-stable
laser current driver [111]. The light of the ECDL is split into three paths: (1) seeding a ta-
pered amplifier (TA), (2) PDH locking, and (3) phase locking.

On the first path (1), the light seeds a TA chip (EYP-TPA-0960-02000-4006-CMT04-0000,
Eagleyard). This TA amplifies the light up to a power of 2W which is then coupled into a
polarization-maintaining fiber guiding the light to a second-harmonic generation (SHG). The
SHG (SHGpro, Toptica) converts the light to a wavelength of 480 nm. A maximum power of
up to 1.1 W can be used at the main output of the SHG. This light is split into two paths,
each controlled by an AOM (23080-2-LTD, Gooch & Housego), and is then coupled into a
polarization-maintaining fiber guiding the light to the experiment. A part of the fundamental
light behind the TA, that is transmitted through a dielectric mirror, is coupled into another
fiber that guides the light to the Fizeau-based wavemeter (WS8-10, High Finesse).

The path for PDH locking (2) is coupled into the fiber of a fiber-coupled electro-optical mod-
ulator (EOM) (PM980, Jenoptik). This modulator produces sidebands with a tunable offset
in the range (0.1 — 1.7) GHz. For the measurements shown here, frequencies in the range
of (400 — 420) MHz are used. After the modulator, the light passes a free-space EOM (PM7-
NIR-980, Qubig, [112]) which produces an additional phase modulation with a frequency of
25.1 MHz that is used for the PDH locking. A scheme of the resulting light spectrum is shown
in Fig. 4.7 (a). The modulated light is then guided to the ULE via a polarization-maintaining
fiber that is additionally shielded against vibration and temperature fluctuations. The light
is coupled into the ULE using a lens with a focal length of 300 mm. The light field at 960 nm
delivers an optical power of 83 ptW to the front side of the ULE of which a maximum of 12 pW
can be transmitted through the cavity when the laser is locked. Based on efficiencies of one
third for each EOM, the spectral power density in each peak of the modulation is one ninth of
the total power. This fits the measured transmission efficiency.
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Fig. 4.6.: Scheme of the locking techniques used with the blue Rydberg laser. The light emitted from
an ECDL at 960 nm is used for (1) seeding a TA, (2) PDH locking and (3) phase locking. The
amplified light from the TA is sent to a SHG and the frequency doubled light can be switched
by an AOM before being guided to the experiment via an optical fiber. For PDH locking, a
fiber coupled EOM with a modulation frequency of (0.1 — 1.7) GHz is used to allow a shift of
the laser frequency against the resonance of the ULE cavity. A free-space EOM working at
25.1 MHz is used to modulate sidebands for the PDH locking. The PDH locking is performed
with the light reflected from the ULE cavity and detected with PD,.q. During the Rydberg
experiments, an additional phase lock on the light transmitted through the cavity is activated
with a fast switch. The transmitted light is used in a beat note with the original light from
the ECDL and is detected with PDyans. As this path also forms an optical interferometer,
slow drifts in the optical path length must be compensated which is performed with a phase
modulation ¢, With a regulation bandwidth near 5 Hz. Lenses and PBS used as polarization
filters at the input and output of optical fibers are not drawn for clarity.

The locking to the reflected light is achieved with the PDH-module described in detail in [90].
By the use of a multi-channel DDS chip with a tunable phase offset between its channels
(AD9959, Analog Devices), a modulation can be imprinted on the light by the resonant EOM
and the different frequency components can be tested by a reflection on the ULE. The modula-
tion of the reflected light is detected with PD,.g and is demodulated in a RF-mixer (SYPD-1+,
Mini Circuits) to generate the error signal for PDH locking. With a fast PID regulator (FALC,
Toptica) acting on the piezo and the modulation input of the laser current driver, a lock to the
ULE cavity with a linewidth of 4.13 kHz is achieved [113].

The path for phase locking (3) couples the light into a polarization-maintaining fiber that
guides the unmodulated light to the transmission side of the ULE. This path is described in
detail in Sec. 4.2.6.

Via a permanent monitoring with a Fizeau-based wavemeter (WS8-10, High-Finesse), the
long term stability of the laser lock an the ULE frequency reference can be estimated. In the
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experiments shown here, the laser is typically locked at a frequency of 312.632323(10) THz.

4.2.3. Frequency scans with narrow-linewidth laser locks
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Fig. 4.7.: (a) Scheme of the light spectra used for sideband locking with an ULE cavity for a frequency
of the light field of fi. The sidebands at fy,;r are generated by the wideband fiber-EOMs
whereas the sidebands with offset fppy are generated by resonant free-space EOMs. Fre-
quency scans are performed by a change in fg. If the respective RF-source deactivates
its output for longer than a few microseconds, the lock will fail. (b) Signal recorded for a
change by 1 MHz in the output frequency of the synthesizer Siglent SSG3021X. The abso-
lute frequencies at 412 MHz and 413 MHz are not resolved in this plot. The signal output
is deactivated for several milliseconds which is unacceptable for a signal source driving the
sideband frequency fepis-

Scanning the laser frequency of the blue Rydberg laser system is performed by scanning the
frequency fgn; driving the PM980 fiber EOM. A scheme of the respective light spectrum is
shown in Fig. 4.7 (a). As the modulation strength of sidebands modulated by the EOM is
directly proportional to the power of the high frequency applied to the modulator, the synthe-
sizers must not vary their output power when performing a change in the output frequency.
It was observed for low-end devices (SSG3021X, Siglent, [114]) that these devices do not ful-
fill the requirements. When performing a change in frequency, the main output is switched off
completely as shown in Fig. 4.7 (b). As a result, the sideband at fg,;s; in the optical spectrum
driven by this frequency vanishes and results in a flawed error signal after the PDH demodula-
tion. For times longer than the inverse of the bandwidth of the lock, this will lead to an erratic
controller output and a loss of frequency stabilization. In the Agilent E4422B, a synthesizer
was found that does not drop the output power when performing changes in frequency. This
synthesizer is used to perform the scans in the frequency of the blue Rydberg laser.

4.2.4. Addressing of individual atoms with the blue Rydberg light

The optical system for the addressing of individual atoms with the blue Rydberg light is shown
in Fig. 4.8. The system uses an aspheric lens (C610TME-A) with a focal length of 4 mm to
produce a beam with a waist of 0.35mm. This beam is guided to a first AOD (type 4105,
Crystal Technologies) which is used for a deflection in vertical direction. This AOD is adjusted
to operate in the +1storder of deflection and therefore increases the frequency of the light.
A second AOD of the same type is placed directly behind this AOD on a tip-til stage and is
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Fig. 4.8.: (a) Scheme of the optical setup of the addressing of the blue Rydberg light. The light at
480 nm from the blue Rydberg laser is coupled out of an optical fiber with an achromatic lens
and sent through two AODs that deflects in vertical (first, drawn in plane) and horizontal
(second) direction. The system has to compensate a large refraction of the AODs with anti-
cipating beam paths. The blue light is superimposed with the light inducing the 1-qubit gate
with the DMSP650L and passes a PBS for 480 nm before both light fields become circularly
polarized by a dual-wavelength quarter-wave plate. (b) A three-dimensional visualization of
the optical setup. In the center, the two AODs are visible in black. From the right, the light
inducing the local 1-qubit gate is superimposed.

used for a deflection in horizontal direction. The second AOD is adjusted in the -1storder of
deflection and therefore decreases the frequency of the light.

The used AODs operate at a center frequency of 105 MHz. For an operation at their center
frequencies, the frequency of the light would be conserved even though each AOD imprints its
operation frequency on the frequency of the light. The imprinted phases of the HF-waves on
the light would result in a global phase for the respective transition. The deflection axis of the
AODs are aligned to the axes of the atom array which still allows for a cancellation of the HF-
frequencies for operations on one diagonal axis. This, in principle allows for an application of
the Levine-Pichler gate [32] in future work by using multi-tone RF signals and dynamic phase

57



control.

The AODs offer a usable RF-bandwidth of 35 MHz as shown in Fig. 4.9 with a total efficiency
better than 55 %. Within this bandwidth, a scan angle §© of 25 mrad is achieved. Behind the
AODs, the deflected beam is focused with an achromatic lens (AC254-040-A, Thorlabs) with
a focal length of 40 mm to a waist of 18 pm and converts the scan angle to a displacement of
1.0mm following (4.2). The polarization of the light is turned to p-polarization behind the
AODs by a half-wave plate and then guided by two mirrors towards an achromatic lens with
a focal length of 500 mm. This lens together with the high-NA objective, with a focal length
of 37.5 mm, reimages the focus into the science chamber. The achromatic lens is adjusted in a
way that a chromatic focus shift of the high-NA objective of 900 pm is compensated. With an
external monitoring camera, a spot size at a position equivalent to the atom plane is measured
to 2.1 (2) um which is consistent with an offline measurement of the Rayleigh range shown
in Fig. 4.10. A scanning range of 78 (2) pm in the atom plane can be used, resulting in an
addressing of an atom array of 11 x 11 traps. A Rayleigh range of 25 um is found as a mean
value for both axes.

Between the achromatic lens and the high-NA objective, the light is superimposed with the
light inducing the local 1-qubit gate with the dichroic mirror DMSP650L. Together, both light
fields are transmitted through a polarizing beam splitter cube (48877, Edmund Optics) which
filters the polarization of the light at 480 nm, but leaves the light at 795 nm unaltered. Both
light fields are circularly polarized by the dual-wavelength quarter-wave plate behind the PBS
and then enter the science chamber through the high-NA objective as described in Sec. 3.6.4.
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Fig. 4.9.: Total deflection efficiency of the AOD-based addressing system for the blue Rydberg light. In
most regions, an efficiency above 55 % is achieved within a RF-bandwidth of 35 MHz.
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Fig. 4.10.: Measurement of the Rayleigh range of the single-site addressed blue Rydberg beam. The
data is taken in an offline setup before the installation in the Quips-B experiment, allowing
for a scan through the focus of the high-NA objective with a microscope. Negative lengths
correspond to a smaller distance between the high-NA objective and the focal plane of the
microscope. A typical behavior of this high-NA objective is found, that the beam diverges
faster behind its focus and shows less variation. Therefore, fits of the waist result in smaller
values than the smallest measured waist of 2.1 (2) um. The Rayleigh range can be estimated
to 25 (4) pm on average. For the = and y directions, the smallest waists are found at different
positions than the circle of least confusion (in short “offset”). This describes an astigmatism
with a separation of 15 (2) pm between the foci in the different directions. The standard
deviations of the evaluated beam widths are smaller than the marker size and therefore not
drawn.

4.2.5. 780 nm Rydberg laser

The system generating the Rydberg light at 780 nm (“red Rydberg laser”) is shown in Fig. 4.11
and based on an ECDL emitting light at 780 nm. Besides the wavelength, the ECDL is similar
to the ECDL of the blue Rydberg laser, including a fast modulation option in the laser head
[110] and a low-noise ultra-stable laser current driver [111]. The light of this laser is split
up into four paths: (1) Seeding light for a (TA), (2) PDH locking, (3) phase locking, and
(4) diagnostics via beating with a reference laser and a wavemeter (WS8-10, High Finesse,
[115]). All four paths are fiber coupled in order to guarantee easy maintainability and stable
operation.

The seeding light for the TA-system allows the seeding of a Coherent TA-0780-2000 [116]
with up to 10 mW. After the amplification in the TA, a 7% reflecting plate (for s-polarization)
allows for an optional mixture with a second light field before passing both light fields to an
AOM [117] in double-pass configuration. This AOM is used for a compensation of frequency
shifts arising from the AODs in the addressing system of the blue Rydberg light described in
Sec. 4.2.4. The beam is focused in the AOM with a lens with a focal length of 200 mm which
results in a waist of 125 um. A rise time of 24ns [117] is achieved, allowing for fast pulse
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Fig. 4.11.: Scheme of the locking techniques used with the red Rydberg laser. The light emitted from
an ECDL at 780 nm is used for (1) seeding a TA, (2) PDH locking, (3) phase locking, and
(4) diagnostics. The amplified light from the TA is sent through an AOM in double pass
configuration and guided to the experiment via an optical fiber. For PDH locking, a fiber
coupled EOM with a working frequency of (0.1 —1.7) GHz is used to allow a shift of the laser
frequency against the resonance of the ULE cavity. A free-space EOM working at 20.45 MHz
is used to modulate sidebands for the PDH locking. The PDH locking is performed with the
light reflected from the ULE cavity and detected with PD,.n. During the Rydberg experi-
ments, an additional phase lock on the light transmitted though the cavity is activated with
a fast switch. The transmitted light is used in a beat note with the original light from the
ECDL and is detected with PDyps. As this path also forms an optical interferometer, slow
drifts in the optical path length must be compensated which is performed with a phase mod-
ulation ¢yg,w With a regulation bandwidth near 5 Hz. Lenses and PBS used as polarization
filters at the input and output of optical fibers are not drawn for clarity.

modulation and in future applications also for a modulation of the light phase as used in the
Levine-Pichler gate. After the double-pass, the light is coupled into a polarization-maintaining
fiber guiding the light to the experiment.

The other two paths (2) and (3) are set up similarly to the system of the blue Rydberg laser
besides using the specialized electro-optical components (PM780, Jenoptik, [118] and PM7-
NIR-780, Qubig). The fiber-coupled phase modulator is used with a frequency of 150 MHz.
The PDH locking uses a modulation frequency of 20.45 MHz at the free-space EOM produced
by the PDH-module. This frequency is chosen different to the modulation frequency of the
blue Rydberg laser in order to not interfere with the locking of that laser. With a Fizeau-based
wavemeter (WS8-10, High Finesse) connected to path (4), the light of the red Rydberg laser
at 384.229409(10) THz is logged.
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4.2.6. High-bandwidth locking of the Rydberg lasers via an optical phase-locked loop

Both Rydberg lasers are locked with the PDH technique on fringes of the ULE cavity. The PDH
technique uses the modulations imprinted with the free-space EOMs and compares it with the
modulation in the light after a reflection on the cavity. Therefore, the modulated light fields
are coupled out of polarization-maintaining single-mode fibers and by the use of quarter-wave
plate and a PBS, the reflected light from the ULE cavity is detected with fast photodiodes [119].
The two light fields at 780 nm and 960 nm are superimposed with a dichroic mirror (#69-221,
Edmund Optics) in front of the ULE cavity as shown in Fig. 4.12. The fast photodiodes PD,.g
for the respective wavelength detect the modulation in the light after the reflection and allow
to compare this modulation in amplitude and phase with the original modulation used at the
EOM in the PDH-modules [120]. The locking technique is presented in full detail in [90].
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Fig. 4.12.: Scheme of the OPLL with the transmitted light oft the ULE cavity. The modulated light
of each Rydberg laser (paths (2) in Fig. 4.6 and Fig. 4.11) is coupled out of polarization-
maintaining single-mode fibers. The light is prepared in circular polarization by a quarter-
wave plate and reflected on the ULE cavity. The reflected light passes the quarter-wave plate
a second time and can be separated by a PBS from the incoming light. With the photodiodes
PD,cq, the modulation is detected and passed to the PDH-module for demodulation and
creation of the PDH error signal. The transmitted light behind the ULE cavity is detected
with a camera that is able to resolve the TEM mode exiting the cavity. The light fields
from of the two lasers are separated by a dichroic mirror. Each field is then split up for a
measurement of the transmitted power and for a beat measurement with the unmodulated
light from the respective ECDL (paths (3) in Fig. 4.6 and Fig. 4.11). The transmittance of
the beam splitters are noted by the label “T” followed by the value in percent. This beat
note is used for an additional phase lock to a reference synthesizer. PBS used as polarization
filters at the input and output of optical fibers are not drawn for clarity.
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After accomplishing the PDH lock for each of the two Rydberg lasers, an optical power of
several microwatts is transmitted through the ULE cavity. This light is expected to have a
very small linewidth and vanishing frequency components at higher modulation frequencies,
due to the high finesse of the ULE cavity. Based on the analysis in [39], the full with at half
maximum of the cavity fringes is expected to be Awvygy = 47.6(4) kHz for the light at 780 nm
and Awvggy = 32.1(1)kHz for the light at 960 nm. These sharp transmission windows act
as spectral filters and suppress phase noise at high frequencies in the transmitted light. In
terms of a frequency reference, any frequency modulation at faster frequencies than 300 kHz
(at 780nm) and 200 kHz (at 960 nm) is filtered because the the ring-down time for light in
the cavity has been measured to 3.0 & 0.3 us for the light at 780nm and 5.0 & 0.3 ps for the
light at 960 nm [90]. Following the argumentation in [11], phase noise above the respective
corner frequencies (300 kHz for 780 nm, 200 kHz for 960 nm) is suppressed by a factor of 40
and better. The cavity therefore acts as a low-pass filter for phase noise in the vicinity of its
fringes. This is promising to deliver an optical frequency reference that allows for an improved
locking for bandwidths above these low-pass frequencies.

In order to use this frequency reference with available techniques, a beat measurement of the
light of the respective ECDL with the transmitted light from the ULE is set up for both lasers
as shown in Fig. 4.12. The light transmitted through the ULE cavity is collimated with a lens
with a focal length of 300 mm and then split up with a dirchoic mirror DMSP900 [121]. With
a fraction of 30 % of the transmitted light of each wavelength, a monitoring of the transmitted
power is set up. With a fraction of 70 % of the transmitted light and for each wavelength, a
beat with the unmodulated light of the respective ECDL, guided via the paths (3) (see Fig. 4.6
and 4.11), is measured with fast photodiodes.

For the light at 780 nm, a photodiode of type FDS025 is used and for light at 960 nm, the type
FGAOL1 is used [122]. As the beat signals are very weak, multiple low-noise amplifiers (ZX60-
3018G+, Mini-Circuits and ZFL-500-HLN, Mini-Circuits as last stage) are used to generate
a high-frequency beat note with a signal strength of 10dBm. As a result, beat spectra with
center frequencies at the frequencies used for the respective fiber coupled phase modulators
(e.g. 150 MHz and 412.03 MHz) can be analyzed. Based on these beat spectra, the same phase
locking technique based on a phase-frequency detector as used for 1-qubit gate operation, see
Sec. 4.1.1, is used. Using a proportional-differential controller, the fast modulation option in
the laser head controls the phase of the beat note to follow the phase of a reference synthesizer.
For both Rydberg lasers, beat spectra comparing the PDH lock and the phase locked loop are
shown in Fig. 4.13.

From the beat spectra, a reduction of the phase noise of 20 % for the red Rydberg laser and of
39 % for the blue Rydberg laser can be calculated. So far, this could not be tested independently
due to the limited options for the analysis of laser phase noise on short time scales. The impact
on the Rydberg excitation is discussed in detail in Sec. 5.3.5.

One limitation of this locking scheme is given by long-term drifts of the phase delay, mainly
induced by the optical fibers. As the index of refraction of the optical fibers is highly sensible to
temperature and mechanical stress, changes in both quantities will modify the phase measured
in the beat note. As these effects can be clearly addressed to frequency domains smaller than
100kHz, a slow modulation of the phase of the reference synthesizer is used to compensate
this. The controller bandwidth is set to 5Hz to reduce manipulations of the light phase on
the significant time scales. Additionally, a low-pass filter with a cutoff frequency of 10 kHz is
placed at the modulation input of the reference synthesizers to avoid additional phase noise
by coupling to electromagnetic interference.

As the phase deviation of the reference synthesizer is limited to a few multiples of «, but
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Fig. 4.13.: (a) Comparison of the phase noise of the red Rydberg laser with PDH lock only (yellow)
and activated OPLL (blue). (b) The same comparison for the blue Rydberg laser measured
in the fundamental light at 960 nm.

temperature drifts allow the fibers to produce a much larger phase deviation in the optical
path, frequent resets of the phase offset are implemented. For a phase reset, the phase lock
is deactivated in experiment slots when the light of the Rydberg lasers is not irradiated to the
atoms. Then the slow controllers are reset and relocked on a new phase offset. Finally, the
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phase lock of the lasers is reactivated.

Another limitation is given by the high modulation bandwidth of the fast current source in
the laser head. The activation of the phase lock usually starts with a maximum output of the
PD-controller given by the design of the controller. The fast current source in the laser head
modulates parts of this burst on the laser diode as it can modulate frequencies of up to 150 MHz
[110]. The bursts can lead to a loss of the PDH lock. In order to eliminate these extremely
fast burst, low-pass filters with a cutoff frequency of 5 MHz (SLP-5+, Mini Circuits, [123]) are
applied at the output of the PD controller. Using filters with good impedance matching results
in a reliable operation of the phase lock with frequent resets of the phase offsets.
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4.3. Agile synthesizer for Rydberg blockade mediated CNOT Gate

Due to the high sensibility of Rydberg atoms to external fields (see Tab. 5.3) and the limited
options for the trapping of Rydberg atoms, experiments using these states require a very fast
control over the light interacting with the atoms. The choice of AODs for the single-site ad-
dressing implies that this involves fast changes in RF-frequencies as well as triggering light
pulses on timescales shorter than one microsecond. Here, an FPGA-based system is presented
that allows agile changes in RF-frequencies synchronous to triggers activating the respective
light fields. First, the H-Cz sequence is described that defines the requirements for this sys-
tem. Then, the technical details of the electronics are presented.

4.3.1. H-Cz sequence

For an experimental realization of the H-C; gate (see Sec. 3.1.6), control over the position
of two laser beams and a fast switching of these two beams is required. A simplified scheme
of the RF- and digital channels proposed for this operation is shown in Fig. 4.14. As the
addressing of the local 1-qubit gate (pulses (2) and (4) in Fig. 3.9) and the addressing of the
blue Rydberg light (pulses (1), (3), and (5)) are performed with AODs, four agile RF-channels
are needed, allowing frequency jumps on a timescale of at least 100 ns. These channels produce
the RF-frequencies f; to f;. Additionally, as the AODs in the blue addressing system shift the
frequency of the light, which would create a position-dependent detuning on the Rydberg
excitation, a fifth agile RF-channel is required for a compensation of this frequency shift with
5

The gate must operate within the coherence time of the Rydberg state of the control atom in
order to reproduce its original state at the end of the sequence. This timescale is measured
to a few microseconds [124]. Therefore, control over pulses shorter than microseconds is
required. For the light inducing the local 1-qubit gate and at the light of least one of the
two Rydberg lasers, a switching faster than this timescale is needed. This can be reached
by a combination of digital signals, fast switches for RF-frequency, and AOMs. In this setup,
fast digital outputs (Digital out 1 and Digital out 2 in Fig. 4.14) that operate synchronously
with the agile RF-channels fulfill this requirement together with commercial fast RF-switches
(ZYSWA-2-50DR +, Mini-Curcuits) and the used AOMs (CT3200-121, Crystal Technology).
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Fig. 4.14.: Scheme of the RF- and digital output channels needed for a realization of the H-C; gate
with AOD-based addressing. Two RF-channels (f; and f2) control the addressing of the
light inducing the local 1-qubit gate. Two more agile RF-channels (f; and f4) switch the
blue Rydberg light from the control to the target qubit via AODs as indicated with the blue
bars labeled “Rydberg control” and “Rydberg target”. Another agile RF-channel (f5) is used
for a compensation of the induced shift of the frequency of the blue Rydberg light. Two
digital outputs activate the respective pulses of the Rydberg light and the light inducing the
local 1-qubit gate. The frequencies are changed in advance of the pulses to compensate for

delays in the AODs.

4.3.2. Agile frequency synthesis for AOD-based addressing

A fast control of the RF-frequencies driving the addressing systems is achieved with an FPGA-
and DDS- based setup shown in Fig. 4.15. The frequency synthesis is based on DDS cards fea-
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Fig. 4.15.: Scheme of the agile frequency synthesis implemented with the Terasic DE1-SOC, featuring
the Cyclone V FPGA with a SoC running a Linux system with a shared memory. The shared
memory is written by the Linux system with a list of operations received via ethernet. One
digital input triggers the FPGA to execute the next entry in the shared memory. Controlled
by to the FPGA, six DDS chips produce the frequencies fj to f5. These frequencies are used
in the systems drawn in Figs. 4.1, 4.3 (a), 4.8 (a), and 4.11. A common reference clock
serves for a consistent frequency output. Three digital outputs are used to control the light
pulses of the global 1-qubit gate, the local 1-qubit gate and the red Rydberg light via fast
RF-switches.

turing an AD9910 core [125]. The fast and versatile control over the DDS cards is achieved
with a System-on-Chip (SoC, DE1-SOC, Terasic), featuring a Cyclone V and an ARM Cortex-A9
dual-core processor.

Via an ethernet port, the experimental control software [126, 81] communicates with a Linux
system running on the dual-core processor. This system is able to write a list of operations
into a shared memory based on a first-in, first-out (FIFO) logic, which can be accessed by the
Cyclone FPGA [61]. The FPGA controls 80 digital I/O pins which are programmed as one
input and 79 outputs. The 79 output pins are sufficient to control six AD9910 via their (slow)
serial BUS and (fast) parallel BUS. Hereby, the parallel BUS is shared among the six DDS-cards
and each DDS can be addressed by triggering its individual “receive” pin. This allows for a
highly efficient use of the provided pins. Three output pins are left free that are used for a
fast and synchronous control over the light pulses.

The information about the frequency and the identifier of the DDS-core is saved in the FIFO
memory. Additionally, the state of the three digital output pins, a time delay, and a trigger
type are saved. The absolute timing of the changes in frequency are triggered by the one input
pin that servers as a trigger pin (3.3V). In the FIFO, only a few entries are defined as being
triggered by this hardware pin. On timescales up to 10 ms, the FPGA can count its own clock
cycles and trigger the next entry of the FIFO according to the saved delay [108]. The clock
cycles of the FPGA bearing a time of 20 ns define the shortest operations that can be created.
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Using this technique, a very fast control over the systems used for the gate operations is
achieved. The connections of the DDS cores are labeled by the variables f, — f5 following
the indices of frequency variables in the subsystems. The frequency outputs are used in the
following functions:

* fo: agile jumps of the beat note between the two phase-locked ECDLs generating the
light for the 1-qubit gate (see Fig. 4.1)

* f1 and f,: control the AODs deflecting the light inducing the local 1-qubit gate (see
Fig. 4.3 (a))

* fsand f4: control the AODs deflecting the blue Rydberg light (see Fig. 4.8 (a))

* f5: agile frequency jumps of the compensation AOM in the red Rydberg laser (see
Fig. 4.11)

The digital outputs are used to trigger pulses of the light inducing the global 1-qubit gate,
the local 1-qubit gate and the red Rydberg light. Whereas the local 1-qubit gate and the red
Rydberg light are used in the H-C; protocol described in Sec. 4.3.1, the global 1-qubit gate
is used in the Raman-assisted pumping scheme described in Sec. 3.4.3.

The hardware incorporating these functions is shown in Fig. 4.16. The DE1-SOC is used as the
lowest section. The digital I/0 pins from the GPIO connectors of this board are distributed via
an intermediate board in a spatial configuration that gives enough space for the DDS cards.
These cards are mounted on top offering access to the SMA connectors with RF-cables. Via the
top row of SMA connectors, the DDS cards are connected among each other and to a synthe-
sizer producing a highly stable reference clock frequency at 40 MHz. For a more convenient
and safe use, the power supply for the DDS cores (3.3V, 0.5 A each) is shared among the cards
and delivered via the connectors from the intermediate board. A power supply of (12 — 20) V
powers the intermediate section and is transformed to the required voltage of the DDS cores
[127].

Fig. 4.16.: Render graphics of the hardware used for agile frequency synthesis. In the lower part in
blue, the Terasic DE1-SOC is drawn and connected via an intermediate board to the six DDS
chips on the top. In yellow, supporting structures are drawn that support the PCBs (taken
from [108]).
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5. Demonstration of quantum gate operations

The demonstration of a universal set of quantum gates has been the missing key to quantum
computing in the Quips-B experiment for years. Parts of this task have been achieved in the
course of this experiment starting from first 1-qubit rotations on ensembles of atoms [8] to
experiments with single atoms [72] and sorting [61] to Rydberg excitation and interaction
[14]. This thesis is the first approach to combine all parts of the puzzle. First, the experimental
sequence is shown. Then, the 1-qubit operations are discussed starting with the global 1-qubit
operation followed by the local 1-qubit operations which involve Rabi floppings as well as
virtual-Z rotations. Next, the Rydberg excitation is discussed in full detail, with respect to the
requirements for reliable experiments with Rydberg atoms in this experiment and a discussion
of the performance of the Rydberg excitation. Finally, the first approach of a CNOT operation
is shown.

5.1. Experimental sequence for gate experiments

Sub-Doppler Raman-assisted State projection
coolin umpin
< P -~ |
7Image . = Blue Rydberg Image
1.2 — pulse f
A 40 us
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X
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Fig. 5.1.: Scheme of the experimental sequence as trap depth over time for experiments with Rydberg
atoms, 1-qubit operations, and 2-qubit operations. Time axis drawn not to scale and pulses
of the Raman-assisted pumping scheme are drawn symbolically. Prominent light pulses that
are applied in all experiments with quantum gates are drawn in colored boxes. As a green
inlay, the activation of the quantization field is drawn.
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For the demonstration of quantum gates, an experimental sequence as shown in Fig. 5.1 is
used. Starting with a defect-free array of individual atoms as described in Sec. 3.4, a first flu-
orescence image is taken at a high trap depth of approximately kg x 1.2 mK in the center trap.
A full set of trap parameters is listed in Tab. 5.1. As the imaging parameters are optimized
for optimal imaging but not for cooling, a short pulse for sub-Doppler cooling follows the first
imaging phase with the maximum accessible detuning of the cooling light. Next, the traps are
ramped down to a trap depth of kg x 0.25 mK to reduce scattering of the trapping light.

The quantization field is activated and needs several milliseconds to reach its full strength due
to the inductance of the magnetic fields coils. As described in Sec. 3.4.3, the state of the atoms
is prepared to |52S; /2, F = 2,mp = 0) by the Raman-assisted pumping scheme. From then on,
1-qubit operations can be performed at any time until the state projection. Furthermore, the
blue Rydberg light is activated as explained in Sec. 5.3.3. During this pulse, the traps are
deactivated for less than 10 us as described in Sec. 5.3.2. This deactivation marks the time
slot used for experiments with Rydberg atoms.

After the reactivation of the traps, the state projection can be performed as described in
Sec. 3.3. For the detection of a Rydberg excitation, the state projection is not used, as it
provides only information on the qubit basis states but not the Rydberg state. Finally, the
traps are ramped up to the initial depth and a second fluorescence image is taken. The mag-
netic field must be decayed completely until the image is taken to avoid atom loss during
imaging. By comparing the initial and final image of each experimental cycle, the atom loss
probability (in short: loss probability) is evaluated selectively for each trap site. When using
the state projection, the atom loss probability is understood as the population in the state
1) = |5%Sy 9, F = 3, mp = 0) with respect to the detection errors shown in Sec. 3.4.3. For ex-
periments involving the Rydberg excitation, this is the best measure of a successful excitation
as the Rydberg atoms are not attracted by the dipole traps. A detailed analysis of this process
is given in [128, 39]. With the recaptured atoms, an additional cycle of rearrangement is
performed and the experiment is repeated for up to nine cycles, typically.

Tab. 5.1.: Parameters of trapping light used in the different steps of the experimental cycle used for
the demonstration of gate operations. The given power is the total laser power used for the
generation of the trap array. The trap depth is the calculated trap depth of the central trap.

Stage n Wavelength of Power of trapping Trap depth in units

experimental . T o
trapping light in nm light in W of kg x mK
cycle
Loading of traps 798.32 1.9 1.2

1-qubit gate 798.32 0.41 0.25
experiments

Rydberg 798.32 0.0 0

excitation

70




5.2. 1-qubit gate

The 1-qubit gates are applied in global and local operations in this experiment. The generation
of the required light and the options for frequency and phase shifts are discussed in Sec. 4.1.
Here, the operations that are induced by this light on the atoms are demonstrated. As a
starting point, the operation with the global 1-qubit gate is discussed before the more complex
discussion of the local 1-qubit gate is given.

5.2.1. Global 1-qubit gate Rabi flopping

The basis of a 1-qubit gate is a Rabi flopping of the respective qubit basis states. In words
of a gate operation, the Rabi flopping coincides with a (6, 0) gate for various settings of the
rotation angle #. Rabi floppings with all atoms in the array are performed with a two-photon
process (see Sec. 3.1.2) and with a light beam with global access to all atoms in the atom
plane via the z-axis (see Sec. 3.6.2).

Rabi floppings have been demonstrated within a wide range of detunings A ; to the manifold
of intermediate states |5°P; /2)- Due to the Gaussian profile of the beam, a beam diameter
that is larger than the edge length of the atom array of 140 um is preferred to achieve a nearly
uniform action over all atoms of the array. A beam waist of 350(32) pum is chosen for the light
inducing the global 1-qubit gate.

A significant scattering on the atoms, following (3.6), can occur for a too small detuning
relative the intermediate state. The effect of scattering is shown in the Rabi floppings in
Fig. 5.2 for a peak intensity of (0.17(1) x 10~* mW pm~?) and a detuning of —8 GHz relative
to the transition |5%S; /5, F = 3) < |5°P; /5, F' = 2). The shown Rabi floppings occur at Rabi
frequencies in an array of 5x5 individual atoms with a mean of 194 + 4kHz and a range of
(164—217)kHz and a 1/e decay time with a mean of 18+ 1 ps and a range of (13—25) ps. In all
traps, a trend towards a population in the |52S; /2, F = 3) manifold with a slope of 0.5 % ps!
is found by irradiating the light inducing the global 1-qubit gate with a detuning of 2 MHz
relative to the two-photon transition. By increasing the detuning of the light relative to the
intermediate state from —8 GHz to —17 GHz, the scattering could be reduced below the error
rates of preparation and readout.

The Rabi floppings for the larger detuning and the same intensity of the light as before are
shown in Fig. 5.3. As the detuning is increased by a factor of 2.125, the Rabi frequency is
reduced by this factor following (3.11) to 91 &+ 2 kHz with a range of (75 — 112) kHz over the
array. Owing a mean 1/e damping time of 83 + 7 ps and a range of (43 — 153) ps, the damping
tends towards a value of 50 % population on state |1) within the tested pulse duration.
Comparing the two damping times, the expected scaling with the inverse of the square root
of the detuning following (3.6) is found.
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Fig. 5.2.: Site-resolved Rabi floppings driven by the light field inducing the global 1-qubit gate and a

detuning of —8 GHz relative to the transition [5?S; /o, F = 3) <+ [5°Py o, F' = 2). The individ-
ual traps are labeled with their vertical coordinate first and horizontal coordinate second.
The curves show a mean Rabi frequency of 194 + 4 kHz with a range of (164 — 217) kHz over
the array and a trend towards a population in the |52S; 5, F = 3) manifold. This is evidence
for a high one photon scattering rate of the light inducing the global 1-qubit gate. As a mean
over all shown traps, a 1/e damping time of 18+1 ps is calculated from a range of (13—25) ps.
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Fig. 5.3.: Site-resolved Rabi floppings driven by the light field inducing the global 1-qubit gate and a
detuning of —17 GHz relative to the transition |5°S; 5, F = 3) <+ |5?P /5, F' = 2). The indi-
vidual traps are labeled with their vertical coordinate first and horizontal coordinate second.
The curves show a mean Rabi frequency of 91 + 2kHz with a range of (75 — 112) kHz over
the array. As a mean over all shown traps, a 1/e damping time of 83 + 7 s is calculated from
a range of (43 — 153) ps. This data is recorded four months after the measurement shown
in Fig. 5.2, with a corresponding drift of the center position of the light field inducing the
global 1-qubit gate visible in a different position of the maximum Rabi frequency.
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5.2.2. Local 1-qubit gate Rabi flopping
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Fig. 5.4.: Depolarization driven by the high intensities of the light inducing the local 1-qubit gate for
detunings A;; = —17GHz and A;; = —38 GHz relative to the transition |52S; 12, F=3) <
|5%P1 /2, F' = 2). For the smaller detuning, the depolarization is measurable already for in-
tensities lower than 5 x 104 mW pm~2 (blue). With the higher detuning, the depolarization
can be sufficiently suppressed for an intensity of 8 x 10~ mW pm~—2 (green). As initial prepa-
rations in state |0) (blue, yellow, green) and in state |1) (pink, purple) both tend towards
a population of 50 %, depolarization of the qubit state is identified. A 1/e decay is fitted
to values measured at intensities larger than 9 x 10~* mW pm~—2 as guide to the eye. This
process does not scale directly with the pulse area as doubling the pulse length results only
in a minor effect (yellow, brown). Significant loss from the traps is excluded by leaving out
the state projection (red).

The local 1-qubit gate operation uses a tightly focused laser beam as described in Sec. 4.1.3.
As the same optical power of 5 mW can be used in this system but with a spot size of 2.2(2) pm
(waist) [108], the intensity of this beam can be set four orders of magnitude larger than for the
light inducing the global 1-qubit operation. In order to avoid high scattering rates and to reach
a Rabi frequency of 1 MHz, multiple ways of optical attenuation are used. Firstly, the switching
AOM is driven with a very low RF-amplitude. Secondly, the respective intensity stabilization is
equipped with a highly sensitive photodiode, owing a sensitivity of 0.15 VuW ™!, which allows
for the stabilization of a few microwatts of optical power. Thirdly, the AODs used for single-
site addressing each are operated by a fraction of one tenth of their maximum efficiency only,
resulting in an attenuation by a factor of 100.

As a result, Rabi frequencies of hundreds of kilohertz and above can be used with this system.
But even with the used attenuation, the high intensities result in a high depolarization, as
shown in Fig. 5.4. In this plot, pulse durations of 1 s and 2 s are tested with a peak intensity
up to 26.0(3) x 10~* mW pm~2 of the light inducing the local 1-qubit gate. In order to test non-
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resonant processes stimulated by this light, a detuning of —4.5 MHz relative to the two-photon
transition |5%Sy /9, F = 3, mg = 0) <+ [52S; 5, F = 2,mp = 0) is set. For a detuning of Aj; =
—17 GHz to the transition to |5°P; /2), @ significant change of the state of qubits initialized in
state |0) towards the |5%S; /o, F = 3) manifold of up to 20% can be observed (blue, yellow).
In order to reduce this effect, the detuning is increased further from —17GHz to —38 GHz
(green). As shown for the respective curve, a significantly reduced change in the state of the
qubits is induced for this setting, allowing to use a peak intensity of 8.0(1) x 10~* mW pm—2
for the local 1-qubit operation.

The cause for this limit is investigated by testing the behavior of atoms prepared in state |1)
(purple, brown). A symmetric change of the state of the qubits towards a population of 50 %
in state |1) is found, which allows to identify this effect as depolarization. Additional atom
loss by heating are excluded with a measurement without state projection, showing a constant
baseline loss of 2(1) %.

Using a detuning of A;; = —38GHz, Rabi floppings with a frequency of 1.17 + 0.06 MHz
with a range of (0.85 — 1.36) MHz over the array are achieved with the local 1-qubit gate as
shown in Fig. 5.5. For this measurement, the individual traps are addressed consecutively
in one experimental sequence, probing the traps from left to right, line-by-line starting from
the top left corner. The mean 1/e damping time is determined to 1.8 + 0.2 pus with a range
of (1.08 — 3.0) ps. As the intensity measured for this system is the summed intensity for
both light fields involved in the two-photon process, the Rabi frequency scales linear with
this intensity (see (3.7)) and the scattering also scales linear with this intensity (see (3.6)).
With intensities that are different by factor of 47, the same ratio is expected between Rabi
frequencies and damping of the global and the local 1-qubit operation for equal detuning
Aj ;. For the local system, a Rabi frequency of up to 2.1(5) MHz and a 1/e damping time of
7(3) us would be expected. This is evidence for additional sources of errors in this system
that need further investigation. For the single-site addressing, errors in the position between
positions of the atom the beam are likely regarding mechanical and thermal drifts but also
the thermal motion of the atoms in the trap. Also the beam profile itself can be source of
significantly lower damping times as discussed in [129].

The larger detuning also holds for the light inducing the global 1-qubit gate. The result is
shown in Fig. 5.6 and an overview of the measured Rabi frequencies and damping times is
given in Tab. 5.2. For the global system, the Rabi frequency decreases to 45 + 1kHz with a
range of (37 — 56) kHz over the array and 1/e damping times with a mean of 156 + 87 us with
a range of (53 — 318) us. Comparing the 1/e damping time for the global 1-qubit operations
shown for a detuning of —17 GHz with the result for —38 GHz, the quadratic scaling with the
inverse of the detuning also does not fit to the results. From a damping time of 83 + 7 s for
—17GHz, an increase by a factor of four is expected for the higher detuning of —38 GHz. But
only a factor of two is observed. Especially, the extremely long pulses of up to 100 ps could
reach limits of the used sample and hold technique for the intensity stabilization [90] and
probes a large range of control bandwidth of the optical phase-locked loop. Imperfections in
each of the two systems could explain the shorter damping times. Though it is not a limit
for the experiments shown here, this should be further investigated. Due to the low Rabi
frequencies for the global 1-qubit operation, the detuning of the light inducing the 1-qubit
gate is not increased further though a further suppressed depolarization would be preferred.
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Fig. 5.5.: Site-resolved Rabi floppings driven by the light field inducing the local 1-qubit gate with a

detuning of Aj; = —38GHz relative to the transition |5%S; /5, F = 3) <> [5°Py o, F' = 2).
The individual traps are labeled with their vertical coordinate first and horizontal coordinate
second. All curves show similar Rabi frequencies with a mean of 1.17 &+ 0.06 MHz with a
range of (0.85 — 1.36) MHz over the array. As a mean over all shown traps, a 1/e damping
time of 1.8 4 0.2 us with a range of (1.08 — 3.0) ps is calculated.
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The individual traps are labeled with their vertical coordinate first and horizontal coordinate
second. All curves show similar Rabi frequencies with am mean of 45 + 1kHz with a range
of (37 — 56) kHz over the array. As a mean over all shown traps, a 1/e damping time of
156 + 87 ps with a range of (53 — 318) ps is calculated.

Tab. 5.2.: Overview of the parameters of Raman Rabi floppings shown in Figs. 5.2, 5.3, 5.5, and 5.6.

.. Intensity in Effective Rabi 1/e damping time
Detuning in GHz 107*mW pm~—2 frequency in kHz in ps
—38 8 1170 £+ 60 1.8+0.2
—-38 0.17 4541 156 £+ 87
17 0.17 91 +2 837
—8 0.17 194 +4 18+1
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5.2.3. Local 1-qubit gate virtual-Z rotations

(8,8) (9,8) (10,8) (8,8) 9,8 (10,8

Time

Fig. 5.7.: Pulse sequence for the demonstration of a virtual-Z rotation. For an array of 3 x 3 qubits, local
R(0, ¢) gates are performed. The first group of nine operations forms a Ramsey experiment
together with the second group. In each group, the trap sites are addressed from left to
right and line-by-line, indicated by the color of the operations and the trap indices showing
the addressing of the respective next line of traps. A variable phase shift by the angle ¢ for
the sixth pulse of the second group demonstrates the virtual-Z rotation. A representation
on the Bloch sphere is drawn with an exemplary phase shift as red trace together with a
representation without the phase shift for the next pulse.

In the formulation of the CNOT gate on neutral atoms, the Hadamard gate is used, as de-
scribed in Sec. 3.1.6. This gate describes rotations around the z- and the x-axis of the Bloch
sphere [67]. Whereas a rotation around the x-axis corresponds to the Rabi floppings shown in
the previous sections, the rotation around the z-axis can only be demonstrated with a Ramsey-
type experiment.

Such Ramsey experiments are performed with the local 1-qubit gate with the sequence shown
in Fig. 5.7. The experiment starts with a defect-free 5 x 5 array of individual atoms prepared
in the state |0) = [5°S; /5, F = 2, mg = 0). With a first series of 9 individual 7 /2-pulses, the
atoms of the inner 3 x 3 sites are prepared in superposition states 1/+/(2)(|0) + |1)), corre-
sponding to a R(r/2,0) gate (see Sec. 3.1.6). Between each atom addressed, a wait time of
20 ps is used, allowing for an adaption of phase and frequency of the beat note between the
two ECDLs for each atom. In total, the preparation of the 3 x 3 atoms needs approximately
220 ps in this configuration. After an extra time of free evolution, a second sequence of 7 /2-
pulses is performed. In this second sequence, the phase of the beat note is shifted by the angle
¢ for the sixth pulse via the analog phase modulation input of the synthesizer in Fig. 4.1.
This corresponds to the application of a R(O, ¢) gate for the atom in trap (9,10) followed by a
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R(7/2,0) gate for all atoms.

This sequence allows for two experiments. The first experiment uses a fixed time of free evolu-
tion of 10 pus between both of two pulse sequences. The measured phase evolution is therefore
expected to be constant, but can assume different values for the individual traps. Only for the
one atom that receives the phase-shifted pulse, an evolution corresponding to the phase shift
performed on the synthesizer is expected. This result is shown in Fig. 5.8. A phase shift in the
range of ¢ € [0,4w) in the reference frequency is performed. As can be seen in the measured
phase evolution, this phase shift performs an R(0, ¢) gate on this qubit.

The second experiment varies the time of free evolution, corresponding to an evolution of the
phases of the superposition states according to the effective detuning. In this experiment,
the quadratic Zeeman effect is not compensated, resulting in a phase evolution with an ex-
pected frequency of 63.4 kHz, see Sec. 3.2. Again, trap (9,10) is addressed with a phase shift
of 1/27,1m,2m, and 37 in the reference frequency. The result is shown in Fig. 5.9. The
measured phase evolutions demonstrate a corresponding offset in the phase evolution of trap
(9,10). In all other traps, the phase evolutions are not affected.
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phase-locked loop described in Sec. 4.1.1. The individual traps are labeled with their vertical
coordinate first and horizontal coordinate second. For trap (9,10), the phase shift is applied
in the reference frequency. A corresponding Ramsey oscillation is measured whereas all other
traps do not show a change in the measured phase.
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5.3. Single-site-addressed Rydberg excitation

The excitation of individual atoms to a Rydberg state is the most promising technique for a
coherent interaction between qubits stored in neutral atoms (see Sec. 2.5). This operation sets
high requirements to the optical system, as the excitation to high principal quantum numbers
requires high photon energies in the region of 5eV and extremely narrow laser lines in the
region of single kilohertz. Both requirements are still complex to maintain as discussed in the
previous chapter but in general state-of-the-art. In contrast, the properties and the handling
of Rydberg atoms is a field of active research.

The first section of this chapter lists known properties of some accessible Rydberg states. Then,
the influence of the trapping light on the Rydberg atom is shown, resulting in limits for the trap-
ping light. Next, a stable operation for experiments with Rydberg atoms is discussed, which
gives an estimation for electric fields that need to be avoided due to the high polarizability of
the Rydberg atoms. Furthermore, the interaction of the Rydberg light with the atoms is dis-
cussed regarding the two-photon and on-resonance Rabi frequencies. Finally, the differential
light shift acting on the qubit basis states during the Rydberg excitation is quantified.

5.3.1. Properties of the Rydberg state

In this project, the Rydberg state [82S;/5,J = 1/2,my = —1/2) is used. This state is chosen
due to a good match of its expected properties to the experimental parameters. For the opti-
cal powers of the Rydberg light fields, a Rabi frequency of 1 MHz is expected [61], and from
the interaction strength, a blockade of next neighbors and diagonal neighbors of atoms in
the array is expected. This is promising for the demonstration of a Rydberg blockade and a
CNOT operation based on it. For the experiments shown here, the resonance frequency for
the transition from the state |52P; /2), the polarizability, the Cs coefficient, and the lifetime of
the Rydberg state are relevant quantities. Calculations for some Rydberg states accessible in
this experiment are shown in Tab. 5.3. For a direct application of the given resonance frequen-
cies in this experiment, the resonance frequency for the transition from the intermediate state
|52P; /2) to the respective Rydberg state is given as the frequency of the fundamental light at
a wavelength of 960 nm of the blue Rydberg laser. Together with a precise wavemeter, this
allows comfortably to identify the Rydberg states by their resonance frequency. As described
in Sec. 4.2.2, the wavelength of the fundamental light is measured with a wavemeter with an
accuracy of 10 MHz.

In a resonant process with atoms in dipole traps and pulses of the blue Rydberg light together
with the cooling light, a resonance at 312.63263(5) THz was found and assigned to the state
1825 /2). Compensated for the involved switching AOM and AODs, this is a discrepancy to the
calculated resonance frequency of 100(10) MHz (in the blue light), but still allows a discrimi-
nation against the other Rydberg states which should be separated by more than 13 GHz (in
the blue light).

For the two-photon process used for the gate sequence, a frequency of the fundamental light
of the blue Rydberg laser in the vicinity of 312.632323(2) THz is used with minor changes
due to optimizations of the frequency of the red Rydberg light. A direct measurement of the
detuning of the two-photon process is not concluded from this, as the measurement of the
resonant excitation from the [52P; ,) state to [82S; /) includes light shifts of the intermediate
state of several tens of megahertz. The detuning of the two-photon process is deduced from
the properties of the red Rydberg light.
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Tab. 5.3.: Parameters of Rydberg states accessible in Quips-B, calculated with the ARC library [15].

Rfesonar;ce frequency Polarizability in . Cs/ h' Lifetime in ps
State rom 5°P3 5 f(?l’ the units of 1nteract19n (excluding
fundamental light at b % Hzm? V-2 strength in black-body
960 nm in THz GHz pm® loss)

57812 312.3303231 125.68 —75.11 195.7
58512 312.3507968 141.84 —92.54 206.8
5951 /2 312.3701811 159.75 —113.57 218.4
60S1 /2 312.3885518 179.54 —138.88 230.3
6181/2 312.4059784 201.4 —169.21 242.7
6281/2 312.4225245 225.48 —205.47 255.5
63S1/2 312.4382484 251.99 —248.66 268.7
64S1 /2 312.4532037 281.11 —299.96 282.4
6551 /2 312.4674397 313.06 —360.7 296.6
6651 /2 312.4810018 348.06 —431.36 311.2
67S1 /2 312.4939319 386.35 —504.27 326.3
68512 312.5062686 428.19 —605.56 341.9
69S1 /2 312.5180477 473.83 —727.25 358.0
7081 /2 312.5293024 523.57 —862.69 374.6
71812 312.5400631 577.7 —1020.3 391.6
72812 312.5503586 636.54 —1203.7 409.2
73S1/2 312.5602152 700.44 —1416.61 427.3
74812 312.5696574 769.73 —1663.26 445.9
75812 312.5787083 844.8 —1948.38 465.1
76S1 /2 312.5873891 926.05 —2277.3 484.8
77S1/2 312.5957198 1013.88 —2655.99 505.1
78512 312.6037188 1108.74 —3091.14 525.9
79512 312.6114037 1211.08 —3590.22 547.2
80S1 /2 312.6187906 1321.39 —4161.55 569.2
81812 312.6258948 1440.18 —4814.46 591.7
8251 /2 312.6327304 1567.98 —5558.98 614.8
83512 312.6393109 1705.36 —6404.95 638.5
8481 /2 312.6456487 1852.91 —7368.93 662.8
8551/2 312.6517558 2011.23 —8465.5 687.8
86S1/2 312.6576431 2180.98 —9706.62 713.3
87512 312.6633211 2362.84 —11110.38 739.5
8851/2 312.6687995 2557.51 —12696.41 766.3
89512 312.6740877 2765.74 —14485.81 793.7
90S1 /2 312.6791943 2988.22 —16500.92 821.8
91812 312.6841275 3226.01 —18769.76 850.5
925, /5 312.6888951 3479.71 —21317.87 879.9
9351 /2 312.6935045 3750.28 —24176.86 910.0
945, /5 312.6979626 4038.65 —27380.24 940.7
9551 /2 312.7022758 4345.78 —30964.32 972.2
9651 /o 312.7064505 4672.67 —34971.46 1004.3
97812 312.7104924 5020.38 —39445.47 1037.1
98S1 /9 312.7144072 5389.99 —44434.73 1070.7

83



5.3.2. Influence of the trapping light on the Rydberg excitation
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Fig. 5.10.: Test of the Rydberg resonance frequency with activated trapping light (yellow) for shallow
traps of —0.7mK and an expected absolute light shift for the ground state of —14.8 MHz,
see Fig. 3.10. In comparison, the position of the Rydberg resonance with deactivated traps
is shown (blue). The measured detuning of 6.8(1) MHz in the fundamental light needed
with shallow traps corresponds to a detuning of the blue Rydberg light of 13.8(2) MHz.

The transition |5%S; /5, F = 3,mg = 0) ¢ [82S;/5,J = 1/2,my = —1/2) is sensitive to the ab-
solute light shifts acting on the initial and the final states. As the trapping light creates an
absolute light shift for the ground state manifold, this light affects the Rydberg excitation. A
measurement of the absolute light shift induced by the trapping light is shown in Fig. 5.10.
As a reference, the measured Rydberg resonance with deactivated traps is used. The two
resonances show a difference in the frequency of the fundamental light of the blue Rydberg
laser of 6.8(1) MHz. Due to the SHG that creates the blue Rydberg light, this detuning of the
fundamental light takes effect with a factor of two in the blue Rydberg light, such that the
resonance is shifted by 13.8(2) MHz.

The absolute light shift for the ground state |5%S; /2, F =3, mp = 0) is calculated to —14.8 MHz,
as shown in Fig. 3.10. This calculated light shift is larger than the measured light shift with
a difference of 1.0(1) MHz. Previous work on this topic showed larger discrepancies of more
than a factor of two [130]. The discrepancy can be explained by a lower transmittance of the
trapping light on the path to the atoms, as it is subject to many surfaces and apertures which
can sum up to an error of several percent. Furthermore, due to the motion of the atoms in
the trap, the transition frequency becomes dependent of the position and the temperature of
the atom in the trap. This leads to an effective light shift for the ground state that is smaller
than the light shift in the center of the trap which is used for the calculations. Because of the
statistical nature of thermal motion, a broadening of the resonance is expected. However, in

84



this measurement, the broadening by the Fourier components of the short pulses dominates
this effect in the frequency scan.

The latter effect also affects the ground-to-Rydberg state Rabi oscillation that is needed for
coherent operations. Such a Rabi oscillation with activated traps is shown in Fig. 5.11. A
strong damping of the oscillation, with an 1/e damping time shorter than a 27 pulse, is found
which is expected to be due to the different light shifts sampled in the light field of the trap.
For the experiments including excitations to the Rydberg state, this measurement provides
evidence that the trapping light has to be deactivated during the Rydberg excitation. As de-
scribed in [39], switching off the trapping light is possible for up to 10 us with nearly perfect
recapture rates. This time therefore marks the maximum time that can be used for a coherent
interaction with a Rydberg state. The lifetime of the Rydberg state is 614 ps and therefore not
limiting this sequence.

1.0 T T 1.0
Q = 495(31)kHz, 1/e decay = 1.4(1) ps
0.8 0.8
oy
= 0.6 0.6
3
a
]
=
o
2 04 0.4
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0 1 2 3 4 5
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Fig. 5.11.: A ground-Rydberg Rabi flopping with activated trapping light. The strong damping is likely
due to the thermal motion of the atom in the trap.

5.3.3. Stability of the Rydberg transition frequency

One of the achievements during this project is a better understanding of effects disturbing the
stability of the Rydberg excitation. A reliable situation for Rydberg experiments is achieved by
a frequent curing of the vacuum chamber in each run of the experiment with the blue Rydberg
light and light of UV LEDs.

The evidence for a shift of the resonance frequency of the Rydberg transition induced by light
pulses at these short wavelengths is shown in Fig. 5.12. In this experiment, the shift of the
Rydberg resonance is tested with variable pulse durations of the blue Rydberg light. As the
excitation to the Rydberg state should happen within a time of 1 ms after the state prepara-
tion to avoid depolarization, an additional time slot for a pulse of the blue Rydberg light is
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Fig. 5.12.: Shift of the Rydberg resonance in dependence of different durations of irradiation of the
blue Rydberg light. A frequency offset of 1.47 MHz in comparison to Fig. 5.10 is due to a
change in the frequency of the red Rydberg light.

introduced at the beginning of the experiment. Pulse durations on the order of milliseconds
are tested regarding their effect on the position of the resonance.

The result of the measurement is a shift of the position of the Rydberg resonance which be-
comes significant from a pulse duration of 10 ms up with an intensity inside the chamber of
1.2mW pm~2. The curves are sampled consecutively from short durations to long durations.
The measurement for a pulse time of 20 ms is recorded twice and shows a temporal component
as the second test of the resonance shows a larger shift of the resonance than the first. A mea-
surement time of 20 min is needed for each of these two curves. Furthermore, the resonance
broadens and looses amplitude for longer pulse durations than 20 ms, which is interpreted as
a sign of processes on timescales that cannot be resolved with the averaging over the mul-
tiple realizations shown here. After this measurement, the Rydberg resonance could not be
resolved over a period of more than 1 h.

A loss of the Rydberg resonance is also observed for the irradiation of the science chamber
with UV light emitted by LEDs. Due to the strong reaction on light of short wavelengths that
does not necessarily meet the resonance frequency of a transition, this effect is understood as
light induced atomic desorption (LIAD). LIAD explains the accumulating and decaying effect
and scales extremely with shorter wavelengths [131]. Also other groups have observed shifts
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in the position of the Rydberg resonance that are explained by LIAD [132].
With the polarizability o = h x 1567.98 Hzm?V~2 of the state 82S;/, (see Tab. 5.3), the
energy shift of AE > 3.3 MHz would be explained by an electric field strength of

AAE \
E| = {/—= > 0.91 —. (5.1)
(&% cm

Assuming the inner sides of the windows of the science chamber as a plate capacitor with plate
separation of 6.5 cm, this would require a voltage between the windows of more than 5.9V.
For the transitions in the n = 5 manifold, an electric field of this strength would induce a level
shift following the polarizability of  x 0.0794(16) Hz cm? V2 of the ground state and a shift in
the transition frequency of hx0.122306(16) Hz cm? V2 for the D1 transition [43]. The induced
shifts on the optical transitions are not resolvable due to the line width of 5.7500(56) MHz.
As the LIAD can only happen if Rubidium atoms are attached to the surface of the windows,
it is tried to completely desorb the population of atoms. As a consequence, the blue Rydberg
light is irradiated for 100 ms at the beginning of each experimental run. Additionally, UV LEDs
are installed near the windows of the science chamber and illuminate them during the loading
of the MOT. As a result, the shown shifts of the Rydberg resonance settled after a few weeks
of operation to a stable situation at the position of the resonance shown for 1 ms.

5.3.4. Single-site addressed Rydberg excitation

With an experimental sequence using deactivated traps and the frequent curing of the vacuum
windows with light of short wavelengths in each experimental cycle, the Rydberg excitation
can be demonstrated reliably with single-site addressing. The results are shown in Fig. 5.13.
Using the steering of the blue Rydberg light with the AOD system described in Sec. 4.2.4,
individual traps are addressed in consecutive runs of the experiment. The excitation to the
Rydberg state is detected by a reduced recapture probability after reactivating the trapping
light.

Intensities of 1.2mW pm~—2 of the blue Rydberg light and of 4 x 10~mW pm~2 of the red
Rydberg light achieve Rabi oscillations with a Rabi frequency of 1.0(1) MHz. The detuning
of the red Rydberg light to the transition |52S; 5, F = 3,mp = 0) > [5?P5 5, F' = 4,mp = 0) is
560(3) MHz.

As can be seen in the traps (8,9), (9,8), and (9,9), a single-site addressing with a crosstalk
below the detectable limit is achievable. An imperfect addressing of trap (9,8) results in an
additional excitation in trap (8,8), for long pulse durations.

For the addressing of the individual traps, the frequencies driving the AODs in the address-
ing system for the blue light are set following Tab. 5.4. For a compensation of trap-specific
shifts of the frequency of the blue light induced by the AODs, the frequency driving the com-
pensation AOM in the red Rydberg laser is changed respectively to stay in resonance for the
two-photon process. The addressing of adjacent traps requires a frequency change of ap-
proximately 3.0(1) MHz on the respective AOD. Following the bandwidth of the AODs (see
Sec. 4.2.4) of approximately 35(1) MHz, a Rydberg excitation in an array of at least 10 x 10
atoms is viable with this system.
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Tab. 5.4.: Combinations of frequencies used for the horizontal and vertical AODs of the blue addressing
system (see Sec. 4.2.4) and the compensation AOM in the red Rydberg laser (see Sec. 4.2.5).

The respective frequencies are generated by the FPGA system described in Sec. 4.3.2.

Frequency f5
Vertical Horizontal FrequenFy I3 Frequ(?ncy Ja of

trap index trap index of vertical of horizontal compensation
AOD in MHz AOD in MHz AOM in MHz

8 8 113.515 94.862 195.6235

8 9 113.756 91.862 194.118

9 8 110.765 94.871 197.003

9 9 110.686 91.771 195.4375

88




(8,8) 8,9
0.7 0.7 0.7 ® Addressed trap (8, 8) <+ 0.7
¢ ¢  Addressed trap (8, 9)
0.6 .| 0.6 0.6 ¢  Addressed trap (9, 8) 1os
’ | { ¢  Addressed trap (9, 9)
5 05 ] l — o5 S 0.5 H f \ i o5
B t 1 =
o bl 5 LT g W
8 0411 }‘ 1 — -,',:, 0.4 204 , R 04
S l | IS IAIA e ‘. | |
i~ r ¢ ¢ & ! 1 1
4% 03 — \ 0.3 % 03 0.3
o) J | ) |
— T | l — ‘
0.2 + i J|-+ i + 0.2 0.2 | 0.2
0.1 h" + + iiih ih 0.1 0.1 i‘ - 0.1
T TR o SRR i
é ® )¢ L)
0.0 1 T . . 0.0 0.0 T . T 0.0
0 1 2 3 0 1 2 3
Pulse duration red Rydberg light in ps Pulse duration red Rydberg light in ps
, 8) 9,9
0.7 0.7 0.7 0.7
0.6 0.6 0.6 I 0.6
B 05 0.5 B 0.5 I 0.5
W
804 0.4 = 04 it | q \I 0.4
8 MIRVAVAV
a, a
2 0.3 0.3 A 0.3 ' 0.3
3 3
E 211 i
0.2 - 0.2 0.2 0.2
* Wil +
0.1 - 0.1 0.1 - i*—* HT—+ 0.1
!
RN Y
) ¢
0.0 0.0 0.0 T T i 0.0
0 1 2 3 0 1 2 3
Pulse duration red Rydberg light in ps Pulse duration red Rydberg light in ps
Fig. 5.13.: Overview of single-site addressed Rydberg excitations with identical Rabi frequencies in

four individual traps. The individual traps are labeled with their vertical coordinate first
and horizontal coordinate second. A crosstalk between traps is not resolved except for trap
(8,8) and is due to a bad calibration for this trap.
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5.3.5. Influence of the optical phase-locked loop in the Rydberg laser systems

This thesis presents the technique of high-bandwidth laser locking via an optical phase-locked
loop on the transmitted light of an ULE cavity (see Sec. 4.2.6) firstly to the knowledge of the au-
thor and demonstrates its effect on the Rydberg excitation. As a test, ground-to-Rydberg state
Rabi floppings are recorded with and without activated OPLL. For each setting of the OPLL, all
pulse durations for the Rabi oscillation are sampled one after the other and then the setting of
the OPLL is switched for the next experiment run. The result is shown in Fig. 5.14 (a). Though
a significant reduction in the phase noise of the Rydberg lasers is demonstrated in Fig. 4.13,
no significant improvement of the damping of the Rabi oscillation is found.

The benefit of the OPLL in this experiment is substantiated in Fig. 5.14 (b). In this visual-
ization of the measurement of the Rabi oscillation, the focus is set on the convergence of the
single events towards the results shown in Fig. 5.14 (a). The measurement time of 105 min
is separated into six bins and the steps up to the given bin are averaged to an interim loss
probability for each time step tested in the Rabi flopping. The deviation of this interim loss
probability from the final result drawn in Fig. 5.14 (a) is plotted for each pulse duration in
Fig. 5.14 (b). As a result, the convergence of the measurement with deactivated OPLL show
larger deviations in the early time bins than with activated OPLL and show the same devia-
tions than the curves with activated OPLL in the later time bins.

This behavior is evaluated further in Fig. 5.14 (c) by calculation of the standard deviations
of the deviations drawn in (b). For the time bins up to 60 min, a reduction of the standard
deviation is visible. For the time bin at 21 min the reduction is at maximum of 30(5) % less
variation of the deviations of the interim loss probability to the final result. This can be evi-
dence that the reduction of phase noise of the Rydberg laser systems is effective on time scales
up to 60 min. After that time scale, other effects, like drifts on longer times scales, could be
the limit of the result of the Rydberg experiments, dominating the benefits of the OPLL. The
improved phase noise of the OPLL therefore enables reliable experiments with Rydberg atoms
on short timescales but its effect is limited by drifts on long timescales.
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Fig. 5.14.: (a) Ground-to-Rydberg state Rabi flopping recorded with (yellow) and without (blue) ac-
tivation of the phase lock system. Though no significant change in the parameters of the
oscillation are found, the implementation of the phase locks allowed reliable research with
Rydberg atoms on short timescales. The likely reason for this is shown in (b) depicting
a time resolved convergence over the sampling period towards the points shown as Rabi
flopping. For all points shown above, the difference of the interim loss probability, up to
the sampling time drawn on the horizontal axis, to the final result is shown. The curves
with deactivated phase locks (blue) show a wider or equal spread than the curves with acti-
vated phase locks (yellow). (c) The standard deviations of the points shown in (b) illustrate
the faster convergence of experiments with Rydberg atoms with activated phase locks for
medium measurement times.
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5.3.6. Direct measurement of single-photon Rabi frequencies

For the optimization of the two-photon process of the Rydberg excitation, the contributions of
the red and the blue Rydberg light are of interest. The contributions can be found by analysis
of the light shifts induced by the respective light field. As the shifts are proportional to the
inverse of the detuning to the relevant transitions, each light can be related to the states it
shifts.

The red Rydberg light, driving the transition [52S; 2, F =3, mp =0) “—
|5%P3 /9, F' = 4,mp = 0), mainly shifts the states [52S;/,F=2), [52S;,5,F=3), and
|52P; /2, F' = 4) but not the Rydberg state |82S, 5,J = 1/2). The blue Rydberg light causes a
shift of the energy eigenvalues for the states |5°P; 5, F' = 4) and [82S, /,J = 1/2), but not the
5281 /5) manifold.

The two-photon Rabi frequency (25p is proportional to each of the on-resonance Rabi frequen-
cies 2, (red) and €2, (blue), see Fig. 4.5, following (3.7)

QY
2A;

In order to identify the dominating contribution, the shift of the energy eigenvalues of the
two states |1) = [52S; /5, F = 3,mg = 0) and |r) = [82S;5,J = 1/2,my = —1/2) can be used
following (3.4)

Following these equations, the individual contributions 2; and 2, of the two Rydberg lasers
can be deduced from the energetic shifts of the states |1) and |r). For the ground state, the
optical intensity of the red Rydberg light defines the light shift AE);), for the Rydberg state,
the optical intensity of the blue Rydberg light defines the shift AE),y.

A measurement testing the light shift of state |1), induced by the red Rydberg light, is shown
in Fig. 5.15 (a). The complete overview of settings and results is presented in Tab. 5.5. For an
optical power of the red Rydberg light of 7.55 mW the Rydberg resonance is found at an offset
of 0.1(2) MHz relative to the reference frequency of 312.632 323 THz. With an increased power
of the red Rydberg light of 13.70 mW, the resonance shifts to an offset of —0.4(2) MHz. Due to
the SHG, these frequencies take effect in the light with a factor of two, such that the shift of
the resonance scales with the doubled shift of the fundamental laser frequency. Using (3.1)
and (3.4), the scaling of the absolute light shift with the optical power P of the red Rydberg
light is expected to follow

kP

AE)y = A, (5.2)
with the fit parameter . A linear extrapolation of the shift of the resonance using this depen-
dency is shown in Fig. 5.15 (c). For a hypothetical excitation with vanishing power of the red
Rydberg light, the resonance would shift to a frequency offset of 1.3(8) MHz. It must be taken
into account, that a positive light shift, as it is expected for a blue detuned light field, results
in a negative shift for the resonance frequency of the transition. Therefore, the two measured
resonance frequencies are transformed to shifts of the state |1), assuming the unperturbed res-
onance frequency at an offset of 1.3 MHz. According to the extrapolation, the absolute light
shift of the state |52S; /o, F = 3, mp = 0) follows the dependency +h x 150(80) kHzmW " for
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the red Rydberg light.
With this starting point, the on-resonance Rabi frequencies can be estimated. With

Ql — 1/% (5.3)

the on-resonance Rabi frequencies of the red Rydberg light are calculated. Together with
the two-photon Rabi frequencies measured for these two power settings and the detuning to
the intermediate state |5%P35) of 563.90 MHz, also an estimation of the on-resonance Rabi
frequency of the blue Rydberg light Q5 can be calculated.

Absolute light shifts of 4 x 1.1(90) MHz and h x 2.10(90) MHz respectively are calculated for
the state |1). This can be compared with the calculations shown in Fig. 5.18. For the set
detuning, light shifts of & x 1.02(3) MHz and h x 1.83(3) MHz are expected which is in good
agreement with this evaluation. This analysis is sufficient to prove that the contributions of
the red and the blue Rydberg light do not differ by orders of magnitude. It can also be clearly
seen, that the red Rydberg light is the dominant part which leads to higher scattering on the
qubit basis states, compared to an equal contribution of both light fields.

Nevertheless, the resolution of this measurement is limited. The experiment is not able to test
very small powers of one of the Rydberg light fields, as the duration of the 7-pulse must not
exceed the time of 10 ps for which the traps can be shut off (see Sec. 5.3.2). Additionally, the
requirement for short 7-pulses results in a Fourier-broadening of the resonance which limits
the measurement resolution for the transition frequency.

Tab. 5.5.: Evaluation of the shifts of the Rydberg transition induced by the light shift of the red Rydberg

light.
Measurand Setting 1 Setting 2
Power in mW 7.55(5) 13.7(5)
Intensity at the position of the atoms in 17} 3.4(1) x 1075 | 6.1(2) x 1076
Measured Rydberg resonance in MHz (fundamental)
from Fig. 5.15 (a) 0.1(2) —0.4(2)
Measured Rydberg resonance in MHz (SHG) 0.2(4) —0.8(4)
Shift of state |1) in units of h x MHz 1.1(90) 2.10(90)
Rabi frequency §2; in units of 2w x MHz
(drawn in Fig. 5.15 (d)) 51(19) 68(19)
Two-photon Rabi frequency Qyp in units of 27 x MHz
from Fig. 5.15 (d) 0.55(7) 0.78(7)
Rabi frequency s in units of 27 x MHz 12(3) 13(3)
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Fig. 5.15.: (a) Measured shift of the resonance of the Rydberg transition for two different power levels
of the red Rydberg light. A frequency offset of 6 MHz, compared to Fig. 5.10, is due to a
change in the frequency of the red Rydberg light. (d) Rabi floppings measured with the
respective parameters of the two resonance in (a). (c) Extrapolation of the shift of the reso-
nance used for the calculation of the absolute light shift of the state |52S; /2, F =3, mp = 0).
(d) Scaling of the Rabi frequency 2; of the red Rydberg light with the optical power of this
light. The dotted lines represent trend lines used for error estimation.
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5.3.7. Differential light shift of the qubit states induced by the red Rydberg light

T
Global 1-qubit
1.0 = Red Rydberg light
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o
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Fig. 5.16.: Sequence for the measurement of the differential light shift induced by the red Rydberg

light.
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Fig. 5.17.: Ramsey oscillations between the ground states induced by the differential light shift of the
red Rydberg light.
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The interaction of the red Rydberg light with the qubit basis states can be measured directly
with a Ramsey experiment. The pulse sequence of this experiment is shown in Fig. 5.16. Be-
tween two R(7/2,0) rotations induced by the global 1-qubit gate, the red Rydberg light is
irradiated for different durations. As a reference, the same measurement is performed with-
out activating the pulse to calibrate offsets in the Ramsey frequency. The result is shown in
Fig. 5.17.

As can be seen in the blue curve, the Ramsey experiment uses the free resonance well enough
to suppress a phase evolution on the relevant time scales. In the yellow curve, a phase evolu-
tion with 27 x 392(27) kHz is caused by the red Rydberg light at an optical power of 2.28 mW,
measured in front of the window of the chamber.

The light is blue-detuned by A, = 27 x 563.90 MHz to the transition |1) <+ [5?P3 /) which
means that it is red-detuned by Ajs — Apg = — 27 x 2471.1 MHz for the transition |0) «
|52P35). In this case, the induced differential light shift 5" is given by

ginduced ._ AEU) ; AE|0) (5.4)
2 2
ey Soelr 5.5)
442 4(Ai2 — Apgs) '

using (3.4) with the Rabi frequencies Q|21> , which defines the interaction between the

2
0)<>[52P32)

between the qubit basis state |0) with the intermediate state. It is worth mentioning that
(3.10) would describe the differential light shift of the light driving the 1-qubit gate but not
the light shift caused by the additional light field of the red Rydberg laser. A calculation on the
expected differential light shift is shown in Fig. 5.18 (b). For the set detuning, a differential
light shift of h x 382(10) kHz is expected which is in good agreement with the measured value.
From the results of the previous section, the absolute light shift AE),, of the |1)-state can be
extrapolated to i x 341(116) kHz. Then, the light shift of the |0)-state can be calculated with

++]52P35)

qubit basis state |1) with the intermediate state, and 2 , which defines the interaction

AEjg = AE);y — hodueed (5.6)
for the experiment in Fig. 5.17 to
AEjgy = —h x 51(119) kHz. (5.7)

In comparison with the calculations shown in Fig. 5.18, an absolute light shift of —Ax74(3) kHz
is expected for the state |F = 2) which is in good agreement with this evaluation.
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Fig. 5.18.: (a) Calculations of the scaling of the absolute light shift of the qubit basis states induced
by the red Rydberg light. (b) The resulting differential light shift. Red lines indicate the
detuning A; , used for the Rydberg excitation.
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5.4. 2-qubit operations

The puzzle for the set of universal quantum gates is close to become a consistent frame but the
center is still missing: The interaction itself. First, the pulse sequence for testing interactions
between the qubits is shown, demonstrating the experimental control with timings down of
100 ns. This paves the way for a quantitative measurement of the blockade strength utilizing
the agile frequency changes of the FPGA system (see Sec. 4.3.2). In order to prepare the CNOT
operation, the differential light shifts of the red Rydberg light are calibrated. Finally, a first
test of a CNOT operation is shown by the controlled inversion of the phase for a Rabi flopping
of the target qubit.

5.4.1. Pulse sequence for the H-C; gate
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Local 1-qubit = - Blue Rydberg before AODs

Fig. 5.19.: Experimental sequence used for gate experiments. The pulses inducing the local 1-qubit

gate, the trapping light, the addressing with the blue Rydberg light, and the pulses of the
red Rydberg light are shown. In order to get a feedback for the addressing of the blue
Rydberg light, the signal of the fast photodiode behind the AODs shown in Fig. 4.8 is shown
here. In this signal, different positions of the blue Rydberg beam are shown as different
signal strengths. As an artifact, also the trapping light produces a signal on this photodiode
which is visible as additional level shifts in the signal when the trapping light is switched
off during the Rydberg excitation as discussed in Sec. 5.3.2. The sequence labeled with the
numbers (1) - (5) in the period between 11 s and 21 ps is the full sequence which can be
used to demonstrate the H-C protocol (see Fig. 3.9). Additional operations with the local
1-qubit gate in advance and after the CNOT operation are used for state preparation as
discussed in the respective experiments. Additional operations with the global 1-qubit gate
are possible in advance and after this sequence and are not shown here. The pulses of the
light inducing the local 1-qubit gate are shorter than the bandwidth of the photodiode used
for this recording. Therefore, measured pulse heights are dependent of the pulse lengths.
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The gate experiments shown in this section are performed with an experimental sequence as
depicted in Fig. 5.19. The signals of the light inducing the local 1-qubit gate, the trapping light,
the blue Rydberg light behind and in front of the AODs, and the red Rydberg light are shown.
The experiment starts with all qubits initialized in state [0) = [52S;/5,F = 2,mp = 0). The
first two operations with the local 1-qubit gate allow to prepare the control qubit (first pulse at
3.3 ps) and the target qubit (second pulse at 10.2 pis) in the state |1) = \5281/2, F=3,mp=0)
individually. The time between the two pulses is given by the switching time of the AOD sys-
tem for the local 1-qubit gates as described in Sec. 4.1.3. The blue light is activated before the
sequence, but addresses a position outside the atom array.

The pulses labeled by the numbers (1) - (5) are the light pulses inducing the CNOT operation
following the H-C'z protocol as described in Fig. 3.9. This sequence starts with a deactiva-
tion of the trapping light. Then, state |1) is coupled to the Rydberg state |r) for the control
qubit with pulse (1), inducing a ground-to-Rydberg state rotation by 7. The pulse itself and
its length is visible in the signal of the red Rydberg light. In the signal of the blue Rydberg
light, a falling edge at 11.5ps is visible. The falling edge is an artifact due to the trapping
light that also produces a signal on this photodiode and is shut off in this moment as shown in
the respective signal. Pulse (2) operates on the target qubit and performs a /2 pulse on this
qubit inducing a local R(x/2,0) gate. During pulse (2), the target qubit is already addressed
with the blue light to prepare a coupling to |r). The changed addressing is visible as a rising
edge at 14 ps in the blue signal. With pulse (3), the state |1) is coupled to |r) for the target
qubit and performs a 27 ground-to-Rydberg state rotation unless this operation is blockaded
by the control qubit via the Rydberg blockade as described in Sec. 3.1.5. Pulse (4) is a second
7/2 operation of the local 1-qubit gate inducing a local R(x/2,0) gate on the target qubit.
During this pulse, the control atom is addressed with the blue light, visible as a falling edge at
19 ps in the blue signal. The final coupling of state |1) to |r) for the control atom is performed
by pulse (5) inducing a ground-Rydberg rotation by .

5.4.2. Blockade strength of Rydberg interaction

For the CNOT operation, a sufficient blockade strength must be guaranteed. Based on the Cy
coefficient of —h x 5558.98 GHz pym® from Tab. 5.3, and a Rabi frequency of up to 2 x 1 MHz,
a blockade radius of at least 13.3(7) pm is calculated based on (3.28). This allows a blockade
for next neighbors with a distance of 7.0(1) pm and for diagonal neighbors at a distance of
9.9(1) pm in this experiment. The blockade strength for the two situations are calculated fol-
lowing (3.27) to 47(5) MHz for next neighbors and 5.9(5) MHz for diagonal neighbors.

Using the fast experimental control, the frequency of the red Rydberg light can be changed
with the compensation AOM on timescales of 100 ns by values of up to 10 MHz. This allows
the direct test of the blockade strength by exciting the control atom to the Rydberg state and
testing the Rydberg excitation of a neighboring target atom with a detuned red Rydberg light.
The results of such an experiment are shown in Fig. 5.20. The atom in trap (8,8) is used as
control atom. By a postselection on events with a loss of this atom due to untrapped Rydberg
states, shots with successful Rydberg excitation of this atom can be compared with events
without excitation to the Rydberg state. The atoms in trap (9,8) as next neighbor and (9,7)
as diagonal neighbor are evaluated as target atoms. Due to the near isotropic angular de-
pendence of the van-der-Waals coefficient for pairs of |S)-states [61], this choice of traps is
expected to be representative for the interactions in the whole array.

As the blockade strength for next neighbors exceeds the scanning range of this experiment, it

99



is expected that no resonance is visible in the blockaded case. A suppression of the resonance
by 70 % is found for the blockaded situation. This is likely due to an imperfect detection of
the Rydberg excitation of the control atom and indicates an upper bound for a false-positive
detection error of Rydberg atoms in this situation. In trap (8,8), atom loss occurred at a prob-
ability of 30 % without resulting in a Rydberg blockade in trap (9,8). As the typical baseline
loss is only 8 %, an additional loss is induced by the Rydberg light in this situation. For exam-
ple, a successfully excited Rydberg atom in (8,8) leaves the blockade radius before the atom
in (9,8) is excited. But this detection error is not found for the diagonal neighbor, where the
suppression is better than the detection limit.

For the diagonal neighbor, a shift of the Rydberg resonance between the blockaded situation
and the unblockaded situation of 5(1) MHz is found. Firstly, the sign of this shift confirms
the expected lift of the energy eigenvalues. But the value of the blockade strength is outside
the uncertainty of the expected shift of 5.9(5) MHz and could be explained by a larger mean
distance of the atoms of 10.2(4) pm instead of 9.9(1) pum or an error in the Cy value of more
than h x 1000 GHz pm®. Additionally, a broadening of the resonance is visible to a full width at
half maximum (FWHM) of 4.6(20) MHz. Assuming this broadening to be caused by motion of
the atoms, a range in the distance of the atoms (FWHM) from (9.6 + 0.2) pm to (11.47} ) pm
is calculated. The error in the distance is likely for two reasons.

The first is the spatial distribution of the atoms in the dipole traps. The trapping volume is
defined by a waist of 1.45(10) pm and a Rayleigh range of 8.3(12) um [39]. Especially the
elongation of the trap in the z direction allows a larger initial distance of the atoms than de-
fined by the pitch of the traps. This can easily explain a larger spacing of 0.3(1) pm in the
mean distance of the atoms.

The second reason is that the Rydberg experiment is performed with deactivated trapping
light, resulting in a time-of-flight phase with a velocity of up to 0.08(1) umpus~! based on a
temperature of 70(10) pK. With a time of flight of up to 6 ps until the target atom is excited to
the Rydberg state (see Fig. 5.19), this can cause a variation of 0.46(10) pm in a random direc-
tion. Together, the dimensions of the trapping volume and the time-of-flight phase explain a
variation in the interatomic distance of (9.8 — 10.6) pm.

The maximum of the measured distance of (11.47 %) pm is compatible with this estimation
by its lower error bound. As a worst case estimation, a variation in the distance between the
two atoms of 11.4 pm would result in an error of the position of each single atoms of 0.75 pm.
Regarding the waists of the addressing systems of 2.2(3) um for light inducing the local 1-qubit
and of 2.1(2) um for the blue Rydberg light, an error in the position of the atoms on that scale
is not negligible and could cause the imperfect excitation probabilities of both systems. For
the Rydberg excitation, this could mean a variation from shot-to-shot in the Rabi frequencies
of up to 77%. A full evaluation of this process is given in [129].
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Fig. 5.20.: Direct measurement of the blockade strength of a pair of Rydberg atoms in the state
18251 /2,J = 1/2,my = —1/2). The trap (8,8) serves as control atom and is excited to the
Rydberg state on resonance (yellow and blue). In the next neighbor (9,8) and the diago-
nal neighbor (9,7), the resonance frequency is tested with detuned red Rydberg light. For
the diagonal neighbor, a blockade strength of 5(1) MHz is found for a nominal distance
of 9.9(1) pm. For the next neighbor, the blockade strength is outside the scanning range.
For situations without blockade, the unshifted resonances are found (green and red). No
crosstalk in the unaddressed trap (8,7) is found.
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5.4.3. Calibration of the phase evolution of the qubit ground states in the H-C; gate

sequence
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Fig. 5.21.: Measurement of the amplitude of the Ramsey experiment included in the H-Cz gate (pulses
2 and 4). With irradiation of the 27-Rydberg pulse (3) on resonance, the amplitude of the
ground state Ramsey experiment decreases significantly (green, yellow). This is one major
source of amplitude error and needs further investigation. A test with the blue Rydberg
light detuned off the two-photon Rydberg resonance by 10 MHz (purple) shows that this is
an issue of the Rydberg excitation for the lower power (7.6 mW) of the red Rydberg light.

Based on the successful Rydberg blockade, a H-C; gate can be demonstrated. This gate in-
volves the local 1-qubit gate as discussed in Sec. 5.4.1 with k(7 /2, 0) operations. But as these
operations induce a Ramsey experiment and the red Rydberg light induces a differential light
shift on the qubit basis states, a phase evolution takes place that is not intended in the gate
protocol.

The R(7/2,0) gates are performed on trap (9,8) and the results of the corresponding Ramsey
experiments are shown in Fig. 5.21. For the light inducing the R(w/ 2,0) gates, a detuning of
300kHz is set in this measurement, defining the frequency of the phase evolution, whereas
the pulse of the red Rydberg light adds a phase shift which is dependent on the pulse area.
The evaluation shows a Ramsey experiment comparable to Sec. 5.2.3 in case that the red Ry-
dberg light is not activated (blue). A power of 7.6(2) mW, corresponding to an intensity of
3.36(10) x 10~ mW um~2, is tested for a frequency of the blue Rydberg light that is detuned
by 10 MHz to the two-photon Rydberg resonance (purple, in short: off resonance) and for
a frequency that the meets the resonance (yellow, in short: on resonance). In both cases, a
pulse duration of 1.25(1) s is used for the red Rydberg light.

The unintended phase evolution driven by the differential light shift of the red Rydberg light
is tested with the purple curve, and the intended phase shift for a successful 27 rotation of
the Rydberg Rabi oscillation is tested with the yellow curve. A power of the red Rydberg light
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of 15.2(4) mW, corresponding to an intensity 6.72(20) x 10~ mW pum™—2, is also tested (green
curve) with a pulse duration of 0.88(1) ps used to create a 27 pulse for the excitation to the
Rydberg state. This tests a phase evolution with an additional phase shift of 27 driven by the
red Rydberg light.

Dominantly, a reduction of the contrast of the Ramsey oscillation is visible for operations with
the Rydberg state. Whereas experiments without the red Rydberg light show oscillations with
a mean of 50(5) % and an amplitude of 25(5) % (blue curve), the amplitude is reduced in ex-
periments with red Rydberg light. With suppressed excitation to the Rydberg state due to the
detuning of 10 MHz, the amplitude of the Ramsey experiment decreases slightly to 22.5(50) %
(purple curve). On resonance, the amplitude is reduced significantly to 10(5) % (yellow and
green curve). Additionally, a shift in the phase evolution due to the differential light shift of
the red Rydberg light is visible, as expected.

Both observations indicate limits for the CNOT operation. The reduced amplitude for cases
with activated red Rydberg light can be evidence for too high one-photon scattering or dephas-
ing of the superposition state driven by this light field [133]. Therefore, a larger detuning or
less intensity would allow for a better contrast of the Ramsey experiment. The differential
light shift of the red Rydberg light induces a phase shift of the superposition state that is not
intended in the gate sequence. The power level is chosen to reproduce the initial phase evo-
lution with successful 27 rotation of the Rydberg Rabi oscillation as good as possible. But
the dependency between the power of the red Rydberg light and the resulting pulse duration
needed for the 27 rotation of the Rydberg Rabi oscillation does not allow a perfect match.

As an offset in the phase evolution could also be compensated with local 1-qubit operations,
this condition is set aside. A more relevant condition is the phase shift of 27 in the wave
function of the target atom between a transition to the Rydberg state and the phase evolution
without transition.

This is tested with a scan over the power of the red Ry-
dberg light and an addressing of the target trap with
the blue Rydberg light as shown in Fig. 5.22 in situa-
tions where the Rydberg resonance is met and with a
detuning of the blue Rydberg light of 10 MHz. As addi-
tional free parameters, the power of the blue Rydberg
light and the pulse duration are varied in order to keep
the 27 rotation of the Rydberg Rabi oscillation for all
tested settings.

The results are shown in Fig. 5.23. A parameter set
with an inversion of the state of the target qubit is
found for a power of 8.9(1) mW. This setting is cho-
sen for a test of the CNOT operation. Additionally, a
trend towards a population in the |52S; /2, F = 3) man-
ifold is visible for higher powers of the red Rydberg

Fig. 5.22.: Addressing of trap (9,8) with
the blue Rydberg light (blue)
and trap (9,8) with the light
inducing the 1-qubit gate

light. This can be evidence for a too high scatter- (green). Trapping light is
ing rate. An operation with much less power of the drawn in red, the red Rydberg
red Rydberg light would be preferable. But the blue light is drawn in pink. Light
Rydberg light does not reach high enough values to of traps in the foreground is
compensate for the missing power of the red Rydberg g?/tedrawn for a clear perspec-
light. '
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Fig. 5.23.: Measurement using different powers of the red Rydberg light to find a setting with a phase
shift of 7 in the state population between the evolution of the ground states without exci-
tation to the Rydberg state (blue) and with excitation to the Rydberg state (yellow). The
red line at a power of P = 8.9(1) mW highlights the power used for the test of the CNOT
operation.

5.4.4. Test of the CNOT operation

For the test of the CNOT operation, the H-C'; sequence as discussed in Sec. 5.4.1 is executed
with the modification that the pulse (5) is left out. This avoids to de-excite the control atom
from the Rydberg state, allowing for a postselection for events where the control atom is lost.
A successful excitation of the control atom with pulse (1) is expected in these cases. If the
control atom is prepared in |1) with operation R;(m,0), it must be transferred to the state
|0) at the end of the sequence to avoid false-positive losses of the control atom. This can be
achieved with the Rs (m,0) gate on the control atom shown in Fig. 5.19 as the last operation
of the local 1-qubit gate.

The CNOT operation is tested with various initial states of the target qubit. This is achieved
by the gate operation ]352(9, 0) on trap (9,8) with a scan of the rotation angle # by varying the
pulse duration of the inducing light field. While the target qubit is prepared in various initial
states, the control qubit in trap (8,8) is prepared in the state |c) = |1) or |¢) = |0). Depend-
ing on this preparation, a Rydberg excitation of the control qubit is expected (for |c) = 1))
or not (for |c) = |0)). With this sequence, the logic states |00), |01), |10), |11) (see Sec. 3.1.6
for the nomenclature) are tested as part of these settings. Due to the differential light shift of
the red Rydberg light discussed in the previous section, the outcome is expected to be shifted
by a phase offset. Depending on the state of the target qubit, the Rydberg blockade occurs for
the population in the initial state |11).

The result of this experiment is shown in Fig. 5.24 (a). Two Rabi oscillations with Rabi frequen-

104



¥
s
*

1.0

Poty—>p1) = _(73J—ré) %

= 08 0.8
[ Pl1oy—>11) = 62(8) %
3
1%
=) l L—-—A i .
0.6 = 0.6
¥ M ] '
-
O
D
b 1
g 0.4 ) v 1 = 1 3 i T 0.4
=]
= . Pooy—>jo1y = 41(5) %
2 Pliny—>11y = 38(7) % I |
£ 02 ¢  Target not interacting with control r 0.2
¢ Target interacting with control
%  Control prepared in |0)
0.0 T A A A A e e -,ﬁ_- 4— 7 Control detected in |r) + 0.0
Il Il Il Il
T T T T T
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Rotation angle  of state rotation Ry(f,0) on target atom in units of
@
I T T T T T T
14 ¢  Target not interacting with control *  Control prepared in [0) L 14
¢  Target interacting with control ¥  Control detected in |r)
1.2 l I 1.2
_ +10
Ployy—>joyy = (97513) % | :
10 3 ) Pigy—>11) = 88(20) % ) ) 10

SN YA N T
L ! NN
NEBAN A
™~ N1

: P|00>_>|01> =10(11) O/OA—T—o—f—— 0.0
P>y = 5(20) %

—-0.2 T T t T —0.2
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5

Population detected in state |1)
corrected for errors of 1-qubit operations

0.0

Rotation angle 6 of state rotation R2,(6, 0) on target atom in units of =

(b)

Fig. 5.24.: (a) Test of a CNOT operation. A Rabi flopping is induced with the local 1-qubit gate on
the target qubit (blue dots). Depending on the state in (8,8) (stars), the state prepared
in trap (9,8) is inverted (yellow dots). The data is postselected to events with the desired
outcome of the control qubit. (b) The same data corrected for known errors in the 1-qubit
operations.
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Fig. 5.25.: Without postselection, the test of the 2-qubit operation shows a clear result only for the case
that does not intend an interaction between the target and the control qubit (green). Due
to the low probabilities for a successful excitation of the control qubit to the Rydberg state
(yellow stars), the postselection is required for the detection of an interaction (red).

cies of 1.22(5) MHz (|c¢) = |0)) and 1.05(10) MHz (|¢) = |1)) are found. These frequencies
match to the expected Rabi frequencies induced by the local 1-qubit gate, see Sec. 5.2.2. As
intended, an inversion of the final state of the target qubit can be induced by the state of the
control qubit. The oscillation of the case |¢) = |0) starts close to a minimum, whereas the
situation |c) = |1) starts close to a maximum. The offsets of the phases indicate the influ-
ence of the differential light shift of the red Rydberg light. Following the standard logic of
a CNOT gate (see Fig. 3.8 (c)), the opposite outcome would be expected: The state of the
target qubit is inverted unless the control is in state |1). For this logic, the situation would
start in a maximum corresponding to a mapping |0) — |1). In the experiments performed
here, only ]?(9, 0) gates (or X gates) are used, where the H-C; protocol proposes H gates
(H = Z;/9X+/2Z72)- Due to the lack of fast Z gates, the result of the experiments does not
match the outcome of the H-C; protocol. Nevertheless, this logic can be realized by choosing
a power of the red Rydberg light near 6 mW, based on the parameters for the differential light
shift of the red Rydberg light shown in Fig. 5.23. The controllable logic of the CNOT operation
in this system is an interesting feature that should be further investigated.

A challenge of this operation are the low success rates. This starts with the excitation prob-
ability of the control atom to the Rydberg state. Without the postselection, the outcome of
the operation is not identified. The errors on the control qubit are given by the site-selective
state preparation with the local 1-qubit gate as shown in Fig. 5.5. If the Rydberg excitation
is intended, only 80% of the events start with the control atom prepared in state |1). The
excitation to the Rydberg state is limited to a mean probability of 65 %, resulting in only 52 %
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probability for a control atom in the Rydberg state.

Therefore, the postselection is required for the identification of these cases. For cases with
intended interaction between control and target qubit, the shots are postselected for an initial
occupation of both traps and atom loss in the trap of the control qubit after the operation. In
average over the whole measurement, only 49(4) % of the executed shots satisfy the conditions
of the postselection for this case. For cases with no intended interaction between control and
target qubit, the shots are postselected for an initial occupation of both traps and no atom
loss in the trap of the control qubit after the operation. In average over the whole measure-
ment, 87(4) % of the executed shots satisfy the condition of the postselection for this case. In
total, 973(5) events are taken into account for the experiments with intended interaction and
1662(12) events are taken into account for the experiments without intended interaction.
Also the Rydberg excitation of the target qubit suffers from low excitation probabilities of
65 %. Moreover, the low contrast of Ramsey experiments using the local 1-qubit gate and the
red Rydberg light is the most severe impact. The amplitude of a Ramsey oscillation induced
with the local 1-qubit gate is limited to band between 20 % and 80 % as shown in Fig. 5.9.
For an off-resonant irradiation of the Rydberg light, a Rabi flopping with a mean of 55(5) %
and an amplitude of 20(5) % is possible as shown in Fig. 5.23. For a resonant irradiation of
the Rydberg light with a 27 ground-to-Rydberg state rotation, a Rabi flopping with a mean of
52.5(5) % and an amplitude of 17.5(3) % is possible.

Due to the low amplitudes of the respective operations, the fitted curves are tested regarding
their significance with a Monte-Carlo simulation. Rabi oscillations assuming an error range of
+100 % for the parameters of the two fitted Rabi oscillation are compared to the data points
regarding the x? error of an orthogonal distance regression. From 100 000 combinations, only
in 0.15(5) % of the tested Rabi oscillations reach a similar or better y? error than the shown
curves. So, the fitted curves can be accepted within a 30 confidence interval.

Assuming that the phase evolution is compensated by a 1-qubit gate afterwards (or by H
gates), the minima and maxima of the fitted curves are interpreted as the outcomes of the
operation as noted in Fig. 5.24 (a). As the limits of the 2-qubit operation are mainly given by
errors in the 1-qubit operations with the local 1-qubit gate and the 1-qubit ground-to-Rydberg
state rotations, these errors are corrected using the mean values and amplitude from respec-
tive Rabi oscillations without an interaction. The resulting outcomes of the operation are
shown in Fig. 5.24 (b). Asymmetric error bounds originate from the calculation following the
Clopper-Pearson statistics [134, 135, 136] and are given explicitly if the difference between
upper and lower bound is larger than 1 %.

Following these numbers, a truth table of the operation can be created. As the result of the
operation is projected on the state |1), only probabilities P.;_~ .1y, ¢,t € {0,1} are directly
measured in the experiment. The corresponding probabilities for a projection on state |0)
(Pety—>c0)» ¢t € {0,1}) are calculated following

‘P‘ct>7>|60> =1- ]D|Ct>7>|cl>7 C, t € {07 1} . (58)

The corresponding truth table is visualized in Fig. 5.26.

The probabilities larger than 85 % indicate that the interaction between the two qubits is not
a limitation but the operations on the single qubits as discussed above. A special case is the
input of a |10) state which reaches a probability of only 62(8) % for the expected outcome
|11). On the one hand, this is caused by the maxima of the yellow curve in Fig. 5.24 which
do not reach as high values as the maxima of the blue curve. On the other hand, this point is
evaluated for the preparation by a Ry (2, 0) rotation of the target atom which includes higher
dephasing due to the rotation by 2x. The differential light shift of the red Rydberg light does

107



not allow to use the natural version without a rotation.

As a conclusion, a restricted (i.e. postselected) CNOT operation could be demonstrated the
first time in this experiment and shows a clear interaction between the single qubits via the
Rydberg blockade. The main causes for errors are identified in the operations on the single
qubits regarding the operations on the ground states as well as the excitation to the Rydberg
state. Possible reasons are identified in drifts occurring on timescales longer than 60 min as
discussed in Sec. 5.3.5 and varying distances between the atoms and a varying overlap of the
laser beams used for the addressing and the atoms as indicated in Sec. 5.4.2. This gives a
starting point for future developments.

Tab. 5.6.: Truth table of outcomes of the restricted (i. e. postselected) CNOT operation. Bold printed
numbers are read out from Fig. 5.24 (a) and from Fig. 5.24 (b) for the values with errors
from 1-qubit operations excluded. Probabilities for projection on state |0) are calculated
from P|Ct>,>‘cl>,c,t €{0,1}as1— P\ct)—>|c1>-

100) 01) 10) 1)
Output

Min: 25(5) % Min: 35(5) % Min: 30(5) % Min: 35(5) %

Max: 65(5) % Max: 75(5) % Max: 65(5) % Max: 70(5) %
Input
|00) 59(5) % 41(5) % . ]
1-qubit errors 0 .
excluded 90(11) % 10(11) % - -
j01) (27%5) % (73+8) % ; ]
1-qubit errors 413Y o +10\
excluded (3%15) % (97—13) g - -
[10) - - 38(8) % 62(8) %
1-qubit errors . .
excluded i - 12(20) % 88(20) %
1) - : 62(7) % 38(7) %
1-qubit errors . .
excluded i - 95(20) % 5(20) %
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5.5. Conclusion

This chapter showed the operations required for a CNOT gate. Operations on the qubit ba-
sis states are demonstrated regarding globally addressed rotations on all atoms in the array
on the one hand and rotations and virtual-Z rotations single-site addressed on individual
qubits. The excitation of individual atoms to Rydberg states is demonstrated with an ef-
fective Rabi frequency of up to 1.0(1) MHz resulting from on-resonance Rabi frequencies of
O = 27 x 55(21) MHz (red Rydberg light) and Q» = 27 x 12(3) MHz (blue Rydberg light).
The application of an optical phase-locked loop in both laser systems for the red and the blue
Rydberg laser has been demonstrated and gives perspective on a future evaluation of errors
and drift in the experiment that limit the results on averaging times longer than 1h. Using
the OPLL, the Rydberg blockade could be demonstrated and the blockade strength is tested.
The blockade strength is measured to be 20 % smaller than expected from the calculation.
Though, the van-der-Waals coefficient of h x —5559 GHz um® can be accepted as an error in
the position of the atoms of only 0.34(14) um or 3% in the absolute position can explain this
deviation. The broadening of the Rydberg resonance in the blockaded case gives perspective
to future investigations for improvements of the experiment. Using the Rydberg blockade, a
restricted (i.e. postselected) CNOT operation on one trap site could be demonstrated. The
scaling of this operation to other trap sites is only a governed by calibration and measurement
time but directly possible with the given setup.

All measurements suffer from low success probabilities. The Ramsey experiments performed
with single traps show results in a band between 20 % and 80 % detection in the upper qubit
basis state. This is the major error that is also present in the CNOT operation. The Ryd-
berg excitation shows a maximum detected probability of 65%. Though a small error for the
detection of a Rydberg state is included in this number as discussed in [39], the required
postselection for measurements with the Rydberg blockade indicate that the probability for a
Rydberg-Rydberg interaction is dominated by a probability for a single excitation of 75 %.
These limitations are the major limit for the demonstration of gates in this experiment. Though
both success rates need to be improved in order to show quantum computation, the imple-
mentation of a CNOT protocol that decouples the 2-qubit gate from the 1-qubit gate success
rates would be a promising alternative. The Levine-Pichler gate sequence [32] using optimal
control [137] is a perspective for this task.
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6. Demonstration of quantum sensing

The universal and coherent control over quantum mechanical states in an array of individual
atoms allows for many other applications than quantum computing. One of these applica-
tions is quantum sensing as demonstrated in [138]. Whereas the clock states are used for the
demonstration of gate operations because of their weak interaction with the environment, the
choice of states with quantum numbers mg # 0 allows the interaction with the environment
on purpose. This is used for the demonstration of a magnetic field sensor.

In this chapter, the differences to the experiments shown so far, regarding the used config-
uration of laser systems and magnetic fields, are described first. Then, the results of the
Ramsey spectroscopy used for the magnetic field sensing are shown for one example. Next,
the magnetic resolution and sensitivity of the sensor are discussed. Finally, the result for a
measurement of the spatial distribution of a quadrupole field is shown.

6.1. Experimental setup for quantum sensing

For the demonstration of quantum sensing in the Quips-B experiment, a configuration of laser
beams and magnetic fields as shown in Fig. 6.1 is used. As a global spectroscopy on all atoms
simultaneously is sufficient for quantum sensing, as long as a site-resolved detection is per-
formed, a spectroscopy beam is irradiated along the x direction with a waist at the atom plane
of 170(20) pm, avoiding the use of the high-NA objective. This reduces aberrations in the opti-
cal beam path. The x direction allows to use a two-photon transition via the |52P; /2) manifold
as light along this direction does not point towards the EMCCD camera. This light is produced
with a system of two phase-locked ECDLs similar to the system described in Sec. 4.1.1 but
with lasers operating at 780 nm and a detuning of Aj; = —27 x 9 GHz to the D2 line of °Rb
[139].

The setup of magnetic fields is shown in detail in Fig. 6.2 (a). Following the direction of the
spectroscopy beam, the quantization field By is also set in the x direction as marked with
the red arrows. The field is generated with the coils shown in red color aligned with the x
direction. These coils are operated in Helmholtz configuration carrying the current I4. The
magnetic field strength of this field is set to 283(1) uT and can be altered in steps of 10(1) nT,
using a 4 1/2 digit voltage source in current mode (Hewlett-Packard, HP6626) which controls
the current /4. Tests with these step sizes can be used for a direct evaluation of the resolution
of magnetic field sensing.

Additionally to the quantization field, a pair of coils in anti-Helmholtz configuration induces
a test field B set by the counter-propagating currents I;. These coils are aligned along the
z direction and generate the quadrupole field that is used for the MOT. The atom plane is
located in the center between both pairs of coils such that the atoms experience the homoge-
neous part of the quantization field and a part of the test field close to the zero-crossing of its
magnetic field strength.

The two fields allow the demonstration of two types of experiments. The first experiment tests
the magnetic field resolution § B by an analysis of the quantization field without the activation
of the test field. The second experiment tests the capabilities of measuring the spatial distri-
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bution of the test field.

The experimental cycle for both experiments is drawn in Fig. 6.2 (b). The parameters used for
the optical dipole traps are listed in Tab. 6.1. The experiment starts with an array of individual
atoms as described in Sec. 3.4 and a first fluorescence image serving as the reference image.
After imaging, the traps are ramped down to a trap depth of kg x 0.2 mK.

Then the state preparation is performed via interrupted optical pumping using w-polarized
light resonant to the transition |5S /5, F = 3,mg = 0) ¢ |5P39, F' = 3,mp = 0) in combi-
nation with a repumping at the transition |55 /2, F = 2,mg = 0) ¢+ |5°P3 9, F' = 3, mp = 0).
Starting from a population with a major fraction in the state |52S,; /2,F =3, mp = —3), a frac-
tion of 30 % is transferred into the state [52S; 5, F = 3, mp = —1). This state is chosen because
it shows the highest preparation rate of all magnetically sensitive states excluding |mg = —3)
which is not accessible with the two-photon process. The measurement is performed us-
ing a Ramsey experiment of the superposition of states |t) = |5%S; /2,F =3, mp =—1) and
1) = |5%S1/9,F = 2,mp = —1).

A Ramsey experiment is created by two 7 /2 pulses of the spectroscopy beam separated by a
time of free precession 7. In this experiment, precession times of up to 200 us are used to char-
acterize the sensor. The time steps are chosen to a resolution of 2 ps. Then, the result of the
Ramsey experiment is determined by a state projection using the same technique as described
in Sec. 3.3 with a beam counter-propagating the spectroscopy beam. Finally, the trap depth is

. . lmaging-and - _
°. - . -state-pigjectiqn-

.

Y.s\
R, - TR L (03-R7E5> K -
.

. . - . . . -
- . - - . . . . .

- . \
- \ =
- - - = . . . . < “ Trappi
. %
=

- . . . . . . e - -

Fig. 6.1.: Render graphic of the vacuum chamber with a schematic visualization of the most import
beams: The trapping light superimposed with the beam path for imaging and state projec-
tion is drawn in the front; The spectroscopy beam propagates from left to right along the
—x direction. The magnetic field coils drawn in red induce a homogeneous magnetic field
indicated by the red arrows.
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ramped up for a second image used for the evaluation of atom loss induced by the state projec-
tion. For magnetic sensing, an array of 18 x 15 trap sites with a pitch of 7.0(2) pm is evaluated.

Tab. 6.1.: Parameters of trapping light used in the different steps of the experimental cycle used for
the demonstration of quantum sensing. The given power is the total laser power used for
the generation of the trap array. The trap depth is the calculated trap depth of the central

trap.
Stage n Wavelength of Power of trapping Trap depth in units
experimental oI R
trapping light in nm light in W of kg x mK
cycle
Loading of traps 796.5 0.79 1.4
Time of free 796.5 0.1 0.2
evolution
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Fig. 6.2.: (a) Configuration of magnetic fields used for the demonstration of the magnetic field sensor.
The quantization field along the x direction is induced by currents I, co-propagating through
a pair of coils in Helmholtz configuration. The test field is induced by counter-propagating
currents I, through a pair of coils in anti-Helmholtz configuration oriented along the z di-
rection. (b) Scheme of the experimental cycle showing the major steps of imaging, state
preparation, Ramsey spectroscopy and state projection. The trap depth and the magnetic
field strengths of the quantization field and of the test field are drawn over time, both not to

scale.

6.2. Globally addressed Ramsey spectroscopy

For the evaluation of the magnetic field resolution § B, an array of 3 x 3 atoms is sorted and the
influence of two different magnetic field strengths on the phase evolution of the atoms is tested.
From the phase evolution, quantified by the Ramsey period Tr or Ramsey frequency wr =
27 /Tg, the magnetic field strength at the location of each individual atom can be calculated on
the basis of the Zeeman effect (3.30). A set magnetic field B in first order shifts the transition
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Fig. 6.3.: Site-resolved Ramsey experiments used for magnetic field sensing. The external magnetic
field is tested for 283(1) uT (blue) and 500(10) nT less (yellow). With full measurement time,
all individual traps show a clear discrimination between the two settings of the magnetic field
in agreement with the magnetic field resolution of § B = 98(29) nT for the full averaging time
of 6.4 x 10*s.

frequency proportionally following [43]

kHz
ABjyyy = h9.2777(3) - [Bl. (6.1)

The result of the Ramsey experiments is shown in Fig. 6.3. As magnetic field strengths, the
standard value used with this pair of coils of 283(1) uT is used and compared to a setting
that is supposed to create a field strength that is smaller by 500(10) nT. For both settings of
the magnetic field strength, a 1/e amplitude damping of 7;f = 100(32) ps with a range of
(65 — 159) ps over the array is found. As these traps are located in the center of the array, the
damping due to the trapping light is slightly higher than for outer traps. In the mean over the
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whole array (18 x 15 traps), a damping of 75 = 118(33) ps is found.

Over a period of 100 ps, two frequencies with a difference of 5 kHz build up a phase shift of .
A frequency resolution of at least 5 kHz is therefore expected for this measurement principle.
The used step size of 2 pis is chosen to measure a frequency range from (0 — 500) kHz. Within
this range of frequencies, a Ramsey frequency is chosen that allows to identify a range of
acceleration (or retardation) of the Ramsey frequency corresponding to the range of energy
shifts induced by the magnetic field strength. A Ramsey frequency of 37.6 + 0.3kHz is set
for the standard magnetic field strength by an appropriate detuning A, relative to the two
photon resonance, resulting in a range of (35.9 — 38.8) kHz over the array. With this choice,
energy shifts in the range of —h x 25kHz to & x 460 kHz could be resolved.

As shown in Fig. 6.3, the step of 500(10) nT shifts the Ramsey frequencies from a mean of
37.6+0.3 kHz for the standard magnetic field to 33.7+0.5 kHz and a range of (30.0—34.9) kHz.
This corresponds to a mean frequency difference of 3.9 + 0.8 kHz, corresponding to a phase
shift of only 0.78 x = which is a slightly better resolution than the estimation of a minimum
phase difference of 1 x 7 calculated above.

115



6.3. Resolution of the magnetic field sensor

The damping and the shot noise of the data resulting from the Ramsey spectroscopy (see i. e.
Fig. 6.3) limit the resolution of the Ramsey frequency. Whereas the damping of the Ramsey
oscillations is set by the experimental setup, especially regarding the scattering rate of the
trapping light, the shot noise scales with the number of samples. This is quantified with the
Allan variance (AV) [140, 141]. For the calculation of the AV, the measured data points a;
with ¢ = 1,2, ...N are binned into non-overlapping time slots k£ with highest value K:

CL(l), CL(Q), ce a(m), a(m+1), a(m+2), ce a(zm) ...... a((K_l)m_l), a(N) . (62)

k=1 k=2 k=K
With m samples in one time slot, the average @ [k] of the single results in this time slot % is

m

1
alk] = %Za((k—l)m—l—i) (6.3)

=1

forall k = 1,2,3,... K. For data sampled on a constant frequency f, the number of points in
one slot can also be labeled with their sampling times ¢ (j) = ((k—1)%& +jL):

QAt1(1)) At1(2)s -+ Aty (m)=7/Ks GQta(1)s Ata(2)s -+ Uta(m)=27/K -+ -+ Atg(m—1)s Qr (6.4)

k=1 k=2 k=K

with the sampling time ¢ for one slot. This duration is directly proportional to the averaging
time 7 following ¢ = 7/K. For each cluster, the average @, [k] can be defined up to a specific
averaging time 7 with

_ K
a, [k] = o7 DUy gt (6.5)
i=1
Then, the AV up to the averaging time 7 is defined by
K—1
oA(r) = — (@ [k + 1] — @ [k])? 6.6)
A 2(K —1) &= 7 T '

The Allan deviation o 4 is the square root of its variance. Due to the scaling of the Allan vari-
ance with (2(K — 1))~!, the number of time slots K should not be chosen too high to avoid
too small sample sizes in each slot. Nevertheless, a sufficient number of slots needs to be
evaluated to compare the averages of enough time slots. The optimum number of time slots
can be found numerically by minimizing o 4 for each averaging time 7.

An evaluation of the Allan deviation for the data shown in the blue curves in Fig. 6.3 is shown
in Fig. 6.4 (a). For averaging times 7 larger than 3 x 10*s, the Allan deviation for the results
summed over the array of 3 x 3 traps decreases below 1 uT in a sharp edge.

This behavior is explained by an analysis of the Allan deviations of the individual traps shown
in Fig. 6.4 (b). For each trap, the Allan variation is nearly constant for short averaging times
and drops below 1 T for an individual averaging time. To the knowledge of the author, this is
not a systematic error of single trap sites but rather a statistical effect caused from the fitting
of the Ramsey frequency to the data points as shown in Fig. 6.3. The nearly flat line for short
averaging times can be explained by too noisy data that do not allow the identification of one
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Fig. 6.4.: (a) Analysis of the Allan deviation for the measurement of the magnetic field strength ex-
tracted from the average of the Ramsey experiments in Fig. 6.3. The data is binned to ana-
lyze the convergence of the measurement towards the value for the full averaging time. The
points in purple are concluded from the analysis of the single traps shown in (b). There, the
Allan deviation is plotted for each of the nine traps separately showing a plausible result for
some traps already for shorter averaging time. The purple points are the mean values of the
results for traps 2, 4, 5, and 6 for the two respective time bins. The traps are indexed from
left to right, line-by-line starting from the top left corner of the 3 x 3 array.

dominant frequency. The Allan deviation therefore does not decrease with longer measure-
ment time until a dominant frequency is fitted. Taking only those results into account, that
dropped below a deviation of 1 uT, the type of noise of this sensor can be estimated using the
extrapolation in Fig. 6.4 (a). The linearly decreasing Allan variation in the log-log plot is a
sign of white noise dominating the result of the sensor on these timescales [111]. The slope of
this extrapolation corresponds to the sensitivity of 25 uT/+/Hz, taking into account that from
the total averaging time only a fraction of 2.3 x 10~® corresponds to the time of free precession
[142].

6.4. Measurement of external fields

The capability of measuring the spatial variation of an external magnetic field is demonstrated
with the test field. A self-calibrating cycle is used by measuring the quantization field together
with and without the test field. For each trap, two Ramsey spectroscopies are performed, of
which one measures the Ramsey frequency wg rf describing the quantization field and the
other measures the Ramsey frequency wg probing the geometric sum of the quantization field
and the test field following

‘Bges} = \/(Bq,:c + Bt,a:)2 + (Bt,y)2 + (Bt,z)Qy Bq,ac > Bt,azv Bt,ya Bt,zy (67)
~ Bq,x —+ Bt,:l?' (6.8)
As the quantization field is the dominating field for all traps, only the x component of the test

field By, gives a significant contribution in the geometric sum as it is oriented in the direc-
tion of the quantization field. The two Ramsey frequencies wr and wp ref calculated from the

17



1100

50 §
| | ¢
S /‘ 0
b, 50 | 100

, o | 5
100 0

Fig. 6.5.: Three-dimensional visualization of the measured Ramsey frequencies induced by the quan-
tization fields (gray) and the quadrupole field together with the quantization field (colored).

A superposed linear slope induced by the quadrupole field along the x-axis is visible in the
colored surface together with a slight curvature induced by the variation of the differential

light shift induced by the trapping light in both measurements.

spectroscopies for these two situations are shown in Fig. 6.5. The trap positions are converted
into spatial dimensions using the separation of the traps of 7.0(2) pm. This spans up the size

of the sensor of 119 pum x 98 um (18 x 15 pixel).
The gray plane shows the calibration measurement with the quantization field alone. A slight

variation over the sensor size is visible and is due to the variation of the differential light shift
induced by the trapping light. With the activated test field, the Ramsey frequencies show a
linear variation over the x direction. Higher values than for the quantization field alone are
measured for x-positions larger than 25 ym. Following (6.8), this corresponds to a contribution
of the test field in the direction of the quantization field. For smaller x-positions, the measured
Ramsey frequencies are smaller than for the quantization field alone. This corresponds to an
opposite polarity of this component of the test field compared to the quantization field.
From the differences of the Ramsey frequencies Awg, ;) following
A(-‘)R(ac,y) = wR(x7 y) - wR,ref(xa y) (6.9)

the magnetic field strength of the x component of the test field can be calculated using (6.1).

Following
AWR(zy)
Bia(z,y) = ———REw) (6.10)
tal(®9) 9.2777(3) k2
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the measured differences in the Ramsey frequency Awg(, ) are transformed into the mag-
netic field strength. The resulting magnetic field strength of the x component of the test
field B¢, (z,y) is shown in Fig. 6.6. As only the x component of the test field gives a signif-
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Fig. 6.6.: Evaluation of the magnetic field strength of the x component of the test field showing a range
of —2uT to 7 uT.

icant contribution to the Ramsey spectroscopy, the 15 traps along the y axis are supposed to
deliver identical values. From the statistics of these traps, the mean uncertainty of the fre-
quency differences can be calculated. Over the full sensor size, the uncertainty amounts to
27x0.91(27) kHz. This demonstrates a magnetic field resolution 6 B of 98(29) nT.

The measured component of the quadrupole field shows a linear slope over the sensor size
of 77.3(4)nTum~! over a range of —2uT to 7uT. The linear slope of this component of the
quadrupole field corresponds to the expectation to this field. As this field is used for the MOT,
the zero-crossing is supposed to be located inside the atom array in order to achieve a good
overlap of the MOT and the dipole trap array. For the x component of the field, this can be
confirmed by this measurement. A measurement of the zero crossing for the other two com-
ponents of the quadrupole field would give a starting point for further optimizations of the
experiment.

The spatial resolution of this measurement is 7.0(2) pm. Tests with one atom in a movable
optical tweezer showed the possibility of using this technique for a finer spatial sampling with
a maximum resolution of 1.3(4) nm. These results are reported in detail in [61].

6.5. Conclusion

An array of 18 X 15 individual atoms has been demonstrated to act as a spatially resolved
magnetometer with magnetic field resolution 6 B of 98(29) nT. This could be verified using a
defined step of the quantization field of 500(10) nT which could be well resolved with a mea-
surement time of 6 x 10*s. One component of a magnetic quadrupole field could be probed
with results in a range of —2pT to 7 uT and a spatial resolution of 7.0(2) pm. Using a movable
tweezer, the spatial resolution can be improved to 1.3(4) um. Separating the time used for the
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generation of the atom array from the time of free evolution used in the Ramsey experiments,
a sensitivity of 25 uT//Hz is calculated.

This first demonstration of quantum sensing in this experiment opens the door for much more
advanced operations. A straight-forward optimization can be achieved by using the tech-
niques for gate operations presented in the previous chapters in this measurement scheme.
Using the Raman-assisted pumping, the |F = 2, mp = —1) state could be prepared with nearly
90 % probability. This would allow to reduce the sampling time by nearly two thirds. Addi-
tionally, the light inducing the Ramsey experiment here has a wavelength of 780 nm. Using
the same techniques with light at a wavelength of 795 nm gave evidence for longer decoher-
ence times than used here. Furthermore, an orientation of the quantization field along the
z direction would allow the measurement of one more component of the quadrupole field,
giving more evidence for an optimum positioning of the MOT in this experiment. By turning
the magnetic field axis from shot to shot, the direct measurement of both components could
be demonstrated. As the initial state preparation is demonstrated for both axis and is defined
only by the orientation of the light inducing the operations on the qubit basis states for the
Raman-assisted pumping, only the setup of beam lines for 795 nm in both directions, the x
and z direction would be required for this demonstration.
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7. Discussion and future perspectives

In the course of this thesis, the versatile use of neutral atoms in optical tweezer arrays has
been demonstrated in the context of quantum sensing and quantum computing. Using the
sensibility of mg = —1 states, a magnetic field sensor with unique properties such as a mag-
netic resolution of 6B = 98(29) nT and a spatial resolution down to one micrometer has been
demonstrated [138]. For the same system, the first steps with gate operations on neutral
atoms has been taken regarding 1-qubit operations and 2-qubit operations. The key to the
demonstration of both types of gates was the alignment of the quantization field along the z
direction. New optical systems have been implemented to the experiment in order to combine
all subsystems required for the 2-qubit operation.

Regarding the 1-qubit operation, the operation is implemented on the D1 line of 8°Rb, allowing
this light to be irradiated along the z direction. Therefore, a new laser system of phase-locked
ECDLs at a wavelength of 795 nm [89] is built. The single-site addressing of the local 1-qubit
gate is realized by a system of AODs moving a tightly focused laser spot at any position of
the atom array. With this system, rotations around two axes of the Bloch sphere have been
demonstrated in this thesis for arbitrary angles # and ¢, corresponding to a R(6, ¢) gate op-
eration.

The combination of these gate operations with a site-specific Rydberg excitation allows the
demonstration of a H-C'; gate. For this task, a system for agile frequency synthesis and exper-
imental control, based on a versatile FPGA platform, has been improved [108], allowing for
the fast control of acousto-optic devices and light pulses. A new system for the addressing of
individual sites in the atom array with the blue Rydberg light is set up, using AODs as highly
efficient and fast addressing system. This has been one key for the demonstration of the site-
selective Rydberg excitation. With a quantitative understanding of the properties of Rydberg
atoms, the LIAD effect, that has limited this experiment for years, could be kept under control.
A novel technique of optical phase-locking of lasers to the light transmitted through an ULE
cavity completed the capabilities for reliable experiments with Rydberg atoms.

This thesis firstly demonstrated the application of all requirements for a CNOT operation in
the Quips-B experiment. Using all these techniques, a restricted (i.e. postselected) CNOT
operation could be demonstrated at an arbitrary position in the atom array. The result of
this demonstration gives rise to many optimizations needed in order to demonstrate quantum
computation and to improve the capabilities of quantum sensing. Some of these are named
in the following.

7.1. Optimization of magnetic field sensing

The magnetic field sensing with the states |[F = 2, mg = —1)and |F = 3, mg = —1) was demon-
strated before the implementation of the Raman-assisted pumping. Using the Raman-assisted
pumping, the preparation of the |F = 2, mp = —1) state could be improved to close to 90 %.

This would allow to perform the shown measurements in less than a third of the time than in
the presented sequence. Additionally, the magnetic field along the z direction could by tested,
providing more information about the zero-crossing of the quadrupole field used for the MOT.
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7.2. Optimization of the traps

In the neutral atom community, many new techniques for the creation and scaling of optical
tweezer arrays have been developed in the recent years which give prospects to traps that offer
a more stable operation and less scattering. With the used microlens arrays, a larger detuning
of the trapping light would offer a much longer T3 depolarization time and less differential
light shift. In the regime of a detuning of 50 nm, a scaling with §~* is expected and would
allow an even larger depolarization time [79].

But not only the parameters of the dipole traps can be developed further. Another approach is
the utilization of dark-spot arrays, storing the atoms in blue detuned traps. Demonstrations of
such “bottle beams” have already shown a cloud of trapped atoms [143] and also trap arrays
[144].

7.3. Optimization of the 1-qubit operation

The 1-qubit operations show a large potential for optimization which is already ongoing. A
new laser system allowing for adaptions of the phase of the beat note of the two light fields
inducing the 1-qubit gate on the timescale of nanoseconds has been developed [145] in order
to achieve virtual-Z rotations on much shorter timescales than demonstrated here. This would
allow the preparation of arbitrary quantum states of the individual atoms only limited by the
switching time of the AOD system. The preparation of an array of 5 x 5 atoms within 100 us
can be expected. Additionally, a fast control over this phase would allow the execution of H
gates, which is required for establishing the correct outcome of the CNOT gate.

Another progress could be achieved with a laser system optimizing the Raman-assisted pump-
ing scheme with the ability of fast frequency jumps as described in Sec. 4.1.2. This would allow
to reduce the time for state initialization by an order of magnitude.

7.4. Optimization of the Rydberg excitation

The observation of a shift of the Rydberg resonance after pulses of light at short wavelengths
allowed to gain control over these shifts. An estimation using the polarizability of the Rydberg
atoms is consistent with the explanation, that a LIAD effect produces electric fields in the sci-
ence chamber. But though the shift of the resonance is under control on timescales resolvable
with the experiment, fast fluctuations cannot be excluded. In order to avoid electric charge
on the vacuum windows, a coating with indium tin oxide on the inside is recommended for
setups for experiments with Rydberg atoms. This technique has been applied successfully in
the Rydberg experiment described in [146].

Though huge progress could be achieved regarding the phase noise of the Rydberg lasers, the
improvement for the Rydberg excitation falls short of the expectations. The Rydberg excitation
is still limited to probabilities of 75 % on long averaging times. The reasons for this need fur-
ther investigation. One possible explanation is that the positions of the addressing system of
the blue Rydberg light and the atoms show too much variation [129]. This would also explain
the low performance of the local 1-qubit operation. A straightforward test of this hypothesis
is to use a larger spot size of the blue Rydberg light or of the light inducing the 1-qubit gate.
Nevertheless, single-site addressed operations bear complex dynamics regarding the fidelity
of quantum operations as shown in [129].
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7.5. Optimization of the 2-qubit operation

The test of the 2-qubit operation showed very low success rates which are mainly due to the
errors of the 1-qubit operations and the Rydberg excitation. But regarding the gate operation
itself, the differential light shift of the red Rydberg light is a fault that needs to be eliminated
for a stable operation. The compensation of differential light shifts is possible as shown in
[147] and the optical access in the laser system is already prepared. It is a straightforward
step to implement this feature.

The test of the 2-qubit operation suffers additionally from a lack of fast Z gates. With a fast
manipulation of the phase of the light inducing the 1-qubit gate, H gates can be used in the
CNOT sequence as intended in the H-C; protocol.

But even with this implementation, the gate sequence itself can be optimized. As discussed in
recent work, the Levine-Pichler gate is a more promising protocol that avoids many of the error
sources limiting this work. Especially, this gate protocol decouples the errors of the 1-qubit
gate from the errors of the 2-qubit gate as it does not rely on operations on the qubit basis
states. Furthermore, the time needed for switching from one qubit to another is eliminated
as both qubits are excited to the Rydberg state at the same time. Typically, this is performed
using a DMD. But due to the inherent cancellation of frequency offsets of the AOD system for
addressing diagonal neighbors with the blue Rydberg light shown here, this system in-principle
allows the demonstration of this protocol, too. With the implementation of a multi-tone signal
for the AODs (f3, f4) and a phase operation in the frequency controlling the red compensation
AOM (f5), this gate protocol is within the scope of this experiment.

7.6. Outlook towards scaling into 3D

The Talbot planes, created automatically by the microlens array used for the creation of dipole
traps, offer an ideal starting point for the scaling of this system into three dimensions. Ad-
ditionally, the imaging of multiple planes of a three-dimensional array of atoms has already
been demonstrated [148]. A short discussion about the option of using the third dimension is
added because this seems to be very promising for a further scaling of qubits.

The main reason why this is not intended in this thesis is the problem of a fast adaption of an
optical focus. As stated for the addressing of different qubits, a switching time on the order
of 1ps is desired. Even if this limit is raised towards 10 ps, there is no optical element to the
knowledge of the author that would allow to switch the optical focus of the camera or of the
single-site addressed light beams within this time span.

There could be an intermediate region in timings where multiple layers of atom planes could
be used sequentially and independently from each other so that the timing limit would not
necessarily be given by the decoherence time but by the lifetime of the trapped atoms. Never-
theless, the integration of such a technique in a fashion that is compatible with the DiVincenzo
criteria is beyond the scope of this thesis. To name one example, the globally addressed state
projection could not be used in such a scenario as this light needs to be applied within the
decoherence time but would automatically project the states of all atoms in all planes. A start-
ing point for using the Talbot planes not only for storing atoms but to use these atoms for
quantum information processing would be a state projection in individual Talbot planes. This
would be a further demonstration of the scalability of platforms based on neutral atoms in
optical dipole traps created by microlens registers.
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