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Abstract

The CMS collaboration has opted for a High Granularity Calorimeter (HGCAL) to re-
place the current endcap electromagnetic and hadronic calorimeters in the view of high-
luminosity phase of the LHC (HL-LHC). The HL-LHC, expected to start at the end of this
decade, aims to accumulate proton-proton collision data corresponding to an integrated
luminosity of 3000 fb�1 over a span of ten years, which is ten times more data than the
ongoing phase of the LHC. High instantaneous luminosity needed to achieve these goals
will result in an average of 140 to 200 proton-proton interactions per bunch crossing. These
pose very stringent requirements on radiation tolerance of the endcap detectors as well as
their pileup mitigation capabilities. The HGCAL is a silicon and scintillator based sampling
calorimeter with unprecedented longitudinal and transverse granularity, which will facili-
tate efficient particle-flow reconstruction, particle identification, and pileup rejection.

The CMS HGCAL collaboration is extensively testing the detector components and its
associated electronics in test bench based experiments and in beam test experiments with
single particles. A prototype of the electromagnetic and hadronic section of the HGCAL was
built and tested along with the CALICE Analogue Hadron Calorimeter (AHCAL) prototype
in the beams of single particles at CERN’s Super Proton Synchrotron (SPS) in October 2018.
The combined prototype was exposed to the beams of positrons and charged pions with
momenta ranging from 20 to 300 GeV/c, and muons of 200 GeV/c. This thesis presents the
performance of individual prototype silicon sensor modules as well as construction, com-
missioning, calibration of the HGCAL prototype used in the beam test experiments. A first
detailed study of performance of combined HGCAL and AHCAL prototype to hadronic
showers generated by charged pions using the data collected in October 2018 is reported in
this thesis. The results are also compared against simulated hadron showers modeled using
GEANT4-based detector simulation framework.
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Chapter 1

Introduction

For eons of time, many philosophers have wondered about the fundamental constituents
of the matter. Philosophers in the west such as Greek philosopher Leucippus of Miletus [1]
and his student Democritus of Abdera [2] in 5th century BCE, and in the east such as Indian
philosopher Kan. āda [3] in 4th century BCE, suggested that the matter is made of indivisible
basic units. The Greeks called it atomos, meaning indivisible, which became the root of the
word atom.

The idea of atoms in modern physics was brought upon by English chemist John Dal-
ton in the early 19th century [4]. He performed several experiments on gases and proposed
that the elements are made of atoms that are identical in weight and property. Later in
the 19th century, J. J. Thompson discovered electrons [5], and in the earlier 20th century
famous experiment performed by E. Rutherford discovered the atomic nucleus and later
protons [6]. These discoveries laid the foundation of the atomic structure of matter. In
parallel, theoretical work by Louise de Broglie, Schrödinger, Heisenberg, and others, estab-
lished the quantum mechanical framework that describes the dynamics of particles at the
atomic level. Louise de Broglie’s theory of wave-particle duality of matter showed that with
increasing energy, the wavelength of the particle wave decreases [7]. By the mid 20th century,
physicists started using particle accelerators delivering high energy particles as powerful
microscopes to probe internal structure of the atomic nuclei. The experiments with more
powerful accelerators demonstrated that nucleons themselves, i.e., protons and neutrons,
are not fundamental particles. Instead, they are composed of quarks. Equipped with higher
accelerating power and colliding beams, and increasingly advanced particle detection tech-
niques, the later experiments discovered various composite and fundamental particles [8].
Thus, the branch of physics, called particle physics, got well established.

The field of particle physics is dedicated to the study of elementary particles. The com-
bined effort of theoretical and experimental particle physicists of over almost 50 years has
created a mathematical model of elementary particles observed in nature and their interac-
tions, called standard model (SM) [9, 10]. The SM incorporates the theory of three out of four
fundamental forces namely, strong force, electromagnetic force, and weak force. The basic
building blocks of matter are classified as quarks and leptons, and have half integer spin
(1/2), called fermions. The interactions among these particles are understood to be medi-
ated via particles with spin 1, called bosons. The strong force is mediated by gluons (g), the
weak force is mediated by W± and Z0 bosons, and the electromagnetic force is mediated
by photons (g). The predictions made by the SM have been tested in a variety of collider
and non-collider experiments, and have been found to be in agreement with high precision.
For example, the measured anomalous magnetic moment of electron agrees with the SM
prediction with more than per billion precision [11]. Numerous other measurements made
at various experiments such as UA1, UA2, LEP, CDF, Tevatron, ZEUS have shown that the
SM describes the nature remarkably well at the fundamental level [12, 13, 14, 15, 16, 17].
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Although the SM has been found to describe various processes in particle physics very
well, it fails to answer numerous questions. The SM does not include the description of
gravity, the oldest known force of nature. It does not have any answer to the nature of the
dark matter the existence of which has been proven beyond any doubt through astronomi-
cal observations. The reason behind matter dominating over anti-matter in the observable
universe is still unknown. These are just a few of many questions which the SM can not an-
swer, indicating that it is an incomplete theory. Many novel theories extend beyond the SM
(BSM) physics and try to address these questions. The aim of collider-based experiments,
such as experiments at the Large Hadron Collider (LHC), is to test the limits of SM and to
search for signatures of new physics [18]. The LHC at CERN is the most powerful particle
accelerator and collider in the world at present. It collides beams of protons at the center of
mass energy (

p
s) of 13 TeV at four points along its 27 km long ring. At each collision point,

a detector is placed to detect the particles emanating from high energy collisions. The Com-
pact Muon Solenoid (CMS) [19] is one such detector. The CMS is a general-purpose detector
designed to measure particles of momenta ranging from a few hundreds of MeV/c to a few
TeV/c.

The LHC started taking physics data in 2010 and will continue for next five years collid-
ing protons at

p
s = 13 TeV. The CMS and ATLAS (another general purpose detector at LHC)

discovered the Higgs boson in 2012, the last missing particle of the SM. However, physics
data collected till 2018 has shown no sign of new physics. More data is required to make
precision measurements of various SM processes that have smaller cross-sections such as
Higgs boson self-coupling, and also to discover particles predicted by many BSM theories,
e.g., supersymmetry (SUSY) [20]. The High-Luminosity operation of LHC, called HL-LHC,
is planned towards this very goal [21]. The HL-LHC phase of the operation is expected to
start from 2027 and will operate for at least ten years. It will deliver ten times more physics
data as compared to the LHC run, bringing many physics opportunities. However, this
poses various challenges for detectors. With increased collision rate of HL-LHC, the detec-
tors will suffer from immense radiation damage, and will face a large number of particles
emerging from additional proton-proton collisions at the interaction point called pileup. The
current CMS detector is not designed to operate in such harsh conditions and will not be
able to deliver adequate physics performance. For example, the current endcap electromag-
netic (ECAL) and hadronic (HCAL) calorimeters will suffer irreversible radiation damage
and become insensitive to traversing particles. The CMS Collaboration has proposed a com-
prehensive upgrade programme of its sub-detectors in the light of HL-LHC operation. As
part of the upgrade programme, the inner tracker will be made more granular and its ac-
ceptance will be extended, the endcap muon systems will deploy gas electron multiplier
(GEM) technology, HCAL photodetectors will be replaced by silicon photomultipliers, and
trigger systems will be upgraded to handle high event rates [22]. The endcap ECAL and
HCAL calorimeters will be replaced with a more radiation tolerant and highly granular
calorimeter, called the HGCAL [23]. The HGCAL is a silicon and scintillator technology-
based sampling calorimeter.

This thesis describes the ongoing research and development of the HGCAL detector and
its components. A prototype of silicon-based electromagnetic and hadronic section of the
HGCAL was built and tested in the experiments with single particle beams at CERN Super
Proton Synchrotron (SPS) in October 2018 [24]. The beam test experiment was performed
along with scintillator-on-SiPM based CALICE Analogue Hadron Calorimeter (AHCAL)
detector prototype [25]. The AHCAL helped extending the longitudinal depth of the proto-
type calorimeter making it closer to the realistic depth of proposed HGCAL. The prototypes
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were exposed to beams of positrons and charged pions with energies ranging from 20 to 300
GeV to evaluate electromagnetic and hadronic shower performance, and 200 GeV muons
for inter-cell calibration. The topics covered in this thesis range from testing the most basic
unit of the HGCAL, the silicon sensor modules, in the laboratory-based test benches to an-
alyzing the performance of a large scale endcap calorimeter detector prototype in the beam
test experiment.

The thesis begins with a brief introduction of the standard model of particle physics
in chapter 2. It describes the interaction of the particles in the matter and various detection
techniques that are employed in nuclear and particle physics experiments. This chapter sets
the stage for calorimetric concepts and the GEANT4 simulation framework that are critical
in performance studies of modern detectors including HGCAL.

Chapter 3 describes the LHC, the CMS experiment, and gives a brief summary of physics
results. Chapter 4 presents the LHC road-map, technological challenges for detectors, and
a brief overview of the CMS detector upgrades with a specific focus on the HGCAL.

Chapter 5 describes the system tests of silicon module, the smallest independent detec-
tor unit which is replicated to make the HGCAL active layers. The system test includes
silicon module’s electrical characterization, testing its readout electronics, the data acqui-
sition system, pedestal noise measurement, and the measurement of cosmic muon signals
using scintillator based cosmic test-stand.

Chapter 6 is dedicated to the description of HGCAL and AHCAL detector prototype
used in October 2018 beam test experiment. This chapter describes signal reconstruction in
data and simulation, detector alignments, cell-to-cell response equalization, and signal-to-
noise ratio studies of silicon sensors employed in the detector.

Chapter 7 presents a comprehensive performance study of the combined HGCAL +
AHCAL detector prototype to hadronic showers using beams of charged pion (p�) of mo-
menta ranging from 20 to 300 GeV/c. The analysis makes use of the fine longitudinal and
transverse segmentation of the HGCAL to develop an algorithm that identifies the shower
start location with exquisite efficiency. The calorimetric performance is studied in terms of
hadronic shower energy reconstruction and its evolution in longitudinal and transverse di-
rection. The results from October 2018 beam test experiment is compared against GEANT4
based simulation in order to validate hadronic shower simulation framework in the HG-
CAL detector.

This thesis presents first performance study of a large scale CMS HGCAL prototype to
hadronic showers initiated by charged pions in the momenta range 20 to 300 GeV/c using
the data collected in the beam test experiments at CERN in October 2018.
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Chapter 2

Overview of Standard Model and
experimental techniques

The standard model (SM) is the most successful theory of particle physics so far that de-
scribes nature at the most fundamental level. This chapter provides a brief overview of
the SM, the primary processes through which the particles interact with the matter, various
detection techniques focusing on the calorimeters to measure high energy particles. Using
the knowledge of these interaction mechanism, Monte Carlo simulation frameworks have
been developed that are indispensable tools in high energy physics research. Key aspects
of the GEANT4 detector simulation toolkit [26] are discussed in this chapter. It is a widely
used application for detailed simulation of the detector response and electronics effects and
is also used in the work presented here.

2.1 Standard Model of particle physics

The SM is a quantum field theory (QFT) [27] that describes the dynamics of three out of
four fundamental forces of nature, i.e. strong, weak, and electromagnetic force; and clas-
sifies all known elementary particles. In QFT, quantum mechanics is combined with the
classical fields and special relativity, giving rise to quantum fields. The quantum fields are
considered as the fundamental entity of nature, and the excited quantum of the field is in-
terpreted as the particle. The particles carry an intrinsic angular momentum, called spin.
Particles with half integer spin are called fermions, and particles with integer spin are called
bosons.

The fermions are the basic building blocks of matter. The SM classifies the fermions as
quarks and leptons in three generations with increasing mass order as listed in Figure 2.1.
The quarks come in six flavours: up (u), down (d), charm (c), strange (s) , top (t), and bot-
tom (b). The quarks carry either 2/3 or �1/3 electric charge (e), and have a colour charge
quantum number, namely Red (R), Green (G), or Blue (B). All quarks also carry another
inherent quantum number, called baryon number. The baryon number for each quark is 1/3.
All quantum numbers are conserved quantities in the interactions, except flavour quantum
number which is violated in the weak interactions.

Similar to quarks, there are six leptons that are classified into three generations with
increasing mass order. Three out of six leptons carry electric charge of -1, namely elec-
tron (e) , muon (µ), and tau (t). The other three leptons are electrically neutral, namely
electron-neutrino (ne), muon-neutrino (nµ), and tau-neutrino (nt). Each generation of lepton
is associated with a lepton-flavour quantum number, i.e. Le, Lµ and Lt. For example, Le = 1
for electron and ne; Lµ = 1 for muon and nµ; Lt = 1 for tau and nt. The lepton-flavour quan-
tum number has been found to be conserved experimentally. Each fermion in the SM has a
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corresponding anti-particle. The anti-particle is same as the particle in every aspects except
for its charge and associated quantum numbers, which are opposite to that of particle.

FIGURE 2.1: The table of elementary particles in the SM.

The fundamental interactions between fermions are mediated by spin-1 vector bosons,
namely gluons (g) for strong interaction, W± and Z0 for weak interaction, and photons (g)
for electromagnetic interaction. The SM is formulated with three internal gauge symme-
tries, SU(3)C ⌦ SU(2)L ⌦U(1)Y, where C, L and Y are three quantum numbers, viz., colour
charge, weak isospin, and hypercharge, respectively. The gauge symmetries lead to conser-
vation of these quantum numbers as a consequence of Noether’s theorem [28].

The electromagnetic interaction corresponds to U(1) abelian gauge symmetry group,
and it is described by quantum electrodynamics (QED) [29]. The theory of QED is the
result of imposing U(1) gauge symmetry on Dirac’s equation. Dirac’s equation can be en-
capsulated in the form of Lagrangian density (LDirac) as shown below:

LDirac = ȳ(igµ∂µ � m)y (2.1)

where y is fermion spinor, gµ are Dirac matrices, ȳ is y†g0 where y† is the hermitian
conjugate of y. Here, natural units, i.e. c = h̄ = 1, is used and Einstein’s notation has been
followed, i.e. summation is implied on the repeated indices. The greek letters are reserved
for space-time indices. In the following text the Lagrangian density and Lagrangian is used
interchangeably.

For equation 2.1 to remain invariant under U(1) gauge transformation, the partial deriva-
tive (∂µ) is replaced with covariant derivative (Dµ) which is defined as:

Dµ = ∂µ � igem Aµ (2.2)

where gem is the electromagnetic coupling constant and Aµ is a vector gauge field that
transforms simultaneously under U(1) as follows:

Aµ ! A0
µ = Aµ +

1

gem
∂µq (2.3)

where q is the generator of U(1) symmetry group. From equation 2.3 and 2.2, one can
verify that following Lfermion is invariant under U(1) gauge transformation:
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Lfermion = ȳ(igµDµ � m)y

= ȳ(igµ∂µ � m)y + gemȳgµ Aµy
(2.4)

Thus, while making LDirac gauge invariant, a vector field Aµ is introduced that couples
to fermionic field y. The Lfermion, however, does not contain the dynamics of the vector
field itself. Therefore, a kinetic term � 1

4 FµnFµn, which is already invariant under U(1), is
added to Lfermion. For electromagnetic interaction, Fµn is the electromagnetic potential field
tensor defined as:

Fµn = ∂µ An � ∂n Aµ (2.5)

Thus, the following Lagrangian (LQED) is obtained that describes the electromagnetic
interaction.

LQED = �1

4
FµnFµn + ȳ(igµ∂µ � m)y + gemȳgµ Aµy (2.6)

Note that there is no mass-term for Aµ in LQED. A mass term of the form �m2Aµ Aµ

can be added to equation 2.6, however, the resulting Lagrangian does not remain invariant
under U(1) gauge transformation. Therefore, Aµ must be a massless field and by extension
its associated vector boson, i.e. photon, must be massless. Since the photons are massless
therefore their field of influence extends to infinity. However, the strength of electromag-
netic coupling (gem) diminishes rapidly as 1/r2. The photon couples to particles that carry
a non-zero electric charge which is a conserved quantity.

The strong interaction is described by quantum chromodynamics (QCD) gauge theory.
The QCD describes the dynamics of the strong force at intra-nuclear distances (⇠ few fm).
The theory of QCD belongs to SU(3) non-abelian gauge symmetry group. The correspond-
ing field tensor for QCD, G

µn
a is defined as follows:

G
µn
a = ∂µgn

a � ∂ng
µ

a + gs fabcg
µ

b gn
c (2.7)

where ga is the gluon gauge field with index a = 1, 2, ..., 8; gs is the coupling constant for
strong force, and fabc is SU(3) structure constant. Since there are eight independent gener-
ators of SU(3) group, therefore there are eight mediator gluons. The strong force couples
to particles that carry colour charge, i.e., only quarks and gluons. The QCD Lagrangian is
constructed as follows:

LQCD = �1

4
GaµnG

µn
a +

6

∑
k=1

q̄k(ig
µDµ � mk)qk

= �1

4
GaµnG

µn
a +

6

∑
k=1

q̄k(ig
µ∂µ � mk)qk +

6

∑
k=1

gs
la

2
q̄kgµga

µqk

(2.8)

where qk are six quarks and la are generators for SU(3) group. Expanding the first term
of LQCD in equation 2.8 using the definition of G

µn
a from equation 2.7, one obtains three as

well as four point interaction vertices for gluons. It signifies that gluon can interact with
itself via strong force. These interaction vertices are possible in QCD because gluons them-
selves carry colour charge unlike QED where photons are electrically neutral and hence can
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not have self-interaction vertices.

One of the features of strong interaction is that the force strength remains constant be-
tween two quarks with increasing distance. Therefore, the potential energy of the quark
system increases if the distance between the quarks is increased. At a point of about ⇠
1 fm, the energy between the quarks is sufficient to produce quark-antiquark pairs. This
leads to a phenomenon called color confinement in which it is energetically favourable to
produce new quark-antiquark pairs at larger distances that combine with the initial quarks
and form colour-neutral composite bound states, called hadrons. Because of color confine-
ment, quarks are never observed in isolation. Based on the number of quarks in the hadron,
it is called either baryon (composite state of three quarks) or meson (composite state of two
quarks). For example, protons and neutrons are baryons consisting of uud and udd bound
states, respectively. Similarly, pions (p+) and kaons (K+) are mesons consisting of ud̄ and us̄
bound states, respectively. The QCD also exhibits a phenomenon called asymptotic freedom,
that is, at very small distances the strong force strength decreases rapidly, and the quarks
become almost free, e.g. within hadrons.

The electromagnetic and weak interaction is unified by imposing SU(2)L ⌦U(1)Y gauge
symmetry. The corresponding gauge fields are W i

µ and Bµ for SU(2)L and U(1)Y group,
respectively. The SU(2)L field interacts with left-handed (right-handed) chiral eigenstates
of fermions (anti-fermions) that carry weak-isospin charge quantum number, T3. In the
SM, the fermions can be expressed as left-handed weak-isospin doublet (T3 = ±1/2) and
right-handed weak-isospin singlet (T3 = 0). For example, left-handed up quark (uL) and
electron-neutrino (neL) have weak-isospin T3 = +1/2, and left-handed down quark (dL) and
electron (eL) have weak-isospin T3 = -1/2. All right-handed quarks and charged leptons
have weak-isospin T3 = 0. In this prescription, right-handed neutrinos (i.e. neR, nµR, and
ntR) can not be accommodated. For example, the first generation leptons can be written as:

Le =

✓
ne

eL

◆
(2.9)

Re = (eR) (2.10)

where nL, eL and eR are defined as follows:

eL =
1 � g5

2
e (2.11)

nL =
1 � g5

2
n (2.12)

eR =
1 + g5

2
e (2.13)

where g5 = ig0g1g2g3. Similarly, first generation of quarks can also be expressed as
left- or right-handed chiral eigenstates: (uL

dL
), (uR), (dR). This definition can be extended to

second and third generation of leptons and quarks. Thus, electroweak Lagrangian (LEW) is
constructed as follows:

LEW = �1

4
WaµnW

µn
a � 1

4
BµnBµn + ∑

f=yL,yR

f̄ igµDµ f (2.14)

where f = yL (yR) is left-handed (right-handed) fermion spinor as defined earlier. The
field tensors W

µn
a and Bµn are defined as:
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W
µn
a = ∂µWn

a � ∂nW
µ

a + g2 fabcW
µ

b Wn
c

Bµn = ∂µBn � ∂nBµ
(2.15)

where W
µ

a and Bµ are gauge fields, fabc is the structure constant for SU(2) group and
index a = 0, 1, 2. The covariant derivative Dµ in equation 2.14 is:

Dµ = ∂µ � ig1
Y

2
Bµ � ig2

ta

2
Wa

µ (2.16)

where Y and ti are the generators for U(1) and SU(2) symmetry groups, respectively.
g1, g2 are the coupling strength between fermions and gauge fields. The combined SU(2)L ⌦
U(1)Y symmetry imposes the conservation of so-called weak hypercharge, which is defined
as follows:

YW = 2(Q � T3) (2.17)

where YW is the weak hypercharge, Q is the electric charge and T3 is the weak-isospin
of the particle. As mentioned earlier in the example of QED, the gauge bosons must be
massless as including their mass terms break gauge invariance. Furthermore, due to SU(2)L

symmetry, the addition of mass term to fermions are also forbidden, the reason of which is
described as follows: adding a mass term Lmass implies:

Lmass = �mȳy

= �mȳLyR + h. c.
(2.18)

where h.c. is the hermitian conjugate of the first term. If yL and yR each have a distinct
antiparticle, then it requires them to obey Dirac equation 2.1 such that it remains invariant
under SU(2)L transformation, i.e.

igµ∂µȳL = myR (2.19)

However, left-handed and right-handed fermions carry different SU(2)L charge, i.e. ēL

(ȳL) has T3 = -1/3 and eR (yR) has T3 = 0 as pointed out earlier. Therefore, equation 2.19
does not hold, and thus, the mass term is not allowed for fermions under SU(2)L gauge
symmetry. If the SM abandons weak interaction such that it contains only SU(3) ⌦ U(1)
then fermions are allowed to have masses, but our universe has weak interaction as a fun-
damental force of nature, therefore it can not be overlooked. However, as established by
experiment measurements that the mediator bosons for weak interaction as well as quarks
and charged leptons have non-zero mass, therefore a prescription is required for these parti-
cles to be massive. This is achieved by invoking Spontaneous Symmetry Breaking as explained
in the next section.

2.1.1 Spontaneous symmetry breaking

The problem mentioned above is solved by introducing a scalar field in the SM [30]. The
scalar field, called Brout–Englert–Higgs field or simply Higgs field, breaks the electroweak
symmetry spontaneously and gives masses to bosons and fermions by interacting with
them. This mechanism is called Brout–Englert–Higgs (BEH) mechanism. The process is
described in the following. Introduce a complex scalar Higgs field (Φ) which is a doublet of
SU(2), i.e.
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Φ =
1p
2

✓
f1 + if2

f3 + if4

◆
(2.20)

where f1, f2, f3, and f4 are real scalar fields. The Lagrangian (LHiggs) of Higgs field is
written as :

LHiggs = T(Φ)� V(Φ)

=
�

Dµf
�†

(Dµf)� µ
2f†f � l

⇣
f†f

⌘2 (2.21)

where Dµ is the covariant derivative of SU(2)L ⌦ U(1)Y (equation 2.16). With µ2
< 0,

the Higgs potential V(Φ) has minima for:

f†f =
�µ2

2l
⌘ n2

2
(2.22)

At this minima, the real component of f†f satisfies following relation:

<(f†f) =
f1 + f2 + f3 + f4

2
(2.23)

Above equation 2.23 implies that there can be infinite solutions to equation 2.22. One
can choose any direction in the SU(2) space (fi space) to define vacuum configuration, thus
breaking the SU(2) symmetry. We choose the vacuum (f0) to be:

f0 =
1p
2

✓
0

n

◆
(2.24)

where n =

q
�µ2

l from equation 2.22. Note that for above vacuum configuration, we have
chosen f3 = n, while f1 = f2 = f4 = 0. We could have chosen any other vacuum configuration
to break the symmetry. This occurs without any external agency, therefore it is termed as
spontaneous symmetry breaking. The vacuum excitation can be analyzed by introducing a
quantum fluctuation H(x) in the f0, and expanding it around the minima:

f0 =
1p
2

✓
0

n + H(x)

◆
(2.25)

Substituting f0 from equation 2.25 into equation 2.21, the Higgs potential can now be
written as:

V(Φ) = � µ4

4l
� µ

2H2 + lnH3 +
l

4
H4 (2.26)

From above equation, one can interpret that H(x), which is a real scalar field, has cor-
responding scalar boson (called Higgs boson, H) whose mass is mH =

p
�2µ2 =

p
2ln.

Moreover, the Higgs boson can interact with itself because of cubic and quartic term in
V(Φ). Since l is the free parameter of BEH mechanism, therefore precise measurement of
Higgs self-coupling helps correctly determine the shape of Higgs potential.

Similarly, kinetic term of LHiggs can be expanded by substituting f0 in the first term of
equation 2.21 and using the definition of Dµ from equation 2.16, i.e.
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T(Φ) =
�

Dµf
�†

(Dµf)

=
1

2
(∂µH)2 +

g2
1

8
(W1

µ � iW2
µ)(W

1µ � iW2µ)(n + H)2

+
1

8
(g1W3

µ � g2Bµ)(W
3µ � g2Bµ)(n + H)2

(2.27)

With the linear combination of Wa
µ and Bµ, one can define following gauge fields:

W+ =
�W1 + iW2

p
2

W� =
�W1 � iW2

p
2

W0 = W3

(2.28)

and,

Aµ =
g2Bµ + g1W0

µq
g2

1 + g2
2

Zµ =
g1Bµ + g2W0

µq
g2

1 + g2
2

(2.29)

where coupling constants are related as:

e =
g1g2q
g2

1 + g2
2

sin(qW) =
g1

g2
1 + g2

2

cos(qW) =
g2

g2
1 + g2

2

(2.30)

where e is the electric charge and qW is called weak mixing angle. Substituting these values
into equation 2.27, we obtain:

T(Φ) =
1

2
(∂µH)2 + m2

WW+µW�
µ +

2m2
W

n2
W+µW�

µ H

+
1

2
m2

ZZµZµ +
m2

Z

n
ZµZµH +

m2
Z

2n2
ZµZµH2

(2.31)

Thus, the gauge bosons for weak interaction, i.e. charged W± and neutral Z0, acquire
mass mW and mZ, respectively which is given by:

m2
W =

g2
2n2

4
, and m2

Z =
m2

Wn2

cos2(qW)
(2.32)

The weak mixing angle qW is a free parameter, which is determined by precisely mea-
suring the masses of W and Z boson. The gauge boson corresponding to field Aµ and
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corresponding boson i.e. photon, remains massless.

The masses for fermions are also generated using Higgs field. The interaction between
scalar field Φ and fermions is added in the form of so-called Yukawa coupling (LYukawa). For
example, for electrons the form of Yukawa coupling is as follows:

Le
Yukawa = ge L̄eΦeR + h.c. (2.33)

where Le is SU(2) doublet defined in equation 2.9, and h.c. is the hermitian conjugate
of first term. Le

Yukawa is invariant under SU(2)L ⌦U(1)Y transformation. Expanding Φ field
according to equation 2.25, one obtains:

Le
Yukawa =

genp
2
(ēLeR + ēReL) +

gep
2
(ēLeR + ēReL)H (2.34)

Thus, the mass of electron can be interpreted from the first term as me =
genp

2
. The second

term corresponds to the interaction between electron and the Higgs field. This prescription
of Yukawa coupling can be extended to quarks and leptons of all generations. Thus, we can
write a more generalized form of Yukawa coupling as follows:

LYukawa = gȳLΦyR + h.c. (2.35)

Equipped with Lagrangian of all the fermions and bosons as well as their interactions,
the SM can be summarized as:

LSM = Lgauge + L f ermion + LHiggs + LYukawa (2.36)

where Lgauge is the boson field dynamics for SU(3)C ⌦ SU(2)L ⌦ U(1)Y gauge sym-
metry, Lfermion is the fermion field dynamics corresponding to equation 2.4 with appro-
priate covariant derivatives, LHiggs corresponds to equation 2.21, and LYukawa corresponds
to equation 2.35. A schematic presented in Figure 2.2 shows all the possible interactions
among the elementary particles in the SM. To summarize:

• All the charged particles, viz. quarks, charged leptons, and W± boson, can interact
via electromagnetic force.

• Only quarks and gluons can interact via strong force. The gluons can interact with
themselves and have self-coupling.

• All the fermions as well as W±, Z0, and Higgs boson can interact via the weak force.

• Neutrinos can only interact via weak force.

• Higgs field couples to all the massive particles as well as to itself.

2.1.2 Limitations of the SM

With the discovery of the Higgs boson in July 2012, the last missing piece of the SM was
completed. Experimental measurements made so far have shown very good agreement
with the SM predictions. It is, however, an incomplete theory as it fails to provide answers
to many questions. A few of them are listed below:

• The SM in its description does not include the most well-known force of nature, i.e.
gravity. A self-consistent and experimentally verifiable quantum theory of gravity is
yet to be found.
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FIGURE 2.2: The schematic shows possible particle interactions in the SM.
The blue line corresponds between two blocks corresponds to coupling be-

tween particles and the loop corresponds to self-coupling.

• It does not explain why the observable universe is dominated by matter over antimat-
ter, known as baryon asymmetry problem.

• The observation of neutrino-oscillation (neutrinos changing from one flavour to other)
requires neutrinos to be massive. In contrast, there is no prescription through which
neutrinos can acquire mass in the SM.

• The SM calculations suggest that higher order corrections on the Higgs boson mass
should bring its value near to Plank scale (⇠ 1019 GeV) [31]. However, the experi-
ments have measured the mass of Higgs boson to be 125 GeV. The SM has no expla-
nation other than postulating delicate cancellations of astronomical order for a 125
GeV Higgs boson to exist. This is known as hierarchy problem.

• The SM does not describe the nature of dark matter (DM), the existence of which
has been proven without a doubt through astronomical and cosmological observa-
tions [32].

There are various Beyond Standard Model (BSM) theories such as Supersymmetry [20],
extra dimensions [33], sterile neutrinos [34], etc. that aim to answer one or more of the
above mentioned questions. Most of these theories predict new fundamental particles
which could be produced in high energy collisions or affect predictions of the SM. Nu-
merous experiments are being carried out to test the validity of such BSM physics models
and find any deviation from SM prediction in precision measurements. The experiments at
the Large Hadron Collider at CERN are dedicated to this very purpose.

2.2 Particle interactions with matter

The collider-based experiments aim to probe the nature by studying the particles produced
during high-energy collisions. Heavy and unstable particles that are produced in the colli-
sion decay into lighter particles that traverse through the detector that are built around the
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collision point. Based on their interaction with the detector material, these particles leave
signatures in different parts of the detector system. These signatures are used to reconstruct
as well as interpret each collision event that helps in new physics searches. Therefore, it is
crucial to understand the interactions and processes through which the particles lose their
energy in matter. A particle can interact with a given material via electromagnetic, strong,
or weak interaction based on its type. For example, energetic hadrons interact with the
nuclei of the material via strong interaction and develop a cascade of shower. Charged par-
ticles interact with the atomic electrons losing their energy via electromagnetic interaction
as well as producing a measurable signal. Hence, various detection techniques are em-
ployed depending on the nature of particles and their interactions with materials in order
to optimize the detection systems. In the following, particle interactions with matter and
detection techniques has been discussed.

2.2.1 Energy loss by charged particles

Ionization energy loss

A charged particle traversing through the medium can ionize or excite the atoms. It results
in energy loss of the incident-charged particle. The energy loss per unit traversed length
via ionization process can be given by ”Bethe-Bloch formula” [35] shown in the following
expression:

� dE

dx
= rNA

Z

A

4pa2h̄2

me

q2

b2


ln

✓
2mec

2b2g2

I

◆
� b2 � d

2

�
(2.37)

where, x is the traversed length in the medium, r is the density of the medium, NA is
the Avogadro’s number, Z (A) is atomic number (weight) of the material, me is the mass of
electron, c is the speed of light in vacuum, q is the electric charge of the incident particle, b
is v/c, g is the Lorentz factor (= (1 � b2)�1/2), I (⇠ 10⇥Z eV) is the ionization potential of
the medium and d is the correction for dielectric screening effect at highly relativistic speed
of particle.

From the formula, one can infer following interesting features:

• the ionization energy loss is higher for slow particles (1/b2 term) because the particle
spends more time in the influence of the Coulomb field of the atom.

• energy loss is directly proportional to the density (r) of the medium.

• higher the electric charge of the incident particle (q2 term), more will be the energy
loss.

• at very high energies, where b becomes almost 1, the logarithmic term in the R.H.S.
comes into effect and increases the ionization loss in the medium, called ”relativistic
rise” of energy loss.

The energy loss is usually expressed in terms of MeV g�1 cm2 by dividing both sides of
equation 2.37 by r. The transformed quantity is treated as dE/dX. The behaviour of dE/dX
as a function of particle momentum is shown in Figure 2.3 for different material.

The figure shows that the energy loss increases rapidly for low momentum and de-
creases as the particle’s momentum increases. The energy loss reaches a minimum around
bg ⇠ 3-4. At this point, the ionization energy loss by the charged particle is smallest and
the particle is called ”minimum-ionizing-particle” or ”MIP”. After this minimum, the en-
ergy loss starts to rise due to relativistic expansion of particle’s electric field, and it finally
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FIGURE 2.3: Mean energy loss of charged particle as a function of bg in
different materials. The x-axis scale is also shown as a function of momentum

for different charged particles [36].

reaches a value asymptotically.

The curve shown in the Figure 2.3 corresponds to the average energy loss. Since the
ionization is a statistical (quantum-mechanical) process, the actual energy loss distribution
has a non-zero width around the average value. The width is larger for lighter charged
particles (e.g. e±), and smaller for heavier charge particles (e.g. a particle).

Radiative energy loss

A charged particle in the influence of the electric field of a nucleus of an atom can accelerate
or decelerate, which results in the emission of radiation in the form of a photon. This radi-
ation is called bremsstrahlung. The photon emitted from bremsstrahlung carries a part of
incident charged particle’s energy, thus lowering it and also changing particle’s direction.
Figure 2.4 shows the feynman diagram of this process.

FIGURE 2.4: Feynman diagram of bremsstrahlung process.

The probability of bremsstrahlung process is dependant on the material as given below:
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sbrem ∝
Z2a3

m2c4
(2.38)

From the equation 2.38, it follows that the probability of the bremsstrahlung process is
directly proportional to the square of atomic number (Z); therefore, for dense materials,
the radiative energy loss is the dominant process. Also, it is inversely proportional to the
mass (m) of the charged particle. It implies that the probability to radiate brem photon by a
muon is 40,000 times smaller than that of electron as the muon is ⇠ 200 times massive than
electron. Hence, energetic muons (O(10-100) GeV) produced in p-p collisions at the LHC
mostly behave as MIPs in the detector.

At this point, we can define two quantities, namely ”radiation length” (X0) and ”critical
energy” (e) as characteristics of a material which are important parameters in detector design
as discussed later in the chapter.

• Radiation length (X0): The radiation length is defined as the length at which an elec-
tron loses, on an average, ⇠ 63.2% of its incident energy via radiative losses.

• Critical energy (e): It is the energy at which ionization loss and radiation loss becomes
equal for electron and can be approximated as e ⇠ 560/Z (MeV).

The charged leptons, i.e., electrons and muons lose their energy via above two discussed
processes, with ionization being the dominant process for muons.

2.2.2 Energy loss by photons

Photons lose their energy via other EM processes which are listed as follows.

• Photoelectric effect: In this process, a photon is absorbed by the atom of the material,
and an electron is released, called photoelectron. The photon has to have a minimum
energy, called work function (Wp), for this process to occur. The typical value of Wp is
of the order of a few eV. The rest of photon energy is carried away by photoelectrons
in the form of kinetic energy. The probability of undergoing photoelectric process
depends on the energy of incident photon and the material as shown below:

sphotoelectric ∝ Z5a4

✓
mec

2

Eg

◆n

(2.39)

where n = 7/2 for Eg << mec
2 and n= 1 for Eg >> mec

2. The most striking feature of
equation 2.39 is that the cross-section is directly proportional to the fifth power of Z.
It implies that in highly dense materials such as lead (Pb) or uranium (U), low energy
photons (sphotoelectric ∝ 1/En

g) are absorbed mostly via photoelectric effect.

• Compton scattering: In this process, a photon scatters off of an electron, and its wave-
length, hence energy, changes. This is the dominant process of energy loss by photons
carrying energies ⇠ 0.5 to 3.5 MeV with following cross-section dependence:

scompton ∝
lnEg

Eg
(2.40)

• Pair production: If the energy of incident photon is more than 2mec
2 (i.e. > 1.1 MeV),

then it may convert to electron-positron pair in the electric field of a charged particle,
called pair-production. Figure 2.5 shows feynman diagram of pair production process.
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It is to be noted that a photon disappearing and producing electron-positron pairs in
a vacuum is not possible as it violates the law of momentum conversation, therefore
a recoil object is required for this process to occur.

FIGURE 2.5: Feynman diagram of pair-production process.

The cross-section of this process is dependent on the material as shown below:

spair ∝
7

9

A

NA

1

X0
(2.41)

where A is the atomic weight, NA is the Avogadro’s number and X0 is the radiation
length of the material. Equation 2.41 indicates that the mean free path of a photon in
the material before converting into electron-positron pair is:

Lmean ⇠ 9

7
⇥ X0 (2.42)

Therefore, a photon encounters 9/7 times longer radiation length for the same traversed
length in the material as compared to an electron. The energy ranges at which these pro-
cesses dominate are different for electrons and photons, and it has an important implica-
tions in designing the electromagnetic calorimeters as discussed later in this chapter. Fig-
ure 2.6 shows the region of dominating processes as a function of incident energy of photons
(left column) and electrons (right column) in different materials.

For electrons:

• At the lower energies, ionization loss is the major process through which an electron
loses its energy.

• For the materials with higher Z, the critical energy (e) is smaller. For example, for
uranium e ⇠ 9 MeV, whereas for carbon e ⇠ 95 MeV. The radiation loss starts to
dominate at an earlier stage for higher Z material which follows from equation 2.38
as sbrem is directly proportional to Z2.

For photons:

• In high Z materials, e.g., uranium, the photoelectric effect plays a dominant role at
lower photon energies.

• As the A of the material increases, the pair production occurs at a lower threshold
and is the dominant process through which photon losses its energy by converting
into e+-e� pair.
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FIGURE 2.6: Figure shows the cross-sections for different processes for pho-
tons (left colum) and electrons (right column) in carbon (top row), iron (mid-
dle row), and uranium (top row). The critical energy, indicated in each plot,

decreases as the Z of material increases [37].

2.2.3 Energy loss by hadrons

The hadrons, apart from losing their energies via ionization (if charged), can interact with
the nuclei of the material via strong force and initiate nuclear processes, irrespective of their
electric charge. The interaction can either be elastic or inelastic. In elastic strong interaction,
the incident hadron scatters from the nucleus and loses some part of its initial kinetic energy,
and continues down its path at a different angle. The angle of deflection depends on the
energy transfer and impact parameter, thus making it a stochastic process. The inelastic
strong interaction, however, is a far more complicated process in which secondary hadrons
are produced, as shown in Figure 2.7. This process takes place in two steps: fast intra-
nuclear cascade and nuclear evaporation, which are described below:

• Fast intra-nuclear cascade: The incoming projectile hadron collides with the nucleus
of the atom of material. It interacts with the nucleon and transfers some part of its
energy. The nucleon then gains kinetic energy and collides with other nucleons, and
this process follows very rapidly. The nucleons break out of the nucleus and can also
produce other hadrons. The nucleons that break out of the nucleus need to overcome
the nuclear binding energy; therefore, they must have sufficient energy. The energy
spent to overcome binding energy is thus lost and not available for generating any
signal in the detector.

• Evaporation: Other nucleons that do not have enough energy to break out of the
nucleus bounce back and excite the nucleus. While coming to the ground state, the
nucleus emits other hadrons (mostly neutrons), photons, alpha radiation, etc. This is
a relatively slow process. If the nucleus is very heavy, such as uranium, it can also
undergo nuclear fission.
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FIGURE 2.7: Cartoon representation of intra-nuclear cascade (left) and evap-
oration (right). The original image is created by H. C. Schoultz Coulon.

Figure 2.8 shows the elastic and total cross-section for p+-p and p-p interaction as a
function of center of mass energy. For energies above 1 GeV, the cross-section for inelastic
hadronic interaction (the difference in height between stotal and selastic in the figure) is higher
than elastic collision. It increases with the increasing center of mass energy. It should also
be noted that the total cross-section for p-p is higher than p+-p interaction.

FIGURE 2.8: Cross-section for p+-p (left) and p-p (right) interaction as a
function of center of mass energy [36].

s
pp
total = 38 mb, at center of mass energy 100 GeV

s
pp
total = 24 mb, at center of mass energy 100 GeV

This difference can be explained by the fact that the physical size of the pion is smaller
than the proton, which results in a higher probability of p-p interaction. Here, another
characteristic property of material can be defined in regards to hadronic processes, which is
also a very useful quantity (similar to X0 in EM processes), called ”nuclear interaction length”:

Nuclear interaction length (lint): It is the mean traversed length in the material at which
the probability of nuclear interaction is 63.2%. The nuclear interaction length (lint) can be
calculated using following expression:

lint =
A

NAstotal
⇠ 35A1/3 g-cm�2 (2.43)

where A is the atomic weight, NA is the Avogadro’s number, and stotal is the total cross-
section of hadronic interaction. Usually lint is quoted for protons at 200 GeV [36], however
it has an implication for the pions. Since stotal for protons is higher as compared to stotal

of pions, therefore for a given traversed length, proton sees more material as compared to
pions in terms of lint. Table 2.1 lists various properties of different materials. Depending
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on the requirements of the experiment, different materials are opted as explained in the
following section.

TABLE 2.1: Properties and characteristic lengths of different materials widely
used in particle physics experiments.

Material Z A r [g/cm2] X0 [cm] RM [cm] lint [cm]

Beryllium 4 9.01 1.85 35.28 6.58 38.83
Carbon 6 12.01 2.21 19.32 5.01 38.83
Silicon 14 28.08 2.33 9.37 4.94 46.52

Iron 26 55.84 7.87 1.76 1.72 16.77
Copper 29 63.55 8.96 1.44 1.57 15.32

Zinc 30 65.38 7.13 1.74 1.95 19.42
Tungsten 74 183.84 19.30 0.35 0.93 9.95

Lead 82 207.2 11.35 0.56 1.6 17.59
Uranium 92 238.03 18.95 0.32 1.0 6.258

2.3 Cascade of particles in matter

The particles produced in the high energy collisions, e.g., at LHC, are highly energetic and
do not lose their energy all at once. Instead, they develop a cascade of shower particles
in the material. These shower particles, in turn, produce low energy secondary particles
that deposit their energy via different processes, as discussed in the previous section. The
shower initiated by the particles is broadly categorized into two types based on the inter-
actions involved, namely electromagnetic (EM) shower and hadronic (Had) shower. These
two types of showers have different features and characteristics that are important to un-
derstand in order to make the right choice for detectors.

2.3.1 Electromagnetic shower

A high energy electron (photon) develops a cascade of particles via bremsstrahlung (pair
production). Figure 2.9 shows a representation of EM shower development in the material.
In the figure, the photon enters the material from the left and converts into a pair of electron
and positron, which propagate further while emitting brem photons. The particle multiplic-
ity doubles at each generation. The process continues until energy of the secondary particles
down the generation reaches critical energy (e). After which, the particles get absorbed via
ionization, photoelectric effect, or Compton scattering process depending on the particle
type.

In such cascades, the shower of particles propagates in both longitudinal as well as
lateral direction. Figure 2.10 shows simulated EM shower development in longitudinal di-
rection as a function of depth (in X0) for 10 GeV electron in different block of material. From
the figure, one observes that the energy deposition first increases and reaches a maximum
and then decreases exponentially while penetrating deeper into the material. The depth at
which the energy deposition is maximum is called shower maxima (tmax). The figure shows
that the tmax is greater for high Z material, e.g., lead (Pb), as compared to low Z material,
e.g., aluminium (Al). Also, the tail of the shower is observed to be longer for Pb as compared
to Al. Both of these observations can be understood by the fact that high Z materials have
low critical energy (Figure 2.6). Therefore, particle multiplication continues at relatively
lower energy and, hence, have a higher generation-order of particle cascade. However, it



23

FIGURE 2.9: Schematic diagram of electromagnetic shower cascade develop-
ment in the block of absorber material [38].

is to be noted that even though the shower spreads deeper into the calorimeter in a high Z
absorber, the physical length (i.e., depth in meters) is considerably smaller (table 2.1).

FIGURE 2.10: Longitudinal shower development of 10 GeV electron in dif-
ferent material (shown in different colours). The shower spreads further into

the absorber for high Z material, e.g. Pb (shown in purple colour) [38].

The development of EM shower in longitudinal direction can be well modelled by
Longo’s parametrization as shown below:

⌧
1

E

dE(t)

dt

�
=

(bt)a�1b exp(�bt)

Γ(a)
(2.44)

where t is the material depth in X0, Γ is the Gamma function, a and b are the shape and
scaling parameter that depend on the material and incident energy of e±/g.

Figure 2.11 (left) shows longitudinal shower development for electrons of energies rang-
ing from 1 GeV to 1 TeV in the block of copper. Figure 2.11 (right) shows the longitudinal
depth (in X0) required to contain fraction of total shower energy for different incident elec-
tron energies. One of the most interesting and useful feature that can be inferred from this
figure is that the shower maxima (tmax) scales as log(E). It means we do not require twice as
much material to contain shower of e±/g that has twice as much energy. About ⇠ 28 X0 of
material is sufficient to contain more than 99% of the shower initiated by 1 TeV e�.

The shower also spreads in the lateral direction because of scattering of secondary e± or
emission of g away from the shower axis. If one imagines an infinite cylinder with its axis
aligned with the shower axis and starts increasing the radius (R) from zero, then the energy
contained in this imaginary cylinder can be plotted as a function of R which shows shower
development in the lateral direction. The radius at which fractional contained energy is
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FIGURE 2.11: Longitudinal shower development (left) and average shower
containment (right) in the block of copper for different energies of incident

electrons.

90% is called Moliére radius (RM), which is a property of the material. Figure 2.12 shows
fractional energy contained as a function of radius in units of RM for the shower initiated
by 50 GeV e� in PbWO4. The Moliére radius for PbWO4 is ⇠ 2.2 cm, which is also the lateral
size of scintillator crystal used in the CMS electromagnetic calorimeter (discussed in next
chapter).

FIGURE 2.12: Transverse shower development for 50 GeV electron in
PbWO4. The x-axis is the radius or distance from the shower axis in terms
of Moliere radius, of an infinite cylinder, and y-axis is the fractional energy
contained in the the cylinder of radius R. By definition, 90% energy is con-

tained at 1 Rm as indicated by the vertical black line.

2.3.2 Hadronic shower

As discussed in section 2.2.3, a hadron undergoes nuclear interaction while traversing through
the matter, which produces various secondary hadrons. The secondary hadrons may fur-
ther undergo nuclear interaction. The process of particle multiplication continues as a cas-
cade, similar to electromagnetic shower until the secondary hadrons reach a threshold for
hadron production. Hadronic showers are substantially more complicated than EM show-
ers because of the involvement of strong interaction and a large variety of possible nuclear
processes. The hadronic showers have two components: electromagnetic and hadronic, as
shown in Figure 2.13.

The EM component is the result of neutral pion (p0) decaying into a pair of photons
almost instantly. The photons then develop the shower, which is purely electromagnetic
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FIGURE 2.13: A cartoon representation of hadronic shower. The hadron in-
teracts with the nucleus of material and produces secondary hadrons out of
which p0 decays almost instantly into a pair of photon and constitutes pure

electromagnetic part of the hadronic shower [38].

in nature. In comparison, the hadronic component comprises spallation hadrons, evapo-
ration neutrons, etc. A part of the energy of incident hadron is lost while breaking up the
nuclei, hence, it is not available for any signal generation in the detector unlike EM shower,
where all energy is deposited in the material. This has a far-reaching consequence on the
energy response of the detector to hadronic showers, as discussed later in this chapter (sec-
tion 2.6.2).

In hadronic showers, the generation of particle multiplication continues until the energy
of the shower particles goes below the energy threshold to produce secondary hadrons. The
typical value of this threshold is about 1 GeV for pions [39]. Whereas the corresponding
threshold for the electromagnetic shower, i.e., critical energy (Figure 2.6), is significantly
smaller than hadronic showers. Therefore, for the same incident energy of electron and
pion, the electron shower has a higher particle multiplicity than the pion shower.

The longitudinal shower development of hadronic showers is somewhat similar to elec-
tromagnetic showers except that they penetrate deeper into the material. Figure 2.14 shows
the longitudinal shower profile for different incident energies of charged pions. The figure
on the right shows the average fractional energy contained in the material with varying
depths. Comparing similar numbers for EM showers in Figure 2.11 (right), one infers that it
takes more material to contain hadronic showers as compared to EM showers. For example,
it requires ⇠ 8.2 lint (⇠ 137 cm) of iron to contain 99% of the shower of 100 GeV p� whereas
it requires 25 X0 (⇠ 44cm) of iron to contain 99% of shower initiated by 100 GeV e�.

FIGURE 2.14: The longitudinal shower development (left) and average frac-
tional shower containment (right) as a function of material depth by pions of

different energy.

The shower maxima for hadronic showers are rather broad compared to a pure EM
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shower. The production of p0s at the first hadronic interaction contributes significantly to
the shower maxima. The longitudinal shower development can be parametrized by two
constituents: a function peaking at the initial stage of shower development corresponding
to the EM component and an exponentially falling function corresponding to the hadronic
component. A choice of such parametrization is discussed in detail in [40], and there are
more such discussions available in literature.

The hadronic showers also have a substantial event-to-event fluctuation due to the pro-
duction of neutral pions as the shower develops. The neutral pions may be generated any-
where along the shower and carry different energies based on when and where they are
produced. Figure 2.15 shows such a scenario for four individual events of hadronic show-
ers in the block of matter. The p0s deposit their energy in a small depth of material in the
form of a pure EM shower. p0 produced earlier in the shower have a high probability of
carrying large fractional energy of the incident hadron. These event-to-event fluctuations
contribute to the precision with which one can measure the energy of hadronic showers.

FIGURE 2.15: The four images show longitudinal shower development for
four individual events where shower is initiated by 270 GeV pion in copper.
The large energy deposit peak corresponds to p0 production in the shower

and shows large event-to-event fluctuation [38].

The lateral spread of hadronic showers is also wider than the EM showers. It is due
to the fact that the secondary hadrons undergo multiple scattering quite often with a large
angle of deflection from the shower axis. Figure 2.16 shows energy deposited in the towers
of detectors as a function of distance from the shower axis. The lateral shower profile can
also be parameterized with two components: a dense EM core near the shower axis and a
non-EM beam halo that falls exponentially. More details can be found in [37].
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FIGURE 2.16: The signal corresponding to the energy deposited by the 150
Gev pion shower as a function of distance from the shower axis. The lateral
profile is fitted with a function with two parts corresponding to electromag-
netic (sharply falling near the shower axis) and hadronic component (expo-

nential decay away from shower axis) [38].

2.4 Detection techniques

The energy deposited in a detector material needs to be converted into a measurable signal
to infer the properties of the particle that traversed through the material, such as its energy,
position and type. Few major detection techniques are discussed in the following.

2.4.1 Gaseous detectors

Gaseous detectors are filled with noble gas, such as argon. A charged particle while travers-
ing the detector ionizes the gas atoms and produces electron-ion pair along its ionization
path. The electron and ions move towards the electrodes under the influence of an electric
field and produce a pulse that can be amplified using electronics. Typically, about 30 to 40
eV is required to produce an electron-ion pair in gaseous detectors. Based on the voltage
applied across the electrodes, it can be used in different modes. Figure 2.17 shows the av-
erage total number of electron-ion pairs produced in terms of charge collected as a function
of applied voltage.

In the ”proportional counting region” as indicated in Figure 2.17, the pulse generated at
the output is proportional to the energy deposited in the detector. This configuration is
used in many types of gaseous detectors such as ionization chambers, wire chambers, drift
chambers etc., where it is mainly used to reconstruct the track of the particle by measuring
position and timing of pulse. For example, the muon stations in the CMS detector (de-
scribed in next chapter), viz. drift tubes, cathode strip chamber, resistive plate chambers,
are based on these detection principles.

If the applied voltage is very high (� 750 Volts for argon), then the primary electron and
ion acquire enough energy to ionize the gas and generate a secondary electron-ion pair. This
process continues and results in an avalanche. The output pulse becomes independent of
the energy deposited by the charged particle. This operating region is called Geiger-Muller
region and is used as the counter.
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FIGURE 2.17: Figure shows a typical plot of charge collected on the electrodes
due to generated electron-ion pairs as a function of applied voltage in the

gaseous detectors.

2.4.2 Scintillator detector

In some materials, when a charged particle passes through it, then the material produces
flashes of visible (or UV) light, called scintillation photons [41]. Such materials are called
scintillators. This phenomenon occurs because of the energy band structure of the material.
Apart from the ground and excited state, the scintillators have a quasi-stable state of their
constituent molecules. The incident particle excites the material, and its molecules tran-
sition from the ground to the excited state. The molecules, however, do not come down
to the ground state directly. Instead, they first transition to the quasi-stable state by dis-
sipating their energy to the lattice in the form of vibrations and then jump to the ground
state by emitting a photon whose wavelength typically lies in the visible or UV range. The
whole process takes about a few tens of nanoseconds. Depending on the material, the av-
erage energy required to produce a photon ranges from tens of eV to a few hundreds of eV.
Table 2.2 lists few scintillating materials and their properties. The light output and peak
emission wavelength are important aspects required to choose appropriate photodetectors.
The decay time is also an important characteristic of scintillator detector when event rates
are high, e.g. at LHC.

The scintillators are coupled to photo-detectors that produce electrical pulse correspond-
ing to scintillating photons. The electrical pulse can be processed electronically and an-
alyzed to give information about the incident particle. The photo-detectors are photo-
multiplier devices such as photo-multiplier tubes (PMT), as shown in Figure 2.18. The main
components of a PMT are photo-cathode, focusing electrodes, accelerating electrodes, and
dynodes. The photo-cathode produces photo-electrons corresponding to incident scintil-
lating photons. The photo-electrons are focused and accelerated towards dynode arrange-
ment. Each dynode generates multiple electrons, about ten electrons per incident electron,
which are accelerated towards the next dynode under the influence of the electric field.
Typically, a PMT has about six dynodes that provide a combined amplification of 106 per
photo-electron, thus providing an amplified signal in the form of a pulse. The pulse is
directly proportional to the energy deposited in the scintillator, which can be used for spec-
troscopy or counting of incident radiation. In nuclear and particle physics, scintillators are
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used to detect the particles’ energy and, because of their fast response time (⇠ few ns), to
generate the triggers that decide whether to keep or throw the detector information corre-
sponding to an event. Apart from PMTs, there are many other photodetectors which are
commercially available. For example, hybrid photodiodes (HPDs) and silicon photomulti-
plier (SiPMs) are used in the CMS HCAL, and avalanche photodiode (APDs) and vacuum
phototubes (VPTs) are used in the CMS ECAL detector, as discussed in section 3.2.

FIGURE 2.18: Scintillator + PMT setup representation. A high energy particle
produces scintillating photons some of which enters PMT. The photo-cathode
at the window aperture produces a photo-electron that gets multiplied by the
multiple dynodes and generates electrical pulse that is read out via connector

pins.

TABLE 2.2: List of scintillator material and their properties

Scintillators NaI(Tl) CsI(Tl) BGO PbWO4 LAr Plastic

r [g/cm3] 3.67 4.51 7.13 8.28 1.4 1.03
X0 [cm] 2.59 1.85 1.12 0.89 13.5 42.4
RM [cm] 4.5 3.8 3.4 2.2 10 9.1
lint [cm] 41.4 36.5 22.0 22.4 65.0 78.9

Decay time [ns] 250 1000 300 15 6 1-5
Peak emission [nm] 410 565 480 420 128 370-430
Rel. light yield [%] 100 45 9 0.7 N/A 28-34

2.4.3 Cerenkov detector

When a charged particle traverses a dielectric medium, it polarizes the molecules. The po-
larized molecules emit radiation (photons) while coming to the ground state. If the velocity
of the charged particle is greater than the velocity of radiation in the medium, then the
wave-front of the radiation overlaps and forms a shock-wave emanating at an angle (q)
along the path of the particle as shown in Figure 2.19. This effect is called Cerenkov radia-
tion [42]. The angle (q) of radiation is given as:

cos q =
c

vn
(2.45)

where c is the velocity of light in vacuum, v is the velocity of particle in the medium and
n is the refractive index of the medium.

The photons from Cerenkov radiation are fed to photo-multiplier devices to produce
a measurable electrical signal. The Cerenkov detectors have a fast response time (almost
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FIGURE 2.19: Cerenkov radiation generated by creates by a charged particle
passing through the dielectric medium with a velocity u which is greater than
velocity of light in the same medium. The Cerenkov photons radiate at an

angle q from particle trajectory.

instantaneous) and are also radiation hard. However, they have a very low light yield as
compared to scintillators. Therefore, this detection principle is used for specific purposes
such as in the very forward region (HF) of the CMS detector.

2.4.4 Semiconductor detectors

The semiconductors are a special type of material whose band gap between conduction and
valence band lies in between insulators and conductors. The conduction band is the energy
level where electrons are free to move, whereas, in the valence band, electrons are bound to
the atom and can not move freely. The most common semiconductors are silicon (Si) and
germanium (Ge). The pure crystals of such materials are called intrinsic semiconductors.
The intrinsic semiconductors, however, are not suitable for particle detection at temper-
atures above few hundred kelvin because at these temperatures the signal produced by
traversing particle is indistinguishable from inherent noise due to thermal fluctuation1. In-
stead, a combination of semiconductors with externally added impurities (called dopants)
is used, as described below.

The conductivity of the intrinsic semiconductor can be increased by introducing specific
impurities with elements whose atomic number differs by ±1 with respect to the intrinsic
semiconductor, called donor or acceptor atoms. For example, an impurity of phosphorus
(aluminium) is introduced to silicon, such that they have one extra (one less) electron. In
the case of phosphorus impurity, a donor, the lattice has an extra one electron loosely bound
to the phosphorus atom that can jump to the conduction band with thermal energy alone
and is called n-type semiconductor. Conversely, in the case of aluminium, an acceptor, the
lattice lacks one electron. It borrows an electron from neighbouring atoms creating a ”hole”
in the valence band and is called p-type semiconductor. This process of introducing impuri-
ties is called doping. The p- and n-type semiconductors have holes and electrons as majority
charge carriers, respectively, with its conductivity greater than intrinsic semiconductors.

The p-type and n-type semiconductors can be joined together using special techniques
to form a p-n junction diode, as shown in Figure 2.20. At the junction, the majority charge
carriers diffuse to the opposite side and recombine. Since both types of semiconductors
are neutral to begin with, the transport of the majority charge carriers to the opposite side
leaves a net charge at the junction, i.e., positive charge in the n-type and negative charge in
the p-type region. It creates a net electric field and potential difference across the junction

1Experiments such as EDELWEISS [43] and SuperCDMS [44] employ ultra-pure intrinsic semiconductor
detectors at cryogenic temperatures, to suppress thermal noise, for dark matter searches.
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and the majority charge carriers stop from diffusing further into opposite side, and create
a region depleted of charge carriers. This region is called depletion zone. In the depletion
zone, electric field and the potential difference can further be increased by subjecting the
p-n junction diode to an external voltage supply, with the negative contact made at the p-
type side and positive contact made at the n-type side. Any electron-hole pair produced
in the depletion zone gets swept away from the zone. This configuration is called reverse
biasing the diode. The default current induced in this configuration is negligible which is of
the order of nanoAmperes. If any ionizing radiation passes through the depletion zone of
the p-n junction semiconductor, then it generates electron-hole pair along its path which are
swept away under the influence of electric field and induces a non-negligible current that
can be measured as a signal which is proportional to the energy deposited by the ionizing
particle. The average energy required to produce electron-hole pair is ⇠ 3 eV for silicons,
which is very small compared to gaseous detectors (⇠ 30-40 eV). Thus, semiconductor de-
tectors produce a high multiplicity of electron-hole pairs in a small volume, resulting in low
statistical fluctuation and excellent signal resolution.

Silicon sensors being radiation hard and compact in size (thus providing good spacial
resolution) as compared to other detectors, are used in tracker [45] near the interaction
point in fixed target and collider experiments.

FIGURE 2.20: Schematics of a typical p-n junction diode (left) and a trans-
verse view of ionizing particle traversing through silicon sensor (right) [45].

Modern high energy physics experiments are very sophisticated to carry out numerous
measurements in order to make discoveries. The experiments such as the CMS [19] employ
different types of these detection technologies simultaneously in order to achieve measure-
ment precision of the highest order. The detectors that are used to measure the energy of
the particles are called calorimeters and is described in detail in the following section.

2.5 Calorimeters

Calorimeters are used to measure the energy and the position of high energy charged and
neutral particles by completely absorbing them. A valuable property of calorimeters is
that the energy resolution improves with increasing energy of the particle (discussed in
section 2.6.3) in contrast with trackers where track momentum resolution degrades with in-
creasing energy. It makes calorimeters attractive for energy measurement of ultra-relativistic
particles using the particle-flow method (see section 3.3).

Calorimeter detector systems are designed to fully contain the cascades of showers pro-
duced by e±, photons and hadrons. The medium in which the incident particle develops
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the shower is called absorber medium, and the medium in which the energy of the shower
particles are converted into the measurable signal is called active medium. Based on the
type of absorber and active medium construction, the calorimeters can broadly be segre-
gated into two types: homogeneous and sampling calorimeter, described in the following
section:

1. Homogeneous calorimeter: A single medium serves both as the absorber as well as
the active medium. In practice scintillator detectors, such as liquefied Argon (LAr),
dense crystal scintillator (BGO, PbWO4) are used as homogeneous calorimeter. The
shower generated by electromagnetic particles (e±/g) is relatively compact as com-
pared to hadrons; therefore these calorimeters are mainly used to measure the en-
ergy of e±/g, and the calorimeter is called electromagnetic (EM) calorimeter. Fig-
ure 2.21 shows a simulated event display of 20 GeV electron shower in liquid-Ne in
17.4 kGauss magnetic field.

FIGURE 2.21: A simulated view of 20 GeV electron shower in a homogeneous
calorimeter [46].

2. Sampling calorimeter: In the sampling calorimeters, block of absorbers, called pas-
sive layers, alternate with the active layers. The incident particle develops a cascade
of shower in the absorber material, and the shower is sampled at various stages of
development in the longitudinal direction as shown in Figure 2.22. Essentially, each
active layer gives a snapshot of the shower development, which is put together to
make a complete picture of overall shower development. Usually, the absorber of
high Z (such as Fe, Cu, Pb, U, etc.) is used in order to achieve maximum characteristic
lengths (X0 and lint) with minimum physical depth (in meters) of the detector. These
calorimeters are primarily used where a larger depth of calorimeter is required to
contain the shower or the energy measurement precision is not of the highest priority.
For this reason, sampling calorimeters are mostly used in the energy measurement of
hadronic showers as they have considerably larger longitudinal spread as compared
to electromagnetic showers, and such calorimeters are called hadronic calorimeters.

FIGURE 2.22: An image of photon shower in a bubble chamber with lead
absorbers [47].
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Unlike homogeneous calorimeters, only a part of shower energy deposited in the ac-
tive layers contributes to signal generation. Hence, they have worse resolution than
their counterpart (discussed in next section). For sampling calorimeters, the fraction
of energy deposited in the active layers can be quantified in terms of sampling fraction
(S.F.) as defined below:

S.F. =
Eactive

Eactive + Epassive
(2.46)

here, Eactive is the energy deposited in the active layers and Epassive is the energy de-
posited in the passive layers. Thus, for a sampling calorimeter with S.F. = 1%, only 1
GeV of 100 GeV incident particle contributes in signal generation. Typically, the S.F. is
less than a couple of percent.

2.6 Energy response and resolution of calorimeters

Having discussed the calorimeters and its types, it is imperative to discuss the figure-of-
merits of the calorimeter and the factors dictating them. There are two figure-of-merits for
calorimeters, namely energy response and energy resolution. The energy response is defined
as the total signal generated by the calorimeter in the response of energy deposited by the
incident particle. The energy resolution is the fluctuation in the calorimeter energy response.
The energy response of the calorimeter depends on whether the particle develops an elec-
tromagnetic shower or hadronic shower as discussed below.

2.6.1 Response to electrons and photons

The calorimetric response to electromagnetic shower scales linearly with the incident en-
ergy of e±/g. This is because of the fact that, in electromagnetic showers, all of the shower
energy is deposited in the calorimeter and contributes to signal generation. Thus, the en-
ergy response to electromagnetic shower is inherently linear for any type of calorimeter.
However, the response can deviate from the linear trend because of instrumental effects
such as saturation of photodetectors at higher energies or shower leakage. Such instru-
mental effects can be avoided with appropriate precautions, e.g., lowering the PMT gain,
choosing sufficient calorimeter depth, etc. Figure 2.23 shows energy response of Si-W ECAL
calorimeter of CALICE [48] as a function of electron incident energy. The plot on the left
shows measured signal in terms of MIP equivalent of energy deposits as a function of elec-
tron beam energy, fitted with a straight line. The plot on the right shows the residual of
each point with respect to the fitted straight line. The residuals are also shown for simula-
tion (red open square). The energy response shows a linear trend (within uncertainties) as
expected for electromagnetic showers.

2.6.2 Response to hadrons

As described in section 2.3.2, hadronic showers have two components, viz. electromagnetic
and hadronic. While the electromagnetic part (predominately from the di-photonic decay
of p0) deposits all of its shower energy in the calorimeter, the hadronic component has an
invisible part resulting from breaking up atomic nuclei of the calorimeter medium. The
invisible energy does not contribute to the calorimeter signal. Hence the calorimetric re-
sponse to the hadronic shower is different as compared to a pure electromagnetic shower.
In other words, if the calorimeter shows energy response ”e” to 50 GeV electron and ”p” to
50 GeV pion then:

e

p
6= 1
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FIGURE 2.23: Left plot shows measured calorimeter energy as a function
of electron beam energy fitted with a straight line and the right plot shows

energy linearity in terms of residuals [48].

The energy response to hadrons can be defined as the combination of the electromag-
netic (em) and non-electromagnetic (non-em) part of the hadronic shower as shown below:

p = fem · e + (1 � fem) · h (2.47)

where fem is the em fraction in the shower, e is the calorimeter response to em part and
h is the calorimeter response to hadronic (non-em) part. Making algebraic manipulations to
equation 2.47, one arrives at following two equations:

e

p
=

e/h

1 � fem · (1 � e/h)
(2.48)

and

e

h
=

1 � fem

p/e � fem
(2.49)

Equation 2.48 shows that based on the e/h ratio, calorimeter can exhibit either higher,
lower, or equal response to hadronic showers with respect to electromagnetic shower. Thus,
the calorimeter can be segregated into following three categories:

• Compensating calorimeter: for e/h = 1

• Under-compensating calorimeter: for e/h > 1

• Over-compensating calorimeter: for e/h < 1

The e/h ratio of the calorimeter is a fundamental property of the detector that affects
how the calorimeter responds to hadronic showers. The value of the e/h ratio can not be
measured directly. However, it can be extracted by measuring the response ratio e/p of
an electromagnetic shower (e.g. the beam of electrons) and hadronic shower (e.g. charged
pions) along with equation 2.49.

One of the other and equally important feature of hadronic shower response is the
energy-dependence of fraction of em component ( fem). This fraction is not a constant, rather
it varies non-linearly with respect to the incident energy of the hadron. The average em
component can be parametrized [39] as follows:
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h femi = 1 �


E

E0

�k�1

(2.50)

where E is incident energy of the hadron, E0 is average energy needed for pion produc-
tion (E0 ⇠ 0.7 and 1.3 GeV for Cu and Pb, respectively), and k � 1 is related to average pion
multiplicity in the shower (k ⇠ 0.82 for both Cu and Pb). This introduces a non-linearity in
the calorimeter response to hadronic showers. Figure 2.24 (left) shows the non-linear trend
of em fraction (with fitted parametrization 2.50) as a function of pion energy as measured
by SPACAL and QFCAL experiment [37]. Figure 2.24 (right) shows energy response of
CMS HCAL to hadronic showers. The energy response is non-linear, especially at lower
energies. The CMS HCAL calorimeter is calibrated using fixed energy pions. Therefore the
response goes above one after ⇠ 50 GeV. This non-linearity in the energy response is fixed
by applying offline calibration, as discussed in appendix B. From equation 2.48, one can
note that if e/h is one then the non-linear contribution from fem vanishes and the response
becomes linear.
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FIGURE 2.24: Energy dependence of em fraction in hadronic showers is
shown on the left and right plot shows non-linear energy response of CMS

HCAL calorimeter to charged pions.

2.6.3 Energy resolution of calorimeters

The energy resolution of a calorimeter can be attributed to the following three major contri-
butions:

• Stochastic fluctuation: This is the most fundamental fluctuation in the energy re-
sponse and originates from the statistical nature of particle multiplicity in the shower.
The particle multiplicity (n) in the shower follows a Poisson distribution with a stan-
dard deviation of

p
n. Therefore the relative resolution (standard deviation normal-

ized by mean) scales as 1/
p

n. Because of comparatively lower shower particle multi-
plicity and large event-to-event fluctuation, hadronic showers have significantly worse
resolution than pure electromagnetic showers. This is an irreducible fluctuation and
is most dominant in the intermediate energy range, i.e., ten to hundreds of GeV.

• Noise: This fluctuation is due to the electronics noise introduced by the various com-
ponents instrumented in the detector. The particles emanating from the pileup also
contribute to the energy distribution fluctuation. This fluctuation is most dominant at
the lower energies ( few GeV), and the contribution vanishes at higher energies.
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• Fluctuation due to imperfect detector: The imperfection in the detector also con-
tributes to the fluctuation in the energy response. These imperfections include shal-
low detectors resulting in shower leakage, imperfect cell-to-cell calibration, etc. These
fluctuations dominate at very high energies, i.e., hundreds of GeV and above.

All of the above factors contribute to the overall energy resolution of a calorimeter in-
dependently. The relative energy resolution of a calorimeter can be parametrized using the
following expression:

s

E
=

Sp
E
� N

E
� C (2.51)

where S is the stochastic term corresponding to stochastic fluctuation, N is the noise
term corresponding to noise fluctuation, and C is the constant term corresponding to fluc-
tuation due to imperfect detector. All these terms are added in quadrature as they are
independent of each other.

In sampling calorimeters, only a part of shower energy contributes to a recordable sig-
nal. Therefore it suffers from a further fluctuation in the sampled energy. Thus, the sam-
pling calorimeters always have a worse resolution as compared to homogeneous calorime-
ters. To first order, fluctuation in the energy response due to sampling fluctuation can be
absorbed in the stochastic term.

2.7 GEANT4 simulation

In particle and nuclear physics, the discovery of new physics relies on careful analysis of
experimental data collected during its operation. In practice, the data analysis, however,
can not be done on an event-by-event basis as billions of collision events are collected. In-
stead, a statistical analysis is done in the kinematic phase-space and is compared against
physical theories of interest. Based on the knowledge of the theories, the events are simu-
lated in the experimental conditions using MONTE CARLO methods [49]. Simulating the
events accurately is a multi-faceted task that starts with, for example in LHC experiments,
p-p collision, particle production, decay modes, the interaction of decay products with the
detector, and finally, the detector response to these interactions. Each of these steps is done
for billions of events repeatedly to generate a simulated data-set. The reliability of simulation
prediction depends on: (a) robustness of physics models that generates event dynamics at
the ”truth” level (called event generators), (b) the realistic description of detector geometry
and construction, and (c) accurate modelling of particles interaction with detector material
and the detector response.

For a detector of the size of CMS, the last part is the most complex, challenging, and
resource-intensive task. The CMS experiment uses the GEANT4 simulation toolkit [26]
for this very purpose. The GEANT4 is an object-oriented software framework that al-
lows to construct detector geometry of any scale and at the same offers various (and ever-
improving) physics models to simulate particle interactions with the material.

2.7.1 GEANT4 detector construction

The first step towards detector simulation in GEANT4 is detector construction. The GEANT4
toolkit provides modular geometry building in which detector geometry is built out of sev-
eral volumes. The largest volume is called the world volume which contains all other volumes.
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The volume is a solid which can be of any geometrical shape, dimension, and material. The
material is an important input as that dictates the characteristic lengths (X0, lint) of the de-
tector. GEANT4 has a PDG [36] based database of the elements, material, isotopes and also
allows to instantiate user-defined material compositions, such as alloys.

The modular geometry of GEANT4 allows to create multiple instances of a volume
which are placed in the world volume. Based on the experiment, a part of the detector
volume is made as ”sensitive” material, i.e., the material of the detector. Although the parti-
cle deposits energy in all of the detector material by various interactions, energy deposited
in the sensitive material is retained for energy reconstruction. Using all these details, the
final detector geometry is constructed. For example, Figure 2.25 shows a simulated CMS
detector geometry constructed using the GEANT4 toolkit.

FIGURE 2.25: Simulated geometry of the CMS experiment using GEANT4
toolkit

2.7.2 Particle interaction simulation

GEANT4 provides an exhaustive list of particles and models for their interactions with the
matter that the user can instantiate according to their requirement. Based on the detector
geometry description, GEANT4 propagates each instance of particle through the detector
material for each event. In this process, the particle can undergo different interactions based
on particle type and its energy. Each particle is propagated and tracked until it reaches
a minimum energy threshold below which the particle is ”killed”, and the corresponding
instance is destroyed. For GEANT4, various physics models have been developed based
on the knowledge of all the possible particles interactions with the material, as discussed in
this chapter. It offers separate models for simulating electromagnetic and hadronic shower
cascade described briefly in the following.

Electromagnetic shower cascade

Electromagnetic physics includes interactions of charged particles and photons such as mul-
tiple Coulomb scattering, ionization loss, radiation loss, pair production, etc. The theo-
retical models for these interactions are well developed and are easy to implement in the
GEANT4 framework. Numerous validation for GEANT4 electromagnetic shower physics
have been made with the experimental data and have been found to be in good agreement
within a few percent [50].
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Hadronic shower cascade

Hadronic showers, on the other hand, are more complex than electromagnetic showers
and are non-trivial to simulate. In hadronic shower cascade, the strong interactions in-
clude elastic scattering, inelastic interaction, capture, fission, evaporation for the incident
hadron as well as for the target atomic nuclei. Calculating the final states analytically is
an extremely difficult task. Therefore, the hadronic physics models make use of various
approximations and parametrizations that describe the hadronic processes in different en-
ergy regimes. Based on the energy and DeBroglie wavelength of the projectile hadron, two
different types of models attempt to simulate hadron-nucleon interaction: intra-nuclear cas-
cade and parton string model. More details can be found in the GEANT4 physics manual
[51]. A few of such models are described below:

• Bertini cascade: In the energy range of 0 to 10 GeV (maximum limit), the Bertini
(BERT) cascade model approximates the nuclear medium as three concentric constant
density shells. The nucleon momentum is sampled according to the Fermi gas model.
The point of entry for the projectile in the nucleus is sampled over its projected area.
The projectile is transported inside the nucleus in the straight line, and the mean free
path is determined according to the free hadron-nucleon total cross-section. The sec-
ondaries produced in the reaction are also transported in a similar manner. They may
reflect back or penetrate through the concentric shells of the nuclear medium, depend-
ing on their energy. Finally, the nucleus itself may undergo nuclear evaporation if it
has sufficient energy to emit neutron or alpha particles. The photons are emitted for
energies below 0.1 MeV.

• Binary cascade: Binary cascade is an alternative to the Bertini cascade model. The
energy region of validity corresponds to 0 to 3 GeV for protons/neutrons, 0 to 1.5
GeV for pions, and 0 to 3 GeV/A for light ions. In binary cascade, first a 3D model of
the nucleus is built. Then the interaction cross-section of the hadron-nucleon is eval-
uated according to the momentum of projectile and nucleon momentum (sampled
according to the Fermi gas model). The primary and secondary hadrons are propa-
gated in a curved path through the nuclear potential. Thus, a cascade of secondary
hadrons is developed along with the left-over excited nucleus. This model also im-
plements the Coulomb barrier for charged hadrons which is not implemented in the
BERT model. The de-excitation of the nucleus is handled by GEANT4’s inbuilt pre-
compound model [51]. The Binary cascade model has been found to work well in the
energy regimes up to 10 GeV.

• Quark-Gluon string model: If the energy of projectile hadron is large enough, the in-
teraction among individual quarks of hadron and nucleon becomes possible. In such
cases, parton string models are used. The Quark-Gluon String model (QGS) handles
the interactions with proton, neutron, pions, and kaons in the energy range of approx-
imately > 20 GeV. The QGS first builds a 3D model of the nucleus and is collapsed to a
2-D disk for a highly boosted projectile. Based on the impact parameter, the collision
probability is calculated using quasi-eikonal model [51] and Gaussian density dis-
tributions of hadron and nucleon. The strings of gluons are formed between a single
quark of the projectile hadron and the nucleon mediated by n sampled Pomerons. The
string is fragmented and is proceeded by hadronization, creating secondary hadrons.
It is then followed by intra-nuclear cascade by one of the above two mentioned mod-
els. The de-excitation of the nucleus is handled by GEANT4’s inbuilt pre-compound
model [51].
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• Fritiof model: The Fritiof (FTF) model is also a parton string model used to describe
hadronic interaction for large energy. Unlike QGS, the string formation in FTF is dic-
tated by the momentum exchange in diffractive cross-section between hadron and
nucleon in binary reactions [52]. The string fragmentation proceeds via the LUND-
string fragmentation model [53]. The rest of the hadronization and de-excitation
processes are common for FTF and QGS models.

In practice, a single model may not necessarily describe the true hadronic interactions at
all energy regimes. Therefore, the physics models are combined together to form a ”physics
list”. The different models are used in the physics lists with a fixed region of validity with
a small overlapping region between two models. The physics model is chosen randomly
with equal probability in the overlap region to make a smooth transition. In this thesis,
the following two physics lists have been used to compare and validate GEANT4 based
simulation against experimental data.

• FTFP BERT EMN: It uses the Bertini cascade model for energies less than 12 GeV and
Fritiof model for energies greater than 3 GeV. The EMN corresponds to the electro-
magnetic physics model that gives extra care on handling multiple scattering, which
is critical for sampling calorimeter.

• QGSP FTFP BERT EMN: It employs the Bertini cascade model for energies up to 8
GeV, the Fritiof model between 3 to 25 GeV, and the QGS model for energies above 12
GeV.

2.7.3 Event simulation in GEANT4

Having constructed the detector geometry and the list of particle interaction models in
GENAT4, the required number of events can be generated. The GEANT4 provides two
manager classes to handle the simulation, namely G4RunManager and G4EventManager

class. The G4RunManager encapsulates all the necessary information needed to simulate
the events such as geometry and physics. The G4EventManager encapsulates the repre-
sentation and structure of the event. A hierarchy of processes, called RunAction, Even-

tAction and StepAction, are invoked while simulating the events. The process of sim-
ulation is described briefly in the following.

For each event, a particle (particles) is (are) generated using either GEANT4 inbuilt
event-generator or an external event-generator interfaced with GEANT4 such as PYTHIA [54].
Each particle is tracked along its path, called G4Track. The G4Track is propagated in
steps, called G4Step. At each G4Step, a stepping action is invoked where the step is prop-
agated to the next step. The length of the step can be adjusted according to the user’s
requirement based on resource consumption and required precision. Based on the current
state of the step, such as kinetic energy, particle type, the stepping action invokes all the
available physical processes that the step (the particle) can undergo. At this stage, the sec-
ondary particles and their G4Track instances are created in the process are stored along
with corresponding information, i.e., kinetic energy, particle type, position etc. The change
in the kinetic energy of the primary particle is also noted and updated. If the particle tra-
verses through the sensitive material of the detector, then a hit is created and following
associated G4Step information is saved:

• energy deposited by the step

• the position of the step

• the time-stamp of the step
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• the geometrical information of the detector

The hit is called a simHit in GEANT4 terminology. The associated geometrical infor-
mation of the detector and the energy deposited is crucial for event reconstruction. For
example, based on geometrical information, the simHit belongs to a particular sensor of
the detector, and the deposited energy is converted into signal generation by the sensor.
With the help of GEANT4’s inbuilt method called simWatcher, various other information
of G4Step (be it in sensitive material or otherwise) can be stored according to the user’s
requirement, such as particle type, energy, generated number of secondaries etc.

Thus, for each event, each G4Track is propagated and tracked inside the detector until
it comes to rest or it goes beyond the boundaries of the detector geometry. The simHit
information is stored for each event and is used for event reconstruction. The events can be
repeated as many times as required for a run. The simulation process is completed at the
end of the run. More details about the GEANT4 application can be found here [55].
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Chapter 3

The CMS experiment at the LHC and
recent physics results

The SM has been put to stringent tests in a number of particle physics experiments such
as proton-proton collisions using the CMS and other experiments at the Large Hadron Col-
lider (LHC). The CMS detector comprises various sub-systems optimized for measuring
different particles information with the help of a dedicated event reconstruction algorithm
called Particle-Flow algorithm. Using the CMS detector, cross-sections of various SM pro-
cesses as well as properties of the Higgs boson have been measured. The data from a very
rich program of physics searches have been found to be consistent with the SM expecta-
tions even in the most tight kinematics phase spaces including multi-particle final states.
This chapter provides a brief overview of the LHC and the CMS experiment along with a
very brief glimpse to the current status of physics measurements with it. In the following,
I describe the key features of the CMS detector and how we go about making these studies
in the proton-proton collision data delivered by the LHC.

3.1 Large Hadron Collider

The Large Hadron Collider or the LHC [18] is the world’s largest and most powerful par-
ticle accelerator and collider built which is operated by European Organization for Nuclear
Research (CERN). The LHC is a 27 km long accelerator ring, located ⇠ 100 m underground
at the border of Switzerland and France as shown in Figure 3.1. The LHC operates in three
collision modes: (a) proton-proton collision, (b) proton-lead collision, and (c) lead-lead colli-
sion. Different collision modes serve different experimental purposes. There are four major
detectors located around each collision point, namely ATLAS [56], CMS [19], ALICE [57],
and LHCb [58]. The ATLAS and the CMS are general purpose detectors designed to cover
a broad physics program, whereas ALICE and LHCb are dedicated for heavy-ion physics
and b-physics, respectively. A discussion on heavy-ion program is beyond the scope of this
thesis. In the proton-proton (p-p) collision mode, the protons are collided at the center of
mass energy of 13 TeV in the current LHC operation.

Accelerating protons to a very high energy requires a series of accelerating units. The
performance of each unit is optimized for a particular energy range, therefore protons pass
through various stages of CERN’s accelerator complex, shown in Figure 3.2, before getting
injected into the LHC ring [59]. The proton beams can also be extracted from intermediate
stages, when required, to perform fixed target or beam test experiments. For example,
Figure 3.2 shows North Area, where the HGCAL beam test experiments were performed,
which is the topic of this thesis work. The steps involved in the proton beam acceleration
are described below.
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FIGURE 3.1: An aerial view the LHC ring with four collision points and
corresponding experiment.

FIGURE 3.2: A sketch of the CERN accelerator complex [60].
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The source of protons in the LHC ring is the hydrogen gas. The protons are created by
stripping electrons from the hydrogen gas source. The protons are sent to radiofrequency
quadrupole (RFQ), where they are focused and bunched together. The bunches of protons
are injected into a linear accelerator called LINAC2, where the protons are accelerated to
50 MeV. The proton beam from LINAC2 passes through a set of synchrotron accelerators,
namely Proton Synchrotron Booster (PSB), Proton Synchrotron (PS), and Super Proton Syn-
chrotron (SPS). The PSB accelerates the proton to 1.4 GeV and injects the beam into PS. The
PS increases the proton beam energy to 26 GeV, and SPS increases it to 450 GeV before in-
jecting it into the LHC ring. The synchrotron accelerators also help reduce the transverse
beam size and increase beam brightness. Finally, the LHC ring accelerates the proton beam
to 6.5 TeV. The protons circulate in the LHC ring as bunches. Each bunch contains about ⇠
1.15⇥1011 protons and are made to collide every 25 ns. With a bunch spacing of 25 ns, the
LHC can accommodate 3560 bunches in its 27 km long ring. However, only 2808 bunches
are filled at a time in order to introduce a sufficient time window for: (a) proton bunch in-
jection to maintain collision rate at the interaction point (IP), and (b) safe dumping of the
proton beam in case of emergency.

The event rate for a particular process can be estimated with the help of cross-section of
the process and instantaneous luminosity (L). The instantaneous luminosity is a character-
istic of the collider machine and is related to cross-section and event rate in the following
manner:

dN

dt
= L · s (3.1)

where dN
dt is the event rate of the process, s is the cross-section of the process, and L is

the instantaneous luminosity. From the relation 3.1, the unit of instantaneous luminosity is
expressed in terms of cm�2s�1. The total number of events generated can thus be obtained
by integrating equation 3.1 over the time during which the collider is operational:

Ntotal =
Z

s · Ldt = Lint · s (3.2)

where Lint (=
R

Ldt) is the integrated luminosity. In order to accumulate sufficient statis-
tics for rare processes, such as Higgs boson production (sH = 50 ⇥10�37 cm2 or 50 pb
or 5⇥106 outhouse), a high instantaneous luminosity is required. In particle and nuclear
physics, the cross-section is expressed in the units of barns, outhouse, or shed and are de-
fined as follows: 10�24 cm2 = 1 barn = 106 outhouse = 1024 shed.

The instantaneous luminosity is a combination of various accelerator parameters as
shown below:

L =
N2

b nb frevgr

4penb⇤ F (3.3)

where Nb is the number of particles in a bunch, nb is the number of bunches circulating
in the ring, frev is the frequency of the bunch revolution, gr is the Lorentz boost factor, en is
the normalized transverse emittence, b⇤ is the beta function at the collision point, and F is
the geometric luminosity reduction factor. The factor enb⇤ defines the beam spot size at the
IP and the factor F is defined as follows:

F =
1r

1 +
⇣

qcsz
sxy

⌘2
(3.4)
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where qc is the crossing angle, sz is the root-mean-square (rms) longitudinal size of
bunch length, and sxy is the rms size of bunch in the transverse direction.

The LHC collides beams of protons at the instantaneous luminosity of 2⇥1034 cm�2s�1.
The collimator magnets of the LHC will be upgraded in the coming years that will reduce
b⇤ and crossing angle qc. It will result in increased instantaneous luminosity as a direct
consequence of equation 3.3 and 3.4.

At the LHC, multiple p-p interactions occur during the collision. Most of the these inter-
actions are soft interactions, i.e. momentum transfer is not large, producing soft particles.
A few are hard interactions with a large momentum transfer such that massive SM or BSM
particles can be produced, and these interactions are of interest. The soft interactions are
called pileup interactions (µ). The pileup poses many challenges for the detector and is dis-
cussed in section 4.3. The instantaneous luminosity dictates the number of p-p interactions
during a bunch crossing. With the total p-p inelastic cross-section s

pp
inel , Linst, and time be-

tween bunch crossing (∆T), one can calculate the average pileup (hµi) using equation 3.2 as
follows:

hµi = Linst ⇥ ∆T ⇥ s
pp
inel (3.5)

Substituting the corresponding values for LHC, i.e., Linst = 2⇥1034 cm�2s�1, ∆T = 25
ns, and s

pp
inel = 80 mb at 13 TeV center of mass energy, we obtain hµi to be 40. The calcu-

lated value of hµi = 40 is very close to LHC operation during 2018 as shown in Figure 3.3.
Figure 3.3 (left) shows peak instantaneous luminosity for different years of LHC operation
since its beginning in the year 2010. Figure 3.3 (right) shows pileup event distribution for
corresponding years. The average pileup increases with increasing instantaneous luminos-
ity.

FIGURE 3.3: Left figure shows the peak instantaneous luminosity recorded
by the CMS during different years of operation, and corresponding pileup

distribution is shown on the right [61].

3.2 The CMS experiment

The primary motivation of the CMS experiment is to shed light on the electroweak sym-
metry breaking. This, however, is not the only physics goal behind the conception of the
CMS detector. The CMS experiment is also aimed to probe Beyond Standard Model (BSM)
physics in the direct searches of new particles in GeV to TeV mass scale as predicted by the
various novel theories, such as Supersymmetry (SUSY) [20].

To cover such a vast landscape of physics program, the detector requirement for the
CMS is such that it can provide:
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• excellent muon identification, and good resolution of muons of very high momentum
(⇠ TeV/c)

• excellent energy measurement of e±/g

• excellent tracking of charged particles to facilitate event tagging such as t leptons and
jets originating from the b quark

• hermetic coverage to ensure precise estimation of missing transverse energy (Emiss
T )

All these requirements ensure that the CMS detector can yield a good trigger efficiency,
good di-lepton and di-photon mass resolution to help in Higgs searches and at the same
time provide good estimation of Emiss

T and track reconstruction for probing new physics.
The final commissioned CMS detector design is shown in Figure 3.4. The CMS is built
in an onion-like structure where different sub-detectors are placed in concentric cylinders
around the collision points. The innermost part is the Tracker that is used for reconstructing
the trajectories of charged particles traversing through it. The electromagnetic calorimeter
(ECAL) is placed around the Tracker, and it is used for energy measurement of electrons
and photons as they deposit all of their energy in the ECAL. However, the hadronic shower
extends beyond ECAL, therefore a hadron calorimeter (HCAL) is placed around ECAL to
measure the energy of charged and neutral hadrons. A large superconducting solenoid
surrounding the HCAL provides a magnetic field of 3.8 T in its large bore of diameter ⇠
6.3 m. The trajectory of the charged particles bends under the influence of this magnetic
field, which helps to determine the momentum of the charged particles from the curvature
of their tracks. A large cylindrical yoke of iron is used for returning the magnetic field.
Alongside the return iron yoke, Muon stations are integrated that helps in identification and
momentum measurement of muons traversing the detector. The details of each sub-detector
are described briefly in the following.

SUPERCONDUCTING SOLENOID
Niobium titanium coil carrying ~18,000 A

PRESHOWER
Silicon strips ~16 m2 ~137,000 channels

SILICON T"CKERS

MUON CHAMBERS
Barrel: 250 Dri# Tube, 480 Resistive Plate Chambers
Endcaps: 540 Cathode Strip, 576 Resistive Plate Chambers

FORWARD CALORIMETER
Steel + Quartz fibres ~2,000 Channels

STEEL RETURN YOKE
12,500 tonnes

HADRON CALORIMETER (HCAL)
Brass + Plastic scintillator ~7,000 channels

CRYSTAL 
ELECTROMAGNETIC
CALORIMETER (ECAL)
~76,000 scintillating PbWO4 crystals

Total weight
Overall diameter
Overall length
Magnetic field

: 14,000 tonnes
: 15.0 m
: 28.7 m
: 3.8 T

CMS DETECTOR

Pixel (100x150 μm2) ~1.9 m2 ~124M channels
Microstrips (80–180 μm) ~200 m2 ~9.6M channels

FIGURE 3.4: A schematic view of the CMS detector with each part indicated
in the image.
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3.2.1 Tracker

The inner tracker [62] is a combination of silicon-based pixel and strip layers. The tracker is
located 4.4 cm away from the p-p collision point, hence it is subjected to a large amount of
radiation. Therefore, the detector material is chosen to be silicon as it is more radiation hard
as well as compact as compared to other detector materials. The tracker provides a pseudo-
rapidity (h) coverage of |h| < 2.5 with the central barrel covering |h| < 1.2 and two endcaps
disks in either side of the barrel covering 1.2 < |h| < 2.5. The tracker has four (three) pixel
and ten (twelve) strip layers in the barrel (endcap) region. The area of each cell in the pixel
layer is about 100⇥150 µm2 with 300 µm thickness and provides a position resolution of ⇠
10 µm. The pitch of strip sensors varies from 80 µm to 183 µm depending upon the distance
from the beam spot. Each pixel and strip layer registers a hit when a charged particle passes
through it. With the combination of all the hits in the tracker layers, the track of the charged
particle is reconstructed. The resolution of the transverse momentum (pT) as estimated
from the curvature of the track is given below:

s

pT
= 1.5 ⇥ 10�4 · pT � 0.005

3.2.2 Electromagnetic calorimeter (ECAL)

The ECAL [63] is a homogeneous calorimeter made of PbWO4 scintillator crystals. The
ECAL is divided into a barrel and two endcap disks, providing coverage of |h| < 1.479
and 1.479 < |h| < 3.0, respectively. The photodetectors in the ECAL uses avalanche pho-
todiodes (APDs) in the barrel and vacuum phototriodes (VPTs) in the endcaps. The VPTs,
although have lower quantum efficiency than APDs, are used in the endcaps because of
their relatively higher radiation tolerant capability, and have larger area to cover the back
face of the crystal (thus increasing light collection). There are a total of 61200 (7324) PbWO4

crystals used in the ECAL barrel (each endcap). The physical dimension of each crystal is
2.2 ⇥ 2.2 ⇥ 23 cm3 (2.9 ⇥ 2.9 ⇥ 22 cm3) in the barrel (endcap) region. The lateral area of
crystals correspond to ⇠ 0.0174 ⇥ 0.0174 in h � f plane. The lateral dimension is equivalent
to one Moliére radius and the longitudinal length is ⇠ 25 radiation lengths (X0), thus ensur-
ing ⇠ 98% electromagnetic shower containment in the longitudinal direction. The energy
resolution of ECAL to electromagnetic shower is as follows:

s

E
=

2.8%p
E

� 12%

E
� 0.3%

A thin detector, called preshower, is placed in front of each endcap disk. The preshower
is made up of two lead (Pb) absorbers of ⇠ 2 X0 and 1 X0, respectively, each followed by
a silicon micro-strip layer. The silicon strip layer is placed perpendicular to each other and
has a pitch of 1.9 mm. The fine transverse granularity of preshower helps differentiate
between prompt photons (i.e., generated at the interaction vertex) and photons originating
from neutral pion decay (p0 ! 2g).

3.2.3 Hadron calorimeter (HCAL)

The HCAL [64] is a sampling calorimeter made of plastic scintillators as the active lay-
ers interspersed between brass absorbers. The HCAL is divided into barrel (HB) and two
endcap disks (HE), providing a coverage of |h| < 1.3 and 1.3 < |h| < 3.0, respectively.
The HCAL employs 17 layers of scintillator tiles of 3.7 mm thickness for all layers except
first layer which is of 9 mm thickness. The photons produced by the traversing particles
in scintillator tiles are fed to the wavelength-shifting (WLS) fibers and are carried to the
photo-detectors, viz. hybrid photodiodes (HPDs) in the barrel and silicon photomultipliers
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(SiPMs) in the endcaps [65], to match the spectral response of photo-detectors. The light
is optically summed up from multiple fibers resulting in loss of longitudinal segmentation
of HB sampling layers. The HB (HE) is read out as one (seven) longitudinal segment(s).
During Phase-1 upgrade, HPDs will be replaced by SiPMs in HB, and more longitudinal
segmentation will be possible (discussed in section 4.2).

The lateral dimension of the scintillators corresponds to a rather coarse granularity in
the h � f plane ⇠ 0.087 ⇥ 0.087 in the barrel , and ⇠ 0.17 ⇥ 0.17 in the endcap. The total per-
missible longitudinal length of HCAL was limited to the left-over space between ECAL and
solenoid which is about 6 to 10 interaction lengths (lint) depending on |h|. A tail-catcher,
called Outer Hadron calorimeter (HO), is placed outside the solenoid in the barrel region
to collect signal from late starting showers. The energy resolution of HCAL to hadronic
showers is given as follows:

s

E
=

110%p
E

� 9%

In the very forward part, a steel-quartz fiber-based calorimeter (HF) is placed to extend
the pseudo-rapidity coverage to |h| < 5.0. The HF is installed ⇠ 11 m downstream of the
interaction point to intercept the particles flying in the very forward region. The radiation-
hardened quartz-fiber are inserted into specially drilled grooves in the steel absorbers in the
longitudinal direction. The fibers are of two types: one of which covers the full longitudinal
range of HF, called long-fibers, and the other starts from 22 cm downstream of the front
face of HF, called short-fiber. The two fiber types help reconstruct the electromagnetic and
hadronic components in the hadronic showers. The details of the hadronic shower are
discussed in section 2.3.2. The HCAL has a total 9072 number of channels with 2592 in
barrel and endcap, and 3888 in the HF. The hermetic coverage of HCAL is crucial in jet
reconstruction and estimation of missing transverse energy (Emiss

T ) in the event.

3.2.4 Superconducting solenoid

One of the main features of the CMS detector that stands out among other particle physics
experiments is the magnetic field of 3.8 T supplied by its super-conducting solenoid in the
bore of such a large diameter of about ⇠ 6 m and length of 12.5 m. The superconductor
used in the solenoid is an alloy of Niobium and Titanium (NbTi) that can conduct a nominal
current of ⇠ 19.14 kA. At its peak, the solenoid can generate a magnetic field of 4 T and has a
stored energy of 2.6 GJ. Its stored energy and the cold mass ratio is about ⇠ 11.6 kJ/kg, which
is the highest among other solenoid-based magnets. The cold mass in a superconducting
magnetic is the total mass of the magnet that operates at a few kelvin temperature which
is required for superconductors. It mainly includes magnet windings, and its housing. The
magnetic field is limited to 3.8 T instead of 4 T because at 4 T the magnetic field lines extends
until the CMS supporting structure resulting in power losses through Eddy current heating.
The magnetic field is returned with the help of 10,000 tonnes of iron yoke consisting of three
layers that surround the solenoid.

3.2.5 Muon stations

The primary task of muons stations is to identify and reconstruct muons traversing through
the detector and provide the trigger on muons. The muon stations are built with three tech-
nologies: drift tube (DT) covering the barrel region |h| <1.2, cathode strip chambers (CSC)
covering endcap region 1.0 < |h| < 2.4 complemented with resistive plate chambers (RPC).
The DTs and CSCs help in muon identification, momentum measurement and provide trig-
gers on muons. With its excellent timing capability, the RPC provides a redundant trigger
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on muons with relatively worse position measurement. There are 12 (6) measuring planes
per station in the barrel (endcap) region. Each station has a position resolution of about
⇠100 µm. A global track is reconstructed with the combination of hits in the inner tracker
and muon stations. The momentum is estimated through the saggita of its trajectory. The
complementary information provided by the inner tracker and the muon stations results in
excellent momentum resolution for muons in a wide-angle coverage. The combined system
of inner tracker + muon stations provides a momentum resolution of 1% (10%) at 50 GeV (1
TeV).

3.2.6 Triggers and data acquisition system

At the LHC, with the collision rate of 40 MHz, it is not possible to store and process the data
of each collision event because of limited capacity of offline storage and CPU power. There-
fore, the event rate is reduced substantially with the help of trigger system. The CMS in-
corporates two levels of trigger, namely Level-1 (L1) Trigger and High-Level Trigger (HLT).
The L1 Trigger is an on-detector customised hardware-based trigger. The L1 Trigger has
been designed such that the triggered events are of interest as much as possible. This is
done by using coarsely segmented data from calorimeters and muon stations to look for a
predefined pattern, such as high ET or high pT physics objects. The current technologies
allow L1 Trigger a time window of 3.4 µs to make a positive trigger decision, during which
the data from all the subdetectors are kept in a pipeline. If the event fails L1 Trigger, the col-
lision data for the corresponding event is discarded permanently. Otherwise the data from
the pipeline is passed to CPU farms located on the surface. The L1 Trigger reduces the data
volume by limiting the rate from 40 MHz to 100 kHz. The HLT [66], on the other hand, is a
software based trigger that runs on the aforementioned CPU farms. It has access to all the
sub-detector information, therefore it can a perform a better analysis on the events . A fast
event reconstruction is performed at the HLT level, and is subjected to a set of predefined
criteria. If at least one criteria is satisfied, then the event is stored permanently along with
a True flag for all other satisfied conditions. Otherwise the event is discarded. The HLT
reduces the data rate from 100 kHz to 500 Hz.

In the CMS, the average event data size is about ⇠ 1 MB per event, and scales linearly
with the instantaneous luminosity. An event rate of 100 kHz at L1 Trigger implies that about
100 GB of physics data is generated per second. The data acquisition (DAQ) system in the
CMS is responsible for transmitting the data volume generated by different sub-detectors
to the CPU farms for further analysis. For this purpose, the CMS employs optical links, and
VME or µ-TCA based telecommunication architecture. It provides a large bandwidth and
fast data transfer over its network. More details of the CMS DAQ system can be found here
[19].

3.3 Particle flow algorithm

The particles originating from p-p collisions deposit energy in different sub-detectors while
traversing the CMS. Most heavy and unstable particles, such as Z0 boson and top quark,
decay into lighter and relatively stable particles before reaching the detector. The signature
left by these lighter particles in different sub-detectors is used to reconstruct the particle
identity and their four-momentum vector. The CMS employs the concept of particle flow for
particle identification and event reconstruction [67].

In the particle flow (PF) method, the information from different sub-detectors is com-
bined in order to identify individual physics objects and assign appropriate energy. The
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implementation of this approach in the CMS detector owes credit to the detector design
that provides a powerful magnetic field, an excellent spatial-granularity tracker, highly seg-
mented ECAL, hermetic HCAL, and its excellent muon stations. The redundant measure-
ments allow physicists to choose the best available measurement in the event reconstruc-
tion, leading to better efficiency and resolution. Figure 3.5 shows a sketch of the transverse
slice of the CMS detector and shows the signature left by different types of particles in dif-
ferent sub-detectors.

FIGURE 3.5: Schematic view of transverse slice the CMS detector showing
energy deposited by different particles in different sub-detectors.

The PF algorithm is a set of various reconstruction steps and has numerous intercon-
nected parts. A detailed description of the algorithm can be found in [67]. In summary, for
each event, the PF algorithm begins by reconstructing the tracks from all available hits in
the tracker. The track reconstruction is performed in an iterative manner in which the best
quality tracks from consecutive hits are first reconstructed and is removed from further it-
erations. In subsequent iterations, the next best quality tracks are reconstructed, and the
iteration continues until all the hits are exhausted.

The tracks reconstructed by the PF algorithm is used in the p-p interaction vertex re-
construction and primary vertex identification [68]. The vertex reconstruction is performed
by a dedicated deterministic annealing algorithm [69]. This algorithm clusters the tracks to-
gether on the basis of their z coordinate of their points of closest approach to the beam spot.
An adaptive vertex fit [70] determines the position of each vertex. With at least 50 recon-
structed tracks, the resolution of reconstructed primary vertex is about ⇠ 20 (30) µm in the
transverse (longitudinal) direction of proton beam axis. The precise identification of pri-
mary vertex is crucial to mitigate pileup contribution by rejecting the particles emanating
from secondary vertices in the event. Also, it is used in the identification of displaced vertices
originating from on-flight decay of particles away from the beam spot, such as t-leptons
and B hadrons, and identify jets originating from b-quarks. These displaced vertices are
used to reconstruct the original particle. For example, t-leptons are reconstructed with the
so-called Hadron-Plus-Strip (HPS) algorithm [71], integrated in the PF algorithm. The per-
formance of vertex reconstruction algorithm, hence pileup mitigation, is entirely dependent
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on the precise track reconstruction by the PF algorithm which in turn is dependent on the
spacial resolution of the tracker.

As mentioned earlier, the electromagnetic objects, i.e., e± and g, deposit all of their
shower energy in the ECAL, whereas the shower of hadrons extends into the HCAL. Based
on the clusters of energies in ECAL and HCAL e±, g and hadrons are identified. The clus-
ters of energy deposited in the ECAL and HCAL are reconstructed separately. The particles
are identified by linking the clusters and tracks together. A dedicated linking algorithm
performs this task in the PF algorithm. The links are made if they satisfy a predefined crite-
ria based on proximity in h-f plane. The electrons or positrons, being electrically charged,
leave a track in the silicon tracker and deposit their energy in the ECAL. Therefore, if a link
between a track and ECAL cluster is found, the object is identified as electron or positron.
The electric charge on the object is determined by the bending direction of associated track
in the magnetic field. The energy of the object is assigned based on the track momentum.
Similarly, charged hadrons are reconstructed by linking the tracks together with ECAL (if
available) and HCAL clusters.

The muons are reconstructed with the hits available in the inner tracker and associated
hits in muon stations. A global fit is performed to all the hits, and the momentum of the
muon is estimated from the track.

The neutral particles, such as photons and neutral hadrons, do not leave any track in
the tracker and do not bend under the influence of the magnetic field. Therefore, neutral
particles are reconstructed based on isolated energy clusters in ECAL and HCAL. A photon
is created if an ECAL cluster with no associated HCAL cluster is found. Neutral hadrons
are created from the HCAL cluster with (or without) associated ECAL cluster.

The energy scale of ECAL and HCAL clusters, which are input to the PF algorithm,
are set by their respective calorimeter level calibrations. For example, ECAL is calibrated
using isolated electrons, and HCAL is calibrated using isolated charged hadron with track-
momenta ranging from 40 to 60 GeV that do not undergo hadronic interaction in ECAL.
With different energy scales of calorimeters, the combination of ECAL and HCAL clusters
does not yield the correct energy of incident hadrons. Also, since hadrons exhibit non-linear
energy response (see section 2.6.2), therefore, cluster calibration for hadrons becomes a ne-
cessity to correctly assign their energy before proceeding further ahead. The PF hadron
cluster calibration is described in appendix B, and the concept makes the basis of the pion
energy reconstruction in beam test data of HGCAL prototypes presented in chapter 7.

Thus, for each event, the PF algorithm creates a global event description containing a list
of all the particle candidates with the most precise energy or momentum measurement by
taking advantage of different sub-detectors. The particle candidates are then used as input
in the jet-clustering algorithm to create jets by combining all the available information of
particle candidates. The jets are the experimental signature of quarks and gluons in the
detector. The CMS uses a specialized anti-kT jet-clustering algorithm [72] with the distance
parameter (dR) of 0.4, called AK4 jets for abbreviation. Figure 3.6 shows the jet energy re-
sponse and resolution comparison between two AK4 jets in barrel region when clustered
using calorimeter information, called calo-jets, and using PF information, called PF-jets. It
is observed that PF-jet shows superior performance in the terms of improved response and
resolution as compared to calo-jets.
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This state-of-art detector system and PF based global event description makes it possi-
ble to make precision measurements of the SM predictions as well as search for new physics
in a variety of final states as very briefly discussed in the following section.

FIGURE 3.6: The response (left) and resolution (right) comparison between
PF-jet (red marker) and calo-jets (blue markers) [67].

3.4 A glimpse of the CMS physics results and way forward

Since 2010, the LHC has collided p-p bunches at
p

s = 7 TeV (2010-11), 8 TeV (2012) and 13
TeV (2015-2018). The Run-1 (physics data collected during 2010 to 2012) and Run-2 (physics
data collected during 2015 to 2018) proved to be a milestone in particle physics with the
discovery of the Higgs boson in 2012, which was the highlight of the decade. The produc-
tion cross-section for various SM processes has been measured with high precision, and
have been found to be consistent with the SM prediction across ten orders of magnitude, as
shown in Figure 3.7. The processes covered in the figure correspond to vector boson pro-
duction, vector boson pair production, top quark pair production, associated production of
top quark production with W, Z and H, and several Higgs processes. The measurements
are performed not only inclusive in a production mode but also in differential channels,
such as number of jets, and in many kinematic variables any deviation in which can give
hints of new physics effects. Most of the measurements are found to be consistent with the
theory predictions within the current experimental and theoretical uncertainties.

The SM makes very definite and precise predictions for the Higgs boson decays into
various channels, and hence, its coupling strengths to various SM particles. The Higgs cou-
pling measurements to massive SM fermions and bosons show good agreement with the
SM as shown in Figure 3.8 (left). Using full Run-2 data, a direct evidence of Higgs boson
decaying to second generation fermions (H ! µµ) have been observed for the first time
with 3 s statistical significance [73]. With combined Run-1 and 2016 data, the CMS exper-
iment has further reduced uncertainty in the Higgs boson mass measurement , viz. mH =
125.38 ± 0.18 GeV as shown in Figure 3.8 (right), the most precise measurement of Higgs
mass till date [74].

The data from Run-1 and 2 has shown no sign of new physics. Nevertheless, it has
provided valuable insights by constraining the parameter space of various BSM physics
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models. Extensively reviewing the CMS physics program for BSM searches is beyond the
scope of this thesis. However, a few examples have been presented in the following. Fig-
ure 3.9 shows the mass reach for various squarks (eq) in different decay modes. The squarks,

e.g. et and eb, are supersymmetric partners of SM quarks t and b, respectively. From the Fig-
ure 3.9, one can see that possibilities of up to TeV range particles have been explored at the
CMS experiment predicted under various hypotheses like SUSY, extra dimensions etc. The
experiment has also probed several scenarios that predict long lived particles. Please refer
to [75] for a complete set of results.
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FIGURE 3.9: Excluded mass scale for squarks i.e. SUSY particle [76].

All the measurements have shown good agreement with the SM. However, a high level
of statistical precision is yet to be achieved on various SM measurements. Many BSM mod-
els predict the existence of multiple Higgs bosons, therefore a precise measurement of the
Higgs coupling is a robust tool to test the validity of the SM. Any deviation from the SM
prediction in the Higgs property would bring us closer to finding new physics. Also, the
existence of new particles as predicted by BSM theories is expected to have extremely small
production cross-sections. Therefore, more collision data is required to perform resonance
searches with high statistical significance.

The preparation for next run of physics data taking (Run-3) is on-going and will start
from mid 2022. The Run-3 will continue till 2025 accumulating a combined (Run 1 + Run
2 + Run 3) data set of 300 fb�1. Immediately after Run-3, the upgrade of the LHC will
begin that will increase its instantaneous luminosity. The next phase of data-taking with
increased luminosity is called Phase-2 or HL-LHC. The detectors will also be upgraded and
improved. The HL-LHC will be operational for another ten years accumulating a total of
3000 fb�1 physics data which brings many physics opportunities. For example, Figure 3.10
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(left) shows the projections of uncertainties in the measurement of Higgs coupling to differ-
ent SM fermions and bosons. The projection shows that with high statistics, the uncertainty
will be below 4% for most of the Higgs coupling measurements. The di- and tri-Higgs
production measurement will become accessible with full Phase-2 data, which is the key to
measure Higgs self-coupling and its scalar potential [77]. Figure 3.10 (right) shows projected
uncertainties in different decay channels of di-higgs production mode. The combination of
all the channels will allow to reduce the uncertainties even further.

With higher statistics, physicists will be able to cover more phase space of BSM physics.
Figure 3.11 (left) shows the excluded phase space for SUSY particle ec±

1 corresponding to
80 fb�1 Run-2 data, and the projection for full 3000 fb�1 data shows that mass reach will
increase by a factor of more than two. Also, various detector upgrades will increase sensi-
tivity to many BSM searches. For example, introduction of a new timing detector (MTD) in
the CMS, discussed in next chapter, will provide measurements of timing and b (i.e., v

c ) of
the decay particles. It will help in the direct searches of Long-Lived-Particles (LLP) allowed
in many BSM extensions. The precise timing information can be used to discriminate be-
tween signal and background processes, improving the search sensitivity. Figure 3.11 (right)
shows the mass resolution of an LLP, the stau (et) of mass 432 GeV, with and without MTD
detector.

Thus, the HL-LHC brings exciting opportunities that will either establish in favor of or
rule out various potential BSM physics models. The details of the CMS upgrades for the
HL-LHC phase are discussed in the next chapter.

FIGURE 3.10: The HL-LHC projections of uncertainties in the measurements
of Higgs coupling to different SM fermions and bosons (left), and uncertain-
ties in higgs-self coupling measurement in different di-higgs decay channels

(right) [78, 79, 80, 81].
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FIGURE 3.11: The figure on the left shows excluded phase space of charged
neutralino (ec±

1 ) with 80 fb�1 Run-2 data set and full HL-LHC data set. The
right figure shows reconstructed mass of an LLP et with different timing res-

olution of MTD [82, 83].
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Chapter 4

The CMS detector upgrades for
HL-LHC and the High Granularity
Calorimeter

As discussed at the end of chapter 2, more collision data is required to further constraint
the SM and BSM scenarios. The HL-LHC will provide such opportunity by increasing the
collision rate substantially. However, it also brings many challenges for the detectors, such
as increased radiation damage and pileup. Therefore, the detectors need to be upgraded
in order to maintain adequate physics performance in the harsh run conditions of the HL-
LHC. This chapter gives a brief summary of the LHC timeline. It presents a review of
various parts of detector upgrades from the CMS point of view. The last section of the
chapter describes the HGCAL detector and its components.

4.1 The LHC road-map

The LHC has been designed to explore physics at TeV energy scale during its operation
span of about 30 years. The duration of LHC operation has been roughly equally divided
into two phases [84], namely Phase-1 and Phase-2. Figure 4.1 shows a road-map of LHC
operation. In each phase, the physics data is taken in a series of a long period of time, re-
ferred to as runs. The runs are interleaved between shutdowns that allow physicists and
engineers to access the LHC tunnel and caverns for accelerator and detector upgrades. The
Phase-1 was interspersed by two long shutdowns LS-1 and LS-2, each of two years, during
which the accelerator instrumentation such as superconducting magnets and collimators
are upgraded [65]. This allows the LHC to ramp up its peak luminosity to 2 ⇥ 1034 cm�2

s�1, more than twice as compared to the beginning of the LHC operation. At the time of
writing this thesis, we are at the end of LS-2. The Run-3, spanning three (or four) years, is
scheduled to begin in May 2022, and marks the last part of the Phase-1 of LHC operations.
At the end of the Phase-1, the CMS and ATLAS experiments are expected to accumulate
total integrated luminosity corresponding to more than 300 fb�1 at

p
s = 13 TeV.

The Phase-2 [84] will begin with a three years long shutdown, called LS-3. During LS-3,
the LHC accelerator ring will receive a major upgrade which will allow its peak instan-
taneous luminosity to reach as high as 7 ⇥ 1034 cm�2 s�1. However, the luminosity at
the CMS experiment is proposed to be levelled (limited) at 5 ⇥ 1034 cm�2 s�1, and to ac-
cumulate ⇠ 250 fb�1 per year for the next ten years. This will mark the beginning of the
High-Luminosity LHC (HL-LHC) operation. At the end HL-LHC, the accumulated physics
data will correspond to a total integrated luminosity of ⇠ 3000 fb�1, ten times more than
the LHC operation. With such high statistics, it will open up the opportunities [85] for
new physics searches and, at the same time, achieve a high level of precision in the Higgs
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measurements as discussed in the last chapter.

While the accelerator upgrades bring opportunities for new physics discoveries, it also
bring challenges for the detectors such as (a) maintaining optimal physics performance in
the hostile radiation environment, (b) effective mitigation of pileup, and (c) maintaining
efficiency of trigger with increased detector occupancy. In order to fully utilize collision
data delivered by the LHC, the detectors should be able to overcome all of these challenges.
The CMS collaboration has planned various improvements and upgrades for Phase-1 and
Phase-2 operation of LHC to optimize the detector performance. A summary of detector
upgrades is discussed in the following.

4.2 Phase-1 CMS detector upgrades

In the light of accelerator upgrade in Phase-1 operation of LHC, various parts of the detec-
tor are replaced or upgraded during LS-1 and LS-2 shutdowns. The major upgrade [65] of
the CMS detector during LS-1 and LS-2 comprises the pixel detector, hadron calorimeter,
muon system, triggers, and data-acquisition (DAQ) system which are summarized below.

Tracker: The pixel detector and its front-end electronics were designed for an instanta-
neous luminosity of 1 ⇥ 1034 cm�2 s�1. The read-out chips (ROC) will, therefore, suffer a
heavy data loss during Phase-1 operation because of increased luminosity. The pixel detec-
tor upgrade [86] during LS-1 includes an additional fourth pixel layer in the barrel region,
improved ROCs, overall low in material budget by minimizing the electronics, cabling, and
cooling. Figure 4.2 shows a schematic diagram of the original and upgraded pixel detector.
The improved ROCs preserves the data rate with minimum loss of efficiency. The addition
of the fourth pixel layer helps improve the pixel-hit-based tracking, thus increasing the effi-
ciency and resolution of the tracks and decreasing the fake rates or track misidentification.
It also allows for more accurate primary and secondary vertex identification. The low mate-
rial budget will minimise the multiple scattering and photon-conversions, thus improving
track efficiency and resolution.
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FIGURE 4.2: Schematics of pixel detector in the original design and after
Phase-1 upgrade. The BPIX and FPIX in the image correspond to pixel layers

in barrel and endcap region, respectively.

HCAL: The initial choice for photo-detectors in HCAL was Hybrid Photo Diodes (HPDs)
because of their radiation hardness, ability to work in high magnetic fields, and cost. How-
ever, the performance of HPDs was found to be degrading over time during the operation of
physics data-taking. The HPDs have low gain, low signal-to-noise ratio, and they require a
high operating voltage (⇠ 10 kV). The recent development in the solid-state photo-detectors
has made it possible to use Silicon Photo-multipliers (SiPMs) in numerous applications.
The SiPMs have many advantages over HPDs, such as high signal-to-noise ratio, compact-
ness, multiple order of magnitude higher gain, and very low operating voltage (⇠ 100V).
The SiPMs are not affected by the magnetic field and are also cost-effective. Therefore, the
HPDs are replaced by SiPMs in the Phase-1 upgrade [87] in the barrel (HB), endcap (HE)
and outer (HO) part of HCAL. The HPDs in the HO and HE are replaced with SiPMs during
LS-1, and are replaced in HB during LS-2. Also, since SiPMs have significantly larger gain
than HPDs, it allows for longitudinal segmentation of HB (from one to three segmentation)
and HE (from three to seven segmentation). Hence, the hadronic shower can be probed in
a finer detail resulting in improved HCAL performance.

Muon stations: With increased luminosity, the current muon endcap is expected to suf-
fer trigger efficiency loss for muons with transverse momenta (pT) < 25 GeV after LS-2.
To compensate for this loss, a new set of detector based on Gas Electron Multiplier (GEM)
technology [88] , are installed, during LS-2, in the endcap in one muon station covering 1.6
< |h| < 2.2. The GEM, being very thin and able to withstand flux of high particle multiplic-
ity, is the primary choice for Phase-1 muon upgrade.

Trigger: The occupancy in the detector will increase significantly with the increased in-
stantaneous luminosity, resulting in high background rates and lower efficiency of Level-1
Trigger. At the time of trigger construction, the full granularity of calorimeter towers, i.e.,
ECAL+HCAL energy in 0.087 ⇥ 0.087 in h ⇥ f direction, could not be exploited because
of limited bandwidth and processing technologies [65]. Developments in the data storage
and communication technology have made it possible to make use of full ECAL and HCAL
trigger tower granularity. Similarly, the information from GEM is integrated to generate
triggers for muons with high efficiency in a high particle flux environment. More efficient
trigger algorithms, implemented in customised hardware, are being developed [89] to in-
crease the overall trigger efficiency while maintaining the data rate limited to 100 kHz.
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DAQ: With increased luminosity, the event rate is expected to go higher; therefore, the DAQ
system needs to be fast, reliable and should be able to transfer data over limited bandwidth.
Towards this requirement, the DAQ system is being upgraded from older commercial VME
technology to new µ-TCA based technology. The µ-TCA technology is already being used
in various telecommunication and military applications for fast data transfer over the net-
work.

4.3 Phase-2 CMS detector upgrades

As mentioned earlier, the Phase-2 operation of the LHC is also termed as HL-LHC [21]
because of substantial increase in the instantaneous luminosity. It will pose even harsher
operating conditions for detectors than Phase-1. The major challenges for the detectors are
briefly discussed below.

Radiation damage: A more than two fold increase in instantaneous luminosity compared
to Phase-1 will increase particles emanating from the collisions during each bunch crossing.
Majority of these particles are pions both charged as well neutral. The charged pions ionize
the detector volume while traversing and also produce a cascade of shower particles that
further interact with the detector material. The neutral pions decay into a pair of photons,
which further produce a cascade of electromagnetic shower particles. The ionization radi-
ation dose received each year by the detector during Phase-2 will be equivalent to the total
radiation dose received throughout the entire span of Phase-1 [22]. Figure 4.3 (left) shows
the projected absorbed ionization dose (in terms of Gray unit) in the CMS detector by the
end of HL-LHC operation. In the forward part of the detector, the radiation dose will ex-
ceed 1 MGy. The projected flux of neutral and charged particles seen by the CMS detector is
shown in Figure 4.3 (right) in terms of 1 MeV neutron fluence per cm2 in the CMS detector
by the end of HL-LHC.

FIGURE 4.3: The projected total absorbed dose (left) and neutron fluence per
cm2 (right) in the CMS detector by the end of HL-LHC operation [23].

Such conditions will cause severe radiation damage to the detectors and on-detector
electronics. Constant irradiation to particles results in defects in semiconductor devices
[90]. The defects are mainly produced by non-ionizing radiation such as neutrons as they
recoil off of silicon atoms and displace them from their sites in the lattice. The displacement
of silicon atom creates interstitial and vacancy pair sites, known as Frenkel pair defects. It
changes the electrical properties of the silicon, e.g., increases leakage current and creates
trap centers within the lattice that traps the charge carriers, thereby decreasing the charge
collection efficiency. Also, the damage in the semiconductor bulk requires a high reverse
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bias voltage to achieve full depletion width resulting in higher power consumption. Even-
tually, the damage becomes so much that the silicon sensors can no longer produce a desir-
able signal, and the optimal physics performance is lost.

In scintillators, such as PbWO4 in ECAL and plastic scintillator in HCAL, the radiation
damage does not have much effect on the scintillation property. However, the light prop-
agation within the scintillator suffers tremendously [91]. The radiation damage creates
absorption bands in the scintillator material that results in colour center formation. These
colour centers attenuate the light propagating through the scintillator, resulting in total light
output yield degradation. Thus, most of the scintillating photons get absorbed, making the
scintillator less transparent. In more severe cases, the transparency can degrade by more
than 90%, as shown in Figure 4.4 for ECAL crystals. The figure shows the loss in crystal
transparency in different h regions of ECAL as a function of time. For the pseudo-rapidity
|h| > 2.7, the crystal lost almost all of its transparency by the end of Run-2. Furthermore, the
scintillator also suffers from phosphorescence i.e., glowing after irradiation, which causes
an increase in noise in the detector.

FIGURE 4.4: Figure shows total light output yield of ECAL crystals in differ-
ent |h| regions as a function of LHC data taking [92].

Increased Pile-up: As mentioned in section 3.1, multiple p-p interactions occur during
each bunch crossing (BX), called pileup. The average pileup scales with instantaneous lu-
minosity delivered by the LHC as shown in equation 3.5 and Figure 3.3. During HL-LHC
operation, the average pileup will be ⇠ 140 to 200. There are two types of pileup: In-Time
(IT) pileup and Out-Of-Time (OOT) pileup. The IT-pileup corresponds to energy deposits
in the detector from the current BX. In contrast, OOT-pileup corresponds to the remaining
energy left from the previous BX or energy added up from later BX riding on decaying
signal from current BX. The OOT pileup is relatively easy to mitigate as their contribution
lies away from the signal time-bucket of 25 ns in the detector. The majority of the pileup
in the event is IT-pileup, in which the particles, although soft, contribute to the additional
hits in the tracker as well as deposit energy in the calorimeter along with the particles from
hard interaction. It has many undesirable consequences on the event reconstruction and
interpretation. For example, Figure 4.5 shows a simulated event display of p-p interactions
in HL-LHC condition, and the tracks emanating from it. The additional hits in the tracker
increase the complexity with increased combinatorics of hit collection for track reconstruc-
tion. This results in loss of tracking efficiency due to confusion in the tracking algorithm.
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The extra energy deposit in the calorimeter results in mismeasurement of jet energy recon-
struction and missing energy Emiss

T estimation in the event. Furthermore, it also affects the
isolation, the activity around the object, of physics objects such as e±/g resulting in loss of
either object reconstruction or loss of data object quality. The combined effect of these issues
results in the degradation of the physics performance of the detector.

FIGURE 4.5: A simulated view of event display of all the p-p interaction
vertices (yellow points) during HL-LHC run. Each green line correspond to

soft particles coming out of bunch-crossing [22].

Thus, the Phase-2 upgrade of LHC demands a detector that is radiation tolerant and
can perform effective pileup mitigation, an impossible task for the current CMS detector in
these conditions. The CMS collaboration is planning a comprehensive upgrade for all of
its detector components including tracker, endcap calorimeters, muon system, trigger, and
DAQ, in order to maintain optimum physics performance throughout its operation during
HL-LHC [22]. A summary of the CMS Phase-2 upgrade program is presented in the follow-
ing.

Tracker: The Phase-2 upgrade of the CMS revolves around the above two mentioned chal-
lenges during HL-LHC, i.e., radiation tolerance and pileup mitigation. By the end of Run-3,
the radiation damage in the tracker will be beyond recovery. Therefore, the tracker will
be replaced entirely [93]. The new tracker will employ silicon sensors of smaller thickness
i.e. 100 to 150 µm as opposed to Phase-1 silicon sensors that have a thickness of 300 µm
as mentioned in section 3.2.1. The smaller thickness silicon chosen for Phase-2 tracker up-
grade because of the fact that the performance degradation of silicon sensors with smaller
thickness is smaller as compared to silicon sensors with larger thickness (discussed in more
detail in the context of endcap calorimeter in section 4.4.1). Also, studies [94] have shown
that silicon with high oxygen concentration requires lower bias voltage to maintain full de-
pletion as compared to low oxygen concentration silicon after being imposed to a very high
radiation dose, thus increasing its radiation tolerance. Therefore, oxygen rich silicon sensors
will be fabricated for the new tracker. Furthermore, the CMS relies on particle-flow recon-
struction for efficient pileup mitigation, therefore, the new tracker will be more granular,
about four times more than the Phase-1 tracker. This will help in efficient track separation
and accurate reconstruction of interaction vertices, thereby helping in pileup mitigation.
Many changes in the tracker design will lead to a low material budget tracker. The tracker
coverage will extend till |h| < 4 and contribute to L1 trigger formation helping in online
pileup background rejection.

Endcap calorimeter: The current endcap ECAL and HCAL calorimeters will suffer from
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heavy radiation damage by the end of Run-3 and lose their optimal physics performance.
Therefore, the current ECAL and HCAL endcap will be replaced by a more radiation-hard
detector. There were two competing designs [95] that were initially considered for this re-
placement:

• Shashlik design with scintillating crystal for endcap ECAL (EE) and rebuilt of end-

cap HCAL (HE): In this design, the EE is proposed to be replaced with a sampling
calorimeter that are built in modules. Each module consists of 28 plates of 2.5 mm
thick tungsten (W) used as the absorber and 29 plates of 1.5 mm LYSO crystals as
the active medium [95, 96]. The transverse size of the front face of the module cor-
responds to 14⇥14 mm2, and the longitudinal length corresponds to 114 mm, about
⇠ 22.3 X0. The tungsten is chosen as the absorber because of its small Moliére radius
(⇠ 0.9 cm), resulting in compact showers. This helps in better shower separation and
pileup mitigation. In this design, the modules are constructed in shashlik configura-
tion and to be read out with the help of WLS fibers. The fibers are coupled with either
GaInP photo-sensors or SiPMs of area 3⇥3 mm2. The only longitudinal segmentation
is proposed to be near the shower maxima. This design is more inline with the Phase-
1 ECAL design with PbWO4 crystals. For the HE, the transverse granularity is twice
as compared to Phase-1 HE and employs a more radiation tolerant scintillators.

• High Granularity Calorimeter (HGCAL): In this design, the EE and HE are replaced
by a highly granular sampling calorimeter based on silicon and scintillator+SiPM
technologies [23]. The silicon-based detectors, such as the CMS tracker, have demon-
strated an excellent performance even after being exposed to a large amount of radia-
tion. Therefore, silicon sensors are employed in the high radiation area in this design.
The individual silicon cell has an area of 0.5 to 1.1 cm2, thus providing a fine trans-
verse segmentation. It uses Pb, CuW, Cu as the absorber in the ECAL section with 28
sampling layers and steel in the HCAL section with 22 sampling layers, offering a fine
segmentation in the longitudinal direction. This detector is inspired by the calorime-
ter design by CALICE collaboration for ILC [97].

The HGCAL is a suitable detector for particle-flow reconstruction because of its high
longitudinal and transverse segmentation. The performance of such design has already
been established in the beam test experiments conducted by CALICE collaboration [48].
The shashlik-based design, on the other hand, faces many challenges such as technolog-
ical advancement in radiation hard crystals, WLS fibers and its proposed photo-sensors.
Whereas, the CMS tracker group has already been studying and shown that the silicon
sensors can retain adequate charge collection efficiency and signal-to-noise ratio even after
being subjected to an intense amount of irradiation [93]. After much deliberation within
the CMS collaboration, the shashlik-based design has been dropped in favor of the HGCAL
design. The details of HGCAL are discussed in section 4.4.

MIP timing detector: The beam spot (p-p interactions in each BX) has a spatial spread
of ⇠ 5 cm (rms) in longitudinal direction which corresponds to a spread of 180 ps in time.
Therefore, having precise timing information of each interaction vertex introduces another
dimension in pileup mitigation by associating time to each vertex. Therefore, the CMS
collaboration has decided to add a MIP timing detector (MTD) between the tracker and the
ECAL in both barrel and endcap regions [83]. The MTD is instrumented with LYSO:Ce crys-
tals of size 12⇥12 mm2 coupled with 4⇥4 mm2 SiPMs in the barrel region, called Barrel Tim-
ing Layer (BTL), of MTD. In the endcaps of MTD, called Endcap Timing Layer (ETL), due
to radiation tolerance limitations, silicon based Low-Gain-Avalanche-Diodes (LGAD) [98]
of size 3 mm2 are instrumented [99]. The MTD will provide an exquisite time measurement
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with a resolution of ⇠ 30 ps.

Muon systems: The GEM detectors will be fully operational in the first two endcap muon
stations as opposed to Phase-1, where only one endcap muon station is instrumented with
GEM detector. The later two stations will be complemented with RPCs to provide trigger
and positional measurement, while GEMs will provide fast and redundant triggers result-
ing in efficient muon trigger. The endcap will be extended till |h|  3.

Trigger: To increase the physics acceptance during HL-LHC operation, the L1 trigger rate
will be increased to 750 kHz by upgrading the front-end electronics in all of its sub-detector
systems. The trigger latency will be about 12.5 µs (as opposed to 3.4 µs in Phase-1) which
will provide sufficient time for online track reconstruction and its inclusion in the decision-
making logic along with calorimetric and muon system information.

DAQ: The staggering amount of read-out channels and high trigger rate demands a fast
and high bandwidth as well as high computing power to handle large data volume. The
projected technological development in the telecommunication sector is expected to bear all
the requirements towards the CMS data traffic networks during HL-LHC operation [100].

4.4 The High Granularity Calorimeter (HGCAL)

As discussed in the previous section, the CMS detector will receive high amount of radi-
ation dose during HL-LHC operation, especially in the endcap regions (Figure 4.3). The
endcap ECAL and HCAL calorimeters are not designed to operate beyond an integrated
luminosity of 500 fb�1. Therefore, it will be replaced with a more radiation tolerant and
highly granular calorimeter, the HGCAL [23]. The HGCAL is a sampling calorimeter with
unprecedented longitudinal and transverse granularity. Figure 4.6 shows a longitudinal
schematic view of the HGCAL detector.

The electromagnetic section of HGCAL (CE-E) has 28 sampling layers with silicon as the
active material interspersed between Cu, CuW, Pb absorbers. The CE-E is ⇠ 34 cm deep and
the total depth corresponds to ⇠ 25 X0 and ⇠ 1.3 lint. The dense absorbers in CE-E with a
small Moliére radius (⇠ 2.8 cm) ensure the compactness of electromagnetic showers. With
its fine longitudinal and transverse segmentation, the CE-E is capable of excellent shower
separation, pileup rejection and has a good electromagnetic energy resolution.

The hadronic section of HGCAL (CE-H) has 22 sampling layers. It is divided into two
parts: front hadronic section with silicon as the active medium in high radiation region
(CE-H-Si) and back hadronic section with scintillator as the active medium in low radiation
region (CE-H-Sci). The active layers are interspersed between layers of steel absorbers. The
CE-H is ⇠ 157 cm deep and the total depth corresponds to ⇠ 8.5 lint.

4.4.1 Active materials in HGCAL

Due to its radiation hard property, the silicon is chosen as the active material for the bulk
of the HGCAL detector where the radiation level is too high. In the relatively low radiation
region, scintillator tiles directly readout by SiPM are used as the active material.

The silicon sensors are fabricated in 8-inch hexagonal modules to fully utilize the base
silicon wafer. Each sensor module is further divided into smaller hexagonal silicon cells of
area either ⇠ 0.5 cm2 or ⇠ 1.1 cm2. The silicon sensors of three different active thicknesses
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FIGURE 4.6: The longitudinal cross-sectional view of proposed HGCAL
calorimeter.

120 µm, 200 µm, and 300 µm will be instrumented at different distances from the beam-pipe.
To maintain fine transverse granularity with a good signal-to-noise ratio, silicon sensors of
120 µm active thickness and 0.5 cm2 area will be instrumented at the inner-most radii (high
pseudo-rapidity) of the HGCAL layers where the fluence and radiation dose will be largest.
Figure 4.8 (left) shows the schematic of one CE-E disk indicating location of different silicon
sensors. The different dimensions of the silicon sensors have been chosen after consider-
ing the impact on its electrical properties with different amounts of radiation dose. Studies
have shown that with increasing irradiation, the decrease in the charge collection is lesser
for thinner silicon sensors as compared to thicker silicon sensors [23]. Figure 4.7 shows the
signal produced by silicon sensors of different thicknesses as a function of radiation dose
in terms of 1 MeV neutron equivalence per cm2. It is observed that the charge collection
efficiency degrades slowly for silicon sensors of active thickness 120 µm as compared to
200 µm or 300 µm active thickness sensors. Also, by the end of HL-LHC, the bias voltage
required for maintaining depletion width is smaller for smaller active thicknesses silicon
sensor, thereby consuming lower power. The silicon will be fabricated using crystal growth
techniques that introduce high oxygen concentration in the silicon crystal in order to in-
crease its radiation tolerance, as mentioned for phase-2 tracker silicon sensors (section 4.3).

Furthermore, the irradiation studies point to the fact that the radiation dose causes
acceptor-like defects in the silicon lattice [101]. This makes n-type silicon susceptible to type-
inversion, i.e. changing from n- to p-type. In contrast, it adds to the majority charge carrier
in p-type silicon. Hence, the n-on-p type silicon sensors, i.e., n-type deposition in p-type
bulk, show much higher radiation tolerance than p-on-n type silicon sensors [102]. In ad-
dition, the p-on-n type sensors show non-Gaussian noise behaviour after being irradiated,
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which leads to a worse signal-to-noise ratio. Whereas, n-on-p type sensors do not show
such behaviour. Therefore, the CMS HGCAL collaboration has opted to use n-on-p type
silicon sensors. The various parameters of the HGCAL silicon sensors are listed in table 4.1.
The silicon cells are expected to retain sufficient signal-to-noise ratio (S/N ⇠ 2.2 as shown in
table 4.1) end of HL-LHC lifetime that can discern signal from minimum-ionizing-particles,
thus allowing for acceptable level of inter-cell calibration and hence will maintain adequate
physics performance.

FIGURE 4.7: The signal produced in terms of charge collected for different
silicon thicknesses as a function of amount of irradiation in terms of 1 MeV
neutron fluence per cm2. The horizontal lines show the silicon cells of differ-

ent active thicknesses [23].

FIGURE 4.8: A schematic diagram of 9th layer of CE-E (left) and 12th layer
of CE-H (right). The image also indicates the location of silicon sensors of

different thicknesses as well as location of scintillators [23].

The plastic scintillators of approximately square shape with area ⇠ 5 cm2 (30 cm2) and
3 mm thickness will be instrumented in inner (outer) radii of the backside of CE-H disks,
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TABLE 4.1: Various parameters of silicon sensors used in HGCAL.

Active thickness (µm) 300 200 120

Area [m2] 245 181 72
Largest lifetime dose [Mrad] 3 20 100

Largest lifetime fluence [neq/cm2] 0.5⇥1015 2.5⇥1015 7⇥1015

Largest outer radius [cm] ⇠ 180 ⇠ 100 ⇠ 70
Smallest inner radius [cm] ⇠ 100 ⇠ 70 ⇠ 35

Cell size [cm2] 1.18 1.18 0.52
Initial S/N for MIP 11 6 4.5

Smallest S/N for MIP after 3000 fb�1 4.7 2.3 2.2

shown in Figure 4.8 (right). The scintillator tiles will be coupled with SiPM photo-detectors
integrated on printed-circuit-board (PCB), called tile-boards shown in Figure 4.9. It will re-
quire about ⇠ 600 m2 of silicon in the form of ⇠ 28000 modules and ⇠ 500 m2 of plastic
scintillator material in ⇠ 3800 modules to construct both endcap disks. In order to mini-
mize the electronics noise in silicon sensors and SiPMs, the whole HGCAL will be operated
at -30oC with the help of CO2 cooling system.

FIGURE 4.9: A schematic diagram of tile board with scitillator tiles with
SiPMs, and readout electronics [23].

4.4.2 Front-end electronics and DAQ

The readout chip used in the very front-end (FE) electronics for signal digitization in HG-
CAL is called HGCROC [103] . The HGCROC is radiation hard, low noise, low power, with
a large dynamic range and robust application specific integrated circuit (ASIC) designed specif-
ically for HGCAL operation. Figure 4.10 shows a simplified block diagram of HGCROC
ASIC. It offers a preamplification stage, followed by a fast and slow shaper, a 10 bit SAR
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analog-to-digital converter (ADC), and a time-to-digital converter (TDC) of 25 ps bin. The
analog pulse from the shaper is sampled with a 40 MHz clock and is digitized by the ADC. It
provides a buffer of 12.5 µs to store data for L1 trigger decision latency. The HGCROC also
provides two timing information: Time-over-Threshold (ToT) and Time-of-Arrival (ToA).
The ToT is the measurement of time during which the pulse from the preamplifier stays
above a certain threshold, thus making it directly proportional to the pulse height (see Fig-
ure 6.3). The ADC value and ToT data are used for energy measurement corresponding
to a collected charge of 0.2 fC-150 fC and 100 fC-10 pC, respectively. Thus, the HGCROC
can provide energy measurement in a wide range from 1 to 3000 MIP equivalent of energy
deposited. Typically, 1 MIP energy deposit corresponds to ⇠ 3 fC in 300 µm silicon cell.
In order to maintain the linearity in energy measurement, intergain calibration is neces-
sary. For this purpose, the HGCROC provides an 11 bit digital-to-analog converter (DAC)
with two injection capacitors (0.5 pF and 8 pF) to perform in-situ intergain calibration. The
ToA provides precise timing information for collected charges above > 12 fC with a timing
resolution of ⇠ 50 ps. The power consumption of HGCROC is less than 15 mW per channel.

FIGURE 4.10: A simplified block diagram of HGCROC.

The HGCAL will have a staggering amount of readout channels, ⇠ 6M for silicon and
⇠ 240k for scintillator. The simulation-based studies show that the occupancy varies from
60% to 1% depending on proximity to the beam-pipe during HL-LHC operation. The data
rate in the high occupancy region will be as high as 0.8 Gb/s per HGCROC. The event size
of the data produced by all of the HGCAL FE is about ⇠ 2.5 MB/event and scales linearly
with the average pileup. With the L1 trigger rate of 750 kHz, the average data volume gen-
erated by HGCAL FE electronics will be ⇠ 12 Tb/s. The transmission of such a huge data
volume in itself is a challenge. The HGCAL DAQ will employ high speed, high bandwidth
optical links such as Low Power Gigabit Transceivers (LpGBT) and VRTX+ links in the back
end electronics. The data will be transferred to the central DAQ system using DAQ boards
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implemented in advanced telecommunication computing architecture (ATCA) [100]. Further re-
search and studies are being done to optimize the data compression, path, and bandwidth.

4.4.3 Detector design and mechanics

Each layer of HGCAL is constructed with multiple 60o wedges, called cassettes. Each cas-
sette in CE-E layers comprises silicon sensors modules placed on either side of a 6 mm thick
copper cooling plate with onboard electronics as shown in Figure 4.11 (left). Six such cas-
settes are assembled to make one complete layer of CE-E. The supporting structure of each
silicon sensor module, called baseplate, is made of CuW. The steel-clad Pb absorber of about
⇠ 4.9 mm is placed in between each cassette in CE-E. Thus, CE-E has an alternating ab-
sorber of Pb and Cu/CuW with an active silicon layer sandwiched between the absorbers.
One entire endcap disk of CE-E is assembled by stacking 14 such cassettes and Pb absorber
layers.

The layers of CE-H are also constructed in cassettes, as shown in Figure 4.11 (right). The
silicon modules and scintillator tile-boards are placed on a 6 mm thick copper cooling plate
only on one side, facing the p-p collision point. Multiple cassettes are joined together to
make a complete CE-H layer. Stainless steel of thickness 35 mm and 68 mm is used as the
absorber for the first 12 and last 12 CE-H layers, respectively. One full endcap of CE-H is
assembled by stacking up 22 cassettes and absorber layers. The CE-E and CE-H layers are
then assembled to make a full HGCAL endcap disk as shown in Figure 4.12.

FIGURE 4.11: Schematic diagram of one of the cassette in CE-E (left) and
CE-H (right).

4.4.4 Projected performance of HGCAL

The HGCAL will be operated in a dense radiation environment with high pileup condi-
tions. The HGCAL has been designed to do 5D calorimetry, i.e., three-position measure-
ments (x, y, z), energy, and time measurement. Thus, it can produce fine images of shower
development, making it an imaging calorimeter and ideal for particle flow reconstruction.
Various performance studies [85] has been made using GEANT4 [26] simulation frame-
work. For example, Figure 4.13 shows the radius of circles needed to contain 68% and 90%
of electromagnetic shower energy in each layer of CE-E. The study shows that the Moliére
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FIGURE 4.12: A computer-aided design of one of the HGCAL endcap wheel
ready to be inserted in the CMS cavern.

radius of the CE-E is ⇠ 2.8 cm, larger than the silicon sensor cells. Thus, it ensures compact-
ness of shower development. Also, the fine granularity helps in excellent shower separation
of boosted or merged jets and helps distinguish between pileup jet and the jet originating
from hard interaction. For example, Figure 4.14 shows shower development in the radial
or transverse direction (radial shower profile) for a jet originating from an energetic quark
with transverse momentum (pT) = 50 GeV and a pileup jet. The pileup jet contains softer
particles, generally from multiple PU interactions, compared to the quark jet, thus having
a wider radial profile whereas the narrowness of quark jet stands out. The radial profile
along with the fine longitudinal sampling has been used to study discriminators to tag VBF
and PU jets. Simulation studies have shown that by tuning the discriminant parameters,
an efficiency of 80% for PU jet tagging can be obtained against jets originating from vector-
boson-fusion processes (described below), at an L1 trigger rate of 10 kHz. More details can
be found in [23].

FIGURE 4.13: The plot shows 68% and 90% radial containment of electron
shower at each layer of CE-E with increasing radii (r).
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FIGURE 4.14: The radial profile of quark jet of 50 GeV pT (blue) and pileup
jet (red) in CE-E (left), silicon part of CE-H (middle) and scintillator part of

CE-H (right) [23].

The excellent jet tagging and measurement in HGCAL are particularly useful for Higgs
property studies by triggering Higgs events in vector-boson-fusion processes (VBF). The
VBF is the second dominant mode of Higgs production with cross-section sVBF = 3.8 pb,
after gluon-gluon fusion (ggF) with cross-section sggF = 48 pb at LHC (

p
s = 13 TeV). Fig-

ure 4.15 shows Feynamn diagrams of Higgs productions via ggF and VBF process. The VBF
process can be identified easily with its two forward energetic jets with large gap in pseu-
dorapidity in the event. The HGCAL can trigger on these jets, and its inbuilt precise timing
capability will assist in the pileup mitigation of soft jets, and isolate high energy clusters
from the VBF jets. For example, Figure 4.16 shows a VBF event (qqH; H ! gg) with one
g and VBF jet incident in the same quadrant. The figure shows event display with and
without imposing timing cut. One observes that after applying the timing cut, the event is
practically free of the pileup, and the energy clusters from g and VBF jet stands out.

FIGURE 4.15: Feynman diagram of Higgs production via gluon-gluon-fusion
process (left) and vector-boson-fusion process (right).

Thus, the HGCAL will maintain adequate physics performance in harsh radiation and
pileup environment at the HL-LHC. The construction and operation of such a large scale
and complex detector is a technological challenge in itself. With its 6M readout channels
and data transmission of more than one TB per second requires ingenuity in the hardware
and software development. Also, building the detector and its self-supporting structures,
and finally its installation 100 m underground in the CMS cavern is a humongous task for
civil engineering. The CMS HGCAL collaboration has laid out a detailed plan for sensor
manufacturing, quality assurance, performance studies, commissioning and installation of
the detector. The research & development for its design choices and detector units are being
carried out across the world. This thesis presents a detailed physics performance studies of
the HGCAL detector prototype and its electronics and DAQ components.
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FIGURE 4.16: VBF (H ! gg) event with one g and VBF jet in the same quad-
rant (shown in red circles). The image is projected onto the front face of HG-
CAL. The left figure corresponds to without requiring any timing cut and the
right figure corresponds to after applying a time window cut of |∆t| < 90 ps

on cells with charge q > 12 fC [23].
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Chapter 5

Commissioning silicon sensor
modules for the CMS HGCAL

As described in chapter 3, silicon will be used as the active material in the high particle
fluence and high radiation region in the HGCAL detector. The ionizing particles passing
through them will produce electron-hole pairs inducing charge across the silicon which will
be collected and digitized by on-board readout electronics. The fabrication of these sensors
will be based on 8-inch silicon wafers cut into hexagonal shape to order utilize maximum
area of circular wafer as compared to other geometrical shapes. Each wafer is further di-
vided into hexagonal cells of 1 cm2 or 0.5 cm2. The bare sensor along with its associated
electronics is assembled into a silicon sensor module which is the basic detector unit com-
prising HGCAL sectors and arranged into layers. A total of approximately 28000 such
hexagonal modules, resulting in ⇠ 6M readout channels, will be used in the CMS endcap
calorimeter during HL-LHC.

Given the complexity of the system, with fine electronics elements directly connected to
the silicon, the active sensing material, small scale tests are performed for validating and
improving the design choices, and benchmarking the various aspects of its technical per-
formance. These investigations are based on test-bench setups in various institutes across
the globe or in dedicated beam test experiments at the facilities like CERN, DESY and Fer-
milab. Based on the lessons learned and experiences gained, each of the final modules will
undergo quality-assurance tests to be installed in the final detector. The quality-assurance
tests for silicon sensor modules include:

• current-voltage (IV) and capacitance-voltage (CV) characterisation to check electrical
properties of silicon sensor

• testing various electronic connections and readout circuitry

• characterize pedestal noise and its stability over time

• charge injection tests for inter-gain calibration

• response of silicon sensors to cosmic muons passing through it using a scintillator
based coincidence setup to tag them

For the work presented in this thesis, the silicon modules employed in the beam test
experiments performed in 2016 and 2018 are used, which are referred to as v2016 and v2018
respectively. The silicon sensor module prototype v2018 is similar to v2016 in many aspects
apart from module assembly details and readout chip which is described in the next chapter.
I had performed a detailed system test for v2016 in the laboratory at CERN, and in the
IISER Pune (DAQ setup and pedestal noise measurement). In this chapter, system tests for
v2016 silicon sensor prototype and the set-up of cosmic test stand in CERN laboratory are
described.
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5.1 Sensor module prototype v2016

Silicon sensor module version v2016, incorporates dual-PCB (printed-circuit-board) based
design, i.e. the silicon sensors and the read-out electronics are constructed as separate
boards and then connected together to make a full module as shown in Figure 5.1. The
module prototype is a combination of various layers that are glued together as shown in
Figure 5.2 (left). The bottom-most layer is the baseplate, made up of CuW (W:75%, Cu:25%)
material to provide mechanical support and also acts as a heat transfer interface between
the module and the cooling plate. A gold-plated KaptonTM layer is glued on top of the
baseplate to provide high-voltage (HV) bias contact to the silicon cells. The silicon layer is
carefully glued on top of the gold-plated KaptonTM layer. A PCB is glued on the silicon
layer that connects with the silicon cells via wire bonds through the holes (visible in Fig-
ure 5.1 left). All the connections are routed to two connectors on the top of this first PCB.
Another PCB that holds all the readout electronics, called ”readout PCB” Figure 5.1 (right),
is connected to the silicon sensors via these two connectors on the first PCB.

5.1.1 Silicon sensor

The sensors used for the prototype is p-on-n type silicon diodes operated in reverse-bias
mode. The silicon sensor module, along with its associated electronics, is structured in the
shape of hexagon, and the sensor itself is divided into small hexagonal cells. The cells at the
edge of the silicon wafer, however, could not be made a complete hexagons therefore these
cells are of different area. The size of a full hexagonal silicon cell is ⇠ 1.1 cm2 as shown in
Figure 5.2 (right). The cells which are at the edge of modules are merged together to have a
comparatively larger surface area such as merged mousebites. There are a total of 134 silicon
cells which can be read out independently. The total thickness of the silicon sensor is 320
µm with the depletion (active) width of ⇠ 200 µm. In 200 µm depletion width, a minimum-
ionizing-particle will deposit about 57 keV energy [36], thus creating ⇠ 16000 electron-hole
(e-h) pairs in the bulk 1. These e-h pairs are swept away under the influence of electric field
induced by the reverse bias voltage and are collected at the electrodes.

FIGURE 5.1: The dual-PCB structure of sensor module version v2016. Left
image shows bottom-PCB that has silicon sensor layer and two connectors
visible on top. Right image shows top-PCB with two SKIROC2 readout ASICs

1Mean energy required to create e-h pairs is 3.62 eV for silicon sensors at 300 K.
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FIGURE 5.2: Left image shows different layers of hexaboard module which
are glued together to form the silicon sensor prototype. Image on the right

shows silicon sensor layer with cells of different sizes marked on the layer.

5.1.2 Readout PCB

The top PCB houses two SKIROC2 read-out ASICs visible in the Figure 5.1 (right) as two
black squares [104]. The SKIROC2 ASIC was originally designed for CALICE collabora-
tion [97] and was adopted for the CMS digitization requirement of 40 MHz corresponding
to the p-p bunch crossing every 25 ns at the LHC in contrast to the expected 200 ms at
ILC. Each SKIROC2 chip provides various functionalities such as a pre-amplification stage,
pulse-shaper with two different gain setting to cover a large dynamic range of energy de-
posit, 15-deep switched capacitor array (SCA) to integrate charge for each 25 ns time sam-
ple and a 12-bit analogue-to-digital converter (ADC). Figure 5.3 shows the block-diagram
of SKIROC2 ASIC. The signal produced by a traversing particle first passes through the
pre-amplification stage. The preampliefier in SKIROC2 is a charge-sensitive low-noise am-
plifier. The amplification gain can be changed by adjusting its feedback capacitor (C f ) value
ranging from 400 fF to 3.2 pF via slow-control parameters. The amplified signal is then
shaped with CR-RC based two pulse shaping network with a time-constant of 180 ns. The
two different pulse shapers have different gain that differs by a factor of 10, namely low gain
and high gain, and provide a large dynamic range for energy measurement. The shaped
pulse from the two shapers are sampled in the time window of 25 ns with the help of 13
switched capacitor arrays. These 13 time samples are then digitized by a 12-bit Wilkinson
ADC.

Each SKIROC2 ASIC has 64 channels that can read and digitize the analog signals from
silicon sensor and consumes 25 µW per channel. Two SKIROC2 ASICs are connected to 128
out of 134 silicon cells. The remaining six silicon cells are not connected and are left open.
The top and the bottom PCB together make up one silicon hexaboard module prototype as
shown in Figure 5.1.

5.2 Data acquisition system for silicon sensor module

In order to read and store the data from the silicon sensors, a full data-acquisition (DAQ)
chain is employed. The DAQ system has been developed by engineers and physicists in
the HGCAL group. It has been been designed in a way such that it can be easily scaled-up
to acquire data from multiple sensor modules [105]. Figure 5.4 shows various components
of the DAQ chain. The core of the DAQ system is the ZedBoard which is a commercially
available development board with ZynQTM SoC (System-on-Chip) device. The ZynQTM
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FIGURE 5.3: Block diagram of SKIROC2 ASIC channel.

device integrates an Xilinix Artix-7TM FPGA for programmable logic (PL) and a dual core
ARM Cortex-9TM CPU for processing system (PS) on a single chip. The ZedBoard also pro-
vides 512 MB DDR3 RAM on-board memory, a 4 GB SD card, Ethernet, FMC interface etc.
In essence ZedBoard is a fully functional Linux system that can communicate with the pro-
grammable logic sector of ZynQTM chip.

Such rich functionalities of ZedBoard facilitates to design software and firmware that
can be used to issue triggers, send control signals and communicate with SKIROC2 ASICs.
The ZedBoard is connected to a custom-designed card, called ZED-IO, with 14 HDMI ports
via FMC interface. The ZED-IO board broadcasts the signals from ZedBoard to all 14 HDMI
ports and funnels the incoming signals from HDMI to ZedBoard. The ZED-IO board is con-
nected to a custom-designed card, called Dual-Daughter-Carrier (DDC) card, which houses
two control FPGAs, called FMC-IO. The DDC card is a simple PCB with the only job of host-
ing FMC-IOs and routing the signals from ZED-IO board. Each FMC-IO board has Xilinix
ArtixTM based FPGA and can communicate with up-to two SKIROC2 ASICs (i.e. one sensor
module) via another board, called elbow board. The elbow board provides a communica-
tion path between readout chips and FMC-IO, as well as provides the high-voltage bias
connection between sensor module and the HV power supply. Thus, with this DAQ system
one can acquire data from up to (14 HDMI ⇥ 2 FMC-IOs ⇥ 2 SKIROC2 ⇥ 64 channels = )
3584 channels of silicon sensor modules.

The software on the ZedBoard contains instructions for PS as well as a firmware for
PL. One of the major tasks of the ZedBoard is to issue a trigger to take the readout from
silicon sensor module. In experimental particle physics, a trigger is defined as the signal
that is used to commence the digitization and transfer the signal of interest induced in the
detector for permanent storage. The software on PS performs following tasks: it detects the
number of FMC-IOs connected via ZED-IO and their addresses, it provides software gen-
erated triggers and can toggle to external trigger. It sets the run number and the number of
events to be recorded and finally initiates data taking. The communication between PS and
FMC-IOs occur via PL on the ZedBoard. The firmware on the ZedBoard facilitates the com-
munication between PS and FMC-IOs via FMC interface on ZedBoard and it also ensures
that ZedBoard talks to one FMC-IO at a time by implementing multiplexer on the FPGA.
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The addresses of each FMC-IOs is set via DIP switches present on the DDC card. The
ZedBoard sends all the data with this unique address on its header so that it can talk to
only one FMC-IO at a time. When ZedBoard issues a trigger, FMC-IO reads the data from
SKIROC2 ASICs and stores on its on-board buffer memory. During this process, all the fur-
ther triggers are rejected by ZedBoard until all the FMC-IOs complete their read-out cycle.
The ZedBoard then gets ready to receive another trigger. To reduce the time during which
ZedBoard remains in ”trigger veto” mode, the data is temporarily buffered on the FMC-IO
FPGA memory. Thus, data is not transferred at each trigger, rather for about 150 events
the data is stored on the FMC-IO, and it is then transferred to ZedBoard for permanent
storage. The reason to choose 150 event buffer is based on the fact that the DAQ system
was designed for beam test experiment at CERN where the beam is delivered every 30 sec-
onds and lasts for about 5 seconds called a ”spill”. In each spill, a train of about 150 single
particles are delivered to the experimental hall area that impinge the detector one-by-one
sequentially. Therefore, 150 events are kept in the buffer memory and transferred between
two spills for permanent storage such that there is no loss of events.

FIGURE 5.4: Data-acquisition chain with all components for sensor module
version v2016. The red arrows indicate the flow of data.

Once a trigger is provided to SKIROC2 chips, which can be either internally generated
through ZedBoard or externally generated through, say coincidence logic unit, it transfers
the digitized signal which is referred to as ”raw data” for the event. The raw data contains a
header and ADC counts for each channel for two gain settings. The header has information
of time-stamp, trigger number and event number. The ADC data is packed in a 32-bit word
which are ”Gray encoded” [106] and is stored in two columns (two-dimensional array)
corresponding to two SKIROC2 chips. The reason to use Gray encoding is because in this
scheme two consecutive numbers differ only by one bit as opposed to standard binary en-
coding in which more than one bit can differ between two consecutive numbers. Therefore,
Gray encoded digital data is more immune to error for analog to digital conversion as well
as in data transmission. More details about Gray codes can be in [106]. Each 32-bit word
encodes ADC data from two channels for a given gain setting and a given SKIROC2 chip.
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The ADC data for a particular gain channel occupies 16-bit memory in the data-frame. The
data is stored from the high address (i.e. starting from channel 63) and low gain setting
first. The first 32 rows of the raw data corresponds to low gain channels and next 32 rows
correspond to high gain channels. For example: element corresponding to first row, first
column has ADC counts from low gain channel 63 in the first 16-bits, the Most Significant
Bits (MSB), and channel 62 in the second 16-bits, the Least Significant Bits (LSB) of SKIROC2
chip 1. Similarly, first row, second column has ADC counts from low gain channel 63 in the
first 16-bits (MSB) and channel 62 in the second 16-bits (LSB) of SKIROC2 chip 2, and so on.

The raw data is first saved onto the ZedBoard memory temporarily and is then manually
transferred to hard-drive for permanent storage for further analysis. The unpacking of the
raw data is done offline in the CMSSW framework on an event-by-event basis. The raw
data is first read from the text file where header is separated out and is used for timing and
event indexing. For each event, 128 elements (from 64 rows and two columns) are read out.
Each 32-bit element is then unpacked into two 16-bit values corresponding to ADC data
from each gain channel. With the help of electronic map of the module, each 16 ADC data
is mapped to corresponding channel and gain settings. The electronic map contains the
location of each cell center with the IDs of corresponding chip and channel. Then the ADC
data is decoded from Gray code to binary or decimal and is stored for each event, called
DIGI format. Thus, for each event, the ADC counts from high and low gain channels for
each silicon cell are retrieved.

5.3 IV characterization and pedestal noise

The IV characterization of the silicon sensor module is the first and important step in the
system tests. The silicon sensor module is a collection of p-n junction diodes which operates
in the reverse bias mode. An ideal p-n junction diode acts as a non-conducting element in
the reverse bias mode, and hence not expected to conduct any current. However, in practice
there is a small current across the diode, called leakage current, because of the thermal fluc-
tuations in the depletion region that creates electron-hole pair at room temperature. If there
are defects in the semiconductor lattice, such as trap centers then it increases the electron-
hole pair generation due to thermal fluctuation and thus increases the leakage current and
noise in the sensor. The IV characterization gives us valuable information about the elec-
trical properties of the sensing bulk of the module. Furthermore, it helps us decide the
operating voltage at which the sensor is almost fully depleted and the voltage at which the
silicon enters into avalanche breakdown 2. Similarly, CV characterization is also an impor-
tant measurement to estimate the capacitance of the detector. I had performed such electri-
cal tests, i.e. IV characterization and pedestal noise measurement of silicon sensor modules
v2016 in the laboratory at CERN (and also at IISER HEP lab), and has been described below.

To obtain IV characterization of the module, Keithley source-meter 2410TM is used which
can go up to 1.1 kV and can measure the current as low as 1 fA. The measurements are taken
at the room temperature. The connection between the source-meter and the elbow board is
made using SMA cable as shown in the Figure 5.5. The bias voltage can be easily controlled
from the front panel of the source-meter and its display shows the current drawn by the
module. The module is housed in a wooden box and covered by a black cloth to reduce
the current induced in the silicon cells by ambient light. The IV curve of multiple modules
are recorded. Figure 5.6 shows reverse current (in µA) as a function of input bias voltage

2Increasing reverse bias voltage (Vbias) increases the electric-field across the diode. At a certain Vbias, electric
field is so intense that a single electron can knockout electron for Si atom which further knocks electron out
from another Si atom, resulting in a avalanche and creates a large reverse currents.
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(in volts) for two example sensor modules. The module corresponding to Figure 5.6 (left)
shows that reverse current first increases as a function of bias voltage and then settles at a
plateau of Ireverse ⇠ 14 µA for Vbias > 40 volts. The plateau region corresponds to the fully
depleted silicon cells. For such modules, the typical operating bias voltage was set to Vbias =
120 V. However, IV curve for another module, Figure 5.6 (right), shows that reverse current
increases with increasing bias voltage and never settles to any plateau. The reverse current
is also considerably larger as compared to the other module (approximately three times at
Vbias = 200 V) as shown in Figure 5.6 (right). Given the high leakage current, the faulty mod-
ule is not suitable for further measurements, and it is discarded. This testing procedure is
performed for all the modules before these could be used for further investigations or be
exposed to particle beams.

FIGURE 5.5: Setup for IV characterization. Image on the left shows front
panel of Keithley Source-meter 2410 (instrument on top). Right image shows

the module covered with a wooden box and black cloth.
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FIGURE 5.6: IV curve for two example silicon sensor modules, the points are
connected by a smooth curve. Plot on the left shows IV curve of a working

module and on the right shows a faulty sensor module.

After determining the IV characteristics, pedestal noise level is measured. The pedestal
noise measurement requires reading the state of silicon sensors in the absence of any travers-
ing ionizing particle. For this purpose, the silicon sensor module is connected to the DAQ
chain and the SKIROC2 ASICs are configured appropriately. The trigger signal is supplied
via a function generator as shown in Figure 5.7, to record the events randomly. The image
on the top-left of Figure 5.7 shows the front panel of the function generator which is set to
generate a square pulse of frequency 10 Hz with peak-to-peak voltage set to Vpp = 4.0 V,
similar to TTL pulse as accepted by the DAQ. The function generator pulse is fed to ZEDIO
board via LEMO cables and from ZEDIO to DDC board which finally passes the trigger
to SKIROC2 chips. Around 6000 events are recorded using this setup following the same
DAQ chain as discussed in section 5.2.
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FIGURE 5.7: The setup for external triggering to v2016 DAQ setup. Top-left
figure shows the front panel of function generator set to generate a square
pulse 10 Hz with Vpp = 4.0 volts. Top right and bottom figure shows the
LEMO cable connection from function generator to ZEDIO and ZEDIO to

DDC board respectively.

Figure 5.8 shows distributions of ADC counts for two representative silicon cells. The
distributions are close to Gaussian with non-zero value of mean and width. The non-zero
mean in the ADC distribution is an artefact of read-out electronics that introduces a DC
baseline in the signal, called mean pedestal. The fluctuation around this DC baseline, called
pedestal noise, is because of thermal noise in the silicon as well as picked up noise from the
stray signals e.g. power sources. The ADC distributions of all silicon cells exhibit similar
behaviour. The ”mean pedestal value” is referred to as ”pedestal” and ”pedestal noise” as
noise in the following. The ADC distributions are fitted with a Gaussian function as shown
in Figure 5.8. The mean and width of the fitted Gaussian function are extracted as pedestal
and noise, respectively. Figure 5.9 (left) shows the pedestal and Figure 5.9 (right) shows
noise for all the channels. It is observed that the average pedestal value is ⇠ 270 high gain
ADC counts and average noise value is about ⇠ 15 high gain ADC counts and it is fairly
stable for all channels of the given module.
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FIGURE 5.9: Left figure shows DC shift (pedestal) in the high gain ADC
data, and the right plot shows fluctuation (noise) about the DC baseline, for

all silicon channels

The pedestal values are subtracted from all the channels to bring the DC baseline to
zero. Also, while the noise originating from the thermal fluctuation in silicon sensors, the
intrinsic noise, can not be removed but the noise contribution from the external sources such
as power source or ambient electromagnetic interference can be estimated, called common-
mode noise, and subtracted from the ADC data on an event-by-event basis. The method for
pedestal and common-mode noise estimation is discussed in section 6.5.1 for v2018 module
and the procedure is similar for v2016. Figure 5.10 shows pedestal and noise after subtract-
ing DC baseline and common-mode noise. As expected, the pedestal is brought to zero, and
the intrinsic noise is ⇠ 2.2 high gain ADC counts.
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FIGURE 5.10: Pedestal and common-mode noise subtracted DC level (left)
and pedestal noise (right) for all silicon channels

At the time of taking the measurements, there was no provision available for CV char-
acterization and charge-injection for v2016, therefore it is not presented in this thesis. How-
ever, system tests performed earlier have shown very small and stable capacitance of mod-
ule v2016 [107]. Method of using charge-injection to perform inter-gain calibration makes
an important step for physics performance studies, and is discussed in section 6.5.1 for
v2018 module used in October 2018 beam test experiments.

5.4 Measuring cosmic muon signals using a cosmic stand

After assuring the general status of the silicon sensor module with the IV characterization
and stability of pedestal noise, the next step is to check if the module can discern the sig-
nal, produced by ionizing particles traversing it, from the noise. High energy muons rarely
initiate shower in the detector, and hence act as minimum ionizing particles or MIPs (sec-
tion 2.2.1). Therefore, the signal produced by muons is the smallest signal that the sensor
can produce corresponding to a real particle and is used as the benchmark for determining
its signal-to-noise ratio. Also, high energy muons are crucial tools for the SM measurements
as well as BSM searches. Ideally, this is achieved by subjecting the sensors to the beam of
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muons of known energy but in general, in the laboratories we do not have access to the
particle beams.

Fortunately, this can be achieved with the help of naturally occurring cosmic muons.
These muons are the by-product of ultra-relativistic cosmic particles, mostly protons origi-
nating from different sources such as supernova, active galactic nuclei etc, interacting with
the upper atmosphere of the earth. The cosmic particles interact with the molecules of air
and create a shower of particles such as charged pions (p±), kaons etc., as shown in Fig-
ure 5.11. This phenomena was first observed by Victor Hess that won him the Nobel prize of
year 1936. The shower particles decay into lighter particles. The pions, for example, decay
into muons. These interactions and decay usually occurs tens of kilometers above the sea-
level. However, the muons being highly boosted (highly relativistic) reach the earth surface
before decaying into electron and two neutrinos. The average energy of these muons are
of the order of ⇠ 4 GeV [36]. Measurements have shown that the average flux of cosmic
muons in vertical direction is about ⇠ 1 muon per cm2 per minute at sea-level.

FIGURE 5.11: A representation of cosmic ray shower where primary cosmic
ray (mostly protons) interact with earth’s atmosphere and produce a cascade

of shower particles some of which reach the earth surface.

The cosmic muons can pass through the materials, such as meters of concrete wall, be-
fore completely stopping by losing their energy via ionization process. In order to obtain the
spectrum of energy deposited by cosmic muons (in terms of ADC counts), it is important to
trigger the data-acquisition when the muon passes through the silicon cell in a timely man-
ner. The slow shaper in the SKIROC2 ASIC takes about ⇠ 180 ns to peak corresponding to
charge induced by a MIP in the silicon cell [104]. The peak is rather broad and a reasonable
signal can be obtained in the time window of ±25 ns (± 1 time-sample). Too early or too
late triggering might result in the loss of signal.

The trigger is generated with the help of supplying a two-fold coincidence signal to the
SKIROC2 ASICs using scintillator tiles coupled to photomultiplier-tube (PMT). The two-
fold coincidence reduces the probability of trigger generation by the spurious noise in a
single scintillator+PMT setup and at the same time ensures that the cosmic muon is ap-
proximately normal to the detector plane. Figure 5.12 shows the cosmic muon stand setup
I used in the HGCAL system test laboratory at CERN. The sensor module is placed in be-
tween two scintillator tiles of different cross-sectional area. Scintillator on the top has a
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cross-sectional area of 4 cm x 4 cm and the one at the bottom has an area of 12 cm x 10 cm.
The distance between top and bottom scintillators is about ⇠ 10 cm, hence time difference
between muon (traveling at ⇠ c) reaching two scintillators is less than 1 ns. Since the re-
sponse time of a typical scintillator (section 2.4.2) is of the order of few ns, therefore we can
safely assume that the signal is generated simultaneously by the two scintillators when a
cosmic muon passing through them.

The signal from the top and bottom scintillator+PMT setup is passed through a discrim-
inator, level adaptor and a coincidence logic unit housed in NIM module crate. Discrim-
inator converts analog signal to a discriminated NIM signal, level adaptor converts NIM
signal to TTL signal and the coincidence logic unit performs an AND logic operation on two
input TTL signals originating from two PMTs, which is fed to ZEDIO board as the external
trigger. Thus, when a muon passes through both top and bottom scintillators, with sensor
module placed in between, the coincidence logic unit generates a trigger which is supplied
to SKIROC2 ASICs to initiate the data-acquisition.

FIGURE 5.12: Two images show the cosmic muon setup from two angles.
Sensor module is places in between two scintillator tiles (right).

Figure 5.13 (top) shows a block diagram of the trigger-flow for the cosmic muon stand.
With the help of top scintillator with smaller cross-sectional area, we could control the lo-
cation of the cells exposed to cosmic muon triggering. At a time only ⇠ 4 cells could be
correctly triggered using 4 cm x 4 cm scintillator tile. The wires and pulse-processing units
introduce a delay or latency between trigger generation and reception. The major latency is
caused by the wire length whereas the pulse-processing units cause latency of few to tens
of ns depending on the instrument. In the run of data taking (18k events), no MIP signal
was observed which led to a conclusion that an earlier trigger was being supplied. An ad-
ditional cable of 24 ns equivalent delay was introduced as shown in the block diagram of
trigger flow in Figure 5.13 (bottom), and ⇠ 8k events was acquired with modified setup.

The data collected with additional 24 ns delay is reconstructed to obtain ADC distri-
bution with pedestal and common-mode noise subtraction. Figure 5.14 shows the ADC
distributions from the high gain channel of one of the exposed silicon cell for 8k events, it
shows a distribution with a mean of zero corresponding to intrinsic noise as well as a MIP
energy distribution of cosmic muons.

The intrinsic noise can be modelled as a Gaussian distribution due to its random nature.
Whereas, the energy distribution of an ionizing particle traversing through a thin detector
can be described by Landau distribution [108]. The Landau is an asymmetric distribution
with a narrow width around its peak and has a long tail. In a thin material, the traversing
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FIGURE 5.13: Figure shows the block diagram of the trigger flow from the
scintillator tiles to sensor module with the default setup (top) and with addi-

tional delay of 24 ns (bottom).

FIGURE 5.14: High gain ADC distribution for one of the channels. The left
distribution centered around zero corresponds to noise and the right distri-
bution corresponds to muon energy spectrum. The pedestal noise is fitted
with a Gaussian function and MIP distribution is with a fitted with a Landau

convoluted with a Gaussian function.
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particle can ionize only a small number of atoms (or molecules), hence depositing a tiny
amount of energy. The most probable value (MPV) of energy deposited is reflected in the
Landau distribution as its peak (i.e., the mode of the distribution), and the fluctuation in the
deposited energy corresponds to its width. However, the traversing particle has a small but
non-zero probability to transfer relatively large amounts of energy in the ionization process.
It results in a large amount of energy deposits in the detector and shows up as the tails of
Landau distribution. Hence, the ADC distribution is fitted with following function:

f (MPV, snoise, sMIP, a1, a2) = a1 ⇥ Gaussian(0, snoise)

+ a2 ⇥ Landau1(MPV, sMIP) ⇤ Gaussian(0, snoise)
(5.1)

The first term of the function corresponds to Gaussian distribution with µ = 0, second
term of the function is a convolution of a Landau and Gaussian distribution. The weights
a1, a2; MPV (most probable value or mode) of Landau distribution; and width of Gaussian
and Landau distribution are let to float during the fitting. The fitting gives us the MPV MIP
energy deposit and intrinsic noise in terms of high gain ADC counts.

Multiple cosmic muon runs are taken by moving the top scintillator around in order
to expose different cells of the sensor module. Thus, energy distribution of MIPs (cosmic
muons) is obtained for multiple silicon cells in terms of high gain ADC counts. The MIP
signal is also used as a ”standard candle” to equalize channel-to-channel response with the
help of ADC-to-MIP conversion factors, discussed in detail in section 6.8. The plot shown
in Figure 5.14, 17.7 ± 0.3 high gain ADC counts corresponds to 1 MIP equivalent energy
deposit.

Furthermore, this experiment also facilitates the quantification of signal-to-noise ratio for
the silicon sensors for v2016 module. Signal-to-noise ratio is an essential figure-of-merit for
any detector. It helps to quantify the level of separation between the signal and pedestal
noise (signal to noise ratio or SNR). The knowledge of SNR helps physicist to decide the
noise-threshold to be applied on the read-out channels in order to minimize noise-like hits
without losing the signal. This is crucial to manage the bandwidth bottleneck, by minimiz-
ing the channel occupancy in the systems like the CMS experiment with millions of readout
channels. At the same time, the efficient rejection of noise improves the resolution and re-
sponse of energy measurements of the physics objects such as electrons or hadrons.

For silicon sensor modules, signal refers to ADC data corresponding to a MIP passing
through it and noise refers to ADC data corresponding to the intrinsic noise of the silicon
cell as described in the last section. Using these values, we can determine the signal-to-noise
ratio of the silicon sensor. The SNR is determined by dividing MPV of the fitted Landau
function by width of Gaussian function. For the 2016 module version, we obtain SNR ⇠ 8.1
± 0.2. Similar tests were performed for silicon modules employed in October 2018 beam
test experiment, and results are documented in the next chapter along with the description
of beam test experiments.
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Chapter 6

Beam test experiment - prototype
commissioning, calibration and event
reconstruction

In parallel to improving, validating and bench-marking the most basic unit of the detector
(a single sensor module for example) with the laboratory test-bench setups, the detectors
have to be prepared for two important challenges: (a) performance of these basic units in
the presence of realistic signals expected in the collision experiment, and (b) to scale up
these units to work in synchronization for data acquisition in the presence of collision par-
ticles passing through, and understanding their response to particles of various types. A
larger set of prototype modules are manufactured, qualified using laboratory system tests,
and assembled into a prototype of a section of expected final endcap calorimeter detector.
Such detector prototypes are then tested in a controlled environment with single particle
beams of known energy and identity. These are called beam test (or test beam) experiments.

As part of the detector development, the CMS HGCAL collaboration has tested proto-
type setups based on silicon modules in the beam test experiments at Fermilab and CERN
using electron beams of momenta in range 20-250 GeV/c [107]. The main focus of the the-
sis work presented here are the experiments carried out at the beam test facilities at CERN
during October 2018. A complete longitudinal section of the CMS endcap calorimeter is ex-
posed to single particle beams of e+, p� and µ� of momenta varying from 20 to 300 GeV/c
derived from the interactions of protons, accelerated by the Super-Proton-Synchrotron (SPS)
to 400 GeV, with a Beryllium target.

The goals of the experiments performed in 2018 were to demonstrate that on-going re-
search and development efforts are in-line with the desirable performance of the sensor
prototypes and readout electronics for the purpose of the final detector and physics data
taking. This requires a working data-acquisition system for multiple units of the detector to
be run in synchronization, and pedestal noise being within tolerable level. Furthermore, it
is also of utmost importance to demonstrate the performance of the prototype for the mea-
surements of electromagnetic and hadronic showers in real experiments, and have a well
understood dataset to compare with GEANT4 based detailed detector simulations. The
task of building the prototype, conducting the beam test experiment, and the analysis of
data was undertaken by the CMS HGCAL team, of which I was an active member.

In the first part of this chapter, the details of 6-inch silicon sensor prototype used in
the beam test experiment , the experimental setup, secondary particle beam generation and
transport at H2 beamline, are discussed. In the second part, the event reconstruction in data
and simulation, detector alignment, channel-to-channel response equalization and signal-
to-noise ratio of silicon sensors, are described.
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6.1 Silicon sensor module prototype version v2018

Prototype silicon sensor modules used in the 2018 beam test experiments, referred to as
v2018, are fabricated on 6” silicon wafers similar to sensor prototype version v2016. A
representative module is shown in Figure 6.1. These prototype modules are also fabricated
in similar fashion as described in section 5.1, i.e. by gluing together the baseplate, gold-
plated KaptonTM, silicon layer and PCB layer on top. The silicon module version v2018,
being similar to version v2016 in many aspects, has many differences to its predecessor
which are listed as follows:

• Many modules are built with Cu baseplate along with CuW baseplate. The CuW
baseplates being dense are employed in the electromagnetic section and Cu baseplates
are employed in the hadronic section of HGCAL prototype.

• Most of the silicon sensors are produced with 300 µm active thickness and a few sen-
sors with 200 µm active thickness to test the performance of different types of silicon
cells for real particle showers.

• The module design moved from double PCB design in v2016 to single PCB design in
v2018 to make less bulky and easier to handle.

• The readout chip used for v2018 is SKIROC2-CMS [109], an upgraded version of
SKIROC2 [104], and is closer to HGCROC design (section 4.4.2). The differences are
described in section 6.2.

• Four SKIROC2-CMS ASICs are used per module to minimize the path length between
individual cells and readout chips.

• The PCB has an Max10TM FPGA on-board to issue the control commands and to frame
the digitized data coming from SKIROC2-CMS ASIC in a proper format to hand it
over to the DAQ system.

FIGURE 6.1: Silicon sensor module version v2018. The different components
on PCB are shown in the image.

The PCB (Figure 6.1) contains all the electronics such as four SKIROC2-CMS ASICs read-
out chip, a Max10TM FPGA, µHDMI and µUSB port. Max10TM FPGA is used to send com-
mands, communicate data stream and distribute clocks between SKIROC2-CMS and DAQ
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system via µHDMI port and the firmware for the FPGA is loaded via µUSB port [110].
The readout and digitization of analog pulses from silicon cells is done via SKIROC2-CMS
ASICs.

6.2 SKIROC2-CMS readout chip

The SKIROC2-CMS is an upgraded version of SKIROC2 ASIC used in v2016 modules. It in-
corporates a few additional features that were not present in SKIROC2 which are discussed
in the following. Figure 6.2 shows a simplified internal block diagram of SKIROC2-CMS.
Each SKIROC2-CMS ASIC can read up-to 64 channels. Each channel in SKIROC2-CMS
offers a low-noise charge sensitive preamplifier with adjustable gain via slow-control regis-
ters. It has two pulse shapers of different gains, called High-Gain (HG) and Low-Gain (LG).
The HG can measure very small energy deposition in the silicon, corresponding to ⇠ 2 fC to
150 fC, whereas LG can measure high energy deposition in the silicon, corresponding to ⇠
100 fC to 900 fC. The shaped pulse from HG and LG stage is sampled in 13 deep switched-
capacitor-array (SCA). Each capacitor integrates the charge over 25 ns. When the trigger is
received, the charge stored on 13 SCAs from two gain stages is passed to 12-bit Wilkinson
ADC for digitization. The ADC information from all 13 time-samples of HG and LG shaper
is stored, in contrast to SKIROC2 where ADC information of only one time sample was
stored.

In addition, each channel also measures the timing information, namely Time-over-
Threshold (ToT) and Time-of-Arrival (ToA). To be able to maintain a large dynamic range
for large signal, as foreseen in the CMS HGCAL, a ToT circuit is introduced in the readout
chip that gets activated only when signal crosses a certain threshold and its output is pro-
portional to the signal amplitude. Its working principle can be understood with the help
of a cartoon representation shown in Figure 6.3. For large signals, a timing measurement is
made for the time duration for which the pulse from preamplifier stays above a predefined
threshold. This is achieved by feeding the pulse from the preamplifier to a discriminator
with adjustable threshold (Vthres). The ToT can measure large energy deposit in silicon, be-
yond 600 fC of induced charge. A Time-to-Digital converter (TDC) ramp (with 25 ps time
bin) is triggered during non-zero output state of the discriminator, and thus a digitized time
measurement is performed. This time measurement is proportional to the pulse height of
the preamplifier, hence input signal. Generally, the ToT is triggered for signals above few
hundreds fC and can measure signals ⇠ 10 pC. Thus, it provides a low power and a large
dynamic range. Similarly, the ToA measurement is performed with a fast discriminator and
a TDC with time bins of 25 ps for precise timing measurement of the particle traversing
through the cell.

In this way, SKIROC2-CMS provides a large dynamic range to measure signal induced
in the silicon sensor by traversing particles (a few fC to 10 pC) with low power consumption
per channel (10 mW) and is closer to final design of HGCAL readout chip, the HGCROC.
In v2018, there are four SKIROC2-CMS ASICs per module therefore each SKIROC2-CMS
connects to 32 silicon cells and the rest 32 channels are kept open. The connection between
silicon cells and the SKIROC2-CMS chip is made via a thin wire-bonding through the cir-
cular holes of the PCB drilled for this purpose. Figure 6.4 (left) shows a cross-sectional
schematic diagram of the connection and the right image shows the wire-bonding through
the hole. The connection is done such that ”even” channels of ASIC are connected to sili-
con cells whereas ”odd” channels are left open. The wire-bonding is an extremely delicate
process and is done using specialized automated work-stations, called Gantries, as shown
in Figure 6.5.
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FIGURE 6.2: A simplified block diagram of SKIROC2-CMS ASIC [111] .

FIGURE 6.3: Cartoon representation of ToT where the ToT1 corresponds to
the pulse-1 (with smaller height) and ToT2 corresponds to the pulse-2 (with
larger height). Pulse-2 stays for a longer duration above the threshold as com-
pared to pulse-1 thus ToT2 will be larger than ToT1 and will be proportional

to time spent above the threshold by the incoming pulse.
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FIGURE 6.4: The connections from the silicon cells to the PCB is shown in the
schematics on the left and a close-up image is shown on the right.
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FIGURE 6.5: The image shows the gantry setup at University of California
Santa Barbara. The gluing of different layers are done automatically with

high precision using such gantries.

Detailed system-tests were carried out for silicon sensor modules version v2018 in the
laboratory at CERN. The set of modules which qualified the features such as IV and CV
characterization, pedestal noise measurement were used to build the HGCAL detector pro-
totype used in the beam test experiment, as explained in the next section.

6.3 Beam test experimental setup

We built the prototypes of electromagnetic and hadronic sections of HGCAL, referred to as
CE-E and CE-H respectively, using the silicon senor modules. More than 90 silicon sensor
modules are employed resulting in a first large scale test of HGCAL prototype using high
energy beams of single particles. A prototype of Analogue Hadronic Calorimeter (AHCAL)
from CALICE collaboration is placed downstream of CE-H [112]. The combined calorime-
ter prototypes are placed on a concrete platform in the H2 beamline of SPS CERN which
delivered beams of single particles. Figure 6.6 shows the image of experimental setup with
different sections duly marked.

The whole experiment was a combined effort of HGCAL and CALICE collaboration
where physics data taking took place during a span of three weeks of October 2018. The
DAQ for HGCAL and AHCAL work separately on a common trigger and are synchronized
offline based on time-stamp. The DAQ system for HGCAL and AHCAL has been described
in detail in [110] and [112], respectively.

During the span of three weeks of data taking, we assembled the silicon modules in CE-
E and CE-H in three different configurations, namely configuration-1, configuration-2 and
configuration-3, to fulfil different experimental goals such as focusing on electromagnetic
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or hadronic shower performance. One week of data-taking was allocated for each config-
uration. This thesis focuses on the results using data collected in configuration-1 which is
described in detail in the following section.

CE-E

Si-CE-H

AHCAL
~3m

~1m

FIGURE 6.6: The detector setup for beam test experiment. Different com-
partments have been indicated with the different colour boxes and the beam

enters the detector setup from the left.

6.3.1 CE-E prototype

The CE-E prototype is built in double-sided mini-cassettes, as shown in Figure 6.7 (left).
Each mini-cassette has two sensor modules mounted on the either side of a 6 mm thick
copper cooling plate. One of the sides of the mini-cassette is connected to a 4.9 mm thick
lead (Pb) absorber claded with 300 µm steel. Figure 6.7 (right) shows the side view sketch
of the mini-cassette indicating the dimensions of various components. There are 14 such
mini-cassettes built and placed in CE-E prototype in a hanging-file structure, thus making
a total of 28 sampling layers with each active layer containing one silicon sensor module
with Pb or Cu+CuW as the absorber material. The total depth of CE-E prototype is ⇠ 27 X0

and ⇠ 1.4 lint. The transverse coverage of CE-E prototype is limited by the area of a single
sensor module, i.e. 12 cm ⇥ 14 cm.

The CE-E prototype is the first section seen by the incident particle. The incident par-
ticle traversing CE-E prototype sees an alternating absorber layer of Pb and Cu+CuW. The
physical length of Pb and Cu+CuW are chosen such that the absorber depth between two
active layer is approximately 1 X0. The differences in the absorber material resulted in the
variation in X0 as shown in Figure 6.8. The variation in the absorber depth is within ⇠
5%. Also, layer 21 and 23 are built with extra 1.2 mm Cu, and layer 25 and 27 are built
with extra 0.6 mm CuW layer on their baseplate, thus causing extra ∆X0 for the immediate
downstream active layer. All the layers in CE-E except the last two, are instrumented with
silicon modules with active thickness 300 µm. The last two layers are instrumented with
silicon modules with active thickness 200 µm.
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Lead absorber clad with steel plates

Copper cooling plate

Copper tungsten baseplate

Printed circuit board

Copper tungsten baseplate

Printed circuit board
5 mm

8 mm

6 mm

5.5 mm  

1.2 mm
1.3 mm

CE-E Module

Aluminium frame + Mylar® sheet

FIGURE 6.7: Figure on the left shows one mini-cassette built with single sil-
icon sensor module each side of the cassette (only one is visible in this im-
age). Right image shows schematic diagram of cross-sectional view for a

mini-cassette with physical lengths shown in the image.
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FIGURE 6.8: Absorber and cumulative depth in terms of radiation length (X0)
for CE-E layers. The values are obtained from simulated beam test geometry.
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6.3.2 CE-H and AHCAL prototypes

The CE-H prototype is placed downstream of CE-E. The CE-H has 12 sampling layers inter-
leaved between 4 cm thick steel absorber. The first 9 active layers of CE-H is instrumented
with 7 silicon sensor modules arranged in a daisy-like structure to increase the transverse
coverage of CE-H. The modules are mounted on 6 mm Cu cooling plate as shown in Fig-
ure 6.9. The last 3 active layers of CE-H are instrumented with only one silicon sensor mod-
ule (due to lack of module availability) placed on the central location of the layer. Therefore,
the lateral coverage of first nine and last three CE-H layers corresponds to 37⇥35 cm2 and
12⇥14 cm2, respectively. The active thicknesses of all the silicon sensors are 300 µm except
two modules which have 200 µm and are located at off-center location in layer 5 and 6 of
CE-H. The layers are built in a hanging file structure and placed in two separate iron boxes
(with wall of 9 mm thickness), each containing 6 CE-H layers. The total depth of CE-H is
approximately 3.4 lint.

~ 37 cm

FIGURE 6.9: An image of CE-H layer with seven modules arranged in daisy-
like structure as shown in the left image. Right image shows the back-side of

the layer with cooling pipes visible.

To match the endcap design depth, AHCAL prototype is placed downstream of CE-
H. The AHCAL is a scintillator tile and silicon photo-multiplier (SiPM) technology based
calorimeter that is proposed to be used at International Linear Collider (ILC) detectors [113].
The technical design opted for AHCAL is very similar to scintillator part of HGCAL detec-
tor, therefore it also serves the purpose of acting as scinitillator part of hadronic section of
the HGCAL detector.

Figure 6.10 (left) shows an image of AHCAL engineering prototype used in the beam
test experiment. There are a total of 39 sampling layers interleaved between 17.7 mm of
nonmagnetic steel absorbers. Each active layer containes 3 mm thick scintillator tiles of
rectangular shape with lateral dimension of 3 cm ⇥ 3 cm, mounted on SiPM as shown
in Figure 6.10 (right). The SiPMs and scintillator tiles are mounted on HCAL Base Unit
(HBU) of size 36 cm ⇥ 36 cm, with each layer housing 4 HBUs. Each HBU contains 144
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tiles + SiPM. Thus each layer in AHCAL contains 576 channels with a total active area
of 72⇥72 cm2. Second-last layer of AHCAL, however, is a special layer containing tiles
of transverse size 6 cm ⇥ 6 cm. It is placed to test the effect of different tile size on the
energy reconstruction for AHCAL detector. There are ⇠22000 channels in AHCAL that are
read out independently. The total depth of AHCAL prototype is approximately 4.5 lint.
The scintillator part of proposed CE-H will have 10-16 sampling layers (depending on |h|)
therefore the AHCAL with its 39 sampling layers provides a unique opportunity to probe
hadronic shower development more finely in longitudinal direction.

FIGURE 6.10: A close-up view of CALICE AHCAL engineering prototype is
shown in the left image. On the right, the tiles mounted on SiPM is shown

with tiles wrapped and unwrapped along with SiPM in the middle..

The HGCAL + AHCAL combined prototype results in a total depth of ⇠ 9.6 lint with
varying degree of transverse coverage based on the sub-detector prototype. Figure 6.11
shows the absorber and cumulative depth in lint as a function of layers. The absorber
depth in CE-E is observed to fluctuate by 50% in alternating layers. This situation arises be-
cause of different X0

lint
ratio for Pb and CuW [36], the absorber material in CE-E. For Pb X0

lint
is

about 0.03 and for CuW X0
lint

is about 0.05. It implies that for similar X0, lint will be different
by ⇠ 40%. These variations, however, are not super critical for the energy measurement of
hadronic showers as CE-E is only 1.4 lint deep.

The jump observed at CE-H layer 7 in Figure 6.11 is because of extra material of the walls
of iron boxes (9 mm + 9 mm = 18 mm Fe) which adds extra ⇠ 0.1 lint as seen by CE-H layer
7. Similarly, the first layer of AHCAL sees the wall of iron box as well as material from Cu
cooling plate + baseplate of last module in CE-H, thus adding extra material (9 mm Fe + 7.2
mm Cu) of 0.1 lint. The last active layer of AHCAL is placed three slots downstream of the
penultimate layer, therefore it sees three times more absorber as compared to other layers
of AHCAL and results in a jump of absorber thickness (3⇥0.108 lint) at AHCAL layer-39 in
Figure 6.11.

6.3.3 Auxiliary detectors in the beam-line

The beam test experiment made use of several other detectors along with HGCAL and
AHCAL prototype to assist in triggering, vetoing, identifying, and tracking the beam par-
ticles. Figure 6.12 shows the schematics of different detectors employed in the beam test
experimental hall. Two Cerenkov detectors are placed (not shown in the image) upstream
of HGCAL prototype for particle identification. Depending on the gas pressure inside the
Cerenkov detectors, particle of different species can be tagged and saved for offline anal-
ysis. However, the efficiency of both the Cerenkov detectors were found to be extremely



94

Layer index
0 10 20 30 40 50 60 70 80

]
in

t
λ

A
b
s
o
rb

e
r 

d
e
p
th

 [

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5 ]
in

t
λ

C
u

m
u

la
ti

v
e
 d

e
p

th
 [

0

2

4

6

8

10
CE-E CE-H AHCAL

CMS HGCAL Beam test 2018

FIGURE 6.11: The absorber depth (blue solid circles) and cumulative depth
(red open squares) in terms of lint for CE-E, CE-H and AHCAL. The values
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low (< 1 %) therefore it is not used in the data analysis, and other method are employed for
particle identification, discussed in chapter 7.

Four delay wire chambers (DWCs) are placed upstream HGCAL prototype to help re-
construct the track of single particle beam. Details of the DWC working can be found in
[114]. In summary, a delay wire chamber produces four signals (two for each coordinate)
on its output. The time separation between the signals in a pair depends on the impact
position (hit) in the wire chamber. The time separation are saved with the help of Time-
to-Digital (TDC) converters and are calibrated to provide corresponding (x, y) coordinate
with a resolution of 200µm. An independent study on these DWCs showed that for the
beam of single particles from SPS CERN, the average occupancy of DWCs is one, i.e. each
wire chamber records only one hit on an average [115]. In the beam test experiment, TDCs
corresponding to only leading hit were saved from each wire chamber for each event. Based
on the independent hits in four available DWCs, a straight line is fitted and extrapolated
to each active layer of HGCAL as well as AHCAL prototype, on event-by-event basis. The
track is not reconstructed if no hits are available. The DWC tracking information provides
an important input for data analysis such as selection of one silicon cell per layer through
which MIP-like particles pass.

Two micro-channel plate (MCP) detectors are placed in front of CE-E to provide tim-
ing reference. The information from MCPs are used in the timing-calibration and timing-
analysis (not discussed in this thesis). Two scintillators of sizes 4 cm ⇥ 4 cm (or 2 cm ⇥ 2
cm) and 10 cm ⇥ 10 cm are placed in front of CE-E prototype. The coincidence signal from
these two scintillators provided triggers to HGCAL and AHCAL DAQ for data taking. An-
other scintillator of larger size was placed behind CE-H to generate veto-trigger and used
only for e+ runs.

6.4 H2 beamline description

A dedicated beam of single particles is required to perform beam test experiments in or-
der to assess the detector performance. For HGCAL and AHCAL prototype, beams of e+,
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FIGURE 6.12: The image shows an schematic view of all the detectors de-
ployed in the beamline upstream of HGCAL + AHCAL prototype experi-

mental setup.

p� and µ� of known momenta range was used to calibrate and measure the detector per-
formance to electromagnetic and hadronic showers. These beams are extracted from the
accelerator complexes which can be the primary beam from accelerator, e.g. at DESY and
SLAC, or can be obtained from the interaction of primary beam to a fixed target, e.g. at
CERN and FNAL.

At CERN, high energy beam of protons circulating in the SPS ring makes it ideal to
obtain secondary beams spanning a large momentum range. The North Area Facility at
CERN, Figure 3.2, is used for this purpose where protons of 450 GeV/c momentum from
SPS ring are used to generate secondary beams. The proton beam from SPS is split and
made to interact with multiple fixed target stations, as shown in Figure 6.13, by adjusting
their bending angles. The beam of secondary particles generated in this interaction, are
transported to the experimental halls via parallel beam-lines. At North Area facility, there
are four beam-lines; namely H2, H4, H6, and H8 as shown in Figure 6.13. This is done in
order to serve multiple experiments in parallel and to maximize SPS beam time utilization.
The beam test experiment of HGCAL + AHCAL was held at the H2 beam-line experimental
hall [116, 117].

For H2 beam-line, Beryllium of 500 mm thickness is used as the fixed target material due
to its roughly equal characteristic lengths i.e. X0 ⇠ 35.28 cm and lint ⇠ 42.1 cm, as com-
pared to other material. Having equal X0 and lint implies equal effective thickness seen by
hadronic and electromagnetic showers, thus it would not selectively suppress or attenuate
any particular particle species. A fraction of highly energetic protons in a given bunch from
SPS interact with the Beryllium target and produces secondary particles of different types.
The remaining intense beam of protons that do not undergo any interact with the Beryllium
is dumped on the Target Attenuators (TAXs).

The secondary beam is filtered according to the desired momentum. This is done by
placing multiple bending magnets in the beam-line. The focal length of the bending mag-

nets are adjusted such that the resolution of beam momentum is
dp
p ⇠ 2 ⇥ 10�4. The magnets

that are deployed in the beam-line is also used to steer, bend and collimate the beam. The
primary proton beam from SPS is extracted every 30 seconds towards the target, and the
extraction lasts for about 5 seconds. It is called a spill. The particle count in each spill ranges
from 103 to 107. At H2 beam-line, typically, particles of momentum 10 GeV/c to 400 GeV/c
e±, charged hadron and muons can be transported with varying degree of composition pu-
rity, depending on the particle type.
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FIGURE 6.13: The schematic for the North Area with all four beam-lines
indicated. The secondary beams produced from primary proton beams are

transported to the experimental hall via these four beam-lines [116].

The secondary beam further passes through a cascade of multiple collimating and bend-
ing magnets that act as spectrometer as shown in Figure 6.14 . The particle type selection
of beam is done by a series of techniques, viz. selected attenuation of particle, particle tagging
and separation. In the first step, i.e. ”selected attenuation of particle”, the beam is exposed to
a secondary target. The material of secondary target is chosen such that it can selectively
absorb particles of unwanted type. For example, 40 cm thick copper (⇠ 30 X0, ⇠ 3 lint) is
used as an absorber to produce hadronic beam since 30 X0 of copper absorbs and attenuates
almost all of electromagnetic shower induced by e± or g. To obtain e± beam, 4 mm thick
lead (⇠ 1 X0, << 1 lint) is used as 1 X0 of lead does not absorb e± fully. This, however,
does not get rid of hadronic particles. Therefore, further cleaning of the beam is performed.
This tertiary beam is passed through Cerenkov detectors (CEDARs), where particle tagging
is done based on the gaseous pressure set in the CEDARs. In the next step, called separation,
the beam is further cleaned by using electrostatic and RF electromagnetic separators which
are placed downstream of the CEDARs and it segregates the beam to desired and undesired
particle beam type. These techniques are discussed in detail in [117].

After momentum and particle type selection, the beam is focused in order to reduce the
spot size and to minimize beam divergence. The beam is finally delivered to the experimen-
tal setup. The total distance between primary target and the experimental setup is about
600 meters.

Table 6.1 summarizes the particle types and their corresponding momenta used in configuration-
1 of data taking during the October 2018 beam test experiment.

20 30 50 80 100 120 150 200 250 300

µ� – – – – – – – X – –

e+ X X X X X X X X X X

p� X – X X X X – X X X

TABLE 6.1: Table of beam of single particle with their corresponding mo-
menta used in the configuration -1 of data taking.
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FIGURE 6.14: A simplified schematic of secondary beam production and
transportation for H2 beam line. Various beam optics components depicted
here are used to separate and select particle of desired type and momentum.

6.5 Event reconstruction in HGCAL

On receiving the trigger, both HGCAL and AHCAL recorded the digitized signal collected
from the silicon or scintillator+SiPMs sensors, and saved on the disk in compressed raw
format for offline analysis. The raw data is essentially a compressed version of data-stream
received from each readout chip for each event. The data saved on the disk can not be
directly used for any analysis and it needs to be converted into meaningful observables such
as position and the energy recorded by the sensor. This process is called event reconstruction.
The raw event data has to be synchronized and converted into reconstructed hits, called
rechits, to perform further studies. In the following section, the event reconstruction in
HGCAL and AHCAL prototype is described for the beam test data as well as simulation.

6.5.1 Reconstruction of data events in HGCAL

As mentioned in previous sections, SKIROC2-CMS ASIC provides three measurements, i.e.
HG, LG and ToT. The HG is sensitive to very small induced charge in the silicon (⇠ 2 fC
to 150 fC), LG is sensitive to a wide range of moderately induced charge (⇠ 100 fC to 900
fC), and ToT is sensitive to a very large induced charge (⇠ 600 fC to 10 pC). A MIP induces
about ⇠ 3 fC of charge in silicon sensor of 300 µm active thickness. Whereas, the intense
core of high energy electron shower can have hundreds of MIP-like secondary particles.
Thus, three measurements ensure large dynamic range for energy measurements. When
the ASIC receives the trigger, the charge stored in 13 SCAs from two gain modes are passed
to the ADC which digitizes the pulse in 13 corresponding time-samples. The digitized ADC
data, ToT and ToA values are stored in the raw format on the disk for offline analysis. Dur-
ing the data-taking run, the information from all the silicon cells are stored.

The raw file is first unpacked and is created into an intermediate file in the CMS stan-
dard Event Data Module (EDM) format using the CMSSW framework. During the unpack-
ing, each cell is assigned (x, y, z) coordinate based on electronic map. The electronic map
contains the location of each cell center with the IDs of corresponding chip and channel.
This intermediate file is called DIGI file and contains HG and LG ADC data (of all 13 time
samples) as well as ToT and ToA values along with their physical location in the detector for
each event, called rawhits. In the next step, pedestal and common-mode noise is estimated
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and subtracted for each of the cell.

As mentioned in section 5.3, in the absence of any traversing particle, silicon cells show
a DC shift in the ADC data distribution, called pedestal, and have fluctuations about this
DC shift, called pedestal noise. The pedestal and noise is the result of multiple sources which
includes thermal fluctuations in the silicon sensor, picked up stray signals, and accumulated
electronics noise in the DAQ chain. Due to its random nature, it manifests as the Gaussian
ADC distribution with mean at pedestal value and the width corresponding to noise. The
noise itself is the sum of following two components:

• Intrinsic noise: Thermal fluctuations in the silicon sensor. The intrinsic noise is the
inherent characteristic of a silicon cell and it is uncorrelated between any two sensors.

• Common-mode noise: It can originate from the power source or nearby electromag-
netic interference. The common-mode noise, although random in nature event-by-
event, is correlated across different sensor cells in a given module that can be esti-
mated and subtracted from the ADC data.

In order to bring baseline of ADC distributions to zero, it is important to estimate and
subtract the pedestal level. The method for pedestal and common-mode noise estimation is
described as follows:

Pedestal estimation: In the ADC data from 13 time-samples, the 1st time-sample (TS0) usu-
ally remains signal-free due to the time lag between trigger generation and reception, while
the signal peaks in 3rd or 4th time-sample [111]. Since the noise and signal are uncorrelated
quantities, it allows us to use ADC data from TS0 to estimate the average pedestal value of
a given cell. The pedestal is estimated by taking the median of TS0 population for each run.
The pedestal is estimated for HG and LG separately which is calculated as follows:

PedHG/LG
i,j = Median

n
ADCHG/LG

TS0 : ADCHG/LG
TS0 2 Run i and cell j

o
(6.1)

where PedHG/LG
i,j is the pedestal value for ith run and jth cell for HG or LG channel, and

ADCHG/LG
TS0 is an element of TS0 ADC data population of HG or LG channel for correspond-

ing run and cell. During reconstruction, these median values are subtracted from all the
time-samples in each channel for each event in order to bring the DC level to zero.

Common-mode noise estimation: A dedicated study using beam test data from October
2018 beam test campaign shows that pedestal subtracted ADC data from different cells, of
a given gain channel and time-sample, are 30% to 90% correlated in an event [111]. How-
ever, no correlation is observed between different time-samples of a channel in an event.
Similarly, no correlation is observed among same channels of different modules. This in-
dicates that the common-mode noise is ”common” for all cells within same module and
same times-sample. Therefore, common-mode noise is estimated from channels in a sin-
gle module for each time-sample separately, on an event-by-event basis. The estimation of
common-mode (CM) noise is described in the expression 6.2 below:

CMHG/LG
i,j,k = Median{ADCHG/LG : (ADCHG/LG 2 TS i, module j, event k, 8 Si cells)

and (ADCHG/LG
< 2 MIPs)}

(6.2)
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where CMHG/LG
i,j,k is common-mode noise for HG or LG ADC for ith time sample of jth

module for kth event. The CMHG/LG
i,j,k is then subtracted from all cells. The cells that have

ADC counts corresponding to more than 2 MIPs are not considered for common-mode noise
estimation in order to ensure that there is no ”signal” contamination during estimation. The
ADC data is converted into physics scale of MIP equivalent of energy deposit in a silicon
cell (discussed in section 6.8). Typically, 40 HG ADC counts and 5 LG ADC counts corre-
spond to 1 MIP for HG and LG channel, respectively.

After pedestal and common-mode noise subtraction from HG and LG channel, the ADC
data from 13 time samples are fitted with function to extract the pulse. Since all the CE-E
and CE-H channels were readout in the beam test experiment for offline analysis, a pre-
selection based on prior knowledge of typical pulse shape corresponding to an ionizing
particle traversing silicon cells, is applied to reject noise-like hits. This helps in reducing
the computing resources as most of the channels do not have real particles passing through
it (called zero-suppression). The expected signal pulse-shape from HG channel is an asym-
metric bipolar pulse which is positive for first few time-samples and negative for next few
time samples as shown in Figure 6.15. After reaching the peak, the pulse starts to diminish
and undershoots y = 0 axis and finally settles to zero. The undershoot is a consequence of
using CR-RC pulse shaping network which makes the pulse to go below zero. The exact
pre-selection cut applied on HG ADC data is defined as follows:

preSelection = [(TS3 > 500 ⇥ maxADCscale] OR [(TS1 < TS3) AND (TS3 > TS6) AND (TS4 > TS6)

AND (TS3 > 20 ⇥ maxADCscale)]
(6.3)

where TSi stands for HG ADC counts in ith time sample and and maxADCscale = 1 for
300 µm silicon cells and 2/3 (⇠ 0.67) for 200 µm silicon cells. If the ADC count in TS3 is
too high or ADC counts in neighbouring time samples follow the typical pulse trend, the
pre-selection flag is set to True for the channel otherwise it is rejected from the further
analysis.

FIGURE 6.15: Example high gain pulse shape for a channel corresponding to
300 GeV positron shower [111].

For each cell passing the pre-selection cut, ADC counts from all 13 time samples are
used to reconstruct the pulse for each event, shown in Figure 6.16. The pulse is fitted with
the following function:

S(t) =

8
<
:

A0

✓
t�t0

t

◆n

� 1
n+1

✓
t�t0

t

◆n+1�
e�a(t�t0)/t if t > t0

0 otherwise

(6.4)
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where A0 is the amplitude of the pulse. The values t, n and a are calculated in laboratory
based tests [111]. Other parameters are let to float during the fitting procedure. The positive
maximum of the fitted function is extracted as the signal amplitude, separately for the HG
and the LG stages of each cell.

FIGURE 6.16: Pulse shape fitted with function [111].

The HG, LG and ToT stages are intended to be operated in different signal regime to
cover a large dynamic range. An intergain calibration procedure is used to combine the
HG, LG and ToT signal amplitudes for the energy measurement across the intended large
dynamic range. For the beam test experiment, two methods were adopted to achieve this:
data-driven method and charge injection method which are described below.

Charge-injection method: The charge injection method is based on injecting a charge of
known value to each channel of SKIROC2-CMS, and use the digitized HG, LG and ToT
signal thus obtained to find the intergain calibration constants. A dedicated test stand was
fabricated to perform system tests in the laboratory which was equipped with an inbuilt 12-
bit digital-to-analog converter (DAC). For each channel, 1000 values of increasing charge
values are injected in which the DAC is programmed to send voltage pulse with a linear
increment for each event, to an on-board capacitor (on the silicon sensor module) that con-
verts the voltage to charge. The HG and LG signal amplitude along with ToT is plotted
against event on (x-axis) as shown in Figure 6.17 (left). The figure shows that HG, LG and
ToT increases with increasing event (or injected charge). The x-axis is converted to equiva-
lent MIP value using the slope of HG with event on x-axis and the HG to MIP conversion
factor (CMIP) for corresponding channel. The x-axis is transformed from event ID to injected
charge (in MIPs) as shown in Figure 6.17 (right).

To obtain inter-gain calibration factors, a straight is fitted to HG and LG ADC data in
the linear region. The ToT data is fitted with following function that also accounts for non-
linearity for low injected charge and turn-on threshold.

ToT =

⇢
0 x  ToTthres

p0 + x · p1 +
c

xa�ToTthres
Otherwise

(6.5)

where p0 is the ToT offset, p1 is the slope of linear region, and the last term represents
non-linear part of ToT curve. All the parameters are let to float while fitting the function.
The saturation point (HGsat, LGsat) for a given gain stage is defined as the value at which
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FIGURE 6.17: High-gain, low-gain and ToT ADC counts (in different
coloured markers) as a function of events taken during the run (left) and in-
jected charge in terms of MIPs (right). In the rigt plot, a straight line is fitted to
high-gain and low-gain ADC data (dotted coloured lines) in order to extract
inter-gain calibration factors. The vertical solid lines show saturation point

for HG (black line) and LG (blue line).

ADC counts deviates from the fitted straight line by 3%. The slopes of the fitted line (cHG,
cLG, cToT) is extracted and the conversion factor between gains is obtained by taking the
ratios as follows: LG-to-HG conversion factor cHL as cHG/cLG; ToT-to-LG conversion as cLT

as cLG/cToT. This procedure is done for all the silicon cells to obtain HGsat, LGsat, cHL and
cLT is used to reconstruct the energy according to equation 6.6.

Data-driven method: In data-driven method, in-situ calibration is obtained using 300 GeV
e+ and p� beam data for CE-E and CE-H respectively. High energy incident particle beam
ensures that the shower particles are energetic enough to be able to trigger ToT threshold
(i.e. few hundreds of fC charge collected), that can be used for calibration purposes. The HG
as a function of LG and LG as a function of ToT is plotted to obtain a correlation among dif-
ferent gain stages. Figure 6.18 shows an example of such correlation plots between HG-LG
and LG-ToT for a silicon cell. A straight line is fitted in linear region, which is determined
using a spline fit, to obtain inter-gain calibration values. A deviation of HG or LG values
from linearity larger that 3% is taken as an indication of saturation which defines the ranges
of validity of HG, LG and ToT measurements. The slope of the fitted straight-line is used
as the conversion factors between these gain settings such that both LG and ToT counts
are expressed in terms of HG amplitude. Finally, HG ADC counts are converted into MIP
equivalent of energy deposit (discussed in section 6.8) as shown below:

E =

8
<
:

EHG = CMIP · A0,HG , if A0,HG < HGsat

ELG = CMIP · CHL · A0,LG , if A0,HG > HGsat and A0,LG < LGsat

EToT = CMIP · CHL · CLT ·
�
ToT � ToTo f f set

�
, otherwise

(6.6)
where A0,HG and A0,LG, ToT are high and LG signal amplitude and ToT value respec-

tively. CMIP, CHL, CLT, ToTo f f set are high-gain to MIP, low-gain to high-gain, ToT to low-gain
conversion factor, and ToT offset, respectively. The HGsat (LGsat) is high (low) gain satura-
tion point.

Using data-driven calibration method, a total of ⇠ 17% of HGCAL prototype silicon
cells are fully calibrated, of which ⇠ 44% are from CE-E and ⇠ 5.5% cells are from CE-H
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FIGURE 6.18: Correlation between high and LG is shown in the left plot and
LG and ToT is shown in the right plot. A straight line is fitted in the linear

region of overlap to extract inter-gain calibration constants [111].

prototype depending on which cells dominantly get exposed to shower particles. An av-
erage calibration value per ASIC is used for the cells located at the periphery or off-centre
modules which were not exposed to particles, or a global average is used if none of the cells
fired for that ASIC. Figure 6.19 shows a visualization of the location of cells which are fully
calibrated using data-driven method. The visualization indicates that the population of the
cells that are fully calibrated are in central modules in both. We do not expect ToT to fire
in pion showers except in the core of high energy showers. The pedestal noise across the
module have been found to be stable [111], hence using average in CE-H is good enough
for our purpose.

FIGURE 6.19: The yellow-coloured cells show the location of silicon cells that
were fully calibrated using data-driven method. The cells lie almost near the
center of the layer in both CE-E and CE-H prototype where the core of the

shower deposits its energy.
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As shown in Figure 6.19, the inter-gain calibration can not be achieved for all the cells
using data-driven method. Similarly, for the foreseen HGCAL detector, data-driven calibra-
tion will not be possible for all the cells and modules. Therefore, the inter-gain calibration
factors shall be obtained using charge injection method.

The inter-gain calibration obtained using data-driven method show better energy lin-
early for e+ [118], therefore the results presented in this thesis uses data-driven inter-gain
calibration, the option agreed upon by the collaboration. However, more studies to better
understand the charge injection calibration are continuing.

6.5.2 Reconstruction of simulated events in HGCAL

A reliable simulation framework for the detector as well as particle interaction with the de-
tector, is an important ingredient for the experiments to perform physics data analysis. The
beam test experiments provide a good opportunity to validate the simulation framework
and make improvements in the physics modelling of various interactions in the detector.
For October 2018 beam test experiment, the events were simulated using GEANT4 (de-
scribed in section 2.7) toolkit integrated in CMSSW software.

The detector geometry is simulated using GEANT4 version 10.4.3 with corresponding
absorber and active material in CE-E, CE-H and AHCAL sections. Figure 6.20 shows sim-
ulated HGCAL + AHCAL experimental setup for configuration-1. The materials, absorber
and active layer thicknesses are taken from the beam test experiment, in order to accurately
simulate detector geometry. The silicon (for CE-E and CE-H) and scintillator tiles (AHCAL)
are made to be ”sensitive” elements, i.e. the energy deposited by the particles in these mate-
rials are recorded and saved for energy reconstruction.

FIGURE 6.20: The simulated geometry for CE-E, CE-H and AHCAL detector
prototype.

The material of various detectors and beam optics, instrumented in H2 beamline that
are installed upstream of HGCAL + AHCAL experimental setup, affects the beam of single
particle reaching the calorimeter setup. The particles interact with the beamline elements
such as dipole and quadruple magnets, beam pipe, scintillators, DWCs etc., and result in
different processes such as particle scattering, synchrotron radiation and shower initiation.
It especially affects beam of lighter particles such as e+ beam. To simulate such effects
from beam-line elements, GEANT4 provides a dedicated package, called G4beamline, which
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physicists can incorporate in the simulation framework. For October 2018 beam test exper-
iment, the beam-line elements were simulated using G4beamline version 10.3. Figure 6.21
shows different beamline elements from the secondary particle production till the exper-
imental setup for beam test. The beam of single particles with momentum ranging from
20 to 300 GeV/c were shot from ⇠ 600 m upstream of the HGCAL prototype front and
is propagated through the beamline elements. The interaction of particle with the beam-
line elements were simulated with physics list FTFP BERT EMZ. The original particle may
interact with the beamline elements and may produce secondary particles. All the parti-
cles reaching CE-E front is saved along with their particle IDs, three-momenta and position
vector in a ROOT ntuple format.

FIGURE 6.21: The image shows various beamline elements upstream
the experimental setup simulated using G4beamline package of GEANT4

toolkit [119].

The information from full beamline simulation is used as an input to the second step of
the simulation process. In the second step, the particle gun is placed at z = 0 cm , i.e. at the
front of CE-E. For each event, all the particles arriving at the HGCAL front are shot into the
detector setup with their corresponding species, momentum, and (x, y) coordinates. The
position of particle gun in the transverse plane, i.e. (x, y) coordinates, is shifted by an off-
set from the origin and is restricted to 2x2 cm2 window. Figure 6.22 and 6.23 shows the
position of particle-gun in x and y coordinate for charged pion beam simulation. The off-
set is obtained from data by computing mean value of beam profile in x and y direction
(see appendix D), and is introduced in order to reproduce beam profile as close to data as
possible. The window of 2x2 cm2 is used to mimic the acceptance window of the trigger
scintillator used during the beam test experiment. It is worth mentioning that in simulation
all the active layers are aligned with respect to each other, i.e., the origins of their local coor-
dinates lie along the z axis as opposed to real beam test experiment. In the real experiment,
the individual layers are not perfectly aligned and needs to be corrected as described in
section 6.7.

For beams of e+ and µ� FTFP BERT EMN physics list is used, and for the beam of p�

FTFP BERT EMN as well as QGSP FTFP BERT EMN physics lists are used. The details of
these lists are summarized in section 2.7.

The energy deposited by the shower particles in the silicon are saved in terms of GeV,
called ”simHits”, along with their corresponding ”detectorID”. The ”detectorID” determines
the location of a particular silicon cell within the sub-detector compartment such as active
layer number and (x, y) coordinates of cell center. The detectorID is assigned in an encoded
format for each cell that is based on its location in the detector. The detectorID is a unique
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FIGURE 6.22: Position of particle gun in transverse plane (left column: x po-
sition, right column: y position) for 20, 50, 80, and 100 GeV pion simulation.
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FIGURE 6.23: Position of particle gun in transverse plane (left column: x
position, right column: y position) for 120, 200, 200, and 300 GeV pion simu-

lation.
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number for a given cell.

The simhits generated from GEANT4 needs to be reconstructed into a proper format or
observables in order to make proper comparison with data. This is done in the following
steps: the detectorID corresponding to each simHit in an event is unpacked to obtain the
cell location in the different sub-detectors with the help of electronic map. In the simulation
setup, ”digitization” is not implemented i.e. the effects of electronics such as ADC counts
corresponding to collected charge, pulse shaping, time-sampling and electronics noise, is
not reproduced. Therefore, to convert energy of simulated hits from GeV to MIP, a hard-
coded factor is used for silicon. Figure 6.24 shows energy deposited (simHit energy) by
200 GeV muons in silicon cells of different thicknesses in terms of keV. The energy distri-
bution shows Landau shape as expected for energy-deposit distribution in thin detectors,
discussed in section 5.4.
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FIGURE 6.24: Simulated Energy distribution for 200 GeV/c muon passing
through 300um (blue distribution) and 200um (black distribution) silicon cell

with a landau fitted around the core of the distribution

To take electronics noise into account the converted energy is smeared with a Gaussian
distribution with µ = 0 and s = 1/6 MIP. The smearing value i.e. s = 1/6 MIP is taken from
the fact that signal-to-noise ratio (discussed in later section) of silicon cells were found to be
around 6 - 7 and is a reasonable approximation for the intrinsic noise of silicon cells. The
cells through which no shower particles pass, no corresponding simhits are created and
hence no smearing is done for those silicon cells. Therefore, simulation sample for beam
test experiment is free of any spurious noise.

Smearing Landau distribution with a Gaussian distribution has a non-trivial effect on
the final distribution. Even if the µ of the smearing Gaussian distribution is fixed at zero
(as is done in our case), the convolution with Landau results in not only widening the
Landau distribution, the desired effect, but also shifting the MPV of Landau distribution,
an undesired effect. Figure 6.25 shows cell energy in terms of MIPs, using 85 (55) keV per
MIP conversion factor for 300 (200) µm as shown in Figure 6.24, before and after applying
Gaussian smearing. The MPV of resulting distribution shifts by 4% after applying Gaussian
smearing for 300 and 200 µm thick silicon. The shift in MPV is larger if the MPV of parent
Landau distribution is larger and/or the s of Gaussian smearing is larger. To take this effect
into account, the GeV-to-MIP conversion factor is corrected by 4% for 300 µm silicon cells
i.e. ' 89 keV. The GeV-to-MIP conversion factor for 200 µm thick silicon is not corrected as
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the MPV lies approximately at one after smearing. Correction for this effect led to improved
agreement of energy scales in data and simulation to better than 3% (from initial ⇠ 7.5%)
for electromagnetic as well as hadronic showers.
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FIGURE 6.25: Simulated Energy distribution in terms of MIPs for 200 GeV
muon passing through 300 µm (left) and 200 µm (right). The blue and red
curve corresponds to energy distribution before and after applying Gaussian
smearing, respectively. The dotted lines correspond to Landau and Laundau
convoluted with Gaussian fitted on before and after applying smearing, re-

spectively.

Thus, for each particle beam about 100k events are generated in simulation and the
energy is reconstructed as follows:

Ei
MIP =

⇣
cGeV to MIP · Ei

GeV

⌘
⇤ Gaus(µ = 0, s = 1/6) (6.7)

where Ei
MIP is the reconstructed energy in terms of MIPs, cGeV to MIP is the GeV-to-MIP

conversion factor, Ei
GeV is the simhit energy in GeV and converted energy is convoluted

with Gaussian distribution with mean (µ) fixed at zero and (s = 1/6).

6.6 Event reconstruction in AHCAL

The data from AHCAL detector were read out using a copy of coincidence trigger from
scintillators as used by the HGCAL DAQ. The beam test data was stored offline for event
reconstruction. In the following, the event reconstruction for AHCAL data and simulation
is described.

6.6.1 Reconstruction of data events in AHCAL

The very front-end electronics used by AHCAL is SPIROC2E read out chip developed
by OMEGA group [120]. It is a low power, low noise, large dynamic range ASIC. Each
SPIROC2E ASIC can read up-to 36 SiPM channels. Each channel offers a preamplification
stage, followed by pulse shapers of two gains (HG and LG) that provide energy measure-
ment corresponding to 160 fC to 320 pC induced charge at SiPM. The HG shaper is also
connected to a fast shaper with a discriminator and acts as a trigger-line for channel-wise
self-triggering. The self triggering can be achieved for a signal as small as 50 fC. All chan-
nels of the ASIC are read out if a single channel is triggered. The pulse is stored in 16 deep
analog memory array and is digitized by a 12-bit Wilkinson ADC which can digitize only
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two measurements at a time (among HG, LG and time). During the beam test campaign,
the SPIROC2E was operated in auto-gain mode where the ADC data from one of the gain
and the timing information was saved. Special calibration runs were taken where both the
gain values were stored to determine inter-calibration (IC) factor between the two.

The ADC data stored for each event is converted to MIP equivalent of energy deposit,
similar to HGCAL event reconstruction, according following prescription:

Ei[MIP] =
(Ai[ADC]� Pedi[ADC]) · ICi

MIPi
⇥ f�1

sat,i(Ai[pixel]) (6.8)

Ai[pixel] =
(Ai[ADC]� Pedi[ADC]) · ICi

Gaini
(6.9)

where Ai[ADC] is the ADC data of measured gain of ith cell, Pedi[ADC] is the pedestal
value of ith cell, ICi is the inter-calibration value, MIPi is ADC to MIP conversion factor for
ith cell. The f�1

sat,i is the inversion function to account for saturation of number of pixels fired
in a SiPM. The f is parametrized by an exponential function that asymptotically reaches
the value of maximum number of pixel in the SiPM, i.e. 2668 pixels. For very small values
of fired pixel, the f is practically one. The Ai[pixel] is the number of fired pixel calculated
using factor Gaini which is essentially the ADC counts corresponding to a single fired pixel.
This value depends on the SiPM specification.

The MIP calibration factors are determined using dedicated muon beams of 40 and 120
GeV extracted from SPS at CERN. The cells through which muons are not traversing, are
free of ”signal”, therefore the pedestals are also estimated from muon runs. By analysing the
beam test data, the MIP conversion is found to be ⇠ 240 ADC counts, the inter-calibration is
⇠ 20, the Gain is ⇠ 16 ADC per pixel. For a single muon traversing through the tile, about 15
pixels are found to be fired. The cells with energy less than 0.5 MIP are not saved for offline
analysis, hence, not considered in the event reconstruction. More details can be found [112].

6.6.2 Reconstruction of simulated events in AHCAL

The AHCAL and HGCAL events are simulated using common simulation setup as de-
scribed for HGCAL simulation. The simHit energy and cell ID for AHCAL is stored in
conjunction with HGCAL cells. The event reconstruction in simulation, however, differs
from HGCAL simulation reconstruction. The cell ID is unfolded using dedicated AHCAL
electronic map. In the reconstruction framework, the digitization step is implemented to
take care of various detector effects, and is explained briefly in the following.

The simHit energy is converted from GeV to MIP using hard-coded GeV-to-MIP conver-
sion factor. This factor is obtained by shooting 40 GeV muons on 3 mm scintillator tile. The
corresponding energy is found to be ⇠ 0.48 MeV per MIP and is used as GeV-to-MIP con-
version factor for AHCAL, referred to as simHitMIP. The converted simHitMIP is used
for the first estimation of fired pixel using the fact that ⇠ 15 pixels are fired corresponding
to a MIP, as mentioned in previous section. This, however, does not take the finite number
of SiPM pixels (m) into account, therefore the saturation function ( fsat) is applied to calcu-
late mean number (< n >) of fired pixel. The pixel fired in SiPM corresponding to incident
photon is subject to statistical fluctuation. This stochastic effect is modelled by calculating
the expected number of fired pixels (n) using Binomial distribution B(nB, pB), where nB = m
and pB = < n >/m. A further Gaussian smearing with mean = 0 and rms = 0.55, is applied
to account for electronics noise. The resulting final number of fired pixels is converted to
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corresponding ADC counts, referred to as simHitADC, using Gain value as mentioned in
previous section. In simulation, the inter-calibration is assumed to be one, i.e. only HG is
used and no inter-calibration factor is required. However, a protection against very large
energy deposit is applied by limiting the maximum value that simHitADC can have. The
rest of energy reconstruction scheme is same as data by using simHitADC as input to equa-
tion 6.8 with IC = 1.

To check the validity of simulation energy reconstruction, the energy distribution of MIP
is compared between data and simulation. Figure 6.26 shows example of MIP energy dis-
tribution comparison between data and simulation in CE-E, CE-H and AHCAL layers. The
figure shows that the MIP peak lies at one and the overall energy is well reproduced by
simulation. However, the distribution width is slightly wider for CE-E and CE-H in sim-
ulation as compared to data. This indicates the Gaussian smearing applied in simulation
a bit aggressive for the HGCAL cells. With a more realistic digitization implementation in
HGCAL simulation, the agreement is expected to improve.
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FIGURE 6.26: MIP energy distribution comparison between data (black
points) and simulation (blue line) in different layers of CE-E (top row), CE-H

(middle row) and AHCAL (bottom row).
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6.7 Detector alignment using muon beam

All the detectors that were employed during the beam test experiment such as delay wire
chambers, HGCAL and AHCAL prototype have their own local coordinate system. It is im-
portant to make sure that these coordinate systems are aligned with each other otherwise
it may result in incorrect measurement of particle track and hit location in the detector as
well as the shower axis.

The coordinate system of DWCs are defined with respect to the center of the DWC as
origin. Similarly, the coordinate system of each layer of HGCAL and AHCAL prototype
are defined using the center of the central cell as the origin. During the experimental setup
installation at H2 beamline, efforts were made to properly align different detectors as pre-
cisely as possible using commercially available hand-held laser system. This, however, does
not guarantee a proper alignment of all the detector systems. Hence, the alignment is done
at the analysis level by correcting the hit position (by appropriate coordinate transforma-
tion) according to the level of difference between the detector coordinates, if any.

The alignment correction factors are obtained by measuring the distance between the
hit position in the detector and the track, and use this distance as an offset for correction.
For this purpose, muon beam data from configuration-1 is used. The reason for using muon
beam is because the probability of developing a shower by 200 GeV µ� is extremely small
and it acts as a MIP leaving just one hit in each layer. To begin with, the correlation be-
tween hit position in HGCAL and AHCAL layers and the extrapolated impact position of
reconstructed track by DWCs, is investigated. Figure 6.27 shows the correlation between
track impact position (track X, track Y) and hit position (hit X, hit Y) at the first layer
of CE-E, CE-H and AHCAL. The position correlation plot indicates that the DWC and HG-
CAL (CE-E and CE-H) coordinates are anti-correlated. It was later found to be the result of
wiring swap of DWC detector. The coordinate system for AHCAL is opposite to that of CE-
E and CE-H layers. By inverting track coordinates for CE-E and CE-H, a correct correlation
between track impact and hit positions is obtained as shown in Figure 6.28. The AHCAL
layers do not require this correction.

In order to estimate the degree of misalignment, the distance parameter dR between
track impact point and hit position for each layer in HGCAL and AHCAL prototype is
calculated as defined in equation 6.10 below:

dX = xtrack � xhit

dY = ytrack � yhit

dR =
q
(dX)2 + (dY)2

(6.10)

Figure 6.29 shows two-dimensional distribution of distance between hit position and
track impact position at two layers of CE-E, CE-H and AHCAL prototype. The bright spot
in Figure 6.29 shows a shift from the origin i.e. (0, 0). This indicates that the level of mis-
alignment between DWC and HGCAL prototype is of the order of a couple of cm. The cor-
rection factors is obtained by fitting a Gaussian function on corresponding one-dimensional
distribution of dX and dY as shown in Figure 6.30, for each layer of detector.

The mean (µ) of the Gaussian fit is taken as the offset for each layer in x and y coor-
dinates. Using these offsets, the HGCAL and AHCAL coordinates are transformed with
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FIGURE 6.27: Correlation plot between track impact position and hit position
in x-coordinate (left column) and y-coordinate (right column) at layer 1 of
CE-E (top row), CE-H (middle row) and AHCAL (bottom row). The plot
shows anti-correlation between DWC and CE-E/CE-H prototype coordinate

whereas AHCAL coordinate is already opposite to HGCAL.
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FIGURE 6.28: Correlation between track impact position and hit position in
x-coordinate (left column) and y-coordinate (right column) at layer 1 of CE-
E (top row), CE-H (bottom row) after inverting track impact position. The
anti-correlation is fixed by inverting the track impact positions extrapolated

to each layer of CE-E and CE-H layers.
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FIGURE 6.29: The distance between hit position and track impact position
at example layers of CE-E (top row), CE-H (mid row) and AHCAL (bottom
row). The red dotted line shows x = 0 and y = 0 axis i.e. origin point of

corresponding layer.
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FIGURE 6.30: One-dimensional projection of dX (left column) and dY (right
column) (distance between hits and track impact position) for two example
layers of CE-E (bottom plots). A Gaussian function is fitted around the core

of the distribution to obtain residuals to be used for alignment correction.
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respect to DWCs as follows:

hitX ! hitX � µX

hitY ! hitY � µY
(6.11)

After applying the corrections according to equation 6.11, the distance parameter be-
tween track impact and hits restores to zero as shown in Figure 6.31. The alignment correc-
tion factors for all the layers are given in appendix C.
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FIGURE 6.31: Two-dimensional distance plot between hit position and track
impact position after applying alignment correction for two example layers

of CE-E (top row), CE-H (mid row) and AHCAL (bottom row).
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6.8 Channel-to-channel response equalization of silicon sensor cells

using muon beam

As explained in section 5.4, different sensor cells might respond differently to the same ion-
izing particle traversing through it. This situation may arise due to different active thick-
nesses of silicon cells (e.g. 300 µm or 200 µm) which results in different charge collection,
or due to different gain settings of the readout chip which results in different ADC counts
for same charge collected. The choice of detector technology also contributes to unequal re-
sponse for different sensors, such as silicon versus scintillator+SiPM. Therefore, it is impor-
tant to equalize the response using a well understood standard candle which is also easily
accessible. For this purpose, minimum-ionizing-particles (MIPs) are used for calibration as
they deposits almost similar energy per unit length traversed in the detector (irrespective
of active layer location in calorimeter depth) via ionization.

For beam test experimental setup, the dedicated muon beam of momentum 200 GeV/c
is used. The required energy for muons to act truly like a MIP is ⇠ 300 MeV [36]. How-
ever, the level of difference in terms of energy deposited by 200 GeV (available muon beam
energy for October 2018 TB) and 300 MeV muons are expected to be small. To check this
expectation, I made use of a stand-alone GEANT4 framework to simulate energy deposited
by different energy muons in individual silicon cell. In this private setup, the only sensing
material is a 300 µm silicon cell which is exposed to 200 GeV and 300 MeV muon beam. The
comparison of energy deposited in 300 µm by the two muon beams is shown in Figure 6.32.
Both the energy distributions are fitted with Landau functions, and MPV of 85.5 keV and
80.1 keV is obtained for 200 GeV and 300 MeV muons, respectively. It is found that MPV
for 200 GeV muon is not far-off (⇠ 5% difference) as compared to 300 MeV muons. We refer
to 200 GeV muon as MIPs in the following.
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FIGURE 6.32: Comparison of energy deposited by 300 MeV (black line) and
200 GeV (blue line) in 300 µm silicon. The distributions are fitted with a Lan-
dau function (dotted line) in order to extract the MPV. The level of difference

in energy deposited by two energy muons is ⇠ 5%.

The strategy for equalizing channel-to-channel response, also referred to MIP calibration
procedure, is as follows. The muon energy spectrum in terms of HG ADC counts is ob-
tained for each channel. Due to differences in sensors, the MPV of HG ADC counts will be
different for different channels. We extract this MPV and use it as MIP calibration factor
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by normalizing the energy spectrum such that MPV lies at 1 MIP. In this way, the variation
from channel-to-channel is taken away by the MIP calibration constants.

The beam profile of the muon beam, shown in Figure 6.33, is broad enough to cover
almost all cells of the layers in CE-E and central modules of CE-H layers. In order to obtain
MIP calibration factors, the energy spectrum of MIP is plotted for each cell in terms of HG
ADC counts as shown in Figure 6.34. This figure shows MIP energy spectrum for two
example HG channels located in CE-E layer 2.
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FIGURE 6.33: Beam profile for 200 GeV µ� beam is shown at CE-E layer 1.
The beam profile is wide enough to cover most of cells in the CE-E prototype.

It is observed that HG ADC spectrum shows a peak around 20 HG ADC counts and a
second peak around 40 HG ADC counts. Although, there is a pre-selection cut (equation 6.3)
applied on the pulse shape with a threshold of 20 HG ADC counts to reject noise-like hits
but sometimes upward fluctuations in the intrinsic noise pass the pre-selection cut and
will show up in the HG ADC distribution, taken out of the box, as shown in Figure 6.34.
Therefore, events corresponding to the first peak are essentially the Gaussian tail of the
intrinsic noise. The sharp decline of distribution below 20 HG ADC counts are the artefact
of 20 HG ADC counts threshold in the pre-selection cut. The small population below 20 is
due to the fact that the pulse is fitted after applying the pre-selection cut, therefore the fitted
pulse amplitude can be slightly lower than 20 HG AD counts in some cases.

The MIP energy distributions can be cleaned up by getting rid of events where MIP does
not pass through the given cell. In other words, retain the cell only when it has signal-like
hit, i.e. signal generated by the muon traversing through the cell. This is done with the
help of extrapolated tracks which are reconstructed from four DWCs installed upstream
the detector. The cleaning procedure is described as follows:

1. Align track impact position extrapolated from DWC coordinates and rechits from HG-
CAL prototypes using alignment correction described in previous section.

2. For each layer, calculate the distances dR between the track impact position and the
position of all the rechits.

3. Select the rechit with minimum dR, and fill HG ADC count for corresponding cell into
a histogram.
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FIGURE 6.34: Figure shows two examples of MIP energy distribution in
terms of HG ADC counts.

The dR is defined as follows:

dR =
q
(xtrack � xrechit)2 + (ytrack � yrechit)2 (6.12)

This procedure allows us to select the cell (or hit) through which the muon passes
through, thereby rejecting all the other noise-like hits which could have passed the pre-
selection cut due to upward fluctuation in the noise. The effect of this cleaning cut is shown
in Figure 6.35 on the two example cells located in CE-E layer 2. The figure shows HG ADC
counts distributions with and without applying track selection cut. It is observed that the
distribution is free of almost all of noise-like hits without affecting MIP distribution.
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FIGURE 6.35: Figure shows HG ADC distribution before (blue dotted line)
and after (red solid line) applying track selection cuts.

After applying the track selection cut, a relatively pure MIP energy spectrum is obtained
for each cell. To extract HG ADC to MIP conversion factor, the distribution is fitted with
a function involving a Gaussian component (intrinsic noise contribution) and a Landau
component (energy deposited by MIP), given as follows:
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f (MPV, snoise, sMIP, a1, a2, a3, a4) = a1 ⇥ Gaussian(0, snoise)

+ a2 ⇥ Landau1(MPV, sMIP) ⇤ Gaussian(0, snoise)

+ a3 ⇥ Landau2(2MPV, sMIP) ⇤ Gaussian(0, snoise)

+ a4 ⇥ constant

(6.13)

The first term Gaussian(0, snoise) of the fit-model corresponds to Gaussian distribution
due to intrinsic noise with mean fixed at zero and width as snoise, second term Landau1(MPV, sMIP) ⇤
Gaussian(0, snoise) corresponds to a convolution of Landau with Gaussian distribution to fit
first MIP peak of the distribution, third term Landau2(2MPV, sMIP) ⇤Gaussian(0, snoise) cor-
responds to second MIP peak if two muons pass through a cell. A fourth term, a constant,
is also added to the fit model in order to improve c2/nd f of the fit. The coefficients a1, a2,
a3 and a4 are the weights assigned to each term.

The fit is performed using Minuit minimizer of RooFIT package [121] , while allowing
MPV, snoise, sMIP, a1, a2, a3 and a4 to float during the fit. Figure 6.36 shows HG ADC
distribution fitted with the fit-model for two representative channels.
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FIGURE 6.36: Figure shows HG ADC distributions fitted with landau con-
voluted with Gaussian distribution for 300 µm (left) and 200 µm (right) thick

silicon cell.

Because of Landau’s non-trivial implementation in ROOT, the MPV of fitted Landau does
not correspond to true MPV, therefore the maximum of fitted function is used as the HG-to-
MIP conversion factor. This procedure is done for all the cells which have enough statistics
to perform the fit procedure i.e. histograms with entries greater than 100.

With this procedure, we were able to calibrate most of the channels in the CE-E and
the channels in central module of CE-H layers. Figure 6.37 shows a summary plot for HG
ADC counts per MIP for a few layers of CE-E prototype. The summary plots show that
the HG-to-MIP conversion factor is fairly stable within a SKIROC2-CMS ASIC. Therefore,
ASIC average value is used as the calibration constants for the channels which could not be
calibrated due to lack of statistics.

The LG channels, although have a lower gain factor than HG channels, also show a
good sensitivity to MIP signal. Adopting the similar approach as used for HG channels,
MIP energy distributions are obtained in terms of LG ADC counts for silicon cells. Fig-
ure 6.38 shows example of MIP energy spectrum in LG ADC counts with the MIP fit-model
(equation 6.13) fitted on the data for two silicon cells in CE-E module.
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FIGURE 6.37: Summary plot for HG ADC counts per MIP for HG channels
for few CE-E layers. Bottom two plots corresponds to 200 µm thick silicon

cells.
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FIGURE 6.38: Figure shows LG ADC distributions fitted with landau con-
voluted with Gaussian distribution for 300 µm (left) and 200 µm (right) thick

silicon cell.
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Similar to HG-to-MIP conversion factor, one can extract LG-to-MIP conversion factors
from the fitted functions. Figure 6.39 shows the LG ADC counts per MIP values for a few
layers in CE-E. As expected, it is observed that LG-to-MIP is lower as compared to HG-to-
MIP conversion factor. On an average, 5 LG ADC counts corresponds to one MIP for 300
µm silicon cells.
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FIGURE 6.39: Summary plot for HG ADC counts per MIP for LG channels
for a few CE-E layers. Bottom two plots corresponds to 200 µm thick silicon

cells.

The summary plots for HG (Figure 6.37) and LG (Figure 6.39) channels show that MIP
conversion factors are smaller for 200 µm thick cells as compared to 300 µm. This is expected
because in a silicon cell which has a smaller depletion (active) width, electron-hole pair
produced by traversing ionizing particle will be smaller. Thus, the charge collected at the
end is smaller, hence a MIP will correspond to lower ADC counts. As mentioned earlier,
last two layers of CE-E, were equipped with sensor modules with 200 µm silicon cells.
Figure 6.40 shows the distribution of MIP calibration factors for all the calibrated cells in
CE-E for HG channels (left) and LG channels (right). The distribution clearly shows that on
an average MIP conversion factors for 200 µm are smaller by a factor ⇠ 2/3 as compared to
300 µm silicon cells.

The channels in CE-H which are located on the off-center modules could not be cal-
ibrated with the dedicated beam of muons as the beam profile is not wide to enough to
cover these modules. These channels are calibrated with the remnant particle beam. The
HGCAL prototype was left operating for another week after the end of three weeks of data-
taking. During this operation, the HGCAL prototype was exposed to particles of unknown
energy and species. A larger scintillator of size 40⇥40 cm2 was placed in between CE-H and
AHCAL to form trigger signal. This operation of data taking is called parasitic run. Making
use of fine longitudinal and lateral granularity of HGCAL prototype, a dedicated track-
ing algorithm was developed that makes use of hits in the consecutive layers and provides
space points for a straight line fit to reconstruct a track. The cells with traversing muons
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FIGURE 6.40: The distribution of MIP conversion factors for HG (left) and
low (right) channels. The distribution for 300 µm thick silicon (blue filled
histogram) shows higher a higher mean as compared to 200 µm (red filled

histogram) for both high and LG channels.

are selected and the MIP calibration is performed using HGCAL tracking. This procedure
is discussed in detail in [115].

Thus, the channel-to-channel response equalization is achieved for ⇠ 85% silicon cells
in CE-E and CE-H prototype using the dedicated beam of muons and parasitic runs.

6.9 Signal to Noise ratio estimation

Signal to noise ratio (S/N) quantifies the level of separation between signal and noise of
the detection system used, and is an important aspect of bench-marking its performance.
Any detector system employed in modern particle physics experiment needs to be capable
of effectively resolve between the noise and the a minimum signal induced by a MIP pass-
ing through it, in order to use sensor data for event reconstruction. Quantification of S/N
ratio also dictates the threshold to be applied for effective noise rejection in real data-taking
scenario. For example, for a detector with a very high S/N ratio one can use a very tight or
high noise-rejection criteria without biasing the overall energy measurement, i.e. rejecting
hits containing true particle signal. Conversely, a detector with poor S/N ratio, the data
will have a significant noise contribution. The effect of such noise-rejection threshold is dis-
cussed in the context of hadronic shower performance in HGCAL beam test experiment in
chapter 7 and appendix E.

The signal produced by the MIP is determined using muon beam in terms of HG or LG
ADC counts per MIP, as discussed in previous section. For noise level measurement, one
of the muon runs (Run number 719 : ⇠ 10k events) is re-reconstructed without applying
the pre-selection cut. However, pedestal and common-mode noise subtraction is applied
during re-reconstruction. Figure 6.41 shows number of reconstructed hits with and without
applying pre-selection cut. After removing the pre-selection cut, the plot (right) shows that
all the channels in CE-E and CE-H (⇠12000) are reconstructed, majority of which are noise-
like hits.
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FIGURE 6.41: Number of reconstructed hits with (left) and without (right)
pre-selection cut applied on muon data.

The pulse shape studies show that the signal is expected to peak in time-sample 2 (TS2)
or time-sample 3 (TS3), e.g. see Figure 6.15, therefore the noise is estimated using same
time-sample to be consistent. The extraction of ADC data is done before pulse fit in order
to allow negative fluctuations to also populate HG ADC distribution. The distribution of
HG ADC counts shows a Gaussian-like distribution peaking around zero shown in the
Figure 6.42.

Few channels show an unusual behaviour in pedestal distributions, for example as
shown in Figure 6.43. These channels are found to be in the neighbourhood of µHDMI
connection at the sensor module. Due to digital coupling between these channels and the
digital bus of µHDMI connection, the ADC data gets contaminated with signal interference.
For all further data analyses, these three cells are masked in all the modules.

After masking faulty channels, the consistency of pedestal distribution is examined in:

1. Different time-samples: To check the consistency of pedestal noise across different
time samples.

2. Different data-taking runs: To check the consistency of pedestal noise across different
data taking runs.

These checks are important to make sure that no bias is introduced by studying the noise
behaviour from only one time-sample and one run. To check the noise consistency across
different time-samples, HG ADC distribution is compared between TS3 and TS0 for each
channel for a muon run 719. The TS0 is the time-sample which remains free of signal even in
the case of signal contaminated pulse because of delay in trigger received by SKIROC2CMS
chips. Figure 6.44 shows the HG ADC count distribution for the two samples for two exam-
ple cells. The HG ADC distribution comparisons show good agreement between TS3 and
TS0.

To check the consistency across runs, a different muon run (Run number 718 : ⇠ 10k
events) is re-reconstructed and noise distribution is checked in TS3 for corresponding chan-
nels. Figure 6.45 shows HG ADC count distribution in TS3 for these two runs. The distri-
bution comparisons show good agreement between run number 719 (red dotted line) and
run number 718 (blue dotted line).
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FIGURE 6.42: HG ADC distribution in time sample 3 (TS3) for a few channels
in different CE-E prototype layers. The distribution shows a Gaussian-like

behaviour with mean at zero, which is expected for random noise.
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FIGURE 6.43: HG ADC distribution for two channels in the neighbourhood
of µHDMI connection. These channels showed abnormal behaviour noise

behaviour therefore were masked (not used) for further data analysis.
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FIGURE 6.45: Pedestal distribution comparison for two different muon runs
(run 718 in red, run 719 in blue) for HG channels and both distributions show

consistent behaviour.

For the HGCAL prototype, the stability of noise was studied in detail and found to be
consistent across the whole data taking campaign [111]. After ensuring that the noise distri-
bution is consistent for different runs and different time-samples, TS3 HG ADC distribution
for each cell is fitted with a Gaussian function as shown in Figure 6.46.

FIGURE 6.46: Figure shows pedestal distribution for two HG channels with
a Gaussian function.

The width snoise of the fitted Gaussian is extracted for each cell in order to define noise
level in terms of HG ADC counts. With the same procedure, the noise level for LG channels
are also estimated. Figure 6.47 shows the LG ADC distribution of TS3 with a Gaussian fit.
Similar to HG noise estimation, snoise from the Gaussian fit is defined as the noise level.

The study of noise level shows a few interesting, albeit expected, behaviour. The noise
level of the silicon cells depends on the cell geometry, such as depletion width and sur-
face area. Figure 6.48 shows the distribution of noise level in terms of HG (left) and LG
(right) ADC counts for 200 µm and 300 µm active thickness. Silicon cells with 200 µm active
thickness exhibit higher noise level as compared to 300 µm cells. Similarly, if one compares
the overall behaviour of noise for cells of different types (i.e. different surface areas), one
observes that the cells with larger surface area exhibit larger noise as compared to cells
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FIGURE 6.47: Figure shows pedestal distribution for two LG channels fitted
with a Gaussian function.

with smaller surface area, as shown in Figure 6.49. The different cell types as depicted on
the x-axis of Figure 6.49 correspond to cells of different area as was shown in Figure 5.2
(right). The box in the Figure 6.49 represents 50% inter-quantile range of the distribution,
the horizontal line within the box corresponds to the median, the whiskers on the bottom
and top corresponds to 5th and 95th percentile, respectively. The points above and below
the whiskers are the outliers that make up 0.3% of the overall distribution.
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FIGURE 6.48: Noise distribution for HG (left) and LG (right) channels. The
distribution shows noise for silicon cells with two different thicknesses i.e.

200 µm (red) and 300 µm (blue).

Such behaviour of geometry dependence of noise can be understood in terms of capac-
itance and its effect on the noise. Silicon sensor cells are a typical p-n junction diodes. A
diode forms a capacitance across the depletion width which can be expressed in the follow-
ing equation 6.14:

C =
eA

W
(6.14)

where e is the permitivity of the medium, A is the area and W is the depletion width
of the diode. The capacitance (C) is directly proportional to the area (A) of the silicon cell
and inversely proportional to depletion width (W). Thus, higher the surface area or lower
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FIGURE 6.49: Noise as a function of cell type for HG channels (left) and LG
channels (right). Cells with larger area show high noise as compared to cells

with smaller smaller area.

the depletion width, higher will be the capacitance. This has an effect on the impedance of
the system. The impedance (ZC) across the capacitor can be expressed as shown in equa-
tion 6.15 below:

ZC =
1

2p f C
(6.15)

From equation 6.14 and 6.15, one can conclude that for a high frequency ( f ) pulse, a ca-
pacitor with higher capacitance will offer lower impedance as compared to a capacitor with
smaller capacitance. The electronic noise, which is part of intrinsic noise for silicon sen-
sor cells, generally has a high frequency component and will encounter higher impedance
across a capacitor with relatively smaller surface area. Therefore, silicon cells with smaller
surface area such as half hexagonal cells, have lower noise level as compared to silicon cells
with larger surface area such as full hexagonal cell as observed in Figure 6.49. Applying
similar reasoning with the distance across capacitors, higher noise level is expected in sili-
con cells with smaller depletion width as shown in Figure 6.48.

Now that, signal level is estimated as ADC counts per MIP and noise level as one snoise

in terms of ADC counts, one can estimate S/N ratio of silicon cells used in beam test exper-
iment, by using following expression:

S/N =
ADC counts per MIP

snoise
(6.16)

The S/N is estimated for each cell that is well calibrated using muon beam. Figure 6.50
shows S/N ratio distribution for HG channels (left) and LG channels (right) with 300 µm
and 200 µm thick silicon cells employed in CE-E prototype. The S/N ratio is on an average
⇠ 7 for 300 µm in CE-E prototype. As expected, 200 µm thick silicon cells show lower S/N
as compared to 300 µm thick silicon cells. Similarly, S/N ratio for smaller cell sizes, e.g.
half hexagon cells, shows shows higher average value as compared to larger cell sizes, e.g.
full hexagon cells, as shown in box-plot format in Figure 6.51. The reason for S/N value
dependence on cell geometry is due to the noise dependence on cells, as discussed already.
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FIGURE 6.50: Signal to noise ratio for HG (left) and LG (right) channels. The
distribution shows noise for silicon cells with two different thicknesses i.e.

200 µm (red) and 300 µm (blue) employed in CE-E prototype.

FIGURE 6.51: S/N as a function of cell type for HG channels (left) and LG
channels (right). Cells with larger area show low S/N as compared to cells

with smaller area.
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For the silicon cells of modules employed in CE-H prototype, the intrinsic noise is es-
timated separately (not discussed in this thesis) and is found to be slightly higher as com-
pared to silicon cells in CE-E prototype. The S/N for these cells is estimated using MIP
calibration factors (as obtained from parasitic runs) and a separate noise study. The S/N for
CE-H is found to be approximately ⇠ 5 for 300 µm full hexagon cells. This information is
indispensable for pion analysis in order to effectively reject noise-like hits, different noise-
rejection threshold is applied for modules in the CE-E and the CE-H sections (appendix E).
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Chapter 7

Physics performance of combined
HGCAL and AHCAL prototype
detectors to hadronic showers

Quarks and gluons, produced via strong interactions, are the dominant outcomes of the
p-p collisions at the LHC. As explained in chapter 2, these particles manifest themselves
as jets of charged and neutral hadrons, most of which are p± and p0, and deposit their
energies as hadronic and electromagnetic showers while traversing the detector material.
In the foreseen HL-LHC operation, the detectors will see copious amount of these hadrons
due to increased instantaneous luminosity, especially in the high pseudorapidity regions.
Hence, a detailed understanding and efficient reconstruction of hadrons leads to better jet
performance which is the key probe to well founded analyses for new physics searches as
well as for many SM precision measurements.

Keeping this requirement in mind, one of the major goals of October 2018 beam test
experiment was to measure the performance of a realistic HGCAL setup close to final con-
figuration of the detector with real particles. In this chapter, performance of combined
HGCAL and AHCAL detector prototype to the hadronic showers initiated by charged pi-
ons of energies 20-300 GeV is presented in data and simulation. The analysis includes event
selection and cleaning, identifying the location of shower start in the detector, shower en-
ergy reconstruction, measurements of energy response and resolution, longitudinal and
transverse shower development. These measurements are also compared against GEANT4
based simulation in order to validate the hadronic shower models as well as simulation
framework developed for the HGCAL beam test experimental setup. It is to be noted that,
because of incomplete lateral shower containment in the detector, here the goal is not to de-
termine the best achievable performance of the detector prototype to pion showers in terms
of resolution. Rather, the work shown in this chapter presents a first performance study
of HGCAL prototype to hadronic showers. It provides foundation to build upon more so-
phisticated machine-learning based methods (not discussed in this thesis) to make use of
event-by-event detailed information and further improve the performance.

7.1 Event selection and cleaning

A set of cleaning cuts are applied in order to ensure a high purity sample of charged pions
in data. The selection cuts remove undesired events such as contamination from other par-
ticles, out-of-acceptance particle incidence, energy contribution from spurious noise, and
faulty channels. The cleaning cuts are listed as follows:

1. Channel masking: A few of the channels that had issues at the hardware level are
masked. The channel masking at different layers are described as follows:
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• In all silicon sensor module prototypes, the three channels which were in the
neighbourhood of HDMI connection showed irregular behaviour in terms of
pedestal and noise as discussed in the last chapter (see Figure 6.43).

• One of the off-center modules in CE-H layer-8 had encountered a hardware issue
and was not operational in the entirety of the experiment.

• All 32 channels connected to chip 0 of CE-E layer 1 showed high activity even in
the absence of particle shower due to technical fault, e.g. as shown in Figure 7.1.
The figure shows an event display of pion acting as a MIP in CE-E and starting
shower in the CE-H that extends to AHCAL. Unusual high activity is visible in
chip-0 of first layer of CE-E and is not used in the analysis.

• Channel number 16 in chip 1 of module number 39 (situated at off-center position
in CE-H layer 8) was masked because of unnaturally high activity.

• Layer 38 of AHCAL had a relatively larger scintillator tile area as compared to
other layers. This fact was not been fully realized in the simulation, therefore in
order to have a consistent data-simulation comparison, this layer is masked.

In total about ⇠3.6% channels in HGCAL and ⇠0.65% channels in AHCAL prototype
are masked.

FIGURE 7.1: Event display of a 300 GeV/c pion event. Pion initiates a shower
in CE-H prototype compartment which continues to develop in AHCAL sec-
tion. Chip 0 of the first layer of CE-E shows full occupancy. This behaviour
was observed in other runs as well therefore this whole chip is masked at the

analysis level.

2. Noise rejection: In addition to masking the faulty channels, the noise-like hits are also
rejected. For this purpose, the pedestal noise study performed during signal-to-noise
ratio estimation, is used. One standard deviation (1snoise) noise values are obtained
in terms of HG ADC counts for each silicon cell and is averaged over a chip. The
hits that are below 3snoise (4snoise) HG ADC counts corresponding to their respective
chip average, are rejected in CE-E (CE-H) prototype. The optimization of noise rejec-
tion threshold in CE-E and CE-H are discussed in detail in appendix E. For AHCAL
prototype, the hits that are below 0.5 MIPs were already rejected during event recon-
struction, therefore no additional noise rejection cut is applied for AHCAL hits.

These noise rejection cuts were applied on the rechit level, thus does not affect the total
event counts . However, during the analysis it was observed that two modules at CE-
H layer 9 showed very high occupancy as compared to its neighbouring layers. One of
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the modules is located at the central position, therefore masking it would have costed
major loss in energy measured along the shower axis. Further investigation showed
that such high occupancy is manifested in only a few events (less than 1%). Therefore,
the events are rejected where the occupancy in either of these two modules (module
#59 and #55) were greater than 80. The hit threshold 80 is chosen after the making the
occupancy comparison with simulation which is free of any spurious noise.

3. Track quality cut: To ensure a well reconstructed track, a quality criteria cut is applied
on tracks reconstructed using DWC hits (section 6.3.3) . The track quality cut is as
follows: at least 3 out of 4 wire-chambers should record a hit, and c2/ndo f of the
reconstructed track should be less than 10. These two simultaneous conditions also
ensure that there is a reconstructed track in the event. The events which do not satisfy
these conditions, are rejected.

4. Muon Veto: The beam of pions suffered from particle contamination. For exam-
ple, Figure 7.2 shows the energy and event fraction of the leading particle arriving
at the front of HGCAL surface for different pion beam energies as predicted by the
full beamline simulation (section 6.5.2). It is observed that the beam purity for p� is
more than 80% for low energy beam and more than 90% for high energy pion beam.
The contribution from electromagnetic particles (e.g. g) is either ⇠ 1% or less. The
maximum contamination is due to muons which is higher for low beam energy and
reduces for high beam energy. Therefore, a muon veto is applied to clean the data of
muon contamination.

Muon contamination could be introduced either during p� beam generation or in-
flight decay of p� to µ�. Since there was no dedicated muon-veto scintillator in-
stalled downstream of the experimental setup to veto such events, a muon-veto cut
is devised at the analysis level. The muon-veto cut is based on the energy deposited
in HGCAL prototype and transverse spread in AHCAL prototype. Since muons with
few hundreds of GeV energy act as MIP, therefore they deposit a small energy and
have smaller lateral spread as compared to showering particles. Thus, these variables
can be used to tag muon-like events.

Figure 7.3 shows energy comparison in CE-E (left column) and CE-H (middle col-
umn) between 200 GeV muons and pions of two energies (20 and 100 GeV) from
beam test data . The energy distribution of muons show Landau-distribution with a
MIP peak, whereas energy distribution of pions (with muon contamination) has two
components:

• MIP peak: from non-showering pions as well as from muon contamination.

• Higher energy tail: from showering pions.

It is observed that at ECE-E ⇠ 100 MIPs and ECE-H ⇠ 60 MIPs, the two distributions
start to deviate from each other, thus helping us decide the threshold for MIP-like sig-
nature in CE-E and CE-H.

In conjunction with such energy thresholds, the lateral shower spread in AHCAL is
used to arrive at the final muon-veto criteria in the combined detector setup. The en-
ergy sum comparison is not used in AHCAL because AHCAL receives mostly tails
of the pion shower and hence shows an exponentially falling spectrum of energy.
Therefore, applying a dedicated energy cut will reject a lot of genuine pion showering
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FIGURE 7.2: Energy distribution of leading particle and their event fractions
(as indicated in the legends) reaching HGCAL surface for different pion beam
energy. The fraction and energy distributions are obtained from full beamline
simulation. The beam purity is more than 80% or 90% depending on beam

energy.
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events.

For lateral shower spread, the lateral energy ratio variable S1/S25 is calculated and
used, which is defined as follows:

S1

S25
=

∑AHCAL-layers E1

∑AHCAL-layers E25
(7.1)

where E1 is defined as the cell with the maximum energy deposited in a given layer
and E25 is the energy sum of 5x5 neighbouring cells around the maximum energy cell
(E1). In the case of MIPs, this variable peaks at one because only central cell records
the traversing particle whereas for the showering particles it deviates significantly
from one. The comparison of S1/S25 distribution between pions and muons show a
distinct population with a very little overlap as shown in Figure 7.3 (right column).
The peak around one for pions is mostly due to muon contamination. The two dis-
tributions deviate from each-other at S1/S25 ⇠ 0.8 and is chosen as the threshold for
this variable. Thus, the muon veto criteria is defined as follows: if ECE-E < 100 MIPs
AND ECE-H < 60 MIPs AND S1/S25 > 0.8, then the event is rejected.

No effort is made to reject other type of hadrons since the contamination level is rel-
atively smaller and their energy response and fluctuation are not expected to deviate
very significantly from the charged pions in the energy range studied here.
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FIGURE 7.3: Energy comparison in CE-E (left column) and CE-H (middle
column) and lateral energy ratio in AHCAL, i.e. S1/S25 (right column). The
top (bottom) row correspond to 20 (100) GeV pion (red line) compared with
200 GeV muon (blue line). The point of deviation is taken as the threshold to

define muon veto criteria.

5. Track window cut: To reject the events where impinging pion is too far away from the
center of the layer, the reconstructed track from DWCs is used. This cut ensures that
the shower is mostly contained in the detector, thus minimizing the lateral leakage
and also makes the particle impact position consistent in data and simulation.
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The beam profile of pions corresponds to the track impact point on the face of HG-
CAL prototype, i.e. the first layer of CE-E. Since the extrapolated track at CE-E layer
1 is used, therefore it is corrected for misalignments between DWC and HGCAL co-
ordinate system (as explained in chapter 6). The beam profile is compared between
data and simulation as shown in Figure 7.4 (corresponding one-dimensional plots are
shown in appendix D).

The comparison shows that for lower energies the spread in data is more than the
simulation. The reason for this difference is that in simulation the trigger scintillators
(acceptance area) was set to 2x2 cm2 for all beam energies (section 6.5.2); whereas
during the data taking, the size of trigger scintillator was 4x4 cm2 for the runs Ebeam <

100 GeV. However, the difference is of the order  2 cm which corresponds to one
silicon cell distance. Therefore, a cut of 4x4 cm2 window is applied for lower beam
energies and 2x2 cm2 for higher beam energies to reject out-of-acceptance pions. The
values are listed in table 7.1.

TABLE 7.1: Table shows the value of track window threshold to reject the
particles impinging outside this window

Ebeam [GeV] xmin [cm] xmax [cm] ymin [cm] ymax [cm]

20 -2.8 1.65 -1.20 3.2

50 -2.8 1.65 -1.25 3.2

80 -2.8 1.60 -1.15 3.2

100 -2.8 1.50 -1.15 3.2

120 -2.8 1.50 -1.15 3.2

200 -3.0 -1.0 0.2 2.2

250 -2.8 -0.8 -0.2 2.0

300 -3.0 -1.0 -0.3 1.8

6. Pre-showering pions rejection: The beam-line elements contribute to an effective ma-
terial between secondary beam production and the experimental setup. Though the
effective material is very small in terms of lint, however there is a non-zero proba-
bility of pions starting their shower before reaching the calorimeter. For such events,
shower will not be fully contained within the calorimeter and result in the worsening
of pion energy resolution measurement. Therefore, such events are not included in the
data analysis. With the help of shower-start-finder algorithm (described in section 7.3
later in this chapter), the events are rejected where shower-starting location is in first
two layers of CE-E. The cut is imposed on not the first layer but till second layer of
CE-E because a whole chip is masked in the first layer resulting in information loss
from layer 1.

Figure 7.5 shows the effect of each cleaning cut (applied in succession) on the beam
test data in the form of reconstructed energy in the calorimeter. For example, muon veto
cut removes the peak at the left of the distribution and pre-shower reject and track-window
selection cuts reduce the width of the distribution. Table 7.2 shows the number of recorded
events for charged pion beam during beam test experiment in configuration-1 and table 7.3
shows the cut flow, i.e., fraction of surviving events after each cut, for each beam energy in
data. These selection cuts are also applied to the simulated events. Table 7.4 shows the cut
flow for FTFP BERT EMN physics list with 100k generated events. The selection efficiency
is almost identical for QGSP FTFP BERT EMN physics list.
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FIGURE 7.4: The track impact position at CE-E layer 1 for different pion
beam energies. The blue and red points correspond to data and simulation,
respectively. The dotted hexagonal line corresponds to the module-border at

CE-E layer 1.
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FIGURE 7.5: Energy in the calorimeter after applying each cleaning cut in
succession for different energy of pions in beam test data.
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TABLE 7.2: Table for recorded events for each pion beam energy correspond-
ing to configuration-1 of beam test experiment.

Energy [GeV] Recorded events

20 80432

50 61114

80 143729

100 102600

120 74945

200 56473

250 95814

300 108667

TABLE 7.3: Table shows the cut flows for beam test data after applying each
selection criteria sequentially.

Cuts 20 GeV 50 GeV 80 GeV 100 GeV 120 GeV 200 GeV 250 GeV 300 GeV

Total events 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%

Track quality cut 88.6% 92.9% 91.9% 92.2% 91.1% 91.0% 90.4% 89.5%

Track Window 82.4% 89.7% 89.5% 90.0% 88.7% 88.3% 88.2% 88.0%

Muon veto 75.5% 87.2% 87.2% 88.0% 86.8% 87.5% 87.4% 87.3%

Pre-shower reject 65.8% 75.7% 75.3% 76.0% 74.7% 75.8% 74.4% 74.0%

TABLE 7.4: Cut flow table for simulation FTFP BERT EMN physics list after
applying each selection criteria sequentially.

Cuts 20 GeV 50 GeV 80 GeV 100 GeV 120 GeV 200 GeV 250 GeV 300 GeV

Total events 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%

Track quality cut 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%

Track Window 97.0% 98.5% 98.6% 98.8% 98.9% 98.1% 97.9% 98.0%

Muon veto 95.0% 97.1% 97.3% 97.5% 97.5% 96.9% 96.9% 97.1%

Pre-shower reject 82.9% 84.9% 85.2% 85.2% 85.2% 85.0% 84.5% 84.5%

After applying the cleaning cuts, the out-of-the-box energy sum in different compart-
ments are compared between data and simulation. Figure 7.6 and 7.7 shows the recon-
structed energy sum comparison in terms of MIPs in CE-E, CE-H and AHCAL for all pion
energies. It is observed that both the physics lists show almost similar performance at low
energies. However, at higher energies QGSP FTFP BERT EMN physics list shows slightly
better agreement with data in CE-E compartment.

7.2 Categorization of events based on energy deposit in sub-detector

prototype

The application of cleaning cuts removes the unwanted events from the pion runs. We then
proceed to analyse the performance of detector prototype to hadronic showers. The first
goal towards this step is to reconstruct the energy deposited by pions showering in the
calorimeter. As discussed in chapter 4, hadronic showers are wider and penetrate deeper
into the calorimeter as compared to electromagnetic showers, therefore the energy of the
pion shower is expected to be shared between electromagnetic (CE-E) and hadronic (CE-H
+ AHCAL) section. Figure 7.8 shows such energy sharing between CE-E (on x-axis) and
CE-H+AHCAL prototype (on y-axis), in terms of MIPs for all p� beam energies.
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FIGURE 7.6: Energy comparison between data and simulation in CE-E (left
column), CE-H (middle column) and AHCAL (right column) for 20, 50, 80
and 100 GeV pions. The black dots correspond to data points and ma-
genta and green line corresponds to simulation with FTFP BERT EMN and

QGSP FTFP BERT EMN physics list, respectively.
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FIGURE 7.7: Energy comparison between data and simulation in CE-E (left
column), CE-H (middle column) and AHCAL (right column) for 120, 200,
250 and 300 GeV pions. The black dots correspond to data points and ma-
genta and green line corresponds to simulation with FTFP BERT EMN and

QGSP FTFP BERT EMN physics list, respectively.
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FIGURE 7.8: Energy sharing between electromagnetic (CE-E) and hadronic
(CE-H + AHCAL) compartments for all pion beam energies.
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From Figure 7.8, it is observed that the energy sum in CE-E has a significantly larger
range than energy sum in CE-H + AHCAL. This feature can be understood by considering
the fact that the electromagnetic and hadronic sections of the beam test experimental setup
have different geometry and characteristics. The electromagnetic section i.e. CE-E, consists
of 28 sampling layers in a depth of lint ⇠ 1.4, whereas CE-H consists of 12 sampling layers
in lint ⇠ 3.4 and AHCAL consists of 39 sampling layers in lint ⇠ 4.4. Since the produc-
tion of energetic p0 is more probable at the first hadronic interaction which develops an
electromagnetic shower cascade (the em component of hadronic shower) [40]. Therefore,
for pions that start showering earlier in CE-E, the electromagnetic component will be fully
contained in CE-E which is ⇠ 27 X0 deep. As discussed in section 2.3.2, the electromagnetic
shower has high particle multiplicity as compared to pure hadronic shower. Hence, with
its 28 sampling layers, the CE-E records more energy in terms of MIPs. However, that does
not necessarily mean that more energy is deposited in CE-E in terms of GeV as it is only 1.4
lint deep.

Also, CE-E uses Pb/Cu/CuW as the absorber whereas CE-H and AHCAL uses steel (Fe)

as the absorbers, which results in different e/h ratio for electromagnetic and hadronic sec-
tions. Therefore, the hadronic shower of pions that start showering in CE-E will encounter
different absorber in electromagnetic and hadronic section. Hence, there is an additional
fluctuation due to the difference in p0 production [37] as well as their different response to
electromagnetic versus hadronic component of the shower because of different e/h ratio (sec-
tion 2.6.2). Therefore, in order to properly combine the energies of different compartments,
it is necessary to segregate the events into two categories i.e. pions that start showering
in CE-E (referred to as CE-E pions) and pions that are MIPs in CE-E (referred to as CE-H
pions). The simplest way to categorize the events into these two categories is by making
use of pion and muon energy comparisons to define CE-E pions and CE-H pions, as is done
for muon-veto criteria (Figure 7.3). Thus, energy based event-categorization is defined as
follows:

• If ECE-E > 100 MIPs and ECE-H > 60 MIPs, then the pion is referred to as CE-E pions

• If ECE-E < 100 MIPs and ECE-H > 60 MIPs, then the pion is referred to as CE-H pions

• If ECE-E < 100 MIPs and ECE-H < 60 MIPs, then the pion is referred to as MIP-like

pions

Events which fall into the third category but pass the muon-veto cut, are rejected. Such
type of events are the ones where pion starts to shower in AHCAL prototype. Such events
are expected to be very low ( 1.4%), hence it does not have significant impact on the
shower energy measurement.

Figure 7.9 shows energy sum distribution in terms of MIPs for CE-E and CE-H pions
as well as inclusive in both (called all pions in the figure). The energy distribution corre-
sponding to all pions shows a highly non-Gaussian distribution. The energy distribution
for CE-E pions exhibit a long tail and has a higher mean energy in terms of MIPs, whereas
CE-H pions show a narrower and lower mean energy. The reason for such feature is exactly
as discussed above for Figure 7.8, i.e. higher sampling frequency in CE-E and different e/h
ratios of absorbers.

A more precise categorization of the events can be done by exploiting high longitudi-
nal and lateral granularity of HGCAL prototype detector. An algorithm is devised that
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identifies the location of shower start within the calorimeter. Based on the shower start lo-
cation, the events can be categorized as either CE-E pions or CE-H pions. The algorithm is
explained in detail in the next section.

7.3 The algorithm to identify the shower start location

The initiation of hadronic shower is the result of strong interaction of incident hadron with
the nucleus of the detector material, as described in chapter 4. The incident hadron can
initiate a shower anywhere in the detector with an associated probability as given below:

N = N0 ⇥ exp

✓ �z

lint

◆
(7.2)

where N is the number of hadrons surviving without undergoing any hadronic interac-
tion at a distance z into the detector, N0 is initial number of incident hadron, and lint is the
nuclear interaction length of the detector.

It follows from equation 7.2 that the probability of hadronic interaction is strongly de-
pendent on lint of the detector. Precise identification of the shower starting location of
hadrons within the detector opens up plethora of avenues to study and optimize the detec-
tor performance, such as optimized energy reconstruction, hadronic shower development,
validation of hadronic physics modelling of the simulation etc.

7.3.1 A preliminary shower start finder algorithm

The simplest and most obvious choice to develop such an algorithm is to take advantage of
the fact that a hadron acts like a MIP and deposits very low energy in the detector before
it starts showering. A simple trial algorithm based on the trend of energy deposited in
the consecutive layers is employed to identify the shower start location. It uses the energy
deposited at the ith as well as previous two layers of the detector. The algorithm is described
below:

1. Compute energy sum (E) in a circle with radius R < 2 cm at layer i with track impact
position as the center.

2. If at first CE-E layer, the condition (ELayer 1 >20 MIPs) is satisfied, then shower started
at layer 1 and exit from the algorithm, otherwise go to next layer.

3. If at second CE-E layer, the conditions (ELayer 2 > 20 MIPs) AND (ELayer 2 > 2 ⇥
ELayer 1) are satisfied, then shower started at layer 2 and exit from the algorithm, oth-
erwise go to next layer.

4. If at next ith layer, the conditions (ELayer i >20 MIPs) AND (ELayer i > 2 ⇥ ELayer i-1)
AND (ELayer i > 2⇥ ELayer i-2) are satisfied, then shower started at layer i and exit from
the algorithm, otherwise go to next layer.

5. If none of the above condition is satisfied in any of the HGCAL layers, then shower
start is NOT FOUND and exit from the algorithm.

The algorithm can only predict the layer downstream of true shower start point. For
example, if the true shower start point is between layer 7 and 8, then the very best estimation
of algorithm will point to layer 8. Therefore, the events get integrated (∆N) for the shower
start between two consecutive layers with absorber thickness ∆z as shown below:



146

Energy [MIPs]
0 500 1000 1500 2000 2500

E
n
tr

ie
s

0

200

400

600

800

1000

1200

1400

1600

1800

2000
-
π20 GeV 

All pions

CE-E pions

CE-H pions

Beam test 2018, H2 CERN

Energy [MIPs]
0 1000 2000 3000 4000 5000 6000

E
n
tr

ie
s

0

200

400

600

800

1000

1200

1400

1600
-
π50 GeV 

All pions

CE-E pions

CE-H pions

Beam test 2018, H2 CERN

Energy [MIPs]
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

E
n
tr

ie
s

0

1000

2000

3000

4000

5000

-
π80 GeV 

All pions

CE-E pions

CE-H pions

Beam test 2018, H2 CERN

Energy [MIPs]
0 2000 4000 6000 8000 10000 12000

E
n
tr

ie
s

0

500

1000

1500

2000

2500

3000

3500

4000
-
π100 GeV 

All pions

CE-E pions

CE-H pions

Beam test 2018, H2 CERN

Energy [MIPs]
0 5000 10000 15000

E
n

tr
ie

s

0

500

1000

1500

2000

2500
-
π120 GeV 

All pions

CE-E pions

CE-H pions

Beam test 2018, H2 CERN

Energy [MIPs]
0 5000 10000 15000 20000

E
n

tr
ie

s

0

500

1000

1500

2000

2500
-
π200 GeV 

All pions

CE-E pions

CE-H pions

Beam test 2018, H2 CERN

Energy [MIPs]
0 10000 20000 30000

E
n

tr
ie

s

0

500

1000

1500

2000

2500

3000

-
π250 GeV 

All pions

CE-E pions

CE-H pions

Beam test 2018, H2 CERN

Energy [MIPs]
0 10000 20000 30000

E
n

tr
ie

s

0

500

1000

1500

2000

2500

3000

3500

4000
-
π300 GeV 

All pions

CE-E pions

CE-H pions

Beam test 2018, H2 CERN

FIGURE 7.9: Figure shows energy distribution for all pion beam energies.
Blue and red solid line corresponds to energy distribution for events when
pion starts to shower in CE-E (CE-E pions) and when it is MIP-like in CE-E
(CE-H pions), respectively. Black dotted line corresponds to both types of

pions combined.
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∆N =
Z z+∆z

z
N0e�zdz

= N0 · e�z ·
⇣

1 � e�∆z
⌘

Taylor expanding e�∆z gives us,

∆N = N0 · e�z · {1 � (1 + (�∆z) +O(∆z))}

∆N = N0 · e�z · ∆z

∆N = N · ∆z

=) ∆N ∝ ∆z

Therefore, if the distance between two active layers (i and i-1) are larger in terms of lint,
then the predicted number of pions start showering at layer i will be larger. This behaviour
is evident if the shower starting events is plotted as a function of layer (in lint) as shown in
Figure 7.10 (left). For example, a jump in the number of shower starting events is observed
at the interface of CE-E and CE-H which is an artefact of higher absorber thickness in CE-H
as compared to CE-E (see Figure 6.11).

To account for this fact, the predicted number of shower starting at ith layer is normal-
ized by ∆li

int. The entries corresponding to the first layer of CE-E is not re-weighted because
of the fact that there is no active layer before it and ∆lint from particle production till first
layer is very small. Entries in back-to-back layers in CE-E are also summed up to make the
distribution more compact. Thus, it results in expected exponentially falling behaviour of
number of showering pions as a function of calorimeter depth, shown in Figure 7.10 (right).
The algorithm predicts that for ⇠ 70% events, the pion start showering in CE-E, which is
consistent with the fact that CE-E is 1.4 lint deep.
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FIGURE 7.10: The number (normalized by total number of events) of sur-
viving pions without initiating shower as a function of calorimeter depth (in
lint) as predicted by preliminary version of shower start finder algorithm.
The plot on the left shows the numbers before weighting with ∆lint at each

layer and right plot shows after weighting it along with a exponential fit.

Though the preliminary version of algorithm performs reasonably well for high energy
pions, it shows sub-optimal performance for low energy pions. This shortcoming becomes
evident when the algorithm is used for the event categorization purpose. Table 7.5 shows
fraction of events in different categories as predicted by preliminary algorithm.
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TABLE 7.5: Fraction of events segregated into different categories after em-
ploying preliminary version of shower start finder algorithm in beam test

data.

Beam energy CE-E pions CE-H pions Shower start not found

20 GeV 56.0% 13.7% 30.2%

50 GeV 67.2% 24.1% 8.7%

80 GeV 68.4% 25.9% 5.6%

100 GeV 69.33% 25.9% 4.8%

120 GeV 69.8% 25.8% 4.3%

200 GeV 71.1% 26.0% 2.8%

250 GeV 72.3% 25.0% 2.6%

300 GeV 73.1% 24.6% 2.2%

It is observed that for more than 30% events in 20 GeV pion data, this algorithm fails to
find shower start location whereas it falls to below 3% for 200 GeV pion data. Such events
do not fall into either CE-E or CE-H pion categories, hence are rejected. About 1.4% pions
are expected to survive without undergoing hadronic interaction by the end of the last layer
of CE-H (lpion ⇠ 4.26). Figure 7.11 shows energy comparisons for 20 and 200 GeV pion data
in CE-E (left) and CE-H (right) for the events where the algorithm fails to find any shower
start layer. Energy distribution for 20 GeV pion clearly shows a longer tail and a bump in
CE-E and CE-H, respectively. It points to the fact that there is a significant energy deposit
in the compartments and therefore these events correspond to showering pions.
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FIGURE 7.11: Energy distribution comparison between 20 GeV (blue solid
line) and 200 GeV (red dotted line) pions for which preliminary version of
shower start finder algorithm fails to find shower start location in beam test

data.

Such sub-optimal performance of the preliminary version of algorithm warrants an im-
provement, especially for low energy pions. In order to assess the performance and op-
timization of the algorithm, the predicted shower start layer is compared against the true
first hadronic interaction (FHI) layer extracted from simulation.

7.3.2 Extraction of true first hadronic interaction in simulation

The extraction of the location of FHI (zshower-start) is possible in the GEANT4 simulation
package of CMSSW framework using simWatcher, as discussed in section 2.7.3. For the
purpose of hadronic shower analysis, if the primary G4Track (i.e. the particle shot from
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the particle gun, p� in our case) undergoes hadronic interaction (HadInelastic, Had-

Capture, HadFission, HadAtRest processes in GEANT4 framework), then following
information is extracted and saved:

• (x, y, z) coordinates of the G4step

• number of secondaries produced at the interaction point

• particle IDs, charge, (x, y, z) coordinates of each secondary particle.

• kinetic energy of each secondary particle

If the primary track (p�) does not undergo any of the hadronic interactions within HG-
CAL+AHCAL detector, then the event is rejected. About 40000 events are generated for
each beam energy using FTFP BERT EMN physics list. The fraction of the events for which
no hadronic interaction occurs within HGCAL+AHCAL is listed in Table 7.6. It is to be
noted that it also contains events where p� decays to µ� in flight.

TABLE 7.6: Fraction of events in which pions survive without undergoing
any hadronic interaction in HGCAL + AHCAL calorimeter.

Beam energy Event fraction

20 GeV 2.80%

50 GeV 1.18%

80 GeV 0.64%

100 GeV 0.61%

120 GeV 0.56%

200 GeV 0.24%

250 GeV 0.24%

300 GeV 0.18%

The zshower-start
true coordinate of the interaction point is a continuous distribution, whereas

the shower start finder algorithm gives shower start location in terms of layer number.
Since the algorithm only predicts the layer just after the shower start location, therefore it
is important to propagate zshower-start

true onto the next active layer in order to make one-to-one
comparison. For each zshower-start

true extracted from simulation, the next nearest active layer
(Lshower-start

true ) is assigned as depicted in the representation in Figure 7.12.

FIGURE 7.12: An image representation of the procedure to project FHI loca-
tion onto next active layer. In this example, the shower starts between active
layer 4 and 5, therefore layer 5 is chosen as FHI location to make one-to-one

comparison with the shower start finder algorithm.



150

Events for which either the shower start is not found or is beyond HGCAL layers, layer
= -1 is assigned. In GEANT4, the hadronic interaction includes both soft as well as hard
hadronic interaction, therefore the actual shower development might not correspond to
Lshower-start

true . This scenario is shown in Figure 7.13. The figure shows an event display for a
20 GeV p� event where truth information indicates Lshower-start

true as CE-E layer 12, whereas it
can be observed that the shower does not start until later layers of CE-H.

FIGURE 7.13: Event display of an 20 GeV/c simulation event with first
hadronic interaction as soft hadronic interaction.

The events with such soft interactions should be removed not just to assess the perfor-
mance of the algorithm but also for optimization. In such soft interaction events, the incom-
ing hadron produces a small number of secondary particles at zshower-start

true and the momen-
tum transfer to secondaries is also expected to be small. Therefore, the truth information
is used in order to remove such events, such as the number of secondaries produced at the
interaction point and kinetic energies carried by them. However, since GEANT4 treats all
the particles as secondary particles after the G4Step undergoes an interaction, therefore one
can not distinguish between primary and secondary particles after the interaction. Hence,
the kinetic energy sum carried by secondaries is calculated as follows:

ESec
KE = ∑ EallSec

KE � EleadHadron
KE (7.3)

where ∑ EallSec
KE is the kinetic energy sum of all the secondary particles produced at the

interaction, EleadHadron
KE is the kinetic energy of leading hadron of same species and charge

as that of incident hadron (p� in this case) and ESec
KE is the kinetic energy carried by all the

secondary particles.

The ESec
KE is further normalized by the beam energy in order to decide a single cut for soft

hadronic interaction event rejection. Figure 7.14 shows a correlation plot between number
of secondary particles produced at Lshower-start

true versus fractional kinetic energy (ESec
KE /Ebeam)

carried by secondary particles for a few beam energy pions. The figure shows that there
is a population of events around (0, 0). This population corresponds to the events where
the number of secondaries as well as the kinetic energy transfer is very small. The type of
events as shown in the event display Figure 7.13 belongs to this population.



151

Fractional KE of secondaries

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
u

m
b

e
r 

o
f 

s
e

c
o

n
d

a
ri
e

s

0

20

40

60

80

100

120

140

0

10

20

30

40

50

60

70

80

Beam test 2018

-
πFTFP_BERT_EMN: 20 GeV 

 

Fractional KE of secondaries

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
u

m
b

e
r 

o
f 

s
e

c
o

n
d

a
ri
e

s

0

20

40

60

80

100

120

140

0

20

40

60

80

100

120

140

Beam test 2018

-
πFTFP_BERT_EMN: 50 GeV 

 

Fractional KE of secondaries

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
u

m
b

e
r 

o
f 

s
e

c
o

n
d

a
ri
e

s

0

20

40

60

80

100

120

140

160

180

200

0

20

40

60

80

100

120

140

160

Beam test 2018

-
πFTFP_BERT_EMN: 100 GeV 

 

Fractional KE of secondaries

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
u

m
b

e
r 

o
f 

s
e

c
o

n
d

a
ri
e

s

0

20

40

60

80

100

120

140

160

180

200

0

20

40

60

80

100

120

140

Beam test 2018

-
πFTFP_BERT_EMN: 200 GeV 

 

FIGURE 7.14: The correlation between fractional kinetic energy carried by
secondary particles versus number of secondary particles produced at the
first hadronic interaction for different p� beam. The population at the left
bottom corner of the plot corresponds to interactions where the number of
secondary particles produced are small and the fractional energy carried by
the incident p� is large. A cut at 0.4 as indicated by vertical dotted red line is

applied to reject such events for optimization purpose.
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In order to reject such events, a cut is applied on fractional kinetic energy carried by sec-
ondaries. The cut is chosen to be greater than 0.4 (indicated by red dotted line in Figure 7.14)
and events below this cut are rejected for all beam energies. This cut ensures that only hard
hadronic interaction events are retained for the optimization purpose. Equipped with hard-
hadronic interaction events, one can now optimize the algorithm using truth information
as a reference. Following reconstructed variables are used for the optimization:

• Energy threshold : Since the energy deposited in the detector by hadrons is non-
linear, therefore an energy dependent threshold is chosen for consistent performance.

• Radius of energy sum : Hadronic shower has a wider lateral spread, therefore a larger
radius of the circle is chosen.

• Number of reconstructed hits : HGCAL prototype is a highly granular detector,
hence the number of reconstructed hits at a given layer is also used.

7.3.3 Algorithm optimization

In the preliminary shower start finder algorithm, the radius to sum up the energy is taken
as 2 cm and the center of the circle is defined as the track impact position extrapolated
from the delay wire chambers (DWC). Since lint is ⇠ 19.9 cm and ⇠ 20.4 cm in Pb and
Fe respectively, therefore the hadronic shower containment in a circle of 2 cm radius is
expected be very small. Here, Fe is taken as a proxy for steel absorbers (CE-H absorber).
A circle of 10 cm radius is considered as an optimum value which is about half lint for
Pb and Fe and also covers a full silicon module, i.e. a full sampling layer in CE-E and
central module in CE-H. The fact is also considered that a slight deflection in the direction
of incident hadron, due to scattering, might cause a deviation from the extrapolated track
from DWCs. This might make the track impact position to differ from the actual incident
hadron impact point later in the layers. Therefore, center of gravity (COG) is taken as the
center of the circle for summing up the energy and number of reconstructed hits, instead of
track impact position. The center of gravity is defined as follows:

xi
COG =

∑j xi
j ⇥ Ei

j

∑j Ei
j

; i 2 [1, 40] and j 2 [reconstructed hits at layer i]

yi
COG =

∑j yi
j ⇥ Ei

j

∑j Ei
j

; i 2 [1, 40] and j 2 [reconstructed hits at layer i]

(7.4)

Three discriminators are used for the shower start finder algorithm optimization, viz.
number of reconstructed hits, energy sum within a circle of radius 10 cm around COG and
transverse energy spread. The transverse energy spread is calculated in terms of lateral
energy ratio, averaged over three consecutive layers, denoted as Ri, which is defined in the
equation 7.5 below:

Ri =
∑

i+2
j=i En

j
2cm

∑
i+2
j=i En

j
10cm

(7.5)

where the numerator and denominator is the energy summed in a circle of 2 cm and 10
cm, respectively, around the COG in three consecutive layers. For last and second-last layer
of CE-H, the summation runs over two and one layer, respectively. The variable Ri encap-
sulates the shower development information in a moving window of three layers which is
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expected to peak at 1 for MIP like particles and lower than 1 for showering particles.

For the threshold optimization of these three discriminators, the truth information of
shower start layer is used and the corresponding distributions are compared with µ� as
a reference for MIP-like pions i.e. before pions initiate a shower. The distributions are
compared at Lshower-start

true , referred to as layer i. Figure 7.15 and 7.16 shows such comparisons
between muons and pions of 20 GeV and 100 GeV, respectively, at layer i and layer i - 2
in CE-E and CE-H. It is observed that two layers before pion starts showering (layer i - 2),
the distributions of number of reconstructed hits, energy sum and Ri, are similar between
muons and pions since both act as MIP-like particle. Whereas, when pion starts showering
the distribution show different behaviour as compared to MIP as expected, such as high
hit multiplicity, high energy and relatively large transverse shower spread; for both high
as well as low energy pions. Based on the distribution comparisons at ith layer, the hit
multiplicity and Ri threshold is chosen as greater than 3 and less than 0.96, respectively.
The threshold for these two variables is fixed for all beam energies. However, the energy
deposition threshold is made energy dependent, described later in this section, in order to
achieve consistent performance across all beam energies.
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FIGURE 7.15: Comparisons of number of reconstructed hits (left column),
energy (middle column) and lateral energy ratio (right column) in CE-E (top
row) and CE-H (bottom row) between muons and 20 GeV pions at shower

starting layer and previous-to-previous layer.

Combining all these information, the optimized shower start finder algorithm can be
summarised as follows:

1. At the ith layer, calculate number of reconstructed hits (Nrechitsi), energy sum (Eni)
in a circle of radius 10 cm around COG, and transverse shower spread (Ri).

2. If the conditions (Nrechitsi
> 3) AND (Eni

> E thres) AND (Ri < 0.96) are satisfied,
then shower started at layer i and exit from the algorithm, otherwise go to next layer.
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FIGURE 7.16: Comparisons of number of reconstructed hits (left column),
energy (middle column) and lateral energy ratio (right column) in CE-E (top
row) and CE-H (bottom row) between muons and 100 GeV pions at shower

starting layer and previous-to-previous layer.

3. If above condition is not satisfied in any of the HGCAL layers, then shower start is
NOT FOUND and exit from the algorithm.

The value of E thres is determined by scanning different values of E thres with re-
spect to efficiency, for each beam energy. The value corresponding to which the efficiency is
maximum is set as E thres for a given beam energy. The efficiency is defined as the fraction
of events for which the reconstructed shower start layer (Lshower-start

reco ) falls within ±n layers
with respect to Lshower-start

true and is defined as follows:

Efficiency =
Events with |Lshower-start

true � Lshower-start
reco |  n

Events with Lshower-start
true

(7.6)

The window n for efficiency calculation depends on ∆lint between active layers of sub-
detector. Since ∆lint in CE-E (∆lint ⇠ 0.05) is smaller than CE-H (∆lint ⇠ 0.28), therefore
for CE-E the window size is chosen as ±1 , ±2 and ±3 layers; whereas for CE-H the win-
dow size is chosen as ±1 and ±2 layers.

Figure 7.17 shows E thres versus efficiency in the window of ±2 layers for CE-E and
±1 for CE-H as well as in ±2 layers for both combined, for all beam energies. The value
of E thres is chosen for which the efficiency peaks for combined detector. The E thres

values are listed in table 7.7 for all beam energies.

While in this case, the beam energy is used to extract E thres value, in the real experi-
ment the information about true energy of incident particle will not be known. In that case,
track momentum of the particle can be used as a reference to obtain the value of E thres.
Figure 7.18 shows E thres as a function of beam energy fitted with two separate functions
as shown in below:
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FIGURE 7.17: Efficiency versus E thres values for all beam energies in dif-
ferent window n, The value at which the efficiency peaks is chosen to be

E thres value for corresponding beam energy.
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TABLE 7.7: The table for E thres value in terms of MIPs for all beam ener-
gies.

Beam energy [GeV] E thres [MIPs]

20 12
50 20
80 25
100 30
120 30
200 40
250 40
300 40

Ethres =

⇢
�6.6 ⇥ 10�7 · E3 � 4.1 ⇥ 10�4 · E2 + 0.275 · E + 6.8 , if E < 200 GeV
40.0 , if E � 200 GeV

The fitted function can be used to extract the threshold values (E thres) based on the
reference.
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FIGURE 7.18: Optimized chosen threshold for E thres as a function of beam
energy fitted with two polynomial functions (dotted line).

7.3.4 Performance of optimized algorithm

The optimized (or new) shower start finder algorithm shows significant improvement over
the preliminary version of the algorithm. The comparison between preliminary and new
version of the algorithm is shown in tabular format in Table 7.8 as well as in graphical
format in Figure 7.19. The preliminary version has a good performance for beam energies
greater than 100 GeV, however, it shows very poor performance for lower beam energies
where the efficiency is observed to be as low as 52.0% for CE-H within ± 1 layer. The
optimized algorithm shows a consistent performance across all beam energies for both CE-
E and CE-H prototype. It should be noted that a slightly lower efficiency of the algorithm is
observed in CE-E as compared to CE-H. This is because of the fact that even for a window
of n = ± 2 layers in CE-E, the available depth for the shower to develop is ⇠ 0.2 lint (=
0.05 ⇥ 4; i.e. 2 CE-E layers before and 2 CE-E layers after Lshower-start

true ) whereas for CE-H a
window of n = ± 1 layer is ⇠ 0.56 lint (0.28 ⇥ 2). Therefore in CE-H, the thresholds are
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easily satisfied. This feature was also observed while tuning the threshold parameters as is
shown in Figure 7.15 and 7.16.

TABLE 7.8: Efficiency table in different window n for preliminary version (in
black) and new version (in red) of shower start finder algorithm, in CE-E and
CE-H prototype. The new version of the algorithm shows higher efficiency

for all beam energies.

Energy [GeV] 20 50 80 100 120 200 250 300

CE-E (within ±1 layer)
67.6% 80.1% 82.9% 84.7% 84.7% 85.1% 84.7% 84.8%
(76.5%) (81.7%) (82.9%) (83.5%) (83.5%) (84.0%) (84.1%) (84.8%)

CE-E (within ±2 layer)
75.1% 86.6% 88.6% 89.7% 89.4% 89.0% 88.7% 88.5%
(88.6%) (91.8%) (91.8%) (92.1%) (91.9%) (91.8%) (91.8%) (92.1%)

CE-E (within ±3 layer)
89.7% 89.2% 90.6% 91.6% 91.2% 90.6% 90.2% 90.3%
(93.3%) (95.1%) (94.8%) (94.9%) (94.6%) (94.2%) (94.1%) (94.3%)

CE-H (within ±1 layer)
52.0% 83.4% 88.1% 89.3% 88.4% 88.4% 86.8% 86.7%
(93.4%) (94.8%) (95.1%) (95.7%) (95.4%) (95.8%) (95.3%) (94.6%)

CE-H (within ±2 layer)
53.8% 85.7% 89.9% 90.9% 89.8% 89.6% 87.8% 87.7%
(95.7%) (96.7%) (96.6%) (96.8%) (96.4%) (96.8%) (96.2%) (95.6%)
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FIGURE 7.19: The efficiency comparison between preliminary and new ver-
sion of shower start finder algorithm in CE-E (left) and CE-H (right) pro-
totype. Different style of markers depict different window n used for effi-
ciency calculation. The new version of the algorithm shows a consistent per-
formance across all beam energies and shows higher efficiency as compared

to preliminary version.

Furthermore, in order to also make sure that the optimized cuts are not biased towards
one particular physics modelling, the validity is checked by assessing the performance of
the algorithm on the simulation samples produced with QGSP FTFP BERT EMN physics
list. The algorithm is employed in the simulation samples without changing any parameter
of the algorithm and the efficiency is calculated in different window n of Lshower-start

true in CE-E
and CE-H. Figure 7.20 shows the efficiency comparison for different samples, and is found
to be in good agreement with each other. The efficiency numbers have been shown in the
tabular format in Table 7.9.

Finally, the optimized algorithm is employed in the beam test data and compared with
the simulated sample with FTFP BERT EMN and QGSP FTFP BERT EMN physics list. Fig-
ure 7.21 shows the number of pions, normalized with ∆lint, surviving without undergoing
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FIGURE 7.20: Figure shows the efficiency of the algorithm for simulation
samples produced with two physics lists (shown in different colours) in CE-E
(left) and CE-H (right). The algorithm shows similar performance and is in

good agreement with each other.

TABLE 7.9: The table lists the efficiency values for three physics lists for
different beam, energies in the window n in CE-E and CE-H. Magenta and
green colours corresponds to FTFP BERT EMN and QGSP FTFP BERT EMN

physics list, respectively.

Energy [GeV] 20 50 80 100 120 200 250 300

CE-E (within ±1 layer)
(76.8%) (81.3%) (83.5%) (83.4%) (83.9%) (84.3%) (94.7%) (85.0%)
(78.5%) (82.3%) (82.7%) (81.0%) (91.7%) (80.7%) (81.2%) (82.1%)

CE-E (within ±2 layer)
(88.8%) (91.6%) (92.4%) (92.2%) (92.1%) (91.7%) (91.7%) (91.9%)
(89.7%) (92.0%) (92.3%) (91.1%) (91.5%) (91.1%) (90.6%) (91.1%)

CE-E (within ±3 layer)
(93.5%) (95.1%) (95.4%) (95.0%) (94.8%) (94.2%) (94.1%) (94.3%)
(94.1%) (95.5%) (95.2%) (94.4%) (94.3%) (94.0%) (93.4%) (93.6%)

CE-H (within ±1 layer)
(93.4%) (94.9%) (95.1%) (95.5%) (95.3%) (95.3%) (94.8%) (94.0%)
(93.4%) (95.7%) (95.7%) (96.1%) (95.9%) (96.2%) (95.5%) (94.9%)

CE-H (within ±2 layer)
(95.8%) (96.6%) (96.5%) (96.7%) (96.4%) (96.4%) (95.9%) (95.0%)
(95.4%) (96.9%) (96.7%) (97.0%) (96.9%) (96.8%) (96.2%) (95.6%)

hadronic interaction as a function of calorimeter depth in terms of lint in beam test data
and is compared with two simulated samples for all beam energies. The distribution shows
an exponentially falling trend as expected. Both data and simulation (with both the physics
lists) show exponentially falling behaviour as expected, and show good agreement espe-
cially at higher beam energies. An exponential function is fitted to both data and simu-
lation points to extract the interaction length for pions (lpion). We also checked that the
data and simulation comparisons of lpion becomes more closer if one fits only the points
in CE-H. Furthermore, it is found that lpion is ⇠ 1.2 ⇥ lint (see table 7.10). This observa-
tion is consistent with the fact that the interaction length l (equation 2.43) depends on the
interaction cross-section of incident hadron and the material nuclei. As discussed in detail
in section 2.2.3 that the interaction cross-section for p-p (used in lint calculation) is higher
than p-p interaction cross-section, which effectively translates to p� seeing less material
as compared to proton or neutron. The observation that lpion is ⇠ 1.2 ⇥ lint in HGCAL
prototype agrees with with cross section measurements on iron [122] [123].
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FIGURE 7.21: Figure shows the number of pions, normalized with ∆lint,
surviving without hadronic interaction as a function of calorimeter depth in
terms of lint for all p� beam energies. The distribution is fitted with an ex-
ponential function (solid lines), the fit result shows lpion is about ⇠1.2 times

larger than lint as expected.
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Ebeam [GeV] Data [lint] FTFP BERT EMN [lint] QGSP FTFP BERT EMN [lint]

20 1.140 ± 0.01 1.197 ± 0.01 1.192 ± 0.01

50 1.159 ± 0.01 1.234 ± 0.01 1.223 ± 0.01

80 1.183 ± 0.004 1.226 ± 0.01 1.228 ± 0.01

100 1.187 ± 0.01 1.232 ± 0.01 1.235 ± 0.01

120 1.189 ± 0.01 1.217 ± 0.01 1.225 ± 0.01

200 1.191 ± 0.01 1.219 ± 0.01 1.204 ± 0.01

250 1.173 ± 0.01 1.184 ± 0.01 1.192 ± 0.01

300 1.161 ± 0.01 1.178 ± 0.01 1.174 ± 0.01

TABLE 7.10: Table for lint values in data and simulation as obtained by fitting
an exponential to pions of all beam energies as shown in Figure 7.21.

7.3.5 Event categorization using shower start finder algorithm

Equipped with an optimized algorithm to identify the shower start location in the HGCAL
prototype, it can be used for event categorization purpose and segregate the events into
CE-E and CE-H pions. Condition for categorizing into these two events are fairly straight
forward as described below:

• If Lshower-start
reco is within first 28 CE-E layers, then the pion is referred to as CE-E pions.

• If Lshower-start
reco is in next 12 CE-H layers, then the pion is referred to as CE-H pions.

• If shower start is not found, the pion is referred to as MIP-like pions.

Having two methods of event categorization criteria, the correlation between the two
methods is checked to make sure the optimized shower start finder algorithm is sufficient
for this purpose. To find the correlation, both the methods are employed on each event
in beam test data, and the fraction of events in each category is calculated based on given
method. The numbers are visualized in a matrix form as shown in Figure 7.22 for all beam
energies. The numbers in the columns correspond to shower start finder method and num-
bers in the rows correspond to energy-based method. The diagonal bins (with blue arrow)
correspond to the events which are categorized in the same category by both the methods.
Summing the event fractions from these three diagonal bins indicate the total fraction of
events for which both the method categorize the event in the same category, hence the total
correlation. The matrix shows that the correlation is more than 89% for all beam energies,
therefore shower start finder algorithm is a good handle for event categorization and to
probe longitudinal shower development for different depth shower start location.

7.4 Shower energy reconstruction using a fixed detector energy

scale

As discussed earlier in this chapter that the pion shower energy measured in terms of MIPs
yields a non-Gaussian distribution (Figure 7.9) because of the detector design, i.e. different
absorbers and different sampling of electromagnetic and hadronic sections. Therefore, to
measure the shower energy in terms of GeV, these two facts needs to be taken into account.

One of the methods to achieve this goal is by determining MIP-to-GeV energy scales
for electromagnetic and hadronic sections. For electromagnetic section (CE-E), MIP-to-GeV
energy scale is determined using e+ beam and for hadronic section (CE-H + AHCAL), MIP-
to-GeV energy scale is determined using p� that are MIPs in CE-E. The reason to use e+ to
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FIGURE 7.22: Figure shows the event fractions (in percent) for which the pion
events are categorized in different categories based on shower-start-finder
method (in columns) and energy-based method (in rows). The arrow depicts
the common events which are categorized in the same categorize by both
methods and the number the arrow points to, shows the total sum of such

events.
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calibrate CE-E is because of the fact that e+ shower is almost completely contained in CE-E.
It facilitates to disentangle the response of the electromagnetic and the hadronic sections.
Figure 7.23 shows CE-E energy sum distribution for 50 GeV (left) and 100 GeV (right) e+

beam test data, with a Gaussian function fitted within ±1.5 s around the mean.
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FIGURE 7.23: Energy sum distribution [in MIPs] of 50 GeV (left) and 100 GeV
(right) e+ beam in CE-E prototype, fitted with a Gaussian function.

The MIP-to-GeV energy scale for electromagnetic section (a f ix) is obtained by taking the
ratio of e+ beam energy to the mean (µ) of the fitted Gaussian. The energy scale obtained
using 50 GeV and 100 GeV e+ beam is found to be within 1%. This is expected since electro-
magnetic shower energy scales linearly with the incident energy of positron (section 2.6.1).
The MIP-to-GeV energy scale for electromagnetic section a f ix is taken as 10.57 MeV/MIP as
obtained from 50 GeV e+ beam test data. This energy scale is consistent with an indepen-
dent study performed for electromagnetic showers in CE-E prototype [118].

The energy scale of hadronic section, CE-H + AHCAL combined setup, is obtained using
50 GeV CE-H pions. Although the absorber material in both CE-H and AHCAL is steel but
there are differences between the two detectors for example active material, sampling fre-
quency, longitudinal and transverse dimensions as mentioned in chapter 6. The differences
in the detection technologies, i.e. silicon for CE-H and scintillator on SiPM for AHCAL,
is taken care of by converting the ADC data into corresponding MIP equivalent of energy
deposit. However, other mentioned differences result in different MIP-to-GeV scales for the
two sections. Therefore, it is important to introduce a relative weight (d f ix) factor in order to
correctly combine the energy shared between CE-H and AHCAL as shown in equation 7.7
below:

EHad
MIPs = ECE-H

MIPs + d f ix ⇥ EAHCAL
MIPs (7.7)

The value of d f ix is determined by minimizing the resolution of EHad
MIPs distribution by

varying it from 0.02 to 1.0 in the steps of 0.02. For each value of d f ix, a Gaussian function
is fitted within ±1.5 s around the mean of EHad

MIPs energy distribution. Figure 7.24 shows
the example of such distributions of EHad

MIPs for different values of d f ix, fitted with Gaussian
function. Using mean (µ) and width (s) of the fitted function, the resolution (s/µ) is plotted
as a function of d f ix for all beam energies as shown in Figure 7.25 (left). The minima of
resolution versus weight scan for all beam energies are observed at d f ix ' 0.4, therefore the
d f ix is set to be 0.4. After fixing the value of d f ix, the overall MIP-to-GeV factor (b f ix) for the
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hadronic section is obtained by taking the ratio of 50 GeV p� beam energy to mean (µ) of
the fitted Gaussian and is found to be ' 78.9 MeV/MIP, as shown in Figure 7.25 (right).
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FIGURE 7.24: Figure shows CE-H + AHCAL energy sum distribution with
different relative weights (d f ix) and fitted with a Gaussian function to deter-

mine relative resolution for 50 GeV p� beam test data.

Using MIP-to-GeV energy scale for electromagnetic and hadronic section of the calorime-
ter, the energies are combined in the following manner:

Emeasured[GeV] = a f ix · ECE-E
MIPs + b f ix · (ECE-H

MIPs + d f ix · EAHCAL
MIPs )

(7.8)

where a f ix ( = 10.57 MeV/MIP) and b f ix ( = 78.9 MeV/MIP) are MIP-to-GeV scales for
CE-E and CE-H + AHCAL combined system, respectively. And ECE-E

MIPs, ECE-H
MIPs , EAHCAL

MIPs are
the total energy measured in MIPs in different compartments.
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FIGURE 7.25: Figure on left shows CE-H + AHCAL energy resolution as a
function of relative weight (d f ix) for all pion beam energies. The minima lies at
d f ix ' 0.4. The right figure shows CE-H + AHCAL energy sum distribution

with d f ix = 0.4, fitted with a Gaussian function for 50 GeV CE-H pions.

To obtain the energy distributions in terms of GeV, energy is combined from CE-E, CE-H
and AHCAL prototypes using the prescription described above in equation 7.8. Figure 7.26
shows energy distributions in terms of GeV for CE-E pions (blue solid line) , CE-H pions
(red solid line) as well as inclusive of both categories (black dotted line) for all beam energies
in data. It is observed that the energy distributions exhibit Gaussian form for both the
categories as expected. Energy distributions corresponding to 50 GeV CE-H pions shows
the peak at 50 GeV, whereas CE-E pions shows peak lower than 50 GeV. A Gaussian function
is fitted iteratively to energy distributions in order to obtain energy response and resolution.
In each iteration, the fit range is restricted to µ ±1.5 s of the previous fit. Typically, three
iterations are sufficient to converge the fit. The energy response is defined as the ratio of
mean (µ) of the fitted Gaussian function to the beam energy (µ/Ebeam) and energy resolution
is defined as the ratio of s and µ of the fitted Gaussian function.

Figure 7.27 shows the response and resolution as a function of beam energy obtained
using above described method for CE-E pions, CE-H pions and all pions. Corresponding
numbers can be found in appendix F. The response plot (left) shows a non-linear trend for
all the categories. Such non-linearity in the hadronic response indicates that the detector is
non-compensating calorimeter (see section 2.6.2). The energy response is unity for 50 GeV
CE-H pions by construction because of the fact that the energy scale for hadronic section ,
i.e. CE-H + AHCAL, is obtained using 50 GeV CE-H pions. The energy response for CE-E
pions are consistently less than one. Since the energy scale for CE-E is obtained using pure
electromagnetic shower therefore the response trend points to the under-compensating na-
ture of this calorimeter set up, i.e. e/h ratio is greater than one.

The resolution is fitted with the standard parametrized form (discussed in section 2.6.3)
as shown in equation 7.9 below:

⇣s

E

⌘
=

s✓
sp
E

◆2

+ c2 (7.9)

where, s is the stochastic term and c is the constant term. The noise term is found to be
very small therefore not included in the parametrization. Table 7.11 lists the fitted value for
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FIGURE 7.26: Reconstructed shower energy distribution in terms of GeV
using fixed weights. Solid line in blue color corresponds to CE-E pions, solid
line in red corresponds to CE-H pions and dotted black line corresponds to

inclusive events.
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FIGURE 7.27: Energy response (left) and resolution (right) as a function of
beam energy for CE-E pions (blue open square), CE-H pions (red full trian-

gles) and inclusive in both categories (black full circles).

all the categories.

Figure 7.27 (right) shows that the energy resolution for CE-H pions is better as compared
to CE-E pions for low beam energies. This can be explained by the fact that the pions that
start showering in CE-E i.e. CE-E pions, deposit their energies in both electromagnetic as
well as in hadronic section which are built with absorbers with different e/h ratios. This
has following two implications:

1. Different Z materials have different energy threshold (E0) for secondary pion (p0) pro-
duction, for example E0 for Fe is 0.7 GeV whereas for Pb, E0 is 1.3 GeV as documented
by Gabriel et al [124], therefore the fraction of electromagnetic component is different
for different absorber material.

2. Additionally, different e/h ratio means different response to electromagnetic and hadronic
component of the hadronic shower.

Thus, the fluctuation in p0 production and different response to it in different absorber
material results in worsening of energy resolution when combining the energies from elec-
tromagnetic and hadronic section. This is reflected in higher stochastic term for CE-E pions
as compared to CE-H pions in table 7.11.

It is to be noted that the fluctuation in electromagnetic component due to different e/h
ratio does not follow Poisson statistics therefore it does not scale as 1/

p
E, instead it follows

a power law as explained in [37]. However, as a crude approximation it can be absorbed
in the stochastic term and has been used here in the discussion for relative comparison pur-
poses.

The constant term for CE-E pions is found to be slightly better than CE-H pions. This
is explained by considering the fact that the shower-containment in longitudinal direction
is more for CE-E pions as compared to CE-H pions as CE-E pions see ⇠ 1.4 lint (i.e. CE-E)
more detector than CE-H pions. Hence, longitudinal shower leakage will be more for late
showering CE-H pions, thereby increasing the constant term.

When considering pions of both categories inclusively, it is observed that the response
is closer to the CE-E pions which is expected as the fraction of events for CE-E pions is ⇠
70% as mentioned earlier. The resolution for all pions is considerably worse than both CE-E
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TABLE 7.11: Values of fitted parameters to resolution for events in different
categories of pions in beam test data. The errors correspond to statistical

uncertainty only.

CE-E pions CE-H pions All pions

Stochastic [GeV� 1
2 ] 138.8 ± 1.0% 122.8 ± 1.5% 144.1 ± 1.0 %

Constant 8.4 ± 0.1 % 9.0 ± 0.2 % 12.1 ± 0.1 %

and CE-H pions. This is an artefact of combining energies from two categories that uses
different energy scales. For example, for 50 GeV pion in Figure 7.26, the energy distribution
for CE-E pions peaks at lower energy while for CE-H pions the distribution peaks at 50 GeV.
When combining the two, the overall energy distribution for all pions shows broader width
and it is reflected in the energy resolution plot as a function of beam energy in Figure 7.27.
One way to get rid of this feature is to artificially set the energy scale for CE-E pions such
that the energy response is one at 50 GeV, however, this only shifts the overall scale of CE-E
pions and does not fix the non-linearity. A better method to fix the response non-linearity as
well as the worse resolution of pions in combined category is by using optimized weights
and is discussed in detail later in this chapter.

7.4.1 Comparison with simulation

Using the prescription described in equation 7.8 the energy is reconstructed in terms of GeV
in simulation and is compared against beam test data. The weights are not re-derived for
simulation, instead fixed weights derived from data are applied on the simulated events to
check the agreement.

Figure 7.28 shows energy distribution comparison between data and simulation with
two physics lists for different pion beam energies for CE-E pions (left column) and CE-H
pions (right column) after applying fixed energy weights. Both the physics lists reproduce
the shower energy distribution shape well. However, it is observed that the energy distri-
bution in simulation is shifted to a higher value as compared to data. The mean and width
of the distributions is extracted using Gaussian fit around the core of the distribution as
described earlier, to obtain response and resolution.

Figure 7.29 shows response and resolution comparison between data and simulation as
a function of beam energy for CE-E pions and CE-H pions. Corresponding numbers can
be found in appendix F. The response plot shows that both the physics lists reproduce the
non-linearity trend very well as observed in data for both the categories of pions. How-
ever, the response is consistently higher in simulation as compared to data. This indicates
that the simulation is over-predicting shower energy for different beam energies. The over-
prediction in the simulated shower energy was foreshadowed by the out-of-the-box energy
distributions (Figure 7.6 and 7.7). However, the level of over-prediction of energy is almost
constant for all beam energy points, and is about ⇠ 5% for CE-E pions and ⇠ 10% for CE-H
pions. The reason for such energy scale difference could be due to imperfect description of
detector material or differences in the modelling of hadronic showers in simulation. These
comparisons with data and results are useful in order to tune the simulation to match as
closely to real data as possible.

The resolution comparison shows good agreement between data and simulation at higher
energies but shows a slight difference at lower energies for CE-E pions with FTFP BERT EMN
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FIGURE 7.28: Energy distribution comparison between data (black dots) and
simulation with two physics lists (coloured lines), after applying MIP-to-GeV
energy scale for different beam energies CE-E pions (left column) and CE-H

pions (right column).
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being closer to data as compared to QGSP FTFP BERT EMN. The overall agreement is
within ⇠ 10% between data and simulation.
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FIGURE 7.29: Energy response (top row) and resolution (top row) compar-
ison between data and simulation (with two physics lists) as a function of
beam energy for CE-E pions (left column) and CE-H pions (right column).
The bottom panel of response plots shows ratio between simulation and data,
and is systematically higher for simulation. The resolution comparison shows
good agreement for for higher energy for CE-E pions (bottom left) but shows
slight disagreement at lower energy. For CE-H pions (bottom right), the

agreement is good across all the energies.

7.4.2 Fixing energy scale for simulation

The constant energy scale level difference between data and simulation allows to derive a
global scale factor in order to bring down the energy response in simulation to match with
data without affecting the energy resolution. This global scale factor is obtained for electro-
magnetic and hadronic section separately.

The independent study of the performance of CE-E prototype to electromagnetic shower
using e+ data collected during October 2018 beam test experiment, shows that the simula-
tion over-predicts electromagnetic shower energy in CE-E by 3.5% as compared to data
[118]. This energy scale difference is observed to be flat as a function of e+ beam energy.
Therefore for electromagnetic section, the simulation energy is scaled down by 3.5%.

The scaling factor for combined hadronic section is derived by using CE-H pion events
and comparing combined energy in CE-H+AHCAL in terms of MIPs between data and
simulation. The combined energy is obtained according to equation 7.7 (with d f ix = 0.4),
for both data and simulation. Since response comparisons indicate that both physics lists
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show almost equal energy response (Figure 7.29), therefore only FTFP BERT EMN physics
list is used for obtaining the scaling factor. Figure 7.30 shows combined energy distribution
comparison in hadronic section between data and simulation for 50 GeV CE-H pions. Both
the distributions are fitted with a Gaussian function around the peak of the distribution in a
range of ±1.5 standard deviation. The mean (µ) of both the fitted Gaussian is extracted and
ratio µsim/µdata is found to be 1.095. Therefore, the simulation energy needs a correction of
9.5% to match with data.
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FIGURE 7.30: Combined energy distribution of CE-H and AHCAL for 50
GeV CE-H pions. Black point corresponds to data and blue line corresponds
to FTFP BERT EMN physics list. A Gaussian is fitted around the core of the
energy distributions. The simulation peak is '9.5% too high as compared to

data.

Thus, energy scale for simulation is fixed by scaling down the energy in all the detector
prototypes with following factors:

• 3.5% in CE-E

• 9.5% in CE-H

• 9.5% in AHCAL

The effect of the global energy scale application on simulation energy is shown in en-
ergy distribution comparisons between data and simulation in Figure 7.31. The distribu-
tions show good agreement with each other. The response and resolution comparison after
scaling down simulation energy is shown in Figure 7.32. The energy response is observed
to be in agreement between data and simulation with negligible change in the resolution.
Corresponding numbers can be found in appendix F.

All results shown from here onwards, the global energy correction factor on simulation
has been applied to match the energy scale with data.
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FIGURE 7.31: Energy distribution comparison between data (black dots) and
simulation with two physics lists (coloured lines) after applying scale correc-
tion on simulation energy. Energy distribution for both physics lists show

very good agreement with data.
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FIGURE 7.32: Energy response (top row) and resolution (bottom row) com-
parison between data and simulation (with two physics lists) as a function
of beam energy for CE-E pions (left column) and CE-H pions (right column)
after applying global energy correction factor on simulation. The response

matches well data and there is almost no change in resolution.
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7.5 Optimization of pion energy reconstruction using energy de-

pendent weights

The non-linearity in the energy response of hadrons is a characteristic of non-compensating
calorimeter. There are various ways in which a calorimeter can be made a compensating
calorimeter. One way to compensate is at the hardware level where the absorber and active
material are chosen such that e/h ratio is one, e.g. HELIOS calorimeter [125]. Another
way is to compensate at the software (or offline) level where the response is corrected using
software techniques. One of the simplest yet effective method for offline compensation is to
use energy dependent weights using c2-minimization based technique which is described
in the following section.

7.5.1 Energy dependent weights using c2-minimization

The response of the hadrons can be linearized by using energy dependent weights. In this
method, weights are not fixed but depend upon the energy (or momentum) of the incident
hadron such that for low energy pions where hadronic response is low, a higher weight
is applied and vice versa. Thus, non-linearity is taken away by the means of non-linear
weights. This strategy is inspired by the Particle Flow Cluster calibration method deployed
in the CMS reconstruction framework [67] and is discussed in section 3.3.

In order to obtain energy dependent weights, c2-minimization based technique is used
which is described as follows. The energy measured in different compartments is combined
in a linear combination with energy dependent weights in order to obtain the corrected
energies, for the two event categories separately. The expression for corrected energies is
defined in equation 7.10 and 7.11 below for CE-E pions and CE-H pions, respectively:

Ecorr[GeV] = a1(Ebeam) · ECE-E
fix + b1(Ebeam) · ECE-H

fix + g1(Ebeam) · EAHCAL
fix

...for CE-E pions
(7.10)

Ecorr[GeV] = ECE-E
fix + b2(Ebeam) · ECE-H

fix + g2(Ebeam) · EAHCAL
fix

... for CE-H pions
(7.11)

where a1, b1,2 and g1,2 are energy dependent weights, and ECE-E
fix , ECE-H

fix and EAHCAL
fix are

energies in GeV in different compartments calculated using MIP-to-GeV fixed energy scales
as described in previous section 7.4. The first term in equation 7.11 accounts for the energy
deposited by the MIP track of CE-H pions. The weights a1, b1,2 and g1,2 are determined
by constructing c2 as shown in equation 7.12 and minimizing it with respect to a1, b1,2 and
g1,2.

c2 = ∑
i

(Ebeam � Ei
corr)

2

s2(Ei
fix)

(7.12)

The c2 is constructed separately for CE-E and CE-H pion events. The summation (∑i)
runs over all the events for a given beam energy. The s(Ei

fix) in the denominator is a prelim-
inary estimate of the uncertainty in the measured energy (Ei

fix) using fixed weights. It helps
to reduce the contribution from the tails on lower end of energy distributions. The s(Ei

fix)
is the parametrized resolution corresponding to Figure 7.27 (right) and is given below:
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s(E)

E
=

138.8%p
E

+ 8.4% .... for CE-E pions (7.13)

s(E)

E
=

122.8%p
E

+ 9.0% .... for CE-H pions (7.14)

The c2 is minimized analytically by requiring the first derivative of equations 7.12 with
respect to a1, b1,2 and g1,2 to be zero simultaneously, for CE-E and CE-H pions separately.
The events from the test beam data are used for the minimization that fall within ±2 stan-
dard deviation from the peak of energy distribution (distribution corresponding to data as
shown in Figure 7.31). It further makes sure that the events from the core of the distribution
are picked up and are not affected by the tail effects, such as shower leakage etc., during
the optimization. To solve the simultaneous equations, matrix formulation is used which is
fairly straight-forward to implement in analysis using C++ code. The matrices obtained by
solving the equations are shown below:

0
@

a1

b1

g1

1
A =

0
BBB@

∑
ECE-E

fix ·ECE-E
fix

s2(Efix)
∑

ECE-E
fix ·ECE-H

fix

s2(Efix)
∑

ECE-E
fix ·EAHCAL

fix

s2(Efix)

∑
ECE-E

fix ·ECE-H
fix

s2(Efix)
∑

ECE-H
fix ·ECE-H

fix

s2(Efix)
∑

EAHCAL
fix ·ECE-H

fix

s2(Efix)

∑
ECE-E

fix ·EAHCAL
fix

s2(Efix)
∑

ECE-H
fix ·EAHCAL

fix

s2(Efix)
∑

EAHCAL
fix ·EAHCAL

fix

s2(Efix)

1
CCCA

�1

⇥

0
BBB@

∑
Ebeam·ECE-E

fix

s2(Efix)

∑
Ebeam·ECE-H

fix

s2(Efix)

∑
Ebeam·EAHCAL

fix

s2(Efix)

1
CCCA (7.15)

✓
b2

g2

◆
=

0
@ ∑

ECE-H
fix ·ECE-H

fix

s2(Efix)
∑

EAHCAL
fix ·ECE-H

fix

s2(Efix)

∑
ECE-H

fix ·EAHCAL
fix

s2(Efix)
∑

EAHCAL
fix ·EAHCAL

fix

s2(Efix)

1
A

�1

⇥

0
@ ∑

(Ebeam�ECE-E
fix )·ECE-H

fix

s2(Efix)

∑
(Ebeam�ECE-E

fix )·EAHCAL
fix

s2(Efix)

1
A (7.16)

After minimizing c2, the weights a1, b1,2 and g1,2 are obtained for all beam energies as
shown in Figure 7.33 for CE-E and CE-H pions. The weights are parametrized by fitting a
polynomial function (p0 + p1/

p
Ebeam) to the weights.
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FIGURE 7.33: Weights a1, b1,2 and g1,2 as a function of beam energy for CE-E
pions (left) and CE-H pions (right) with a fitted parametrized function.

The weights are plugged back in equations 7.10 and 7.11 corresponding to respective
beam energy to obtain Ecorr for CE-E and CE-H pions, respectively. Figure 7.34 shows en-
ergy distributions for different categories of pions for all the beam energies in beam test
data. The energy distribution peaks at the beam energies for all the categories i.e. CE-E
pions (blue solid line), CE-H pions (red solid line) as well as for all pions (black dotted
line).
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FIGURE 7.34: Reconstructed shower energy distribution using energy de-
pendent weights for different categories of pions in data. Solid line in blue
color corresponds to CE-E pions, solid line in red corresponds to CE-H pions
and dotted black line corresponds to inclusive events. The peak for energy
distributions for all the energies lie at beam energy after applying energy de-

pendent weights.
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The effect of energy dependent weights on the response and resolution is shown in Fig-
ure 7.35 where a linear response is obtained within a couple of percent. Corresponding
numbers can be found in appendix F. A slight improvement in the resolution is also ob-
served for low energy CE-E pions as compared to fixed weights, whereas resolution for
CE-H pions remains almost unchanged. Also, different categories of pions show similar
response and resolution as a function of beam energy as shown in Figure 7.36 after apply-
ing energy dependent weights. It, however, is not the best possible resolution achievable
with this set up as we are not making use of detailed information available from CE-E and
CE-H on an event-by-event basis (i.e. shower-by-shower details). Extending the work of
this thesis, the IISER Pune group (Alpana Sirohi et al) have shown that a Graphical-Neural-
Network (GNN) based machine learning algorithm shows better performance in terms of
energy resolution by using event-by-event information.

It is to be noted that since the weights have been derived using events that lie in the bulk
of the distribution (±2 std. dev. around the mean of data distribution in Figure 7.31) and it
is applied on all the events while performing energy reconstruction, therefore, the response
does not lie exactly at one that is obtained using Gaussian fits.
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FIGURE 7.35: Response and resolution comparison after applying fixed
weights (black open circles) and energy dependent weights (cyan full circles)
for CE-E pions (left column) and CE-H pions (right column) as a function of
beam energy in data. The response lies at one after with energy dependent
weights and a slight improvement is observed in resolution for low energy

CE-E pions.

These energy dependent weights, as derived using data (Figure 7.33), are also applied
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FIGURE 7.36: Response (left) and resolution (right) as a function of beam
energies for different categories of pions after applying energy dependent

weights.

in simulation to obtain corrected energy distributions. Figure 7.37 shows data-simulation
comparison of pion energy distribution for different beam energy of CE-E and CE-H pions.
Simulation with both physics lists shows good agreement with data. Figure 7.38 shows re-
sponse and resolution comparison between data and simulation and it is observed that the
linearity for data as well as simulation for both physics lists is within 5%. The resolution
comparison shows agreement within 10% between data and simulation for both the cate-
gories of pions. The resolution is fitted with the standard parametrized form (equation 7.9).
The stochastic and constant term are obtained for data as ⇠ 132% (122%) and 8.5% (9.0%)
for CE-E (CE-H) pions, respectively. Table 7.12 shows the stochastic and constant terms for
data as well as simulation with both physics lists for CE-E and CE-H pions. The uncertainty
quoted in the table 7.37 is statistical only. These numbers also suffer from systematic uncer-
tainties which have not been quoted in these results. The sources of systematic uncertainties
include (but not limited to): uncertainty in beam energy momenta, data-simulation beam
profile difference, low-level calibrations, shower start finder algorithm efficiency, MIP-to-
GeV calibration weights. Of these, systematic uncertainty from low-level calibrations (i.e.,
MIP-calibration and inter-gain calibration) are expected to influence data-simulation resolu-
tion comparison because, in simulation, channel-to-channel variation has not been consid-
ered. However, for 85% of HGCAL cells, this variation has been equalized (see section 6.8).
For the remaining 15% where an average value (over a chip) is used, the calibration factors
are expected to be fairly close to the average value as the calibration trend per chip has
been found to be fairly stable, e.g. see Figure 6.37. For inter-gain calibration, such level of
precision could not be achieved in CE-H as discussed in section 6.5.1, however, even 300
GeV pion showers have been found to not cross-over to LG or ToT as often as pure elec-
tron shower. Therefore, the possible contribution from inter-gain calibration uncertainty is
expected to be small.

7.5.2 Energy reconstruction in the absence of tracking or true reference

In the real experiment, the information of true energy of the incident hadron is not available.
In such cases the track momentum (which has a momentum resolution of ⇠ 1% for ptrack =
100 GeV/c, section 3.2.1) of the hadron is used as the reference, e.g. in PF hadron cluster
calibration in the CMS reconstruction framework as mentioned in appendix B. However, it
is not always possible to have track momentum measurement, such as for neutral hadrons
or charged hadrons which are outside tracker coverage region. In such cases, the measured
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FIGURE 7.37: Energy distribution comparison between data (black points)
and simulation (coloured lines) for CE-E pions (left column) and CE-H pions
(right column) for different beam energy, after the application of energy de-
pendent weights. The energy distributions of simulation shows very good

agreement with data.
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can be found in appendix F.
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TABLE 7.12: Table for stochastic and constant terms for data and simulation
with two physics lists for CE-E and CE-H pions. The errors correspond to

statistical uncertainty only.

Data FTFP BERT EMN QGSP FTFP BERT EMN

Stochastic [
p

GeV]
CE-E pions (131.7 ± 1.0)% (124.3 ± 0.8)% (116.6 ± 0.8)%
CE-H pions (122.1 ± 1.4)% (126.9 ± 1.1)% (120.1 ± 1.1)%

Constant
CE-E pions (8.5 ± 0.1)% (7.7 ± 0.1)% (8.6 ± 0.1)%
CE-H pions (9.0 ± 0.2)% (7.5 ± 0.1)% (8.2 ± 0.1)%

calorimetric energy (section 7.4) , i.e. using energy scale of the calorimeter, is used as the
reference to extract the correction factors.

To test the validity and performance of this method for hadronic showers in the October
2018 beam test experiment, the parametrization of optimized weights (a1, b1,2 and g1,2 aas
shown in Figure 7.33) is used. The weights are evaluated by taking reconstructed energy
using fixed energy scale (as discussed in section 7.4) as the reference, referred to as Ereco.
The evaluated weights are plugged back in the equation 7.10 and 7.11 accordingly, in order
to reconstruct the energy. The reconstructed energy distributions using Ereco as reference
is compared against energy distribution using Ebeam as reference (i.e. the default method).
Figure 7.39 shows energy distribution comparison between the two weight extraction meth-
ods for CE-E and CE-H pions of different beam energies. The comparison plot shows that
for low energy pions (especially CE-E pions), the distribution is slightly narrower and the
overall distribution is shifted towards higher side when Ereco is used as the reference to
evaluate the weights. For higher energy pions, both distributions are almost identical. The
picture gets clearer when one looks at the response and resolution obtained from these en-
ergy distribution.

Figure 7.40 shows response and resolution comparison between the two references for
CE-E pions, CE-H pions, and combined categories. The resolution for the combined cat-
egories is observed to get better when Ereco is used as the reference. However, it is also
observed that the response for low energy CE-E pions start to diverge from 1, and the over-
prediction in the energy increases as the pion energy decreases, as observed in energy dis-
tributions (Figure 7.39) .

Both of these features can be understood and explained by considering the non-linear
trend in the energy response (Figure 7.27) when fixed energy scale is used (i.e. Ereco), and
the non-linearity in the energy dependent weights (Figure 7.33). In the case when Ereco is
used as the reference, the weights become dynamic i.e. it depends on measured energy on
event-by-event basis. When the measured energy is small, then a larger weight is picked
up, and vice-versa for when measured energy is larger. Imagine going left or right on the
x-axis of Figure 7.33 and picking up the corresponding weights. Therefore, the resulting en-
ergy distribution is comparatively narrower as compared to the default case where a single
weight is applied for a given beam energy. This effect is evident in the energy distribution
comparison shown in Figure 7.39.

However, its adverse effect is seen in the response at lower energies for CE-E pions.
At lower energies, the mean reconstructed energy for CE-E pions is lower than the beam
energy, e.g. the energy response is ⇠ 30% smaller for 20 GeV CE-E pions (Figure 7.27).
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FIGURE 7.39: Energy distribution comparison between two references used
to extract the weights (black dashed line and blue solid line corresponds to
beam energy and reconstructed calorimeter energy taken as reference, respec-
tively) of energy reconstruction for CE-E pions (left column) and CE-H pions
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FIGURE 7.40: Energy response (left column) and resolution (right column)
comparison between two reference used to extract the weights (black full cir-
cle: beam energy, blue open rectangle: reconstructed calorimeter energy) for
CE-E pions (top row), CE-H pions (middle row) and all pions (bottom row).
The resolution is better for Ereco taken as reference, however the response gets

non-linear and energy is over-predicted for low energy CE-E pions.
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Therefore, the extracted weight (when Ereco used as reference) is on average high, resulting
in higher reconstructed energy. However, at higher energies, the non-linearity in energy
response and weights flattens out, therefore reconstructed energy is almost identical for
both the references. In summary, the energy dependent weights show good performance
even with calorimetric energy inputs and can reliably be used for neutral and out-of-the-
tracker hadrons.

7.5.3 Impact of transverse shower leakage on energy measurement

In the October 2018 beam test experiment, the transverse coverage for CE-E layers and last
three layers (see section 6.3) were limited to just one module per layer because of limited
availability of silicon sensor modules. Therefore, the lateral coverage for these layers were
also limited to the dimensions of a single module which, if approximated, is a circle of ra-
dius roughly 7 cm. Such a transverse coverage is reasonable enough (although not ideal)
for electromagnetic showers but not for hadronic showers. As discussed in section 2.3 that
the longitudinal as well as lateral spread of hadronic showers are substantially larger than
electromagnetic showers. Hence, a part of hadronic shower induced by charged pions in
the beam test detector setup is guaranteed to be leaked-out in the transverse direction. This
transverse leakage results in degradation of pion energy resolution.

To check the effect of the transverse leakage, we make use of simulation samples for
pions produced with all layers in CE-E and CE-H containing 7 silicon modules in the daisy-
like structure using FTFP BERT EMN physics list. The simulation sample is reconstructed
similar to default simulation reconstruction procedure as described in section 6.5.2. Since
the updated detector geometry has more silicon cells to detect the shower particles, there-
fore the calibration factors (i.e MIP-to-GeV weights) is updated before making any compar-
ison with the default detector geometry. The same procedure is followed as described in
section 7.4. The updated fixed weights are as follows:

afixed = 9.93 MeV per MIP ... using 50 GeV e+

bfixed = 77.1 MeV per MIP ... using 50 GeV p�

dfixed = 0.36... relative weight between CE-H and AHCAL
(7.17)

Furthermore, the optimized weights are obtained as a function of beam-energy for the
updated detector geometry using c2-minimization procedure as described in section 7.5.
Equipped with the optimized weights for the updated simulation samples, the reconstructed
energy is compared with the default geometry. Figure 7.41 shows comparisons of energy
distributions for the two geometries for different beam energies for CE-E and CE-H pions.
The energy distribution of CE-E pions for larger TB geometry shows a narrower distribu-
tion as compared to CE-E pions in default geometry. It is observed that the left tail gets
shorter for larger geometry (blue line), whereas the right tails of the distribution is almost
similar. For CE-H pions the differences are minuscule. These observations are consistent
with the fact that all the CE-E layers having 7 modules, will contain more transverse shower
as compared to default geometry. Also, since only last three layers of CE-H are extended to
have 7 modules in updated larger geometry while all other layers already have 7 modules.
Therefore, the effect is more pronounced for CE-E pions as compared to CE-H pions.

Also, the improvement is greater for low energy CE-E pions (e.g. 20 GeV) as compared
to high energy pions (e.g. 300 GeV). This is because the shower particles for high energy
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pions are more boosted along the shower axis, and therefore have higher probability of
getting intercepted by initial layers of CE-H compartment as opposed to low energy pions
where the shower particles are not as much boosted and leak out of the detector. To check
the level of improvement in energy reconstruction with larger geometry, resolution is ob-
tained as a function of beam energy and is compared against the default geometry as shown
in Figure 7.42. For larger geometry, both the stochastic as well as constant term improves
by about ⇠ 15% (10%) for CE-E pions (CE-H pions).
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FIGURE 7.41: Energy distribution comparison between default (black dotted
line) and larger TB geometry (blue solid line) for CE-E (left column) and CE-
H pions (right column) of different energies in simulated samples. The left
tail of energy distributions of CE-E pions improve with larger TB geometry

indicating more transverse transverse shower containment.
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FIGURE 7.42: Comparison of energy resolution with default (black full circle)
and larger TB geometry (blue open squares) in simulation. The resolution

improves with larger TB geometry.

7.6 Longitudinal shower profiles

Study of shower development of hadronic showers in the detector is one of the important
aspect of detector performance studies and simulation modeling. It helps us to understand
the detector in a more detailed fashion and plays an important part in particle identifica-
tion and reconstruction. The fine longitudinal segmentation of the CE-E and CE-H sections
could be very useful in mitigating pileup during the HL-LHC operations. Comparing the
shower development between data and simulation also helps to establish how well simula-
tion is able to model the hadronic shower physics and make improvements, as needed.

The longitudinal shower development in HGCAL + AHCAL detector prototype is vi-
sualized in terms of average energy deposited (hEi) in each layer. For example, Figure 7.43
shows the distribution of energy distribution in terms of MIPs at at different depths in the
calorimeter, i.e. CE-E layer 10, CE-E layer 24, CE-H layer 1, and AHCAL layer 1 for all beam
energies in data when pion starts showering at the start of the detector, i.e. at CE-E layer
3. The energy distributions show that for early showering pions, the energy deposition is
higher earlier in the detector and is smaller at very later stage of shower development. The
mean of these energy distributions at a given layer is plotted as a function of calorimeter
depth as shown in Figure 7.44, when shower starts at different depths (shown in different
colors) in the calorimeter for different pion beam energy in data. As the shower start loca-
tion penetrates deeper into the calorimeter, the peak of the shower shape also moves deeper
into the detector as expected. The average deposited energy shows a jump at the interface
of CE-E and CE-H where a larger hEi is observed at the first layer of CE-H as compared to
the last layer of CE-E. The jump in hEi at the interface is due to the that CE-H (with 7 silicon
modules per layer) provides a larger transverse coverage as well as catches the shower par-
ticles leaking from CE-E in the lateral direction. It is also observed that significantly lower
average energy is deposited in the last three layers of CE-H as compared to its neighbouring
layers. This is because the last three layers of CE-H are instrumented with only one silicon
module per layer (section 6.3), thus energy recorded is smaller as compared to other CE-H
layers.

For a given shower start location, the longitudinal shower development is compared
for different energy pions as shown in Figure 7.45. It is observed that with increasing pion
beam energy, the peak of the shower profile shifts deeper into the calorimeter as well as
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FIGURE 7.43: Distribution of energy deposited at different depths in
calorimeter when pion starts showering at CE-E layer 3.
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FIGURE 7.44: Average energy deposited (in MIPs) in each layer as a func-
tion of calorimeter depth (in lint) for pions start showering at different layer
(shown in different colors) for different beam energies. The shower peak and
the tail moves deeper into the detector when pion starts shower in the later

layers.
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higher average energy is deposited in the layers. This is consistent with the expectation
as for higher incident pion energy, the shower particle multiplicity is higher and are more
energetic , therefore penetrate deep into the calorimeter.
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FIGURE 7.45: The comparison of longitudinal shower development among
different energy pions (shown in different color marker and line) when start
showering at a given layer. The shower peak for higher energy pion lies
deeper into the detector with higher energy deposited at each layer, as ex-

pected.

7.6.1 Data-simulation comparison (in MIPs)

The modelling of hadronic shower in simulation is compared against that in data. Fig-
ure 7.46 and 7.47 shows longitudinal shower profile comparison when pions start shower-
ing in CE-E layer 3 (in left column) and CE-H layer 2 (in right column) for 20 to 100 GeV
and 120 to 300 GeV pions, respectively. Both the physics lists i.e. FTFP BERT EMN as well
as QGSP FTFP BERT EMN reproduce all the features of the shower development very well
as observed in data. At high energies for early showering pions (Figure 7.47) (left column),
it is observed that energy deposited in the AHCAL layers are under-predicted, whereas
in CE-E and CE-H layers the energies are over-predicted in simulation by ⇠ 10-20%. This
suggests that while the total energy deposition is consistent with data, the shower length is
shorter in simulation which could be improved by tuning the hadronic physics modelling.

7.6.2 Qualitative assessment of neutral pion contribution at first hadronic inter-
action in CE-E

One of most striking feature that is observed in the longitudinal shower profiles in data
(and also well reproduced by simulation), is that the shower peaks rather early (lint  0.3)
when pions start showering early in CE-E. Also, the peak is quite narrower as compared
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FIGURE 7.46: Data-simulation comparison of average energy deposited in
each layer as a function of calorimeter depth (lint) when pion startrs show-
ering in CE-E layer 3 (left column) and CE-H layer 2 (right column). The
data is shown in black marker and the two coloured lines correspond to
FTFP BERT EMN (magenta line) and QGSP FTFP BERT EMN (green lines)

physics lists, for beam energies of 20 to 100 GeV.
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FIGURE 7.47: Data-simulation comparison of average energy deposited in
each layer as a function of calorimeter depth (lint) when pion startrs show-
ering in CE-E layer 3 (left column) and CE-H layer 2 (right column). The
data is shown in black marker and the two coloured lines correspond to
FTFP BERT EMN (magenta line) and QGSP FTFP BERT EMN (green lines)

physics lists, for beam energies of 120 to 300 GeV.
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to shower profiles of pions that start showering in CE-H (compare left and right column of
Figure 7.46 and 7.47).

Early showering CE-E pions encounter Pb/CuW , i.e. CE-E absorber material whereas,
CE-H pions encounter steel, i.e. CE-H absorber material. Both of which have different
X0/lint ratios (see table 2.1). This has an interesting consequence on the shower devel-
opment of electromagnetic and hadronic component of the hadronic shower. Steel has
X0/lint ' 0.1 whereas Pb and CuW has X0/lint ' 0.03 which is about 3 times smaller
than steel. It means electromagnetic part of hadronic shower sees 3 times more material
than the hadronic part. Since CE-E is ⇠ 27 X0 deep, therefore all the electromagnetic par-
ticles (mainly coming from p0) produced in the first hadronic interaction, will be well con-
tained in CE-E. Also, since the electromagnetic showers have high particle multiplicity than
hadronic showers (section 2.3.2), therefore the peak for early showering CE-E pions in CE-
E corresponds to the electromagnetic component of hadronic shower. Whereas for CE-H
pions, the shower develops in steel absorber (having higher X0/lint ratio), both the electro-
magnetic as well as hadronic component spreads almost equally in the longitudinal direc-
tion as compared to CE-E, thus showing a broader peak later in CE-H.

To verify above reasoning, we make use of the truth information, i.e. secondary particles
produced at the first hadronic interaction, from GEANT4 simulation which was used for the
optimization of shower start finder algorithm as discussed in section 7.3.2. The estimation
of the energy carried by the electromagnetic component at the first hadronic interaction is
done as follows:

E
f rac

p0 =
∑i Ei

p0

Ebeam
(7.18)

where Ei
p0 on the right hand side of the above equation is the energy carried by ith p0

and is summed over p0s produced at the first hadronic interaction and Ebeam is the incident

p� beam. Thus, the fractional energy carried by electromagnetic component as E
f rac

p0 is cal-
culated for each event.

The distribution for E
f rac

p0 is shown in the Figure 7.48 for all beam energies when the pion
starts showering in CE-E layer 3 to 7 inclusively. The inclusive events for shower starting
from CE-E layer 3 to 7 are considered in order to increase the statistics (showering in the
first two layers of CE-E are rejected during pre-shower cleaning cut).

It is important to give emphasis on the fact the p0 considered in equation 7.18 and shown
in Figure 7.48 are from the first hadronic interaction only, and not from all the downstream
interactions within the shower development. Therefore, it should not be used for a quanti-
tative inference of total electromagnetic component of hadronic showers.

The fractional energy distribution for p0 shows that, on an average, neutral pions carry
⇠ 40% of the incident pion energy during the first hadronic interaction. Since, the distri-
bution corresponds to only first hadronic interaction, therefore it does not show or convey
the message that the electromagnetic component increases with increasing energy of the
incident hadron. The probability to produce p0 later in the shower increases with increased
available energy of shower particles for higher incident hadron beam as discussed in sec-
tion 2.6.2 [39].



193

0πFractional energy carried by 
0 0.2 0.4 0.6 0.8 1

N
o
rm

a
liz

e
d
 t
o
 u

n
it
 a

re
a

0

0.01

0.02

0.03

0.04

0.05

FTFP_BERT_EMN

Entries  3125
Mean   0.4089
Std Dev    0.2482

Simulation Beam test 2018, H2 CERN

Shower start: CE-E layer 3 to 7

-π20 GeV 

0πFractional energy carried by 
0 0.2 0.4 0.6 0.8 1

N
o
rm

a
liz

e
d
 t
o
 u

n
it
 a

re
a

0

0.01

0.02

0.03

0.04

0.05

0.06 FTFP_BERT_EMN

Entries  2201
Mean   0.4429
Std Dev    0.2401

Simulation Beam test 2018, H2 CERN

Shower start: CE-E layer 3 to 7

-π50 GeV 

0πFractional energy carried by 
0 0.2 0.4 0.6 0.8 1

N
o
rm

a
liz

e
d
 t
o
 u

n
it
 a

re
a

0

0.01

0.02

0.03

0.04

0.05

0.06 FTFP_BERT_EMN

Entries  3000
Mean   0.4436
Std Dev    0.2364

Simulation Beam test 2018, H2 CERN

Shower start: CE-E layer 3 to 7

-π80 GeV 

0πFractional energy carried by 
0 0.2 0.4 0.6 0.8 1

N
o
rm

a
liz

e
d
 t
o
 u

n
it
 a

re
a

0

0.01

0.02

0.03

0.04

0.05

0.06

FTFP_BERT_EMN

Entries  2041
Mean   0.4427
Std Dev      0.23

Simulation Beam test 2018, H2 CERN

Shower start: CE-E layer 3 to 7

-π100 GeV 

0πFractional energy carried by 
0 0.2 0.4 0.6 0.8 1

N
o
rm

a
liz

e
d
 t
o
 u

n
it
 a

re
a

0

0.01

0.02

0.03

0.04

0.05

0.06

FTFP_BERT_EMN

Entries  2743
Mean   0.4342
Std Dev     0.226

Simulation Beam test 2018, H2 CERN

Shower start: CE-E layer 3 to 7

-π120 GeV 

0πFractional energy carried by 
0 0.2 0.4 0.6 0.8 1

N
o
rm

a
liz

e
d
 t
o
 u

n
it
 a

re
a

0

0.01

0.02

0.03

0.04

0.05

0.06

FTFP_BERT_EMN

Entries  2571
Mean   0.4247
Std Dev    0.2183

Simulation Beam test 2018, H2 CERN

Shower start: CE-E layer 3 to 7

-π200 GeV 

0πFractional energy carried by 
0 0.2 0.4 0.6 0.8 1

N
o
rm

a
liz

e
d
 t
o
 u

n
it
 a

re
a

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07 FTFP_BERT_EMN

Entries  2478
Mean   0.4186
Std Dev     0.215

Simulation Beam test 2018, H2 CERN

Shower start: CE-E layer 3 to 7

-π250 GeV 

0πFractional energy carried by 
0 0.2 0.4 0.6 0.8 1

N
o
rm

a
liz

e
d
 t
o
 u

n
it
 a

re
a

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

FTFP_BERT_EMN

Entries  2593
Mean   0.4201
Std Dev    0.2145

Simulation Beam test 2018, H2 CERN

Shower start: CE-E layer 3 to 7

-π300 GeV 

FIGURE 7.48: Fractional energy carried by p0s produced at first hadronic
interaction point in CE-E layer 3 to 7 for all p� beam energies.
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Using the information of Ep0

f rac as shown in Figure 7.48, the events are divided into fol-

lowing three categories based on electromagnetic component.

• Low electromagnetic component : events with Ep0

f rac < 0.2

• Mid electromagnetic component : events with 0.2 < Ep0

f rac < 0.4

• High electromagnetic component : events with Ep0

f rac > 0.4

The longitudinal shower profile is plotted for each of above three categories on the same
canvas to compare the mean energy deposited as a function of calorimeter depth. Fig-
ure 7.49 shows longitudinal shower profile for three categories (shown in different markers
and colours) for all beam energies, inclusive in shower starting in CE-E layer 3 to 7.

It is observed that the events where electromagnetic fraction is higher i.e. (Ep0

f rac > 0.4),

the average energy deposited per layer hEi is higher in CE-E compartment but is lower in
CE-H compartment as compared to other two categories. Conversely, events where electro-

magnetic fraction is lower i.e. (Ep0

f rac < 0.2), the average energy deposited per layer hEi is

higher in CE-H compartment but is lower in CE-E compartment as compared to other two
categories.

In conclusion, these observations are a clear signature that the peak in CE-E for early
showering CE-E pions corresponds to p0s produced in the shower. The fine longitudinal
granularity and detector design of CE-E allows us to probe electromagnetic component of
the hadronic shower. This has a far-reaching implications on the overall performance of the
HGCAL for hadronic showers, such as event-by-event compensation of electromagnetic
component fluctuation.

7.6.3 Longitudinal shower profiles (in GeV)

The longitudinal shower shape is also obtained in terms of energy deposited in each layer
in terms of GeV (hEGeVi). The energy in terms of GeV is obtained by applying energy-
dependent weights in corresponding sub-detectors based on shower start location accord-
ing to equation 7.10 and 7.11.

Figure 7.50 shows data-simulation comparison of hEGeVi per layer as a function of calorime-
ter depth (lint) for different pion beam energies when pion starts showering in CE-E layer 3
(left column) and in CE-H layer 8 (right column). The narrow peak in CE-E for pions start-
ing shower in early CE-E layer and lower average energy in the last three layers of CE-H is
observed for hEGeVi as well, consistent with hEMIPsi (Figure 7.46 and 7.47).

In Figure 7.50, the jump at the interface of CE-E and CE-H is rather larger as compared
to hEMIPsi per layer (Figure 7.46 and 7.47). This can be understood by considering the fact
that MIP-to-GeV conversion factors or weights, take the absorber thickness into account and
reflect the energy deposited into the absorbers. Since ∆lint for CE-H (⇠ 0.3) is considerably
larger than ∆lint for CE-E (⇠ 0.05) (see Figure 6.11), therefore the corresponding energy
deposited will also be larger in the absorber layers. The absorber material is also different
in CE-E and CE-H, therefore the ratio of MIP energy deposited does not exactly scale as the
ratio of ∆lint. This feature is more evident in the plots in right column of Figure 7.50 where
pion starts showering in CE-H layer 8 and acts like a MIP till CE-H layer 7. Even if the
sampled energy by the active layers are ⇠ 1 MIP, the energy deposited in the corresponding
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FIGURE 7.49: Mean energy deposited in each layer in terms of MIPs
as a function of calorimeter depth (lint) for high electromagnetic fraction
(red open circles connected with red line), medium electromagnetic fraction
(green open triangles connected with green line) and high electromagnetic
fraction (blue open squares connected with blue line) for pion beam energies.

The events are inclusive for shower starting in CE-E layer 3 to 7.
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FIGURE 7.50: Figure shows average energy deposited per layer in terms of
GeV as a function of calorimeter depth (lint) for pions start showering in
CE-E layer 3 (left column) and CE-H layer 8 (right column) for different pion
energies. The black full circle corresponds to data and magenta and green line
corresponds to FTFP BET EMN and QGSP FTFP BET EMN physics lists, re-

spectively.
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absorbers are not the same. Therefore, a jump is observed from hEGeVi ⇠ 0.02 GeV per layer
in CE-E to hEGeVi ⇠ 0.16 GeV in the first few layers of CE-H. All the mentioned features are
very well reproduced by the simulation with both the physics lists and a good agreement is
observed between data and simulation.

7.7 Transverse shower profile

As the hadronic shower penetrates deeper into the calorimeter, the secondary particles in
the shower scatter off of the detector material and move away from the shower axis while
depositing energy in the detector. The study of the shower spread in the lateral direction is
an important aspect to quantify the performance of the detector as well as to characterize
hadronic shower. The development of hadronic shower in lateral direction can be visu-
alized in terms of energy contained in the circles of different radii from the track impact
position at various stages (or depth) into the shower. The track are reconstructed using
the DWC information as explained in section 6.3.3, which are extrapolated to each layers.
Figure 7.51 and 7.52 shows energy contained in the circles of varying radii at layers down-
stream of shower start location, i.e. CE-E layer 3 to layer 7, for 100 and 200 GeV/c pion
beam, respectively.

It is rather trivial to infer from the plots that as the radius is increased, more energy is
accounted for within the circle. Also, it is observed that around CE-E layer 9 to 15 (corre-
sponding to the peak in longitudinal shower profile in Figure 7.44), the cells that fall within
2 cm (blue points) from the shower axis receive maximum energy, and beyond that, inte-
grated energy increases relatively slowly. This observation corroborates with the fact that
for early showering pions CE-E layer 9 to 15 corresponds to maximum of electromagnetic
component of hadronic shower as discussed in previous section. Furthermore, at the later
stage of the shower, the integrated energy increases gradually indicating that the lateral
spread is larger and is relatively uniform. Plots for other beam energies can be found in
appendix H.

The distributions of energy integrated in circles of different radii is compared between
data and simulation with two physics lists in order to assess the modelling of hadronic
showers in HGCAL TB prototype. Figure 7.53 shows similar energy distribution compar-
isons between data and simulation for a three example radii at five layers for 100 GeV/c
pion. Both physics lists reproduce the shapes well with minor differences in the tails. Plots
for other beam energies can be found in appendix I.

Comparing and studying energy distributions in the manner described and shown so
far is a cumbersome process as the number of distributions grow linearly with the number
of beam energy points. Therefore, instead of using circles to integrate energy at each layer,
we use cylinders of different radii to calculate energy contained in CE-E, CE-H, and AHCAL
inclusively, thus minimizing number of distributions and encapsulating lateral shower de-
velopment effectively at the same time. The energy containment in the cylinder of different
radii is calculated in following two steps:

• Step 1: For all the layers in a given compartment, a histogram is filled with the dis-
tance (R) between each reconstructed hit (passing the noise thresholds) and the track
impact position, weighted with their respective energies. Weighting the histograms
with energy automatically sums-up the energies and makes the procedure easier to
implement. In this way, each bin of the histogram holds the total energy summed-up
in a ring of dR at a distance R from the track. The radius is increased in the step of dR
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FIGURE 7.51: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-E layer 3 to 7 for 100 GeV/c pion beam.
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FIGURE 7.52: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-E layer 3 to 7 for 200 GeV/c pion beam.
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FIGURE 7.53: Data-simulation comparison of energy distributions in the cir-
cle of radius 2 cm (left column), 5 cm (middle column) and 20 cm (right col-
umn) from the track impact position at layers downstream to shower start

location from CE-E layer 3 to 7 for 100 GeV/c pion beam.
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and the histogram is filled accordingly . This is done on event-by-event basis for all
the layers of CE-E, CE-H and AHCAL separately.

• Step 2: At the end of each event, the histogram is integrated bin-by-bin and is filled
into a TProfile [126], normalized with the total energy in the corresponding com-
partment.

Steps 1 and 2 are repeated for all the layers of events; thus, one obtains the ”average
energy contained in a cylinder of varying radius R”. The energy asymptotically reaches
one depending on the transverse size of the layer, e.g. ⇠ 13 cm for CE-E. This procedure
has been shown in a cartoon representative image in Figure 7.54. The central cell (shown
in red) records the highest energy in this representation. The cells in the first and second
ring around it, are second (yellow) and third (green) highest energy cells, respectively. The
track impact position has been marked with a blue cross, and it need not coincide with
the center of highest energy cell as shown in the image. In fact, it is highly improbable
that the center of cell and track impact position will coincide. A ring of thickness dR is
thrown around the track impact point at a radius R. The energies of all the cells, whose
center falls within the ring, are summed up and filled into the histogram. In this example,
three cell centers (yellow cells with the magenta coloured center, marked as numbers 1, 2,
and 3) fall within the ring. Therefore, the histogram is filled with R, weighted with their
corresponding energies. This is repeated for all the layers of each compartment. The value
of R is varied from zero to a large value such that it covers cells in entire layer. At the
end of the event, the histogram is integrated and normalized with the total energy of the
compartment. Finally, the average energy is obtained by taking the mean of each bin over
the events.

FIGURE 7.54: Pictorial representation of the calculation of energy contained
in a cylinder of different radius for a layer in an event. Cells marked as 1, 2
and 3 fall within the ring of dR at a distance R from the track impact point.

See corresponding text for explanation.

Figure 7.55 and 7.56 shows the comparison between data and simulation of average
fractional energy contained in the cylinders of increasing radii for different beam energies
in CE-E (when shower starting in CE-E layers 3 to 7), CE-H and AHCAL (when shower
starting in CE-H layer 1 for CE-H and AHCAL) for all beam energies. It is observed that as
the radius of the cylinder increases, more energy is contained in the volume and it reaches



202

to one (i.e. the total energy in the compartment) as we reach the limit of transverse dimen-
sion of active layers.

For pions showering in CE-E (CE-H), it is observed that the energy contained in the
volume of CE-E (CE-H) increases rapidly as the radius of cylinder is increased. This ob-
servation points to the fact that the core of hadronic shower is made up of energetic elec-
tromagnetic component for which the volume of containment is smaller as compared to
hadronic component. The energy carried by electromagnetic core depends on the incident
energy of the hadron and increases with increasing incident energy. That is why the radius
(hence volume) required to contain 90% of the total energy in the compartment decreases
as the energy of pion beam increases.

The transverse profile in AHCAL for pions showering in CE-H layer 3 shows relatively
less steeper curve. This is because AHCAL receives the tail of the showers for these pions
which is mostly hadronic component, hence the spread in the transverse direction is larger
and requires larger volume to contain the shower energy.

The distance calculation between track and cell has two components: coordinate of track
impact point (x, y)track and the center of the cells (x, y)cell . Since (x, y)cell are located at a
fixed points in the module, hence are discrete, whereas (x, y)track can take any value and
hence it is fairly continuous distribution. It makes the resulting distance (R) values contin-
uous as well, which is reflected in the transverse shower profile in Figure 7.55 and 7.56.

The simulation with both the physics lists is observed to reproduce transverse shower
development well. However, at the core of the shower axis (R near zero), a disagreement is
observed between data and simulation for lower energies. The discrepancy is also observed
in AHCAL at higher energies. This could be the effect of differences in beam profiles in
between data and simulation (Figure 7.4) and/or in the modelling of the hadronic shower
development in simulation which can benefit from further detailed investigations of in the
simulation modelling.
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FIGURE 7.55: Transverse shower profile comparison between data (black
full circles) and simulation with FTFP BERT EMN (magenta line) and
QGSP FTFP BERT EMN (green line) for pions of beam energies 20 to 100
GeV. The left, middle and right column corresponds to CE-E, CE-H and AH-

CAL, respectively.
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FIGURE 7.56: Transverse shower profile comparison between data (black
full circles) and simulation with FTFP BERT EMN (magenta line) and
QGSP FTFP BERT EMN (green line) for pions of beam energies 120 to 300
GeV. The left, middle and right column corresponds to CE-E, CE-H and AH-

CAL, respectively.
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Chapter 8

Summary and outlook

The HL-LHC brings opportunities to find new physics in the direct searches as well as
through SM precision measurements. However, the detectors need to be ready to perform
well in the intense radiation and high pileup conditions to make full use of HL-LHC colli-
sion data. The current endcap ECAL and HCAL calorimeters will be replaced by a highly
granular and radiation tolerant calorimeter, the HGCAL, as a part of CMS detector upgrade
program for Phase-2. The HGCAL is a 5D imaging calorimeter that will provide position,
energy, and time measurements, thus helping in efficient particle-flow, effective shower sep-
aration, particle identification, and pileup mitigation in the harsh environment of HL-LHC
while maintaining good physics performance to e±/g and jets. The detector upgrade stud-
ies are being carried out thoroughly in the laboratory-based test benches as well as with the
beams of single particles, as discussed in this thesis.

Chapter 5 presents the system test of the most basic unit of the HGCAL detector, the sili-
con sensor module, and its electronics in the laboratory at CERN. The measurements shown
in the chapter for the 6-inch sensor module will be performed for each of the 28000 sensor
modules to be used in the final HGCAL detector. The system tests are useful in ensuring
the quality of sensors being manufactured. This chapter also gives insight into the working
of silicon sensors and the data-acquisition system.

In October 2018, the beam test experiment was performed at H2 beamline at CERN,
using silicon sensor-based CMS HGCAL prototype and scintillator+SiPM based CALICE
Analogue Hadron Calorimeter (AHCAL) prototype. This was the first large-scale exper-
iment performed by the CMS HGCAL collaboration, where more than 90 modules were
employed. The combined prototype was exposed to beams of e+, p�, and µ� of momenta
ranging from 20 to 300 GeV. A detailed analysis of the alignment correction, channel-to-
channel response equalization, signal-to-noise ratio, and the performance of the combined
HGCAL and AHCAL prototype to hadronic shower is presented.

Chapter 6 gives an overview of all the various steps required to prepare the data for
final physics measurements. This involves alignment corrections, channel-to-channel gain
equalization, and signal-to-noise assessment. The signal-to-noise study shows that the sili-
con sensor prototypes are in line with the expected performance.

This thesis reports the first performance study of the HGCAL prototype to hadronic
showers in the actual particle beam. Chapter 7 presents a detailed performance analysis
of the HGCAL and AHCAL combined prototype to hadronic showers. The analysis uses
the pion data of 20 to 300 GeV momenta collected during the October 2018 beam test ex-
periment. The data is also compared with GEANT4 based simulation with two hadronic
physics lists, namely FTFP BERT EMN and QGS PFTFP BERT EMN.
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A thorough data cleaning is performed to obtain a relatively pure set of pion data. The
longitudinal and transverse segmentation of the HGCAL prototype allows us to develop
an algorithm that identifies the layer at which pion stats to shower. The algorithm is op-
timized using truth information extracted from the GEANT4 simulation. The algorithm’s
performance in terms of efficiency is found to be � 90% (95%) in CE-E (CE-H). The shower
start finder algorithm is used to segregate events based on the shower starting location,
helping determine the MIP-to-GeV fixed detector energy scale. The MIP-to-GeV energy
scale for CE-E is obtained using 50 GeV e+ data, and for CE-H+AHCAL is obtained using
50 GeV pions that are MIPs in CE-E. The fixed weights are used for pion shower energy
reconstruction and allow us to disentangle detector effects. The pion energy response is
found to be non-linear, thus pointing to the fact that the HGCAL is a non-compensating
calorimeter. The simulation is observed to reproduce the non-linearity well. However, the
energy scale is found to be consistently higher than that of data and is fixed by applying a
global energy scale factor.

A c2-minimization based technique is presented in this thesis to fix the non-linearity in
the energy response by applying energy-dependent weights. The energy response of the
combined detector prototypes in data is found to be linear within a few percent after apply-
ing the energy-dependent weights and shows good agreement with simulation. The energy
resolution is obtained in data and compared with simulation. The stochastic term is found
to be 131.7 ± 1.0 % (122.1 ± 1.4%) for pions that start showering in CE-E (MIPs in CE-E).
The constant term is found to be 8.5 ± 0.1 % (9.0 ±0.1%) for pions that start showering in
CE-E (MIPs in CE-E). The energy resolution in simulation with both the physics lists shows
agreement within 8-10% with data.

The validity of the energy-dependent weight method is checked considering the fact
that the track measurement will not be available for neutral hadrons, or for hadrons outside
the tracker coverage region. The calorimetric energy measurement, using fixed weights,
is used to estimate energy-dependent weights. The performance of the energy-dependent
weight method is found to be reasonable for cases where calorimetric energy measurement
is used as the reference for weight extraction and application.

The CE-E and the last three layers of CE-H were instrumented with only one silicon
sensor module per layer, resulting in significant hadronic shower leakage in the transverse
direction. A simulation-based study is presented with extended geometry of the detector
prototype, i.e., all layers instrumented with seven silicon modules arranged in a daisy-like
structure. The study shows that with extended geometry, a 10-15% improvement is ob-
served in both stochastic as well as constant terms in energy resolution. This indicates that
with better shower containment, the detector’s performance is guaranteed to be improved.

The hadronic shower development in the detector in the longitudinal and transverse di-
rection is also presented. The simulation with both the physics lists shows good agreement
in the shower development in the HGCAL+AHCAL detector prototype except very close to
the shower axis. The discrepancy is observed to be ⇠ 20%. This indicates that the hadronic
shower physics modelling in simulation can benefit from further tuning. One of the most
important observations made in this analysis is that fine granularity and detector design of
CE-E make it possible to probe the electromagnetic component of early shower pions. This
observation is verified with the particle level simulation information. The CE-E information
can be exploited with the help of more sophisticated machine-learning-based techniques to
improve detector performance to hadronic showers by compensating event-to-event fluc-
tuation in the electromagnetic component. Thus, by extension, the jet performance will be
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improved during the HL-LHC operation.

In summary, this thesis presents a detailed description of system tests for the silicon
sensor module, and its associated electronics components relevant for the energy recon-
struction. It presents the first measurements of the performance of the HGCAL prototype
to hadronic showers in the real beam of charged pions. The analyses results presented here
provide a strong foundation for developing advanced machine learning tools for hadron
energy measurements exploiting the high granularity aspects of the CMS HGCAL as well
as for further tuning of GEANT4 based hadronic shower simulation models to be used with
the HL-LHC collision data.



208

Appendix A

Event displays

FIGURE A.1: Event display of muon beam (top), positron beam (middle),
and charged pion beam (bottom) event in the HGCAL + AHCAL test beam

detector setup.
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Appendix B

Particle Flow charged hadron
calibration

Particle-flow algorithm is used for object and event reconstruction in the CMS detector. The
hadrons are reconstructed by combining the information of energy clusters in ECAL and
HCAL. Both the calorimeters, being non-compensating, show non-linear energy response
to hadronic showers. In order to correctly estimate the energy of the hadrons, energy de-
pendent calibration factors are derived using a simulated flat energy sample (from 2 to 500
GeV) of charged pions. Since the ECAL is ⇠ 1.2 lint deep therefore about ⇠ 65% hadrons
start showering in ECAL have non-zero cluster energy in ECAL. Based on the energy de-
posited in ECAL, the sample is divided into two categories:

• EH hadrons: pions that start showering in ECAL, i.e. pions with non-zero ECAL
cluster energy

• H hadrons: pions that start showering in HCAL, i.e. pions with zero ECAL cluster
energy

Figure B.1 shows the raw response distribution, defined as ((EECAL +EHCAL)�Etrue)/Etrue,
for EH- and H-hadrons in the true energy bins of 8-12 and 48-56 GeV. The energy response
for low energy hadrons show substantially lower response, indicating to the fact that ECAL
and HCAL is under-compensating. The energy response and resolution as a function of
true hadron energy is obtained by fitting a Gaussian function to the energy response distri-
butions. Figure B.2 shows the raw energy response and resolution, as a function of incident
energy for EH hadrons and H hadrons. The energy response for both hadrons show non-
linear behaviour, a characteristics of hadronic shower in non-compensating calorimeter. By
construction, the energy response for 50 GeV H-hadron is at zero because the HCAL is
calibrated using 50 GeV pions that do not initiate showering in ECAL.

The response is corrected in two steps: (a) energy-dependent correction, and (b) h de-
pendent correction. The correction (a) corresponds to the inherent non-linearity of hadronic
shower. The correction (b) corresponds to the detector effect, i.e. longer path length at larger
h hence high dead material traversed by the hadrons. The corrected energy is defined as
follows:

EEH
corr = a(E, h) · a(E) · EECAL + b(E, h) · b(E) · EHCAL + oEH ,for EH hadrons (B.1)

EH
corr = g(E, h) · c(E) · EHCAL + oH , for H hadrons (B.2)

where a(E), b(E) and c(E) are energy dependent calibration and a(E, h), b(E, h) and
g(E, h) are h dependent calibrations. oEH, oH are offsets with values = 3.5 GeV and 2.5 GeV,
respectively. The offsets are used to take care of various threshold effects applied such as
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FIGURE B.1: The raw energy response distribution for of EH (left column)
and H-hadrons (right column) in the true energy bin of 8-12 GeV (top row)

and 48-56 GeV (bottom row) in the barrel region.
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region.
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zero-suppression in ECAL and HCAL and seed thresholds at PF cluster reconstruction. For
a(E, h), b(E, h) and g(E, h), the eta dependence is a polynomial parametrization obtained
separately for barrel, endcap region.

The energy dependent calibration parameters are obtained using c2-based minimiza-
tion technique and setting a, b and g to one,. In this technique a c2 is constructed as shown
in equation B.3 below, for barrel and endcap region and for EH and H hadrons, separately.
The endcap is further divided according to inside and outside tracker coverage region sep-
arately.

c2 = ∑
hadrons

(Ecorr � Etrue)2

s2(EECAL + EHCAL)
(B.3)

where s is the uncertainty in the measured ECAL and HCAL cluster energies. Note that
EECAL is zero for H hadrons.

The calibration parameters a(E), b(E) and c(E) are obtained by minimizing the c2 ana-
lytically. These values are plugged back in equation B.1 and B.2, and a(E, h), b(E, h) and
g(E, h) are obtained using same c2-based minimization technique. Figure B.3 shows an ex-
ample of a(E) and b(E) parameters as a function of true energy of incident pion. A function
is fitted on the parameters in order to extract a continuous function.
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FIGURE B.3: The a (left) and b (right) parameters as function of true energy.
The red solid line shows the fitted function.

Using these energy and h dependent calibration parameters, the energy of hadrons are
calibrated. Figure B.4 shows the comparison plots for raw and corrected response distribu-
tion for EH- and H-hadrons in the true energy bins of 8-12 and 48-56 GeV. It is observed
that the mean of distribution restores to zero and width gets narrower, especially for EH
hadrons. Figure B.5 shows energy response and resolution comparison before and after ap-
plying calibration for EH and H hadrons in barrel region. A linear response is obtained for
both the categories of hadrons after the application of correction factors. The resolution is
also observed to improve, especially for EH hadrons.

In the real experiment track momentum is used as the reference for calibration parame-
ter estimation. Wherever track measurement is not available, such as for neutral hadrons or
outside tracker coverage region, raw cluster energy (EECAL + EHCAL) is used as the reference
for calibration parameter estimation.
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Appendix C

Alignment table

Table C.1 shows the alignment correction factors for all layers in CE-E, CE-H and AHCAL
as explained in section 6.7. The prescription to correct for misalignment is given in equa-
tion 6.11.

Layer µx [cm] µy [cm]

CE-E 1 -3.52 2.73

CE-E 2 -3.62 2.71

CE-E 3 -3.70 2.74

CE-E 4 -3.68 2.70

CE-E 5 -3.53 2.74

CE-E 6 -3.61 2.76

CE-E 7 -3.78 2.71

CE-E 8 -3.78 2.70

CE-E 9 -3.74 2.63

CE-E 10 -3.80 2.64

CE-E 11 -3.82 2.61

CE-E 12 -3.85 2.62

CE-E 13 -3.81 2.65

CE-E 14 -3.89 2.57

CE-E 15 -3.84 2.65

CE-E 16 -3.92 2.62

CE-E 17 -3.85 2.59

CE-E 18 -3.94 2.61

CE-E 19 -3.92 2.53

CE-E 20 -3.96 2.57

CE-E 21 -3.99 2.61

CE-E 22 -4.03 2.63

CE-E 23 -3.97 2.53

CE-E 24 -3.98 2.60

CE-E 25 -3.99 2.59

CE-E 26 -4.02 2.58

CE-E 27 -4.00 2.49

CE-E 28 -3.96 2.50

CE-H 1 -4.94 1.52

CE-H 2 -4.87 1.74

CE-H 3 -4.82 1.75

CE-H 4 -4.95 1.63

CE-H 5 -4.85 1.65

CE-H 6 -4.91 1.65

CE-H 7 -7.17 1.61
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CE-H 8 -5.79 1.63

CE-H 9 -6.36 1.53

CE-H 10 -6.18 1.53

CE-H 11 -6.23 1.39

CE-H 12 -6.62 1.29

AHCAL 1 3.11 -0.41

AHCAL 2 2.97 -0.40

AHCAL 3 2.99 -0.41

AHCAL 4 2.99 -0.39

AHCAL 5 3.07 -0.41

AHCAL 6 3.02 -0.40

AHCAL 7 3.08 -0.37

AHCAL 8 3.10 -0.37

AHCAL 9 2.93 -0.37

AHCAL 10 3.06 -0.37

AHCAL 11 3.10 -0.38

AHCAL 12 3.19 -0.40

AHCAL 13 3.04 -0.34

AHCAL 14 2.98 -0.35

AHCAL 15 2.99 -0.33

AHCAL 16 3.02 -0.31

AHCAL 17 3.07 -0.32

AHCAL 18 3.05 -0.36

AHCAL 19 3.08 -0.35

AHCAL 20 3.10 -0.31

AHCAL 21 3.00 -0.31

AHCAL 22 2.92 -0.30

AHCAL 23 3.04 -0.29

AHCAL 24 3.02 -0.24

AHCAL 25 2.98 -0.28

AHCAL 26 3.11 -0.31

AHCAL 27 3.02 -0.30

AHCAL 28 2.98 -0.29

AHCAL 29 2.99 -0.30

AHCAL 30 2.99 -0.30

AHCAL 31 2.99 -0.28

AHCAL 32 2.99 -0.31

AHCAL 33 2.93 -0.33

AHCAL 34 2.99 -0.33

AHCAL 35 3.00 -0.34

AHCAL 36 2.96 -0.36

AHCAL 37 3.01 -0.33

AHCAL 38 3.17 -0.41

AHCAL 39 2.95 -0.36
TABLE C.1



216

Appendix D

Beam profile distribution comparison
between data and simulation
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FIGURE D.1: One dimensional track impact position distribution compar-
isons (corresponding to Figure 7.4) between data and simulation for x-axis at

CE-E layer 1 for all pion beams.
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FIGURE D.2: One dimensional track impact position distribution compar-
isons (corresponding to Figure 7.4) between data and simulation for y-axis at

CE-E layer 1 for all pion beams.
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Appendix E

Noise rejection thresholds

The noise rejection thresholds are optimized by comparing reconstructed energy sum and
hit multiplicity, between data and simulation. The digitization step is not implemented in
the simulation framework for October 2018 beam test experiment, hence simulation is free
of any spurious noise-like hits. Thus simulation is used as the reference for an optimum
choice for the threshold to be used in data.

The signal-to-noise ratio studies showed that the SNR is reasonably high for silicon sen-
sor cells in CE-E (SNR ⇠ 6-7). Therefore, the initial choice for noise-rejection threshold is the
standard 3 snoise and is applied on HG ADC counts. The hit multiplicity and reconstructed
energy sum distributions are compared by varying the thresholds, viz. 3, 4 and 5 snoise. Fig-
ure E.1 and E.2 shows such comparisons (with zoomed energy distribution) for 100 GeV
pion beam for CE-E and CE-H, respectively. The threshold is applied on both data as well
as simulation to make consistent comparisons.
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FIGURE E.1: Data-simulation comparison of hit multiplicity (top row) and
reconstructed energy (bottom row) distributions for 100 GeV pions in CE-E.
The left, middle and right column corresponds to noise-rejection of 3, 4 and 5

snoise respectively.

It is observed that for CE-H (Figure E.2) the first peak in data which corresponds to
MIP-like pions, moves closer to the peak in simulation as more stringent threshold is ap-
plied on the HG ADC counts. However, a threshold of 5 snoise HG ADC counts corresponds
to almost 1 MIP energy for few cells in CE-H, therefore the threshold is chosen as 4 snoise HG
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FIGURE E.2: Data-simulation comparison of hit multiplicity (top row) and
reconstructed energy (bottom row) distributions for 100 GeV pions in CE-H.
The left, middle and right column corresponds to noise-rejection of 3, 4 and 5

snoise respectively.

ADC counts which shows reasonable performance, for CE-H.

In CE-E (Figure E.1), the MIP-peaks lie almost on top of each other for all thresholds.
Therefore, the standard 3 snoise HG ADC counts is chosen as noise-rejection threshold for CE-E.

Fetching the noise value for each cell for each event is a very computationally intensive
task. Therefore, taking the advantage of the the observation that the noise level is stable
within a chip, a chip average value of snoise is used as noise-rejection threshold. This thresh-
old is applied on cell-by-cell basis, thereby saving memory and CPU time.
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Appendix F

Tables of energy response and
resolution plots

TABLE F.1: Data response values with fixed weights corresponding to Fig-
ure 7.27.

Energy [GeV] CE-E pions CE-H pions All pions

20 0.672 ± 0.002 0.922 ± 0.003 0.732 ± 0.001

50 0.786 ± 0.001 1.003 ± 0.002 0.840 ± 0.001

80 0.832 ± 0.001 1.039 ± 0.001 0.889 ± 0.001

100 0.851 ± 0.001 1.053 ± 0.002 0.905 ± 0.001

120 0.868 ± 0.001 1.059 ± 0.002 0.924 ± 0.001

200 0.901 ± 0.001 1.076 ± 0.002 0.951 ± 0.001

250 0.917 ± 0.001 1.087 ± 0.001 0.964 ± 0.001

300 0.924 ± 0.001 1.089 ± 0.001 0.969 ± 0.001

TABLE F.2: Data resolution values with fixed weights corresponding to Fig-
ure 7.27.

Energy [GeV] CE-E pions CE-H pions All pions

20 0.308 ± 0.003 0.279 ± 0.004 0.326 ± 0.003

50 0.217 ± 0.002 0.196 ± 0.003 0.240 ± 0.002

80 0.180 ± 0.001 0.164 ± 0.002 0.207 ± 0.001

100 0.162 ± 0.001 0.158 ± 0.002 0.193 ± 0.001

120 0.154 ± 0.002 0.143 ± 0.002 0.184 ± 0.002

200 0.130 ± 0.001 0.125 ± 0.002 0.160 ± 0.001

250 0.121 ± 0.001 0.118 ± 0.001 0.149 ± 0.001

300 0.114 ± 0.001 0.113 ± 0.001 0.142 ± 0.001
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TABLE F.3: Data-MC response values with fixed weights and MC un-
rescaled corresponding to Figure 7.29.

Energy [GeV] CE-E pions CE-H pions All pions

20
Data 0.672 ± 0.002 0.922 ± 0.003 0.732 ± 0.001
FTF 0.723 ± 0.001 1.002 ± 0.003 0.781 ± 0.001
QGS 0.734 ± 0.001 1.023 ± 0.002 0.791 ± 0.001

50
Data 0.786 ± 0.001 1.003 ± 0.002 0.840 ± 0.001
FTF 0.826 ± 0.001 1.088 ± 0.002 0.887 ± 0.001
QGS 0.830 ± 0.001 1.103 ± 0.002 0.893 ± 0.001

80
Data 0.832 ± 0.001 1.039 ± 0.001 0.889 ± 0.001
FTF 0.870 ± 0.001 1.126 ± 0.002 0.929 ± 0.001
QGS 0.872 ± 0.001 1.126 ± 0.002 0.937 ± 0.001

100
Data 0.851 ± 0.001 1.053 ± 0.002 0.905 ± 0.001
FTF 0.890 ± 0.001 1.141 ± 0.002 0.954 ± 0.001
QGS 0.892 ± 0.001 1.140 ± 0.001 0.957 ± 0.001

120
Data 0.868 ± 0.001 1.059 ± 0.002 0.924 ± 0.001
FTF 0.907 ± 0.001 1.154 ± 0.001 0.970 ± 0.001
QGS 0.908 ± 0.001 1.151 ± 0.001 0.972 ± 0.001

200
Data 0.901 ± 0.001 1.076 ± 0.002 0.951 ± 0.001
FTF 0.944 ± 0.001 1.181 ± 0.001 1.009 ± 0.001
QGS 0.947 ± 0.001 1.172 ± 0.001 1.010 ± 0.001

250
Data 0.917 ± 0.001 1.087 ± 0.001 0.964 ± 0.001
FTF 0.964 ± 0.001 1.198 ± 0.001 1.028 ± 0.001
QGS 0.966 ± 0.001 1.181 ± 0.001 1.026 ± 0.001

300
Data 0.924 ± 0.001 1.089 ± 0.001 0.969 ± 0.001
FTF 0.976 ± 0.001 1.209 ± 0.001 1.041 ± 0.001
QGS 0.979 ± 0.001 1.192 ± 0.001 1.037 ± 0.001
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TABLE F.4: Data-MC resolution values with fixed weights and MC un-
rescaled corresponding to Figure 7.29.

Energy [GeV] CE-E pions CE-H pions All pions

20
Data 0.308 ± 0.003 0.279 ± 0.004 0.326 ± 0.003
FTF 0.282 ± 0.002 0.277 ± 0.004 0.302 ± 0.002
QGS 0.259 ± 0.002 0.265 ± 0.003 0.290 ± 0.002

50
Data 0.217 ± 0.002 0.196 ± 0.003 0.240 ± 0.002
FTF 0.205 ± 0.002 0.193 ± 0.002 0.237 ± 0.002
QGS 0.191 ± 0.002 0.189 ± 0.002 0.226 ± 0.001

80
Data 0.180 ± 0.001 0.164 ± 0.002 0.207 ± 0.001
FTF 0.170 ± 0.001 0.164 ± 0.002 0.207 ± 0.001
QGS 0.166 ± 0.001 0.160 ± 0.002 0.209 ± 0.001

100
Data 0.162 ± 0.001 0.158 ± 0.002 0.193 ± 0.001
FTF 0.158 ± 0.001 0.152 ± 0.002 0.198 ± 0.001
QGS 0.156 ± 0.001 0.148 ± 0.002 0.200 ± 0.001

120
Data 0.154 ± 0.002 0.143 ± 0.002 0.184 ± 0.002
FTF 0.148 ± 0.001 0.139 ± 0.002 0.190 ± 0.001
QGS 0.147 ± 0.001 0.141 ± 0.002 0.188 ± 0.001

200
Data 0.130 ± 0.001 0.125 ± 0.002 0.160 ± 0.001
FTF 0.124 ± 0.001 0.117 ± 0.001 0.174 ± 0.001
QGS 0.126 ± 0.001 0.118 ± 0.001 0.169 ± 0.001

250
Data 0.121 ± 0.001 0.118 ± 0.001 0.149 ± 0.001
FTF 0.116 ± 0.001 0.109 ± 0.001 0.171 ± 0.001
QGS 0.118 ± 0.001 0.109 ± 0.001 0.162 ± 0.001

300
Data 0.114 ± 0.001 0.113 ± 0.001 0.142 ± 0.001
FTF 0.109 ± 0.001 0.102 ± 0.001 0.170 ± 0.001
QGS 0.113 ± 0.001 0.104 ± 0.001 0.157 ± 0.001
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TABLE F.5: Data-MC response values with fixed weights and MC rescaled
corresponding to Figure 7.32.

Energy [GeV] CE-E pions CE-H pions All pions

20
Data 0.672 ± 0.002 0.922 ± 0.003 0.732 ± 0.001
FTF 0.680 ± 0.001 0.918 ± 0.002 0.731 ± 0.001
QGS 0.697 ± 0.001 0.935 ± 0.002 0.746 ± 0.001

50
Data 0.786 ± 0.001 1.003 ± 0.002 0.840 ± 0.001
FTF 0.779 ± 0.001 0.996 ± 0.001 0.832 ± 0.001
QGS 0.782 ± 0.001 1.007 ± 0.002 0.833 ± 0.001

80
Data 0.832 ± 0.001 1.039 ± 0.001 0.889 ± 0.001
FTF 0.818 ± 0.001 1.029 ± 0.001 0.868 ± 0.001
QGS 0.820 ± 0.001 1.028 ± 0.001 0.872 ± 0.001

100
Data 0.851 ± 0.001 1.053 ± 0.002 0.905 ± 0.001
FTF 0.837 ± 0.001 1.043 ± 0.001 0.887 ± 0.001
QGS 0.837 ± 0.001 1.041 ± 0.001 0.889 ± 0.001

120
Data 0.868 ± 0.001 1.059 ± 0.002 0.924 ± 0.001
FTF 0.852 ± 0.001 1.054 ± 0.001 0.902 ± 0.001
QGS 0.852 ± 0.001 1.052 ± 0.001 0.903 ± 0.001

200
Data 0.901 ± 0.001 1.076 ± 0.002 0.951 ± 0.001
FTF 0.886 ± 0.001 1.078 ± 0.001 0.935 ± 0.001
QGS 0.886 ± 0.001 1.071 ± 0.001 0.934 ± 0.001

250
Data 0.917 ± 0.001 1.087 ± 0.001 0.964 ± 0.001
FTF 0.903 ± 0.001 1.094 ± 0.001 0.953 ± 0.001
QGS 0.902 ± 0.001 1.078 ± 0.001 0.949 ± 0.001

300
Data 0.924 ± 0.001 1.089 ± 0.001 0.969 ± 0.001
FTF 0.914 ± 0.001 1.105 ± 0.001 0.964 ± 0.001
QGS 0.914 ± 0.001 1.088 ± 0.001 0.959 ± 0.001
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TABLE F.6: Data-MC resolution values with fixed weights and MC rescaled
corresponding to Figure 7.32.

Energy [GeV] CE-E pions CE-H pions All pions

20
Data 0.308 ± 0.003 0.279 ± 0.004 0.326 ± 0.003
FTF 0.283 ± 0.003 0.278 ± 0.003 0.299 ± 0.002
QGS 0.253 ± 0.002 0.263 ± 0.003 0.272 ± 0.002

50
Data 0.217 ± 0.002 0.196 ± 0.003 0.240 ± 0.002
FTF 0.203 ± 0.002 0.190 ± 0.002 0.226 ± 0.001
QGS 0.190 ± 0.001 0.190 ± 0.002 0.216 ± 0.001

80
Data 0.180 ± 0.001 0.164 ± 0.002 0.207 ± 0.001
FTF 0.171 ± 0.001 0.163 ± 0.002 0.197 ± 0.001
QGS 0.164 ± 0.001 0.160 ± 0.002 0.194 ± 0.001

100
Data 0.162 ± 0.001 0.158 ± 0.002 0.193 ± 0.001
FTF 0.158 ± 0.001 0.151 ± 0.002 0.186 ± 0.001
QGS 0.153 ± 0.001 0.148 ± 0.002 0.183 ± 0.001

120
Data 0.154 ± 0.002 0.143 ± 0.002 0.184 ± 0.002
FTF 0.147 ± 0.001 0.140 ± 0.002 0.179 ± 0.001
QGS 0.143 ± 0.001 0.141 ± 0.002 0.176 ± 0.001

200
Data 0.130 ± 0.001 0.125 ± 0.002 0.160 ± 0.001
FTF 0.122 ± 0.001 0.117 ± 0.001 0.158 ± 0.001
QGS 0.122 ± 0.001 0.118 ± 0.001 0.156 ± 0.001

250
Data 0.121 ± 0.001 0.118 ± 0.001 0.149 ± 0.001
FTF 0.114 ± 0.001 0.109 ± 0.001 0.151 ± 0.001
QGS 0.113 ± 0.001 0.108 ± 0.001 0.147 ± 0.001

300
Data 0.114 ± 0.001 0.113 ± 0.001 0.142 ± 0.001
FTF 0.106 ± 0.001 0.102 ± 0.001 0.148 ± 0.001
QGS 0.108 ± 0.001 0.104 ± 0.001 0.141 ± 0.001

TABLE F.7: Data response values with energy dependent weights corre-
sponding to Figure 7.36.

Energy [GeV] CE-E pions CE-H pions All pions

20 0.986 ± 0.002 0.993 ± 0.003 0.989 ± 0.002

50 0.999 ± 0.002 0.998 ± 0.002 0.999 ± 0.001

80 1.002 ± 0.001 1.004 ± 0.001 1.003 ± 0.001

100 1.004 ± 0.001 1.006 ± 0.001 1.004 ± 0.001

120 1.004 ± 0.001 1.005 ± 0.001 1.004 ± 0.001

200 1.006 ± 0.001 1.004 ± 0.002 1.006 ± 0.001

250 1.005 ± 0.001 1.005 ± 0.001 1.005 ± 0.001

300 1.007 ± 0.001 1.005 ± 0.001 1.006 ± 0.001
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TABLE F.8: Data resolution values with energy dependent weights corre-
sponding to Figure 7.36.

Energy [GeV] CE-E pions CE-H pions All pions

20 0.290 ± 0.003 0.275 ± 0.004 0.285 ± 0.002

50 0.204 ± 0.002 0.194 ± 0.003 0.203 ± 0.002

80 0.175 ± 0.001 0.166 ± 0.002 0.172 ± 0.001

100 0.159 ± 0.001 0.160 ± 0.002 0.159 ± 0.001

120 0.150 ± 0.001 0.142 ± 0.002 0.148 ± 0.001

200 0.129 ± 0.001 0.126 ± 0.002 0.128 ± 0.001

250 0.117 ± 0.001 0.117 ± 0.001 0.117 ± 0.001

300 0.112 ± 0.001 0.112 ± 0.001 0.112 ± 0.001

TABLE F.9: Data-MC response values with energy dependent weights and
MC rescaled corresponding to Figure 7.38.

Energy [GeV] CE-E pions CE-H pions All pions

20
Data 0.986 ± 0.002 0.993 ± 0.003 0.989 ± 0.002
FTF 1.004 ± 0.002 0.988 ± 0.002 0.998 ± 0.001
QGS 1.037 ± 0.002 1.003 ± 0.002 1.030 ± 0.001

50
Data 0.999 ± 0.002 0.998 ± 0.002 0.999 ± 0.001
FTF 0.996 ± 0.001 0.995 ± 0.002 0.995 ± 0.001
QGS 1.007 ± 0.001 1.004 ± 0.002 1.006 ± 0.001

80
Data 1.002 ± 0.001 1.004 ± 0.001 1.003 ± 0.001
FTF 0.989 ± 0.001 0.996 ± 0.001 0.992 ± 0.001
QGS 0.995 ± 0.001 0.996 ± 0.001 0.996 ± 0.001

100
Data 1.004 ± 0.001 1.006 ± 0.001 1.004 ± 0.001
FTF 0.992 ± 0.001 0.995 ± 0.001 0.993 ± 0.001
QGS 0.992 ± 0.001 0.994 ± 0.001 0.993 ± 0.001

120
Data 1.004 ± 0.001 1.005 ± 0.001 1.004 ± 0.001
FTF 0.992 ± 0.001 1.001 ± 0.001 0.995 ± 0.001
QGS 0.992 ± 0.001 1.001 ± 0.001 0.995 ± 0.001

200
Data 1.006 ± 0.001 1.004 ± 0.002 1.006 ± 0.001
FTF 0.996 ± 0.001 1.008 ± 0.001 0.999 ± 0.001
QGS 0.992 ± 0.001 1.000 ± 0.001 0.995 ± 0.001

250
Data 1.005 ± 0.001 1.005 ± 0.001 1.005 ± 0.001
FTF 1.000 ± 0.001 1.011 ± 0.001 1.004 ± 0.001
QGS 0.994 ± 0.001 1.001 ± 0.001 0.997 ± 0.001

300
Data 1.007 ± 0.001 1.005 ± 0.001 1.006 ± 0.001
FTF 1.004 ± 0.001 1.019 ± 0.001 1.009 ± 0.001
QGS 0.999 ± 0.001 1.008 ± 0.001 1.002 ± 0.001
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TABLE F.10: Data-MC resolution values with energy dependent weights
and MC rescaled corresponding to Figure 7.38.

Energy [GeV] CE-E pions CE-H pions All pions

20
Data 0.290 ± 0.003 0.275 ± 0.004 0.285 ± 0.002
FTF 0.271 ± 0.002 0.276 ± 0.003 0.275 ± 0.002
QGS 0.261 ± 0.002 0.267 ± 0.003 0.258 ± 0.001

50
Data 0.204 ± 0.002 0.194 ± 0.003 0.203 ± 0.002
FTF 0.194 ± 0.002 0.196 ± 0.002 0.195 ± 0.001
QGS 0.185 ± 0.001 0.192 ± 0.002 0.188 ± 0.001

80
Data 0.175 ± 0.001 0.166 ± 0.002 0.172 ± 0.001
FTF 0.163 ± 0.001 0.168 ± 0.002 0.165 ± 0.001
QGS 0.161 ± 0.001 0.161 ± 0.002 0.161 ± 0.001

100
Data 0.159 ± 0.001 0.160 ± 0.002 0.159 ± 0.001
FTF 0.153 ± 0.001 0.154 ± 0.002 0.153 ± 0.001
QGS 0.149 ± 0.001 0.149 ± 0.002 0.150 ± 0.001

120
Data 0.150 ± 0.001 0.142 ± 0.002 0.148 ± 0.001
FTF 0.141 ± 0.001 0.140 ± 0.002 0.142 ± 0.001
QGS 0.141 ± 0.001 0.141 ± 0.001 0.142 ± 0.001

200
Data 0.129 ± 0.001 0.126 ± 0.002 0.128 ± 0.001
FTF 0.117 ± 0.001 0.119 ± 0.001 0.118 ± 0.001
QGS 0.120 ± 0.001 0.118 ± 0.001 0.119 ± 0.001

250
Data 0.117 ± 0.001 0.117 ± 0.001 0.117 ± 0.001
FTF 0.109 ± 0.001 0.109 ± 0.001 0.110 ± 0.001
QGS 0.111 ± 0.001 0.111 ± 0.001 0.111 ± 0.001

300
Data 0.112 ± 0.001 0.112 ± 0.001 0.112 ± 0.001
FTF 0.102 ± 0.001 0.100 ± 0.001 0.102 ± 0.001
QGS 0.105 ± 0.001 0.105 ± 0.001 0.105 ± 0.001

TABLE F.11: Data response values with Ebeam and Ereco as reference corre-
sponding to Figure 7.40.

Energy [GeV] CE-E pions CE-H pions All pions

20
Ebeam 0.986 ± 0.002 0.993 ± 0.003 0.989 ± 0.002
Ereco 1.067 ± 0.002 0.999 ± 0.003 1.047 ± 0.002

50
Ebeam 0.999 ± 0.002 0.998 ± 0.002 0.999 ± 0.001
Ereco 1.026 ± 0.002 0.997 ± 0.002 1.018 ± 0.001

80
Ebeam 1.002 ± 0.001 1.004 ± 0.001 1.003 ± 0.001
Ereco 1.020 ± 0.001 1.005 ± 0.001 1.014 ± 0.001

100
Ebeam 1.004 ± 0.001 1.006 ± 0.001 1.004 ± 0.001
Ereco 1.017 ± 0.001 1.008 ± 0.001 1.014 ± 0.001

120
Ebeam 1.004 ± 0.001 1.005 ± 0.001 1.004 ± 0.001
Ereco 1.016 ± 0.001 1.004 ± 0.001 1.012 ± 0.001

200
Ebeam 1.006 ± 0.001 1.004 ± 0.002 1.006 ± 0.001
Ereco 1.012 ± 0.001 1.002 ± 0.002 1.009 ± 0.001

250
Ebeam 1.005 ± 0.001 1.005 ± 0.001 1.005 ± 0.001
Ereco 1.013 ± 0.001 1.004 ± 0.001 1.010 ± 0.001

300
Ebeam 1.007 ± 0.001 1.005 ± 0.001 1.006 ± 0.001
Ereco 1.010 ± 0.001 1.001 ± 0.001 1.007 ± 0.001



227

TABLE F.12: Data resolution values with Ebeam and Ereco as reference corre-
sponding to Figure 7.40.

Energy [GeV] CE-E pions CE-H pions All pions

20
Ebeam 0.290 ± 0.003 0.275 ± 0.004 0.285 ± 0.002
Ereco 0.235 ± 0.002 0.246 ± 0.004 0.244 ± 0.002

50
Ebeam 0.204 ± 0.002 0.194 ± 0.003 0.203 ± 0.002
Ereco 0.180 ± 0.002 0.181 ± 0.003 0.183 ± 0.002

80
Ebeam 0.175 ± 0.001 0.166 ± 0.002 0.172 ± 0.001
Ereco 0.158 ± 0.001 0.157 ± 0.002 0.158 ± 0.001

100
Ebeam 0.159 ± 0.001 0.160 ± 0.002 0.159 ± 0.001
Ereco 0.146 ± 0.001 0.154 ± 0.002 0.148 ± 0.001

120
Ebeam 0.150 ± 0.001 0.142 ± 0.002 0.148 ± 0.001
Ereco 0.137 ± 0.001 0.135 ± 0.002 0.137 ± 0.001

200
Ebeam 0.129 ± 0.001 0.126 ± 0.002 0.128 ± 0.001
Ereco 0.121 ± 0.001 0.122 ± 0.002 0.121 ± 0.001

250
Ebeam 0.117 ± 0.001 0.117 ± 0.001 0.117 ± 0.001
Ereco 0.111 ± 0.001 0.113 ± 0.001 0.112 ± 0.001

300
Ebeam 0.112 ± 0.001 0.112 ± 0.001 0.112 ± 0.001
Ereco 0.106 ± 0.001 0.109 ± 0.001 0.107 ± 0.001

TABLE F.13: Resolution values for default and larger TB geometry imple-
mented in simulation (FTFP BERT EMN) corresponding to Figure 7.42.

Energy [GeV] CE-E pions CE-H pions All pions

20
DefaultGeom 0.271 ± 0.002 0.276 ± 0.003 0.275 ± 0.002
LargerGeom 0.234 ± 0.002 0.259 ± 0.003 0.243 ± 0.002

50
DefaultGeom 0.194 ± 0.002 0.196 ± 0.002 0.195 ± 0.001
LargerGeom 0.169 ± 0.001 0.186 ± 0.002 0.174 ± 0.001

80
DefaultGeom 0.163 ± 0.001 0.168 ± 0.002 0.165 ± 0.001
LargerGeom 0.140 ± 0.001 0.146 ± 0.002 0.144 ± 0.001

100
DefaultGeom 0.153 ± 0.001 0.154 ± 0.002 0.153 ± 0.001
LargerGeom 0.130 ± 0.001 0.137 ± 0.002 0.133 ± 0.001

120
DefaultGeom 0.141 ± 0.001 0.140 ± 0.002 0.142 ± 0.001
LargerGeom 0.120 ± 0.001 0.129 ± 0.002 0.124 ± 0.001

200
DefaultGeom 0.117 ± 0.001 0.119 ± 0.001 0.118 ± 0.001
LargerGeom 0.103 ± 0.001 0.107 ± 0.001 0.104 ± 0.001

250
DefaultGeom 0.109 ± 0.001 0.109 ± 0.001 0.110 ± 0.001
LargerGeom 0.093 ± 0.001 0.101 ± 0.001 0.096 ± 0.001

300
DefaultGeom 0.102 ± 0.001 0.100 ± 0.001 0.102 ± 0.001
LargerGeom 0.089 ± 0.001 0.093 ± 0.001 0.090 ± 0.001
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Appendix G

Energy resolution plots as a function

of 1/
p

E

For the energy region of interest (a few GeV to hundred of GeV) in the high energy experi-
mental particle physics, the resolution of calorimetric energy measurement scales as 1/

p
E.

Therefore, a linearity in resolution versus 1/
p

E plot is another indicator of good calori-
metric performance. This appendix shows such plots corresponding to resolution plots
presented in chapter 7, and are found to be reasonably linear as a function of 1/

p
E.
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FIGURE G.1: Energy resolution as a function of 1/
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Ebeam for CE-E pions
(blue open square), CE-H pions (red full triangles) and inclusive in both cat-

egories (black full circles) corresponding to Figure 7.27.
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FIGURE G.2: Energy resolution comparison between data and simulation
(with two physics lists) as a function of 1/

p
Ebeam for CE-E pions (left) and

CE-H pions (right) after applying global energy correction factor on simula-
tion, corresponding to Figure 7.32.
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Appendix H

Energy integrated in circles of
different radii in beam test data
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FIGURE H.1: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-E layer 3 to 7 for 20 GeV/c pion beam.
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FIGURE H.2: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-H layer 1 for 20 GeV/c pion beam.
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FIGURE H.3: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-E layer 3 to 7 for 50 GeV/c pion beam.
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FIGURE H.4: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-H layer 1 for 50 GeV/c pion beam.
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FIGURE H.5: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-E layer 3 to 7 for 80 GeV/c pion beam.
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FIGURE H.6: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-H layer 1 for 80 GeV/c pion beam.
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FIGURE H.7: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-E layer 3 to 7 for 100 GeV/c pion beam.
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FIGURE H.8: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-H layer 1 for 100 GeV/c pion beam.
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FIGURE H.9: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-E layer 3 to 7 for 120 GeV/c pion beam.



241

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d
 t

o
 u

n
it
 a

re
a

4−10

3−10

2−10

1−10

1 -
πData : 120 GeV 

dR < 0.56cm

dR < 1.0cm

dR < 2.0cm

dR < 3.0cm

dR < 5.0cm

dR < 12.0cm

dR < 20.0cm

Beam test 2018, H2 CERN

CE-H layer = 1 Transvere energy sum at
(Shower start at CE-H layer = 1)

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d
 t

o
 u

n
it
 a

re
a

4−10

3−10

2−10

1−10

1
-
πData : 120 GeV 

dR < 0.56cm

dR < 1.0cm

dR < 2.0cm

dR < 3.0cm

dR < 5.0cm

dR < 12.0cm

dR < 20.0cm

Beam test 2018, H2 CERN

CE-H layer = 2 Transvere energy sum at
(Shower start at CE-H layer = 1)

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d
 t

o
 u

n
it
 a

re
a

4−10

3−10

2−10

1−10

1
-
πData : 120 GeV 

dR < 0.56cm

dR < 1.0cm

dR < 2.0cm

dR < 3.0cm

dR < 5.0cm

dR < 12.0cm

dR < 20.0cm

Beam test 2018, H2 CERN

CE-H layer = 4 Transvere energy sum at
(Shower start at CE-H layer = 1)

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d
 t

o
 u

n
it
 a

re
a

4−10

3−10

2−10

1−10

1

-
πData : 120 GeV 

dR < 0.56cm

dR < 1.0cm

dR < 2.0cm

dR < 3.0cm

dR < 5.0cm

dR < 12.0cm

dR < 20.0cm

Beam test 2018, H2 CERN

CE-H layer = 6 Transvere energy sum at
(Shower start at CE-H layer = 1)

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d
 t

o
 u

n
it
 a

re
a

4−10

3−10

2−10

1−10

1

-
πData : 120 GeV 

dR < 0.56cm

dR < 1.0cm

dR < 2.0cm

dR < 3.0cm

dR < 5.0cm

dR < 12.0cm

dR < 20.0cm

Beam test 2018, H2 CERN

CE-H layer = 8 Transvere energy sum at
(Shower start at CE-H layer = 1)

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d
 t

o
 u

n
it
 a

re
a

4−10

3−10

2−10

1−10

1

-
πData : 120 GeV 

dR < 0.56cm

dR < 1.0cm

dR < 2.0cm

dR < 3.0cm

dR < 5.0cm

dR < 12.0cm

dR < 20.0cm

Beam test 2018, H2 CERN

CE-H layer = 11 Transvere energy sum at
(Shower start at CE-H layer = 1)

FIGURE H.10: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-H layer 1 for 120 GeV/c pion beam.
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FIGURE H.11: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-E layer 3 to 7 for 200 GeV/c pion beam.
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(Shower start at CE-H layer = 1)

FIGURE H.12: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-H layer 1 for 200 GeV/c pion beam.
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FIGURE H.13: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-E layer 3 to 7 for 250 GeV/c pion beam.
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FIGURE H.14: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-H layer 1 for 250 GeV/c pion beam.
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FIGURE H.15: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-E layer 3 to 7 for 300 GeV/c pion beam.
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FIGURE H.16: Energy distributions in the circle of different radii (shown in
different colour points) from the track impact position at layers downstream

to shower start location from CE-H layer 1 for 300 GeV/c pion beam.
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Appendix I

Data simulation comparison of energy
integrated in circles of different radii
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FIGURE I.1: Data-simulation comparison of energy distributions in the circle
of radius 2 cm (left column), 5 cm (middle column) and 20 cm (right column)
from the track impact position at layers downstream to shower start location

from CE-E layer 3 to 7 for 20 GeV/c pion beam.
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FIGURE I.2: Data-simulation comparison of energy distributions in the circle
of radius 2 cm (left column), 5 cm (middle column) and 20 cm (right column)
from the track impact position at layers downstream to shower start location

from CE-E layer 3 to 7 for 50 GeV/c pion beam.
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FIGURE I.3: Data-simulation comparison of energy distributions in the circle
of radius 2 cm (left column), 5 cm (middle column) and 20 cm (right column)
from the track impact position at layers downstream to shower start location

from CE-E layer 3 to 7 for 80 GeV/c pion beam.
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FIGURE I.4: Data-simulation comparison of energy distributions in the circle
of radius 2 cm (left column), 5 cm (middle column) and 20 cm (right column)
from the track impact position at layers downstream to shower start location

from CE-E layer 3 to 7 for 100 GeV/c pion beam.
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FIGURE I.5: Data-simulation comparison of energy distributions in the circle
of radius 2 cm (left column), 5 cm (middle column) and 20 cm (right column)
from the track impact position at layers downstream to shower start location

from CE-E layer 3 to 7 for 120 GeV/c pion beam.
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FIGURE I.6: Data-simulation comparison of energy distributions in the circle
of radius 2 cm (left column), 5 cm (middle column) and 20 cm (right column)
from the track impact position at layers downstream to shower start location

from CE-E layer 3 to 7 for 200 GeV/c pion beam.



255

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10

1

-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-E layer = 3 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 2 cm≤Circle with R 

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10

1

-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-E layer = 3 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 5 cm≤Circle with R 

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10

1

-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-E layer = 3 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 20 cm≤Circle with R 

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10

-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-E layer = 9 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 2 cm≤Circle with R 

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10

-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-E layer = 9 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 5 cm≤Circle with R 

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10

-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-E layer = 9 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 20 cm≤Circle with R 

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10

-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-E layer = 18 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 2 cm≤Circle with R 

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10

-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-E layer = 18 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 5 cm≤Circle with R 

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10

-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-E layer = 18 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 20 cm≤Circle with R 

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10

1

-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-H layer = 2 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 2 cm≤Circle with R 

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10

1

-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-H layer = 2 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 5 cm≤Circle with R 

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10
-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-H layer = 2 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 20 cm≤Circle with R 

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10

1

-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-H layer = 11 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 2 cm≤Circle with R 

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10

1

-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-H layer = 11 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 5 cm≤Circle with R 

Energy [MIPs]
0 500 1000 1500 2000 2500

N
o

rm
a

liz
e

d

4−10

3−10

2−10

1−10

1

-
π250 GeV 

Data

FTFP_BERT

QGSP_FTFP_BERT

Beam test 2018, H2 CERN

CE-H layer = 11 Transvere energy sum at

Shower start at CE-E layer = 03 to 07

 20 cm≤Circle with R 

FIGURE I.7: Data-simulation comparison of energy distributions in the circle
of radius 2 cm (left column), 5 cm (middle column) and 20 cm (right column)
from the track impact position at layers downstream to shower start location

from CE-E layer 3 to 7 for 250 GeV/c pion beam.
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