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Abstract

Three analyses are presented in this thesis. They were performed on data collected by the

OPAL experiment on the LEP collider at CERN between 1997 and 1999.

Measurements of the triple gauge boson coupling parameters are presented from e+e− →
W+W−→ lνqq̄ interactions recorded during the 1999 LEP run with a total integrated lum-

inosity of 212 pb−1, and centre-of-mass collision energies between 192 and 202 GeV. The

optimal observable technique was used to extract the coupling values. The combined results

for the single parameter fits (when one coupling was allowed to vary and the other two

were set to their Standard Model values) are: κγ = 0.722 +0.191
− 0.160, gZ

1 = 0.962 + 0.066
− 0.063 and

λ = −0.070+ 0.064
− 0.062, where errors include both statistical and systematic uncertainties. These

results are consistent with Standard Model predictions at 95% confidence.

Acollinearity dependent momentum cuts were introduced to improve the classification of

W+W− → l+νl−ν̄ events. The study describes how the cut values were determined using

183 pb−1 of data collected at
√
s = 189 GeV, and why they improve the classification. The

resultant improvements to the W leptonic branching fractions were found to be of order

5-12%.

For the start of data taking in 1997, 4 layers of scintillator tiles (MIP plugs) were installed

in both endcaps of the OPAL detector. The main purpose of these tiles was to detect the

presence of minimum ionizing particles at low angles to the beam axis. These tiles were

found to have certain readout problems. The adjustments to be applied to the MIP plug data

to obtain the correct φ sector for individual MIP hits are discussed. The MIP plug response

to muons was investigated using e+e− → e+e−µ+µ− events and a set of criteria to define

“good” MIP plug coincident hits for use as a veto in search analyses is described. Noise

rates have been measured using events that have been randomly triggered.
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Chapter 1

Introduction

The effort to understand the universe is one of the very few things that lifts human life
a little above the level of farce, and gives it some of the grace of tragedy.

STEVEN WEINBERG, The first three minutes, Flamingo, Harper Collins (1977)

The Large Electron Positron collider (LEP), at CERN (La Centre Européenne pour la Re-

cherche Nucléaire) near Geneva in Switzerland, began operation in 1989 with centre of

mass energies around the Z0 resonance peak (the so called LEP I phase of operation). LEP

was a truly remarkable machine, the largest scientific instrument ever built. Since 1995, the

beam energy was steadily increased and in 1996 LEP entered its second phase of operation,

LEP 2, when the first W pair events were produced with Ebeam � 80.5 GeV. The main topics

of the LEP 2 physics program have included studies of the W boson and searches for new

particles, in particular searches for the elusive Standard Model Higgs boson. In November

2000 despite tantalizing hints at a possible 115 GeV Higgs, wild protests from the LEP

physics community and behind the scenes political intrigues, LEP was finally shut down to

make way for the LHC (Large Hadron Collider) project. But analyses of LEP data continue

. . .

LEP could be described as a boson factory; it enables precise measurements to be made of

the Z0 and W± boson properties including their production cross sections, masses, decay

branching fractions and widths to form important tests of electroweak theory. One such

measurement, that of the triple gauge boson coupling between two charged W bosons and

either a neutral photon or Z0 boson is the main topic of this thesis. The analysis was

performed using the optimal observable (OO) technique to extract the coupling values from

a selection of WW→ lνqq̄ events. Measurement of triple gauge coupling (TGC) values is

important, not only as a test of the underlying SU(2)L × U(1)Y gauge symmetry, but also

by providing a possible insight into new physics (if the new particles are too massive to be

produced with the current energies available).
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In order to select signal events for analyses, it is often necessary to identify and then reject

sources of background processes. Before the start of data taking in 1997 a new subdetector,

the Minimum Ionizing Particle (MIP) plugs, were installed in the OPAL detector to detect

the yes/no presence of minimum ionizing particles (i.e. muons) close to the beam axis. It

is particularly important to reject two photon processes which might otherwise masquerade

as candidate events (for example in searches for di-lepton events plus missing energy or

leptonically decaying W pair events). An investigation was made of MIP plug detector

performance during its first two years of operation and is described in this thesis.

A number of analyses (for example measurements of W→leptons branching ratios and

TGCs in the fully leptonic channel) rely on the correct identification and classification of

W+W− → l+νl−ν̄ events. Although experimentally it is relatively easy to classify events

in which (at least) one W boson decays to tau (plus neutrino) and then the tau subsequently

decays hadronically, it is quite challenging to separate events in which the tau decays lepton-

ically to either electron or muon (plus neutrinos) from events where the W decays promptly

to electron or muon (plus neutrino). Until 1998, the standard OPAL algorithms relied solely

on simple momentum cuts to separate these processes. However, it has been found that mo-

mentum cuts dependent on the angle between the two leptons have better separating power.

This study, and the resulting improvements to the leptonic branching ratio measurements,

is outlined in this thesis.

All three analyses were made using data collected by the OPAL detector during the years

1997 to 1999. Table 1.1 shows how much integrated luminosity was collected at each centre

of mass energy1 and the year. The analyses performed on which data sets are also indicated.

The layout of the thesis is as follows: after a brief introduction to some theoretical ideas of

the Standard Model and W boson physics at LEP 2, chapter 3 describes the LEP collider

and the OPAL detector which collected the data. Chapter 4 describes an investigation of the

MIP plug detector performance. Chapter 5 provides a general introduction to W pair events

(including certain background processes) and a short description of the WW → lνlν̄ and

WW→ lνqq̄ event selections and kinematic fitting. Chapter 6 discusses some improvements

made to the classification of WW → lνlν̄ events. The remaining chapters describe the
1 Throughout this thesis, the datasets are normally referred to by the nearest integer value of the centre of

mass energy.
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Year Average Luminosity Analysis Project

Energy (GeV) (pb−1)

1997 182.7 57.2 ± 0.3 MIP plugs

1998 188.6 183.1 ± 0.4 MIP plugs &

WW→ lνlν̄ classification

1999 191.6 29.3 ± 0.1 TGCs

” 195.5 69.0 ± 0.2 ”

” 199.5 76.5 ± 0.2 ”

” 201.6 37.6 ± 0.1 ”

Table 1.1: List of data collected around each centre of mass energy and the analysis performed
for each data set.

theory and an experimental measurement of the triple gauge boson couplings using optimal

observables. Chapter 8 includes a description of the systematic uncertainties investigated,

bias tests and the subsampling tests (used to determine the statistical uncertainties). Finally

chapters 9 and 10 conclude with an overall discussion of the TGC results and their relevance

to other measurements. Details of OPAL track parameters, a list of Monte Carlo samples

used in the analyses and a list of abbreviations used throughout this thesis may be found in

the appendices.
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Chapter 2

Theoretical Ideas

Apparently there is colour, apparently sweetness, apparently bitterness; actually there
are only atoms and the void.

DEMOCRITUS, 420 B.C.

The quest to understand the origins of the universe and the constituents of matter began

with the early civilizations. The ancient Greeks based their understanding on Aristotle’s

“earth, air, fire and water” model of the elements. Today, we have the so-called “Standard

Model” of Particle Physics to describe subnuclear matter at very small distance scales in

the presence of the fundamental forces. But we know that this model is incomplete - a low

energy approximation of the “real” universe that agrees with experimental observations at

the energy scales currently accessible.

This chapter begins with a brief introduction to the Standard Model (SM), concentrating on

the areas relevant to the analyses in this thesis. The SM has been described extensively in

the literature and further details can be found in, for example [1]. One of the main goals of

LEP 2 physics was the study of the W boson: including measurements of its mass, width,

production and decay properties as well as couplings to other particles. The second part of

this chapter discusses some of the theoretical issues behind the study of W boson physics.

The coupling of the W boson to other gauge bosons (the so-called ‘triple gauge boson

couplings’) are discussed in chapter 7. Some experimental aspects of W boson physics are

addressed in chapter 5.

2.1 The Standard Model

The SM describes our current knowledge of all known elementary particles and their in-

teractions under three (electromagnetic, weak and strong) of the four fundamental forces.
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(Gravity has yet to be incorporated in the SM but its effects are negligible at the energies

and scales involved in particle physics). In the SM there are two main types of ‘matter’

particle: quarks and leptons which are spin 1/2 fermions and can be arranged in doublets

into three generations or families:

I II III CHARGE

QUARKS
(

u
d

) (
c
s

) (
t
b

) + 2
3

− 1
3

LEPTONS
(

e
νe

) (
µ
νµ

) (
τ
ντ

) −1
0

Table 2.1: The fundamental fermions, arranged in generations of increasing mass for the charged
particles.

Each matter particle has a corresponding anti-matter partner which has the same properties

and quantum numbers but opposite charge. The interactions between the fermions are me-

diated by the exchange of virtual gauge vector bosons (with integral spin):

Force Vector Boson Range Theory

Electromagnetic photon (γ) ∞ Quantum Electrodynamics

Weak Nuclear W±, Z0 10−18m Electroweak

Strong Nuclear gluons (g1...8) ∞ Quantum Chromodynamics

Gravitation graviton1 ? ∞ Gravity

Table 2.2: The four fundamental forces of Nature and their mediators.

All fermions experience the weak force but only the charged particles can interact electro-

magnetically. Quarks also interact via the strong force. The photon and Z0 are chargeless

and cannot self-interact, unlike the W± bosons which carry electric charge and the gluons

which carry colour charge.

Cabibbo-Kobayashi-Maskawa Matrix
The quark mass eigenstates are not the same as the quark weak eigenstates. The down type

quarks (d,s,b) are said to ‘mix’ to give the weak eigenstates (d’,s’,b’). A 3 × 3 unitary
1 So far there has been no direct experimental evidence for the graviton which is postulated to be a spin 2

particle, unlike the other vector bosons which are all spin 1.
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transformation matrix called the Cabibbo-Kobayashi-Maskawa (CKM) matrix relates the

mass and weak eigenstates:

⎛
⎜⎜⎝

d ′

s ′

b ′

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

⎞
⎟⎟⎠

⎛
⎜⎜⎝

d

s

b

⎞
⎟⎟⎠ (2.1)

2.1.1 Gauge Field Theories and Lagrangians

Symmetries are important in nature because they give rise to conservation laws, and sim-

ilarly conservation laws reveal underlying symmetries (Noether’s theorem). For example,

if a system is invariant under space translation then momentum will be conserved. This is

a type of ‘global’ symmetry, which means that it is independent of space-time. In particle

physics we are concerned with invariance under a special type of transformation: phase

or ‘gauge’ transformations. For example, a wave function ψ(x) that describes a state can

undergo a phase transformation:

ψ(x) → ψ′(x) = eiφ(x)ψ(x) (2.2)

If φ(x) is space-time dependent, then this is a ‘local’ gauge transformation. We believe that

gauge symmetry is one of the most fundamental symmetries in nature.

Any physical system can be fully described by its Lagrangian or Lagrangian density: L =

T − V where T and V represent the kinetic and potential energies respectively. The La-

grangian is a function of the fields and their derivatives. The equations of motion can be

derived from the principle of least action using the Lagrangian. The Lagrangian may also

possess “hidden” symmetries, and it is the breaking of such a symmetry that is responsible

for the masses of the gauge bosons.

Quantum field theory (QFT) is the formalism that describes the relationships between the

fundamental particles and forces, and hence enables the calculation of physical observables

through the underlying symmetry in the Lagrangian. A gauge theory is a relativistic QFT

that obeys local gauge invariance (ie it is invariant under local transformations of a charac-

teristic symmetry group). For example, the SM is a quantum field gauge theory based on

the symmetry group SU(3)⊗SU(2)⊗U(1), where the SU(3) term corresponds to the strong
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interactions of quantum chromodynamics (QCD) and the SU(2)⊗U(1) term corresponds to

electroweak interactions.

Under phase transformations, gauge invariance can only be preserved if extra fields are in-

troduced. Importantly, these new fields correspond to the gauge bosons. An example of

this can be found in quantum electrodynamics (QED), the theory that describes electro-

magnetic interactions. Here, the set of local phase transformations eiψ(x) form a mathemat-

ical set called the U(1) group. A new vector field Aµ is introduced by replacing the normal

derivative ∂µ in the Lagrangian by: Dµ = ∂µ − ieAµ. This new field corresponds to the

massless photon and the conserved quantity is electric charge.

2.1.2 Electroweak Theory

Glashow, Salam and Weinberg proposed the unification of the electromagnetic and weak

forces into a single gauge field theory, known as electroweak (EW) theory [2]. This theory

is based on the SU(2)L⊗U(1)Y gauge symmetric field theory, where the SU(2)L term corre-

sponds to the weak isospin group which acts only on left-handed fermions, and the U(1)Y

term is the weak hypercharge group. The SU(2)L⊗U(1)Y group has four generators with a

corresponding number of gauge bosons. Three of these bosons W i
µ (where i = 1, 2, 3) are

associated with the SU(2)L group, and the fourthBµ couples to the weak hypercharge U(1)Y

group. These fields must be introduced to the Lagrangian to preserve gauge invariance.

The electroweak Lagrangian is comprised of three parts:

LEW = Lf + LYM + LHiggs (2.3)

The first term, Lf represents the lepton and quark kinetic energies and interactions with the

Wµ and Bµ fields. The second term represents the kinetic energies and self-interactions of

the Wµ and Bµ fields:

LYM = −1

4
W i
µνW

µν
i − 1

4
BµνB

µν (2.4)

where:

Bµν = ∂µBν − ∂νBµ (2.5)
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and

W µν
i = ∂µW ν

i − ∂νW µ
i + gεijkW

µ
j W

µ
k (2.6)

The ‘YM’ subscript indicates that this is a pure Yang Mills term [3]. One of the most im-

portant differences between QED and EW/QCD interactions is that the former is Abelian

whereas the latter are non-Abelian (mathematically this means the elements do not com-

mute). In EW theory this is evident by the W i
µνW

µν
i term in the Lagrangian which gives

rise to the trilinear and quadrilinear self boson couplings - a characteristic of non-Abelian

gauge theories. (In QCD the self interactions occur between the eight gluon fields).

The first two terms in equation 2.3 describe the interactions of the fermions with the elec-

troweak fields, and the self interactions of these fields, but no mass terms are present. Mass

terms for the gauge fields of the form mW i
µW

i
µ are forbidden if gauge invariance is to be

maintained under SU(2)L⊗U(1)Y gauge transformations. Furthermore, since left and right

handed fermions transform differently, their masses cannot be included either. This prob-

lem is solved by the scalar sector of the SM in the so-called ‘Higgs mechanism’ [4] which

“spontaneously breaks the symmetry” through a non-zero vacuum expectation value (vev)

of the Higgs field. This gives rise to the gauge boson masses whilst preserving local gauge

invariance of the electroweak Lagrangian.

The observable fields corresponding to the vector bosons of the electroweak interaction are

a linear combination of the massless W 3
µ and Bµ fields which mix to form two new fields

Zµ and Aµ. These can be identified as the Z0 and γ bosons respectively:

Aµ = B cos θW +W 3 sin θW (2.7)

Zµ = −B sin θW +W 3 cos θW

The degree of mixing between the neutral gauge fields depends on the weak mixing angle

θW which relates the coupling constants of the SU(2)L and U(1)Y groups (denoted by g and

g′ respectively) to the electric charge e by:

e = g sin θW = g′ cos θW (2.8)

The W 1
µ and W 2

µ fields are related to the W+ and W− bosons which mediate the charged
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current interactions by:

W± = (W 1 ∓W 2)/
√

2 (2.9)

The masses which the W+, W− and Z0 bosons acquire from the vacuum expection value

via the Higgs mechanism are related by:

MW = MZ cos θW (2.10)

Conversely, the residual photon field remains massless as a direct consequence of the U(1)

gauge invariance of the vacuum. The interaction terms in equations 2.4 and 2.6 persist

after the symmetry breaking. The interaction of a W+, W− and W 3 is re-expressed as the

interactions between W+W−Z0 and W+W−γ. This forms the basis of the SM prediction of

the triple gauge boson couplings described in chapter 7.

2.2 W Boson Physics

This section discusses some of the basic theoretical ideas behind the study of W bosons

at LEP 2. After a brief résumé of some W boson properties, the W pair production cross

section is discussed together with some correction factors which need to be considered in

the calculations. Other four fermion processes at LEP 2 are reviewed and finally the W

branching fractions and W decay properties are discussed.

The W boson is a massive particle (MW = 80.450 ± 0.039 GeV/c2) with a Breit-Wigner

mass sprectrum and width of Γ = 2.150 ± 0.091 GeV [5]. This implies that W± bosons have

finite lifetime and limited range (of order 10−18m). W± bosons cannot be observed directly

but instead their existence is inferred from their decay products. Unlike its neutral weak

boson partner the Z0, the W± bosons are charged and have non-zero weak isospin. They

can couple to both the photon and Z0 gauge bosons (the triple gauge boson vertex), as well

as to charged and neutral fermions. Neutral current interactions, ie those involving either

the Z0 or γ propagators, cannot change the flavour of fermions or anti-fermions, whereas

the charged current processes must do so. The W boson is a spin-1 particle which can have

three helicity states: -1, 0 or +1. The positive and negative helicity states correspond to

transverse polarizations and the zero helicity state corresponds to longitudinal polarization.
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2.2.1 W+W− Production

In e+e− collisions with centre of mass (Ecm) energies above the threshold value of twice

the W mass (
√
s ≈ 161 GeV), W+W− production proceeds at tree level via one of the

three processes shown in figure 2.12. These three diagrams are referred to as the ‘CC03’

(charged current 3) diagram family. The non-Abelian diagrams on the left and centre arise

from e+e− annihilation and are called ‘s-channel’ processes. They involve the interaction of

the triple gauge boson vertex. The neutrino exchange diagram on the right is a ‘t-channel’

process which contributes only left handed electrons, but experimentally cannot be sepa-

rated from the s-channel diagrams with unpolarized beams. The s and t parameters refer to

the Mandelstam variables which are defined as:

s ≡ (p+ q)2 = (k + l)2 = 4E2
beam (2.11)

t ≡ (p− k)2 = (q − l)2 = −E2
beam

(
1 + β2 − 2β cos θ

)
u ≡ (p− l)2 = (q − k)2 = −E2

beam

(
1 + β2 + 2β cos θ

)

where p (q) is the momenta of the incoming electron (positron), k (l) is the momenta of the

outgoing W+ (W−), Ebeam is the beam energy, θ is the scattering angle between the W− and

e− and β =
√

1 −M2
W/E

2
beam.

Figure 2.1: Lowest order Feynman diagrams illustrating the 3 lowest order processes (known as
CC03) at LEP which produce W pairs. The matrix element for these are given in [8].

The W pair production cross section increases with Ecm above its threshold value. At thresh-

old, the t-channel process is dominant and hence the cross section is not very sensitive to
2 In principle there is an additional diagram via SM Higgs decay (e+e− → H0 → W+W−) but since

the coupling between the Higgs and the light electrons is very small, the cross section is negligible at LEP 2
energies and ignored throughout the following discussions.
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triple gauge boson couplings. Above threshold the s-channel processes become more im-

portant and destructively interfere with the t-channel process, so reducing the overall cross

section. The total cross section for WW production as a function of Ecm as measured by the

OPAL experiment is shown in figure 2.2 [6]. The SM theoretical prediction, calculated by

the analytical GENTLE [7] package, is also shown together with predictions for the sce-

narios when there are no WWZ, WWγ vertices or only νe exchange diagrams. Comparing

the OPAL measured values with the predictions, this plot clearly shows the existence of

triple gauge boson couplings and confirms their Yang Mills character. Anomalous boson

couplings, ie coupling values that differ from their SM predictions, would in general lead

to an increase in the cross section and thus violate unitarity3 at high energies [8]. With the

available energies at LEP 2, the angular distribution methods of measuring the TGCs are

more sensitive in the study of anomalous couplings, because they are suppressed by a factor

β2 in the total cross section. This is discussed further in chapter 7.
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W
+ W

- )/
pb

OPAL Data
SM prediction
No WWγ
No WWZ
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Figure 2.2: The WW cross section (σWW) measured by the OPAL experiment at LEP 2. The
theoretical predictions were obtained with the GENTLE [7] package and are shown for the SM
prediction and the cases when some of the CC03 diagrams are removed.

3Unitarity is the requirement that a probability cannot exceed one.
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On-shell Production

To facilitate analytical calculations of the total W+W− production cross section in the Born

approximation (lowest order), the W± bosons may be treated as stable particles (ie on-shell4

and with zero width). This approach acts as a foundation for the off-shell case.

In this scenario, the total production cross section near threshold may be written as [9]:

σWW ≈ πα2

s

1

4 sin4 θW
4β + O(β3) (2.12)

where α is the electromagnetic coupling and θW is the weak mixing angle. In this region

(β � 1) the W bosons are produced virtually at rest and the t-channel neutrino exchange

diagram is dominant (∼ β). The s-channel and s-t interference contributions are propor-

tional to β3 and hence the shape of the total cross section is completely governed by the

linear rise in β, ie from kinematics alone. This is important for W mass determination.

Off-shell Production

The above description with stable on-shell W bosons provides a reasonable approximation.

However, in a proper treatment the W bosons need to be considered as Breit Wigner reso-

nances with finite width to avoid singularities in the phase space. This means that W pair

production cannot be separated from the subsequent decays of the W± and hence the whole

process:

e+e− → W+W− → f1f̄2f3f̄4 (2.13)

needs to be taken into account (see figure 2.1 for lowest order CC03 diagrams). The leading

order cross section for off-shell W+W− production can be written as [10]:

σ(s) =

∫ s

0

ds1

∫ (
√
s−√

s1)
2

0

ds2 ρ(s1) ρ(s2) σ0(s, s1, s2) (2.14)

where σ0(s, s1, s2) is the total cross section for e+e− annihilations into two virtual W bosons

with invariant masses squared s1 and s2, s is the total energy squared of the initial e+e− and

the weight factor ρ(s) comes from the W propagator:

ρ(s) =
1

π

ΓW

MW

s

(s− M2
W) + s2 Γ2

W/M2
W

(2.15)

4 On-shell particles obey the relativistic energy equation: m2 = E2 − p2. Particles which do not obey this
equality are known as virtual and cannot propagate in free space.
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The W width depends on the centre of mass energy:

ΓW(s) =
s

M2
W

ΓW(M2
W) (2.16)

The finite W width destroys the gauge invariance of the CC03 diagrams. Experimentally,

the finite W width has the largest effect on the cross section at threshold where the initial

steep rise at
√
s ≈ 2MW is smeared out. Finite width effects also influence the angular

distributions (see section 7.3) and so could fake non-standard TGCs if not taken into con-

sideration.

Radiative Corrections

In addition to finite W width, the main corrections to the W pair production cross section

arise from radiative effects. These radiative corrections cannot be separated into electro-

magnetic and weak contributions in a gauge invariant way since W pair production in-

volves the charged current at lowest order. Radiative corrections to O(α) can be divided

into virtual, soft-photonic and hard-photonic contributions. The virtual corrections contain

infrared divergences from the virtual photons exchanged between the charged particles but

are cancelled when the external photon contributions are added.

The most important correction for both the W classification and TGC analyses, arises from

QED initial state radiation (ISR), whereby one of the incoming electrons emits a (hard)

photon before interaction. This reduces the available centre of mass energy and conse-

quently affects the s-dependent forward peak of the W pair production cross section. At

threshold, the initial steep rise of the cross section is smeared out, but the effects are more

pronounced at higher energies where the total cross section is decreased. Furthermore, the

recoil of the WW system against the emitted photon affects the W angular distribution [9],

which results in more negative TGC values. In the WW classification analysis, the position

of the acollinearity dependent momentum cuts (described in chapter 6) will be changed.

In addition to hard photon radiation, sizeable logarithmically divergent corrections∼ ln(s/m2
e)

due to collinear emission of external photons must also be included. It is important that all

ISR effects are well modelled in the Monte Carlo. This is rather a complicated procedure,

but suffice to say that for the main EXCALIBUR generator (used for the TGC analysis
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and discussed in section 5.3), only ISR photons collinear with the z axis are generated with

at most one photon in either direction.

The final state radiation (FSR) occurs when one of the particles in the final state emits a

photon which can often be observed directly in the detector. From an experimental point of

view, high transverse momentum photons from ISR can be extremely difficult to separate

from FSR photons when close to other particles. Theoretically, FSR cannot be treated

as independent in a completely gauge-invariant description from ISR although this is a

reasonable approximation in the soft or collinear limit.

Loop corrections also need to be considered for the calculations but are suppressed by the

additional vertices.

Other Corrections

At threshold one of the most important corrections is the Coulomb singularity which arises

because of the long range electromagnetic interaction between the almost stationary W

bosons. However, at the centre of mass energies considered for the two analysis described

in this thesis, the effects are negligible.

QCD corrections (for the semi-leptonic channel) can lead to additional jets in the final

state from hard gluon emission, which may bias the results (for example if the wrong jet

angle is measured and also the kinematic fits could be affected). To account for the QCD

corrections to the W hadronic decay width, a so-called ‘naive’ correction factor is added to

the appropriate vertices:

Γ(W → qq̄) → Γ(W → qq̄)
(
1 +

αs
π

)
(2.17)

which modifies the cross section and branching ratios. It is called a ‘naive’ correction factor

because strictly it only applies to the ideal case of W pair production diagrams when no cuts

have been applied and its effect cannot be rigorously assessed. However, it is expected that

QCD effects will enter at the level of O(αs).

Final state interactions (FSI), for example colour reconnection and Bose Einstein effects,

are important for the fully hadronic final state (WW → qq̄qq̄) but not for either the semi-

leptonic (WW→ lνqq̄) or fully leptonic (WW→ lνlν̄) events used in the analyses described
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in this thesis.

2.2.2 Four Fermion Processes

In addition to the W pair production processes in figure 2.1, there are contributions from

other processes which have the same initial and final states but proceed through different

intermediate states.

The number of Feynman diagrams for the process e+e− → 4f depends on the final state

but in general all possible four fermion processes can be classified as either neutral current

(NC) or charged current (CC). As the name suggests, CC processes involve the propagation

of at least one (singly resonant) or two (doubly resonant) virtual W± bosons with final states

consisting of up (anti-up) and anti-down (down) fermion pairs. Table 2.3 summarizes the

number of CC processes for a given final state.

d̄u s̄c e+νe µ+νµ τ+ντ

dū 43 11 20 10 10

e−ν̄e 20 20 56 18 18

µ−ν̄µ 10 10 18 19 9

Table 2.3: Number of Feynman diagrams contributing to the charged current (CC) production of
four fermion states [8].

NC processes are mediated with the exchange of two neutral vector bosons (see for example

the Zee and Z pair production diagrams in figures 5.2j-l). These background processes have

final states of the form:

(fi f̄i) + (fj f̄j) (2.18)

where f may be up or down type and i,j are the generation indices. Clearly there is some

overlap with the CC processes for certain final states (eg e+e−νeν̄e). In total there are 452

diagrams that make up the full four fermion set and the largest number of diagrams occurs

for the process e+e−e+e− which has 144 diagrams.

In general it is necessary to include all the Feynman diagrams with a given final state in

order to maintain gauge invariance. The doubly resonant CC03 process (figure 2.1) are
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based on a subset of diagrams which are gauge dependent and usually defined in the ’t

Hooft-Feynman gauge. In order to maintain gauge invariance it is sufficient to add only the

singly resonant Z0/γ exchange diagrams (for example figure 2.3) [9].

W

Z o/ γ

Figure 2.3: Example of singly resonant diagram.

All possible classes of four fermion diagrams are shown in figure 2.4. The relevant diagrams

for W pair production are shown by the Abelian conversion and non-Abelian annihilation

diagrams. Multiperipheral diagrams have the largest cross section but generally have final

states that can be separated from the CC03 processes.

2.2.3 Total Cross Section

Experimentally it is extremely difficult to distinguish different processes with the same

final state. Hence to extract W pair production cross section (σWW), it is usual to measure

the total four fermion cross section (σTot) and subtract the expected contribution from four

fermion background processes. The cross section for e+e− → 4f (+γ, g, . . . ) may be

written schematically as [8]:

σTot = σWW + σbkg (2.19)

σWW = σWW
0 (1 + δEW + δQCD)

where:

σWW
0 is the Born level contribution from the three CC03 leading order diagrams for W pair

production involving t-channel ν exchange and s-channel Z0/γ exchange, (figure 2.1)

calculated using off shell W propagators.
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Figure 2.4: Feynman diagrams of the CC03 and background four fermion processes [8]. Only
the non-Abelian classes involve couplings between three gauge bosons. B = Z0 γ; B1,B2,B3 = Z0,γ,
W+W−.

31



δEW represents the higher order electroweak corrections, including loop corrections, real

photon emission etc. described above.

δQCD are the higher order QCD corrections to W+W− final states containing qq̄ pairs de-

scribed above.

σbkg represents the four fermion background contributions.

2.2.4 W decays

W bosons can decay either hadronically or leptonically with branching fractions that can

be calculated from electroweak theory. The branching ratio (BR) of a given state is defined

as the partial decay width divided by the total width. In the SM, the W boson couples

universally to fermion pairs (figure 2.5) and so measurement of the leptonic branching rat-

ios provide a test of lepton universality (ie equal coupling of the W+W− to eν, µν, and

τν final states). For the quarks, since the mass eigenstates are not the same as the weak

eigenstates, the W could have non-diagonal couplings. However, since the CKM matrix

is unitary (V †
CKMVCKM = 1), the overall coupling of the W bosons to leptons and quarks

(of each colour) is the same. The partial decay rates of the W into quark pairs measure the

elements of the CKM matrix directly. The total rate will be independent of VCKM provided

quark masses are neglected.

Figure 2.5: Basic vertex for W decay to two fermions. f≡ e, µ, τ , νe, νµ, ντ or q.

The partial decay width of the W boson into (massless) leptons and quarks can be expressed
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in terms of the W mass (MW ) and Fermi coupling constant (GF ):

Γ(W → lν) =
GFM

3
W

6
√

2π
(2.20)

Γ(W → qq̄) =
GFM

3
W

6
√

2π
3 |Vij |2

[
1 +

αs
π

+ O
(
α2
s

π2

)]

The factor 3 in the lower equation corresponds to the number of quark colours and | Vij |
is the CKM matrix which describes the flavour mixing between quarks. The total width is

sum of the partial widths:

ΓW =
GFM

3
W

2
√

2π

[
3 + 2

αs
π

+ O
(
α2
s

π2

)]
(2.21)

The decay rate of the W boson is related to the transition probability and therefore pro-

portional to the matrix element squared (|M|2), where M is the transition amplitude for

one in-going particle (W) and two out going particles (ff̄ ). The theoretically predicted

branching fractions are listed in table 2.4 [8].

Process Branching Ratio

Γ(W → eνe) 10.83

Γ(W → µνµ) 10.83

Γ(W → τντ ) 10.82

Γ(W → leptons) 32.49

Γ(W → hadrons) 67.51

Table 2.4: Theoretically predicted W→ff̄ branching fractions [8].
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Chapter 3

The OPAL detector and the LEP collider

It broke my heart
when they took LEP apart

ULOSEHIGGS (Played by Patrick Janot),
Christmas Play of CERN Theory Division by John Ellis, (Dec. 2000)

The OPAL (Omni-Purpose Apparatus at LEP) detector was one of four large particle de-

tectors situated on the LEP (Large Electron Positron) collider for the study of elementary

particle physics. The experiment began operation in 1989, initially studying e+e− inter-

actions at the Z0 resonance peak. After a short period of data taking in 1995 with beam

energies of around 68 GeV (the so-called LEP 1.5 phase of operation), LEP entered its

second phase of operation (LEP 2) in 1996, with centre of mass energies above the W+W−

threshold (Ecm > 161 GeV). Since then further upgrades to the LEP accelerator have al-

lowed the beam energy to increase year by year, up to a maximum of 104.40 GeV which

was achieved during LEP’s final year of operation in 2000. During the LEP 2 phase it was

desirable to run at the highest possible energy, not only to increase the possibility of discov-

ering ‘new’ particles, but also because the W pair cross section increases with energy. This

chapter presents an over-view of the LEP collider and OPAL detector. More details can be

found in [11] and [12] respectively.

3.1 The LEP Collider

The LEP collider was a 26.7 km circular e+e− storage ring, straddling the Swiss-Franco

border at the foot of the Jura mountains, approximately 100m underground. It was de-

signed to accelerate, store and then collide electron and positron bunches1 in opposite di-

rections. The beam pipe consisted of a highly evacuated beryllium tube (< 3 × 10−9 torr)
1 A typical bunch contains ∼ 1011 particles. For most of LEP operation 4 bunches of electrons and 4

bunches of positrons were used. These circulated 11 250 times per second in opposite directions in the LEP
ring.
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to reduce beam gas interactions. It was arranged in eight long straight sections (to reduce

synchrotron radiation losses) which were joined together in roughly circular shape. The ac-

celerating sections consisted of a mixture of copper and superconducting radio-frequency

(RF) cavities (the latter were installed during the LEP 2 upgrades). Over 3300 dipole bend-

ing magnets were used to steer the beams around the ring and nearly 2000 focusing mag-

nets (quadruple, sextupole and octupole) were used to bring the beams to a tight focus in

the straight sections just before collision in each of the four LEP detectors: ALEPH [13],

DELPHI [14], L3 [15] and OPAL [12]. For geological reasons the plane of the LEP ring

was inclined at a 1.42% slope.

*

*electrons
positrons
protons
antiprotons
Pb ions

LEP: Large Electron Positron collider
SPS: Super Proton Synchrotron
AAC: Antiproton Accumulator Complex
ISOLDE: Isotope Separator OnLine DEvice
PSB: Proton Synchrotron Booster
PS: Proton Synchrotron

LPI: Lep Pre-Injector
EPA: Electron Positron Accumulator
LIL: Lep Injector Linac
LINAC: LINear ACcelerator
LEAR: Low Energy Antiproton Ring

OPALALEPH

L3
DELPHI

SPS

LEP

West Area

T
T

10 AAC

T
T

70

East Area

LPI
e-

e-
e+

EPA

PS

LEAR

LI
NAC

2

LI
N

A
C

3

p Pb ions

E2

South Area

N
or

th
 A

re
a

LIL

TTL2
TT2 E0

PSB

IS
O

L
D

E
E1

pbar

Figure 3.1: The CERN accelerator complex illustrating the various stages through which particles
were accelerated until eventual injection into the LEP ring.

Injection of particles into LEP made use of the previously existing proton accelerator com-
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plex (figure 3.1). Electrons were produced by thermionic emission and accelerated in the

LEP Injector Linac (LIL) to 200 MeV. Positrons were made from bremsstrahlung photons

emitted when some of these electrons were rapidly decelerated in a tungsten target. The

positrons were separated by a magnetic field, and then both the electrons and positrons

were accelerated to 600 MeV before being stored in the Electron Positron Accumulator

(EPA). When sufficient particles had been accumulated, they were transfered to the 200m

diameter Proton Synchrotron (PS) and accelerated to 3.5 GeV before being injected into the

2.2 km circumference Super Proton Synchrotron (SPS) and accelerated further to 22 GeV.

Finally they were injected into the LEP ring and accelerated to maximum energy. Beams

could circulate in LEP for up to 12 hours owing to the high vacuum.

3.2 The OPAL Detector

The OPAL detector was a general multipurpose purpose detector, situated in a large un-

derground chamber (∼100m underground) on the LEP ring. It was designed to efficiently

reconstruct and identify all types of particle processes arising from e+e− interactions and

provide accurate measurements of charged tracks and electromagnetic energy. It was ap-

proximately 12m in length, 10m in diameter and weighed ∼3000 tons. Figure 3.2 illustrates

the general layout of the detector and figure 3.3 shows a quadrant of the detector in cross

section, parallel and perpendicular to the beam axis.

The detector consisted of a series of cylindrical, concentric subdetectors or ‘components’

arranged around the beam-pipe with the interaction point at the centre and a set of endcap

subdetectors covering the ends of the cylinders. This provided nearly 4π of solid angle

coverage. Each of the subdetector components were known within OPAL by a two letter

acronym (for example: EE for the electromagnetic calorimeter endcap). The principal

detector components were:

• a large volume central tracking detector (to measure the positions and momenta of

charged particles)

• an electromagnetic calorimeter (to identify and measure energy deposited by elec-

trons and photons)
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Figure 3.2: Schematic diagram of the OPAL detector at LEP.

• a hadron calorimeter (for measuring the energy deposited by neutral hadronic parti-

cles and muon identification)

• outer muon chambers (for penetrating muon identification)

• forward detectors (to detect particles close to the beam axis and measure the lumino-

sity)

• a solenoid coil surrounding the tracking detectors (to provide a uniform 0.435 T mag-

netic field)

The central detector and electromagnetic calorimeters were the most important parts of the

detector for the TGC and WW → lνlν̄ classification projects, since they enabled accurate

measurements of lepton track position, momenta and energy. The muon chambers pro-

vided information about muon decays and the hadronic calorimeters provided additional
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information about quark jets from W decays. The endcap detectors (particularly those in

the forward region), were crucial to the investigation of MIP plug performance.

3.2.1 OPAL co-ordinate system

The OPAL co-ordinate system is indicated in figure 3.2. It is a right-handed Cartesian sys-

tem with its origin at the nominal interaction point. The x axis points towards the centre

of LEP and the y axis is slightly away from the vertical (since the LEP beam at the OPAL

interaction region was inclined at 13.9 mrad to the horizontal). The z axis points along the

electron beam direction in LEP (ie anti-clockwise when viewed from above). The polar an-

gle θ is measured from the positive z axis and the azimuthal angle φ is measured clockwise

from the x axis looking along the positive z axis.

3.2.2 The Central Tracking Detectors

OPAL’s central tracking system consisted of four subdetectors. In order of increasing ra-

dius these were a silicon microvertex detector and three drift chamber devices: a vertex

detector, a jet chamber and the Z-chambers. The drift chambers were enclosed inside a

pressure vessel (as shown in figure 3.3). The drift chambers all operated with the same gas

mixture of 88.2% argon, 9.8% methane and 2.0% isobutane at 4 bar. The drift chambers

measured the direction and curvature of charged particles in the magnetic field from which

the particles’ momenta and charge could be determined. All three drift chambers gave 3

dimensional readout, but the vertex and jet chambers gave accurate measurements of the

track co-ordinates in the plane perpendicular to the beam axis (the r-φ plane) whilst the

Z-chambers gave accurate measurements of the perpendicular z co-ordinates of the tracks.

Silicon Microvertex Detector (SI)

The silicon microvertex detector (SI) was the innermost subdetector. It was originally in-

stalled in 1991 [16], and upgraded in 1993 [17] and 1995 [18] to increase its geometrical

acceptance and permit 3-d track reconstruction. The detector provided high precision mea-

surements of charged particle trajectories close to the interaction point. This enabled the
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Figure 3.3: Cross section of a quadrant of the detector a) parallel and b) perpendicular to the
LEP beam axis.

identification of short-lived particles (for example B hadrons and τ leptons) with typical

decay lengths down to a few tenths of a millimetre.

Silicon detectors are essentially reversed-biased diodes which behave like solid ionization

chambers. A charged particle traversing the detector created ionization, and the charges

thus produced drifted towards the electrodes in the presence of the strong electric field.

Following amplification, the signals were grouped together and read out. SI consisted of

two concentric layers of single-sided silicon microstrips with radii 61 mm and 75 mm,

sandwiched between the beam pipe (outer radius 56.5 mm) and the wire chamber pressure

vessel (with an inner radius of 80 mm). The outer and inner layers had 15 and 12 lad-

ders respectively and were tilted to avoid gaps in φ. Each ladder was made up of 5 pairs
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of silicon wafers which were 6 cm long and 3 cm wide. A pair of wafers consisted of a

one single-sided wafer with readout strips every 50 µm running parallel to the beam axis

and a one single-sided wafer with readout every 100 µm perpendicular to the beam axis.

It had azimuthal angular coverage of 97% and a polar angle acceptance for tracks with

|cos θ |< 0.89.

Central Vertex Chamber (CV)

The vertex detector [19] was a 1m long, high resolution cylindrical drift chamber surround-

ing SI with an inner radius of 80 mm and outer radius of 235 mm. It was similar in design to

a small jet chamber and provided precise measurements of track positions with good multi-

hit detection to resolve individual particles within jets. When a charged particle traversed

through the chamber, it caused ionization in the gas. The liberated electrons drifted towards

the positively charged anodes. Near the wires, the strong electric field accelerated the elec-

trons thus caused further ionization of the gas atoms. This ‘avalanche’ effect induced a

measurable pulse on the sense wires.

CV was radially segmented into two layers of 36 sectors each. The inner layer consisted of

36 axial cells each containing 12 wires running parallel to the beam direction and spaced

5.3 mm apart. From drift time measurements these yielded a precise r-φ resolution of

55 µm. A fast but coarse z position measurement could be obtained by measuring the time

difference between the signals from the two ends of the anode wire. This was used by the

OPAL track trigger and offline in pattern recognition. The outer layer consisted of 36 stereo

cells each containing 6 wires spaced 5 mm apart and inclined at 40 to the beam axis. By

combining the axial and stereo drift time information, the z co-ordinate could be measured

to around 700 µm. The angular coverage of this detector corresponded to | cos θ |< 0.92

for both the axial and stereo wires.

Central Jet Chamber (CJ)

The jet chamber [20] was the largest tracking detector in OPAL. It measured approximately

4m in length and surrounded CV with inner and outer radii of 25 cm and 185 cm respec-

tively. It provided nearly 4π solid angle coverage. Its main function was to accurately
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measure the track positions of charged particles as they traversed the detector in the mag-

netic field. The radius of track curvature was used to calculate a particle’s momentum

perpendicular to the field:

p⊥ = 0.3Br (3.1)

where B is the magnetic field in Tesla and r is the radius of curvature in metres. The

direction of curvature determines a particle’s charge (see equation A.2). Particle identifica-

tion [21] was made by multiple sampling of the energy loss from ionization in the gas. The

rate of energy loss (dE/dx) was determined from the sum of the measured charge on each

sense wire and depended on the particle’s mass, velocity and angle of trajectory.

The sensitive volume of the detector was divided into 24 sectors, each containing a plane

with 159 anode wires running parallel to the z axis. The cathode wire planes formed bound-

aries between adjacent sectors. The anode wires were spaced 10 mm apart, interleaved with

potential wires held at -2.38 kV. To resolve left-right ambiguities, the anode wires were al-

ternately staggered by ±100 µm either side of the plane defined by the potential wires.

Measurement of drift time provided a r-φ spatial resolution of 100-350 µm depending on

the drift distance from the wire. The z co-ordinate was determined from the the ratio of

integrated charge measured at each end of a sense wire and had a resolution of ∼6 cm.

Angular coverage extended up to |cos θ |< 0.98, although track reconstruction was optimal

for the range |cos θ |< 0.73 when the full 159 hits per track could be measured.

The Z-Chambers (CZ)

As the name suggests, the Z-chambers [22] were designed to make precise measurements

of particles’ z co-ordinates as they left the jet chamber in the barrel region. The detector

consisted of 24 drift chambers: 4m long, 50 cm wide and 59 mm thick. Each chamber was

divided into eight 50 × 50 cm2 cells. Each cell contained 6 sense wires which were spaced

4 mm apart. The wires ran perpendicular to the beam axis and were staggered to resolve

left-right ambiguity. Depending on the drift distance to the wire, the spatial resolution in z

was ∼100-300 µm. The chambers covered 94% of the azimuthal angle and had polar range

from 44o to 136o.
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3.2.3 The Magnet

The magnet consisted of a water-cooled aluminium solenoid coil and an iron yoke con-

structed from soft steel plates. It produced a uniform magnetic field of 0.435 T in the

central volume from a current of ∼ 7000 A. The solenoid surrounded the central tracking

chambers but unfortunately was positioned inside the electromagnetic calorimeter. It was

wound from a single long unit (to reduce field distortions to within ±0.5%). The return

yoke formed part of the hadronic calorimetry system.

3.2.4 Time-Of-Flight System (TE & TB)

Surrounding the solenoid were the barrel time-of-flight (T.O.F.) counters which were de-

signed to measure particle flight times from the interaction point. The system consisted of

160 scintillation counters, 6.84m in length, forming a barrel with average radius 2.36m and

covered the angular range | cos θ |< 0.82. For charged particles and photons with energies

0.6-2.5 GeV, the time resolution varied between 280 ps (at the centre of the detector) to

350 ps (at the detector ends). This fast response time meant that it was used to supply trig-

ger information and helped reject certain background processes (for example cosmic rays).

The time-of-flight endcap (TE), which were also known as the tile endcap detectors, are

described in section 3.2.8.

3.2.5 The Electromagnetic Calorimeters

The electromagnetic calorimeter system was designed to measure the energies and positions

of electrons, positrons and photons. It was a total absorption calorimeter which consisted of

three large overlapping assemblies of lead glass blocks (the barrel and two endcap regions).

It was mounted between the coil and return yoke of the magnet and covered 98% of the solid

angle. Since the pressure vessel and magnetic coil constituted approximately 2 radiation

lengths of material, particles used to start showering before they reached the lead glass.

Presampling devices were therefore installed immediately in front of the lead glass in both

the barrel and endcap regions, to measure particle position, improve the energy resolution

of these showers and provide additional γ/πo and electron/hadron discrimination.
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The electromagnetic calorimeter system was complemented by the gamma catcher and the

forward detector calorimeter (described in section 3.2.8).

The Electromagnetic Presamplers (PE & PB)

The barrel electromagnetic presampler (PB) [23] consisted of 16 chambers, situated be-

tween the T.O.F. system and the barrel lead glass calorimeter. Each chamber was 3 cm

thick and contained two layers of streamer mode drift tubes with the anode wires running

parallel to the z axis. The chambers were arranged in a cylinder of length 662.3 cm and

radius 238.8 cm, and provided polar angle coverage | cos θ |<0.81. The signals were read-

out from 1 cm cathode strips orientated at ±45o to the anode wires. These provided spatial

resolution in r-φ of ∼5 mm.

The endcap presampler (PE) [24] consisted of 32 thin high gain multiwire chambers ar-

ranged in 16 sectors in the shape of an umbrella. It was located between the pressure vessel

and the endcap calorimeter and covered the azimuthal angular range 0.83<|cos θ |<0.95.

Barrel Electromagnetic Calorimeter (EB)

The barrel electromagnetic calorimeter [25] consisted of a cylindrical array of 9440 lead

glass blocks. It was situated outside the magnetic coil at a radius of 245.5 cm and provided

full azimuthal angular coverage and | cos θ |< 0.82. Each ∼ 10 × 10 cm2 block was made

from SF57 heavy glass with a depth of 24.6 radiation lengths (37 cm) to minimize shower

leakage. The blocks were angled to point towards the interaction region (to minimize the

probability of a particle traversing more than one block), but with a slight offset (to reduce

the number of neutral particles escaping detection in the gaps between the blocks).

High energy (>100 MeV) electrons and positrons traversing the lead glass would predom-

inantly lose energy by bremsstrahlung. High energy photons lost energy by pair creation.

From these processes, cascade showers would develop. The number of secondary particles

produced in these showers was proportional to the incident energy (typically several thou-

sand particles at shower maximum for a 50 GeV incident electron [26]). Since these sec-

ondary particles were produced with velocities greater than the speed of light, they emitted

C̆erenkov radiation which was detected by 3 inch diameter, magnetic field tolerant photo-
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tubes mounted at the base of each block.

The overall intrinsic energy resolution of the calorimeter system in the barrel region was

found to be: σE/E = 0.2% + 6.3%/
√
E, where E is the energy of the incoming particle

measured in GeV. This figure was significantly degraded by the presence of material in front

of the calorimeter, but 50% of the degradation could be recovered by using the presampler

information.

Electromagnetic Endcap Calorimeter (EE)

The electromagnetic endcap calorimeter [27] consisted of 1132 lead glass blocks arranged

in a dome-shaped array at each end of the detector. It was situated between the pressure

vessel and the pole tip hadron calorimeter and covered the angular range: 0.81 <| cos θ |<
0.98 and the full angle in azimuth. Unlike the barrel detector, the blocks were made from

CEREN-25 lead glass (with typical depths of 22 radiation lengths) and aligned parallel to

the beam axis (because of geometrical constraints), following the contours of the pressure

vessel. Vacuum photo triodes (VPT’s) replaced the photo-multiplier tubes because of the

high magnetic field (∼0.4 T) in the endcaps. For low energy (<10 GeV) particles, the

energy and spatial resolutions were σE/E = 5%/
√
E and ∼8-14 mm respectively.

3.2.6 The Hadron Calorimeters

The hadron calorimeter [28] surrounded the electromagnetic calorimeter and was comprised

of three parts: the barrel, two endcaps and two pole-tip detectors. It provided full solid angle

coverage. Most hadronic showers were initiated in the lead glass of the electromagnetic

calorimeter, and hence it was necessary to combine the signals from both detectors in order

to determine the energy of hadronic particles.

Hadronic showers proceed in a similar manner to electromagnetic ones, but are more com-

plex since they involve both electromagnetic and strong interactions. In general hadronic

showers have lower multiplicity, are less compact and less precisely measured than elec-

tromagnetic ones (typical resolution ∼120%/
√
E for a 10 GeV particle in OPAL). Since

shower depth increases logarithmically with energy of the incident particle, hadronic calor-
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imeters need to have greater depth than electromagnetic ones (of the same type) to contain

the shower. In OPAL at least four additional interaction lengths of absorber were obtained

from the iron return yoke of the magnet, which was positioned between the detector layers.

Hadron Barrel and Endcap Calorimeters (HB & HE)

The barrel hadron calorimeter consisted of 9 layers of PVC chambers, segmented with 8

layers of 10 cm thick iron slabs and covered the angular range 0.81>|cos θ |. The chambers

were operated in limited streamer mode and filled with 75% isobutane and 25% argon

gas mixture. The anode wires ran parallel to the beam direction, spaced 1 cm apart, and

provided signals for monitoring purposes. Particle energy was measured by summing the

induced charge collected on ∼ 500 × 500 mm2 pads located on the outer surface of each

chamber. The pads were grouped together to form towers pointing to the interaction region

so that the signal sum over all pads in the same tower was proportional to the energy of the

incident hadron producing the shower. On the inner surface, 0.4 cm wide aluminium strips

positioned above the anode wires and running parallel to them, provided muon tracking

information.

A doughnut-shaped endcap hadron calorimeter closed the barrel at each end. It was similar

in design to the barrel and consisted of 8 layers of streamer tubes alternated with 7 plates

of iron. It extended the angular coverage to 0.81<|cos θ |< 0.91.

Hadron Poletip Calorimeter (HP)

The poletip hadron calorimeter [29] complemented the barrel and endcaps by extending

the angular coverage in the forward region to | cos θ |< 0.99. The detector consisted of

10 layers of high gain multiwire proportional chambers sandwiched between 10 layers of

8 cm thick iron absorber. Similar in configuration to the barrel and endcap calorimeters, the

chambers were read out by means of strips (aligned radially) and cathode pads (arranged so

that corresponding pads from each layer formed a tower pointing to the interaction region).

The strips and pads were etched onto opposite inner edges of the chambers which were

operated with a gas mixture of 55% CO2 and 45% n-pentane.
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3.2.7 The Muon Chambers

The muon chambers formed the outermost layer of the detector and extended over 93% of

the solid angle with a detection efficiency for muons (with energies greater than 3 GeV)

close to 100%. The detector was divided into barrel [30] and endcap [31] components, with

gaps for support legs, the beam pipe and cable feedthrough to the inner subdetectors. The

muon chambers were important in separating muons from the hadronic background. Most

hadronic particles were absorbed in the 1.3m of iron equivalent material before the muon

chambers, resulting in a µ/π mis-identification probability of less than 1% for an isolated

5 GeV pion.

Muon Barrel detector (MB)

The muon barrel detector consisted of 110 large area drift chambers filled with a 90% argon

and 10% ethane gas mixture. As shown in figures 3.2 and 3.3, the chambers were arranged

in layers with 44 chambers mounted either side of the barrel, 10 in the top and 12 in the

bottom modules. Angular range for at least one layer was |cos θ |<0.72, and |cos θ |<0.69

for four layer coverage. The chambers were 1.2m wide, 9 cm deep and varied in length be-

tween 6.0m and 10.4m to allow room for the magnet supports. Each chamber was split into

two adjacent drift cells, each containing an anode sense wire running the full length of the

chamber, parallel to the z axis. A rough estimate of the z position was made by comparing

the difference in time and pulse height of signals arriving at both ends of the anode wire.

A more accurate determination of the z co-ordinate (∼2mm) was obtained from induced

signals on “diamond shaped” cathode pads located opposite the anode wire. The r-φ co-

ordinate was measured from the drift time with a resolution of ∼1.5 mm. The maximum

drift time was 8 µs and the drift velocity was around 38 mm/µs.

Muon Endcap detector (ME)

The muon endcap detector consisted of eight 6 × 6 m2 quadrant chambers and four 3 ×
2.5 m2 patch chambers located either end of the detector in a plane perpendicular to the

beam direction. The patch chambers were situated above and below the beam pipe, slightly

overlapping the quadrant chambers, but with gaps for the magnet supplies, shielding and
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inner subdetector cables. Each chamber consisted of two layers of limited streamer tubes:

one layer with sense wires running vertically and the other horizontally. Aluminium cathode

strips were positioned each side of the plane of tubes, running parallel and perpendicular to

the wires. Spatial resolutions of ∼1mm and ∼3mm were obtained from the perpendicular

and parallel strips respectively. The chambers were operated with a gas mixture of 25%

argon and 75% isobutane. Angular acceptance covered the range ∼ 0.67 <| cos θ |<∼
0.985.

3.2.8 Low Angle Subdetectors

The low angle subdetectors were situated close the beampipe and further out from the inter-

action region than the tracking chambers. The main purpose of these detectors was to de-

termine the beam luminosity by measuring the rate of forward “Bhabha” scattering events.

The integrated luminosity L for a particular process ab → cd with cross section σab→cd is

given by:

L = Nab→cd/σab→cd (3.2)

whereNab→cd is the number of observed events. At small angles the t-channel QED Bhabha

scattering process dominates the e+e− → e+e− cross-section and is proportional to 1/θ3,

where θ is the scattering angle. By counting the number of Bhabha events in the known

acceptance of the forward region of the detector and precisely measuring the polar angles

of the scattered particles, the luminosity could be determined.

These detectors were also used to tag γγ events (and thus act as a veto for background events

in some search analyses) and to supply trigger information. The forward subdetectors were

used extensively in the selection of events for the MIP plug analysis (described in chapter 4).

Figure 4.5 illustrates the relative position of some of these low angle detectors and their

polar angle coverage.

The Forward Detector (FD)

The forward detector [32] consisted of four separate subdetectors:

• The forward calorimeter consisted of 35 layers of lead-scintillator sandwich provid-
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ing a total depth of 24 radiation lengths. The first 4 X0 acted as a presampler. The

main calorimeter had an energy resolution of σE/E = 17%/
√

E (where E is in GeV)

and position resolutions of 2 mm radially and 1.5o (or less) azimuthally.

• The tube chambers consisted of three layers of proportional tubes located between

the presampler and main forward calorimeter. They could measure shower positions

to within ±3mm.

• The far forward monitor counters were small lead-scintillator calorimeters of thick-

ness 20 radiation lengths. They were mounted either side of the beampipe, approxi-

mately 7.85m from the interaction region. Their primary purpose was to detect scat-

tered electrons that were deflected outwards by the LEP quadrupole focusing magnets

in the range 5 to 10 mrad.

• The gamma catcher (GC) was a small non-containing electromagnetic calorimeter.

It consisted of a ring of eight lead-scintillator sandwich modules with a radiation

length of 7Xo. It was designed to complement the lead-glass calorimeter and filled

the acceptance gap between the inner edge of the endcaps and the outer edge of the

forward detectors (143 < θ < 193 mrads). Electrons or photons with energy > 2

GeV were detected with coarse φ resolution from each of the eight segments.

During 1998 data taking, a number of GC sectors went bad, particularly in the right

endcap. Rather than risk damage to other subdetector components by opening up the

detector and repairing the GC during the annual shutdown, it was decided to use MIP

plug information as a replacement for the GC.

The forward detectors covered the angular range 47 < θ < 120 mrad. This region had

very clean acceptance since the only obstructions came from the beam pipe and 2mm of

aluminium in the central detector pressure vessel.

The Silicon Tungsten Luminosity Monitor (SW)

The silicon tungsten detectors [33] were installed in OPAL in 1993 to improve the beam

luminosity measurement by detecting low angle Bhabha scattering events. There were two

sampling calorimeters situated approximately 2.4m from the interaction point at each end

of the detector, covering the angular range between 25 and 59 mrad. Each calorimeter was
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segmented into 19 layers of silicon interleaved with 18 tungsten slabs providing spatial

resolution of 220µm and energy resolution of ∼ σE/E = 24%/
√

E (where E is in GeV).

The Tile Endcap (TE)

The first part of the tile endcap (or time-of-flight endcap) detector [34] was installed in

1996 to precisely determine the time of a collision and improve trigger information in the

forward region. The first part of the TE system consisted of a single layer of 120 10mm

thick scintillator tiles arranged in the form of a truncated cone. They were located at each

end of the detector, between the presampler and EE and covered the angular range 82 <

| cos θ| < 0.95.

The second part of the TE system, the “MIP Plugs” were installed in 1997. They were made

from the organic scintillator BC408 (refractive index n=1.58) with embedded wavelength

shifting optical fibres (WLS). The signals were read out by coupling the emerging light to

clear fibres via precision optical connectors. The fibres conducted the light away from the

high magnetic field environment of the detector to the photomultipliers (PMTs). The MIP

plugs are discussed in more detail in chapter 4.

3.2.9 The OPAL Trigger System

When LEP was operating in 4 × 4 bunch mode, the electron and positron beams crossed

every 22 µs at a rate of 45 kHz. With a detector readout time of 20 ms, it clearly would

have been impossible to fully read out all the detector subcomponents following each beam

crossing. Instead the trigger system [35] was designed to reduce the rate down to a level

manageable by the data acquisition system (∼10 Hz at LEP II). Its purpose was to reject

recording of background processes (for example cosmic rays, beam gas interactions) and

detector noise signals whilst maintaining a high efficiency for ‘interesting’ physics pro-

cesses.

Following each beam crossing, independent trigger signals from the various subdetectors

were sent to the “central trigger logic” processor. This combined the digital signals and

formed the overall trigger decision. There were two complementary categories of trig-

ger signals: ‘stand-alone’ signals (for example, track multiplicity counts and total energy)
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which had relatively high thresholds from a single subdetector, and lower threshold signals

which permitted θ-φ spatial coincidences between subdetectors. In 1998, the MIP plug de-

tector became part of the OPAL trigger system. It provided trigger signals for two photon

physics processes and missing energy channel Higgs searches, based on coincidence hits in

the same φ sector between layers 4A and 4B or 5A and 5B.

3.2.10 The Data Acquisition System (DAQ)

Following a positive decision by the trigger, the data from each subdetector were read out

and sent to individual local system crates (LSC). The information was then reformatted

to reduce its size and sent to the event builder (EVB) for assembly. This had to be done

as quickly as possible, since no further events could be selected during this ‘deadtime’.

The EVB was a VME based multiprocessor system, connected to the LSC’s via high-speed

‘VIC’ links. From there, the complete events were passed to the filter [36] via another

high-speed ‘VIC’ link. The filter was a high performance HP UNIX workstation acting as

a second stage software trigger to analyse and check the events. It removed obvious ‘junk’

events and classified the remainder into different categories of physics event (for example

multi-hadron or low-multiplicity). Approximately 15-35% of all events were rejected at

this stage. Surviving events were further compressed and buffered onto the filter disk in

20 Mbyte long partitions. A permanent back-up onto tape was also made. Figure 3.4 is a

schematic diagram illustrating the various stages of the OPAL online DAQ [37] system.

3.2.11 Event Reconstruction

Events were reconstructed from the raw data for later physics analysis using the OPAL soft-

ware package ROPE (Reconstruction of OPal Events) [38]. The large filter buffer meant that

the reconstruction system could operate asynchronously from the data acquisition. This was

necessary because the subdetector calibration constants stored in the OPCAL (OPal CALi-

bration) [39] database did not become available until about an hour after the data had been

collected. From the filter disk, the files were copied to a bank of HP UNIX workstations

known as the ROPE farm. ROPE processed the raw data to reconstruct physical quantities

(for example particle momenta, track trajectory, decay vertices and particle identification)
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Figure 3.4: Schematic diagram of the main components of the OPAL DAQ system and their
principal connections. (Updated figure from [37].)

by linking hits observed in the subdetectors and energy deposited in the calorimeters us-

ing information supplied by OPCAL. After reconstruction, the information was written out

to optical disks known as the data summary tapes (DST) for offline analysis. ROPE also

processes Monte Carlo events (discussed in section 5.3).

Reconstructed events may be viewed graphically using the OPAL graphics display package

GROPE (Graphical Reconstruction of OPal Events) [40]. An example of a reconstructed

event (tilted z-y view) is shown figure 3.5. This same event (in the x-y plane) is shown on

the title page of this thesis.
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Figure 3.5: Reconstructed W+W− → lνqq̄ event selected for the TGC analysis using
GROPE [40](tilted z-y view). The electromagnetic and hadronic calorimeter energy clusters are
represented by the size of the yellow and magenta blocks respectively. The light blue lines repre-
sent reconstructed charged particle tracks detected by the central tracking chambers. The outer red
arrows show the direction of hits in the outer muon chambers - indicating that this was a µνqq̄ event.
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Chapter 4

Investigation of MIP Plug Detector
Performance

Things in the real universe don’t all fit together like the pieces of a child’s puzzle.

JOHN TAINE (Eric Temple Bell), The Time Stream, Three Science Fiction Novels,
(N.Y.: Dover Publications, Inc., 1964 )

Four layers of scintillator tiles (MIP plugs) were installed in both endcaps of the OPAL

detector, before the start of data taking in 1997. The main purpose of these tiles was to

detect the presence of minimum ionizing particles at low angles to the beam axis. A full

description of the design criteria and geometry for both the MIP plugs and tile encap may

be found in [34].

This chapter describes a study of MIP plug performance undertaken as part of the search

for acoplanar lepton pair events [41–43] at 183 and 189 GeV. An acoplanar di-lepton event

is a low multiplicity event which contains a pair of isolated charged leptons and signifi-

cant missing momentum in the plane transverse to the beam direction. These events are

used in the W+W− → l+νl−ν̄ event selection and in the search for new physics (see sec-

tion 4.2). Two data samples were used in the analysis: randomly triggered events (random

triggers) and a selected data sample of e+e− → e+e−µ+µ− events. These event samples

are discussed in section 4.4.1.

A number of MIP plug readout problems were discovered in the 1997 data. For example,

there were problems with the charge and time readouts, and also (due to incorrect cabling)

problems with the MIP plug φ sector readouts. A set of DTE1 bank corrections for the

φ sector readouts were therefore determined using the muon events and are discussed in

section 4.4.2. Section 4.4.3 describes the MIP plug charge and timing cuts used in [42] and
1 Data for tile endcap and MIP plug. As discussed in section 3.2.11, following an event trigger, data is

readout, processed and stored on data summary tapes (DST). The DSTs are arranged in blocks (called banks),
of which the DTE is one of them. MIP plug information is stored with the TE detector readout in the DTE
banks for later event reconstruction.
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updates for the 189 GeV analysis [43]. MIP plug detection efficiencies and background

rates are discussed in section 4.4.4. The results of these studies have been used in the

acoplanar lepton analysis to veto events which have low angle charged leptons.

4.1 Motivation for installing the MIP Plugs

The MIP plugs were designed primarily to detect the yes/no presence of low angle minimum

ionizing particles, the detection of which is a requirement in many physics analyses. Until

the installation of the MIP plugs, there were no other detectors providing efficient, low

angle coverage (between ∼60 to ∼160 mrad) for muons. Electrons could be detected,

with high efficiency using a combination of EE, FD, SW and GC detectors (angular range

≥ 25 mrad), but there was not an equivalent detector for muons (the SW provided some

coverage between 25 to 60 mrad, but was not highly efficient).

The MIP plugs were also used to act as a replacement for the gamma catcher (GC) which

had non-repairable readout problems (approximately 25% of the readout channels were

dead). For the last three years of data taking, the MIP plugs became part of the trigger

system for two photon events.

4.2 Event Topologies

In the acoplanar lepton analysis [41,42], the candidate signature is a pair of charged leptons

and missing momentum (P miss
t ) in a plane transverse to the beam direction (figure 4.1).

Since the transverse momentum of the initial state electron pair is zero, then P miss
t will be

equal in magnitude but opposite in direction to the vector sum of the two observed leptons.

It is important to select only events with genuine ‘prompt’ missing particles. (For example,

we wish to exclude γγ → τ+τ− and Z0 → τ+τ− events since these will contain only

secondary neutrinos from the tau decay.) Examples of Standard Model processes containing

‘prompt’ missing particles include W+W− → l+νl−ν̄ events. This event topology could

also indicate the existence of new physics (for example, chargino, higgsino or slepton pair

production) if the observed number of such events is in excess of the number predicted by
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Figure 4.1: Di-lepton event with missing momentum vector (r − z view). There are several
background processes which can mimic this signature. The detection of low angle leptons is crucial
to many analyses, especially SUSY searches. MIP plug information is used to veto events which
have low angle charged leptons.

known standard model processes.

However, there are a variety of background processes that can fake the candidate signature

including, for example, those illustrated in (figure 4.2). Standard two photon processes

do not present a problem when the two electrons go straight down the beam pipe as they

have no transverse component of momentum and the other two leptons (in this case the

muons) will be back-to-back in φ. Problems arise, however, when one of the electrons is

deflected and subsequently observed in the detector. One of the muons can escape unde-

tected down the beam pipe (the other electron will also not be observed). The event may

then be misidentified as the missing momentum signature as the two identified leptons will

no longer be back-to-back in φ.

The MIP plug veto is generally applied to events with lowP miss
t (typicallyPmiss

t < 0.2 Ebeam)

depending on the acoplanarity2 since it is only these that can be produced by two photon

processes.

4.2.1 Candidate Events Vetoed by the MIP Plugs

Figure 4.3 illustrates an event from the 183 GeV acoplanar lepton analysis [42] which

satisfied all the other selection criteria for a candidate event, but was vetoed by the MIP

plugs. The charged lepton pair is shown in the diagram by the magenta tracks traversing
2 The acoplanarity angle is defined as the supplement of the angle between the two leptons in the plane

transverse to the beam axis.
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Figure 4.2: Example of background processes (resulting in 4-fermion final states) which can
fake the signal signature (of two charged leptons plus missing momentum) if two of the leptons are
unobserved at low angles to the beam pipe.

the central detectors. The lower right track was identified as an electron with momentum

7.61 GeV which deposited energy of 7.76 GeV in EB (shown by the magenta block). The

upper left track was a muon of momentum 6.84 GeV which deposited only a small amount

of energy (0.68 GeV) in EB but 2.97 GeV in HB. This event therefore has small P miss
t . The

green crosses represent hits in the muon chambers.

The event picture was produced from DST information using the OPAL event display pack-

age GROPE. Unfortunately GROPE was not updated to include the MIP plug hits for the

183 GeV data. What is not seen in this event picture is the presence of a hit in φ sector 2 of

MIP layer 4B (see figure 4.6 for MIP plug φ segmentation) in coincidence with layer 4A.

This event is most likely to be a two photon e+e− → e+e−µ+µ− event in which the MIP

plug hit was produced by the second muon. The second electron escaped undetected down

the beam pipe. Hence this event will be vetoed in the acoplanar lepton analysis on the basis

of the MIP plug hits.

Figure 4.4 illustrates an example of the MIP plugs acting as a replacement for the GC. The

GC should have detected the existence of a low angle electron but did not because of its

dead readout channels. However, the particle recorded coincidence hits in MIP layers 4A

and 4B in φ octants 6, 7 and 8 and these allowed the event to be vetoed. Note the significant

amount of energy (∼12 GeV) deposited in EE by this low angle electron (and also the HE

clusters).
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Figure 4.3: This is a candidate event (event number 55197 run 8202) in the acoplanar lepton pair
analysis [42] which was vetoed by the MIP plugs. A MIP coincidence was recorded between layers
4A and 4B in φ octant 2 (not shown in this figure).
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Figure 4.4: Event 74574 in run 8428 was vetoed by the MIP plugs acting as a replacement for the
GC. The energy deposited in the two EE clusters corresponds to a low angle electron which escaped
detection in the GC. The MIP plugs recorded hits in φ octants 6, 7 and 8 (not shown in the figure).
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4.3 MIP Plug Design and Layout

The MIP plugs consist of 4 layers of 1 cm scintillator (labelled 4A, 4B, 5A and 5B) at each

end of the detector, ∼2.5 m from the interaction point. The outermost layers 5A and 5B,

are situated just behind the GC and separated by 5 mm of lead to reduce background from

synchrotron photons. Layer 4A is located just behind layer 5B. Layer 4B sits behind the

SW. Figure 4.5 is a schematic diagram illustrating the position of the MIP plug tiles with

respect to the FD, SW and GC detectors. The polar angular coverage afforded by each of

the layers is as follows:

Layer θ range (mrad)

5A, 5B ∼ 126 to 220

4A ∼ 45 to 160

4B ∼ 43 to 130

Table 4.1: Polar angle range (θ) of the MIP plug layers

This means that there is good overlap between layers 4A, 5A and 5B and between layers

4A and 4B.

The MIP plugs were designed to provide good time resolution and efficiency of detection

for single minimum ionizing particles despite severe space constraints which limit their

angular resolution in φ. Detectors 4A, 5A and 5B are segmented into four φ quadrants,

whereas detector 4B is segmented into eight octants as shown in figure 4.6.

4.4 Investigation of MIP Plug performance

This section describes the work undertaken to incorporate MIP plug information into the

acoplanar lepton analysis [42, 43] including the necessary DTE Bank corrections for MIP

plug φ sector readout.
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Figure 4.5: Schematic diagram illustrating MIP plug position [44]. (Not to scale).
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Figure 4.6: MIP plug φ angle segmentation in x− y plane [44].

4.4.1 Event Samples

There were two data samples used in this analysis:

“Single Muon” Events
Events were required to contain exactly one track in the central detector. The track was

required to be identified as a muon. Additional selection criteria for these events are listed

in table 4.2.

SELECTION CRITERIA CUTS

Momentum > 2.5 GeV

Angular Range | cos θ | < 0.95

Distance of closest approach to beam axis (D0) < 0.2 cm

z co-ordinate of the track point where D0 measured < 15 cm

Number of FD, EE, SW or GC hits 0 hits or

1 hit and E < 1 GeV

Table 4.2: Selection criteria for single muon events. 7079 events were selected as single muon in
the 183 GeV data and 19297 events in the 189 GeV data.

Events which satisfy the selection criteria were predominantly from the process e+e− →
e+e−µ+µ−. The second muon (which was not observed in the central detector) would be

expected to be back-to-back in φwith the single muon observed in the central detector. MIP

plug activity in the corresponding φ sector would then provide evidence for this muon’s
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existence.

Details of DTE bank corrections and MIP plug efficiencies determined using the single

muon events may be found in sections 4.4.2 and 4.4.4 respectively.

Random Trigger Events
To estimate spurious MIP plug activity caused by, for example, off-momentum electrons3 or

random noise, random trigger events were analysed. Spurious MIP plug activity will result

in an inefficiency in the acoplanar lepton pair analysis. In this respect, it is particularly

interesting to study events where there have been no hits in either the FD, SW, EE or GC

detectors (since events with hits in any of these detectors are likely to be already vetoed

in the acoplanar lepton analysis). Details of background event rates and cuts designed to

reduce them are discussed in sections 4.4.4 and 4.4.3 respectively.

4.4.2 DTE Bank Corrections

The single muon events were used to determine two sets of DTE Bank corrections for the

MIP plug φ sector readout and are described separately in this section. Both sets of DTE

bank corrections have been incorporated into a subroutine (TEMADJ) for use in physics

analysis at the DST level. The routine may be found in the OPAL software.

First Set of Corrections
Figure 4.7 is a plot of the expected muon φ angle (for the second, low angle muon) versus

MIP plug φ sector which recorded a hit. For layers 4A, 5A & 5B left and 5A & 5B right,

there was a clear correspondence between the MIP plug φ angle and expected muon φ angle.

For the remaining layers (ie 4B left and right, and 4A right) there appeared to be a readout

problem, in that the MIP plug hit was observed in a different φ sector to the one expected.

This was verified by considering coincidences4 between detector layers, and by using a
3 Electrons which have lost energy in collisions with gas molecules in the beam pipe are said to be ‘off-

momentum’. Off-momentum electrons can undergo interactions with the detector, resulting in a shower and
a spray of noise hits at low angles to the beam pipe.

4 A coincidence is defined to be a MIP plug hit in a particular φ quadrant/octant and another hit in at least
one of the other MIP plug layers in the same φ sector. The geometrical overlap of the tiles (see figure 4.5)
permits coincidences between layers 4A and 4B, and layers 4A, 5A and 5B, but not 4B with 5A or 5B. The
reason why it is necessary to consider MIP plug coincidences, as opposed to individual MIP plug hits, will be
justified in section 4.4.4.
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Figure 4.7: Expected muon φ angle versus MIP plug φ quadrant (for layers 4A, 5A and 5B) or
octant (layer 4B) which detected the hit. Runs > 8600 before any correction made to the DTE banks.

sub-sample of the single muon events in which the muon was observed as a track in SW.

From the plots in figure 4.7, a set of DTE bank corrections were determined and are listed

in table 4.3. After these corrections had been made, the plots in figure 4.8 were obtained

from the same data sample. A clear correspondence between the expected muon φ angle

and MIP plug hit φ sector for layers 4A (right) and 4B (left and right) was then evident, in

agreement with the other layers.

Second Set of Corrections
One of the MIP plug readout modules was replaced approximately half way through the
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angular MIP plug φ octant DTE bank angular MIP plug φ quadrant DTE bank

range from DTE bank correction range from DTE bank correction

(degrees) layer 4B (left & right) (degrees) layer 4A (right)

0-45 1 4 0-90 1 3

45-90 2 3

90-135 3 2 90-180 3 1

135-180 4 1

180-225 5 8 180-270 5 7

225-270 6 7

270-315 7 6 270-360 7 5

315-360 8 5

Table 4.3: First set of DTE bank corrections for MIP plug layers 4A (right) and 4B (left and right).

year. Further investigation of the single muon events revealed another discrepancy in the

correlation between expected muon φ angle versus MIP plug octant hit for layer 4B, at both

ends of the detector for early runs. This is illustrated in figure 4.9 which shows the expected

muon φ angle (in terms of MIP plug φ octant) against MIP segment for runs < 8600.

For certain muon φ angles (for example, muon φ angles corresponding to MIP plug φ octant

3 in 4B left) there appeared to be no corresponding MIP activity. For other muon φ angle

ranges (for example those corresponding to MIP plug φ octant 1 in 4B left), it appeared

that the muons were detected in a different φ sector to the one expected. None of these

discrepancies were apparent for the later runs which is indicative of another cabling fault.

A second set of DTE bank MIP plug φ octant corrections have been determined using these

results and are listed in table 4.4.

4.4.3 Charge and Timing Distribution Cuts

This section describes the MIP plug cuts applied to the charge and timing distributions in

the acoplanar lepton analysis. These cuts were determined using the random trigger events

and a selected sub sample of the single muon events in which the muon was observed as a

track in the SW in the same θ range as layers 4A and 4B. (There is no geometrical overlap
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Figure 4.8: Expected muon φ angle versus MIP plug φ quadrant (for layers 4A, 5A and 5B) or
octant (layer 4B) which detected the hit. Runs > 8600 after first set of DTE bank corrections had
been applied.

MIP plug φ octant 2nd DTE bank

(after 1st DTE correction) correction

1 (left) 7 (left)

3 (left) 1 (left)

7 (left) 7 (right)

7 (right) 3 (left)

Table 4.4: Second set of DTE bank corrections for MIP plug layer 4B (left and right).

65



Figure 4.9: Expected muon φ angle versus MIP plug φ octant in layer 4B (left and right) for
runs < 8600 after first set of DTE bank corrections have been applied.

between the SW and MIP layers 5A and 5B).

Timing Distributions
The time distribution5 for layer 4A quadrants in coincidence is shown in figure 4.10 for

the random trigger event sample. (The other MIP plug layers exhibit similar distributions).

There are two peaks in the distribution: the first one corresponds to the time of the main

bunch crossing and the second one corresponds to the next bunch crossing when the TDC

gates have failed to close. It was necessary to eliminate coincidences with time readouts

corresponding to noise hits in the second peak. However, it was found that in the selected

muon events the time readout for layer 4B sometimes fell within this second peak, even

though there were genuine hits in the SW in the same φ sector. Therefore, it was not

possible to simply apply an upper cut on the individual MIP plug layer times to remove this

second peak.

The second problem associated with MIP plug layer timing was the existence of a time

‘jitter’ occurring approximately 18ns (or multiples thereof) after the main bunch crossing

in some readout channels. The ‘jitter’ was entirely random and consequently it was not

possible to correct any particular run periods. Furthermore, the time jitter (indicated in fig-
5 The time distributions for the 183 GeV data were obtained using calibration software written by Stan

Bentvelsen. Time calibration was undertaken using events collected at the Z 0 peak (with
√

s = 91 GeV) at the
beginning of 1997 data taking and was checked for later run periods. A special correction factor was applied
to events following MIP plug recabling.
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Figure 4.10: Corrected time readout for layer 4A (all φ quadrants in coincidence with another
layer) in the random trigger events where there were no hits in either the SW, FD, EE or GC detec-
tors. The second peak corresponds to the next bunch crossing.

ure 4.11 for the selected muon sample), was too close to the main peak to correct individual

events. Since the time distribution was spread around the main peak (events to the left of

the peak correspond to events collected with the special timing correction applied after MIP

plug recabling) it was not possible to impose tight cuts on individual MIP plug layer time

readouts around the peak.

Figure 4.11: Corrected time readout for layer 4A (selected muon events) where there was an SW
hit in the same φ sector as the MIP coincidence. The distribution is spread around the main peak
position (at ∼225 ns) and the existence of a small (double peak) time jitter is indicated.

Instead cuts were applied to the time distribution of the MIP hit (in each coincidence) which

had time readout closest to the main peak position at 225 ns. This is hereafter referred to
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as the ‘best time’. Figure 4.12 illustrates this distribution for the selected muon events and

figure 4.13 for the combined random triggers. The selected muon peak is much sharper than

in figure 4.11 and most of the time ‘jitter’ peak has been removed. However, there were

still a few events either side of the main peak and hence tight cuts could not be applied. All

selected muon events had best times within the main peak region, whereas noise hits in the

random trigger events frequently had much higher best times6. Consequently, loose cuts at

150 and 300 ns were applied to the best time distribution to reduce background noise levels.

Figure 4.12: Time distribution of the MIP plug layer with time readout closest to the main peak
position at 225 ns for selected muon events. Upper and lower cuts at 300 and 150 ns respectively
are used in the acoplanar lepton analysis to veto MIP coincidence events with ‘best times’ lying
within the main peak region.

Off momentum electrons striking the rear face of the FD and SW detectors would be ex-

pected to arrive about 15 ns before particles coming from the main interaction since they

will have travelled a shorter distance (∼ 2 × 2.5 m less). In the best time distribution

for random trigger events (figure 4.13) a small, minor peak is observed to the left of the

main peak which corresponds to these electrons. The width of the best time distribution

for the selected muon sample (figure 4.12) did not allow this out-of-time background to be

removed in the 1997 data.

For the 1998 run season, BX7 signals were used to correct MIP plug timing, and new cut
6 The histogram plot for the random triggers (figure 4.13) only illustrates the distribution for events with

best times around the main peak region. There were in fact many events with best times in the secondary peak
at 22500 ns.

7Beam crossing
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Figure 4.13: Best time distribution for random trigger coincidences. (Coincidences which have
‘best times’ greater than 300 ns are not shown). Note the existence of a minor peak approximately
15 ns ahead of the main peak corresponding to off momentum electrons striking the FD/SW detec-
tors.

positions were investigated based on the individual distributions. Unfortunately, these cuts

were not incorporated into the 189 GeV analysis [43].

Charge Distribution
The collected charge was proportional to the light detected. In order to suppress noise hits,

each MIP coincidence was required to contain at least two hits with charge greater than

50 pC.

For the 183 GeV data, an exception was made for coincidences containing hits in the odd-

numbered φ sectors of detector 4B, for which the charge readout always gave zero in 1997.

In this case the hit in layer 4A (in coincidence with the hit in 4B) was required to have

charge greater than 50 pC. The possibility of changing the cut position, was investigated for

the 1998 data.

Figures 4.14 and 4.15 illustrate the charge distributions on which the cut was applied for

both the selected muon and random trigger events (after timing cuts had been applied). It

can be seen that a significant fraction of the coincidences in the random trigger events have

zero charge readout. The charge cut substantially reduced the number of coincidences due

to noise hits (figure 4.15) but did not effect the selected muon events (figure 4.14).
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Figure 4.14: Charge distribution of selected muon coincidence events which have an SW hit in
the same φ segment as a MIP plug coincidence between layers 4A and 4B, within the geometrical
acceptance of 4A. The position of the charge cut at 50 pC is indicated.

Figure 4.15: The charge distribution (as in figure 4.14) for coincidences in the combined random
trigger sample (periods 84, 85, 86, 88 and 89) before the charge cut at 50 pC had been applied (but
after the best time cuts had been applied). Events in this distribution were required to have no hits
in either the FD, SW, EE or GC detectors. Note that there are a large number of entries with zero
charge readout.

4.4.4 MIP Plug Efficiency and Background Event Rates

In order to incorporate MIP plug information into physics analyses it was necessary to

determine both the detection efficiency for genuine hits and estimate background noise

levels.
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MIP Plug Efficiency using Single Muon Events
This study was undertaken using the selected muon sample of events described in sec-

tion 4.4.3. The detection efficiencies for single MIP hits and coincidences (between layers

4A and 4B only) are listed in table 4.5. The figures in the first column were determined us-

ing the complete sample of events and do not include MIP plug detector status cuts. These

figures show a detection efficiency of minimum ionizing particles of about 80% for the

183 GeV data and 98% for the 189 GeV data. It should be noted that the figures for the

183 GeV data include periods when the MIP plugs were not working perfectly. The last

entry in the table has the requirement that there was a MIP coincidence between layers 4A

and 4B in the same (or adjacent) phi octant as the muon observed in the SW. This figure

provides a good measure of detection efficiency for MIP coincidences, since there was a

genuine hit in the SW at a particular φ angle. This is the number required for the acoplanar

lepton pair physics analysis.

183 GeV 189 GeV

No. of events in geometrical acceptance of 4A 303 832

No. of events in geometrical acceptance of 4B 366 964

Efficiency of hit detection in 4A 91 % 99 %

Efficiency of hit detection in 4B 86 % 99 %

Efficiency of detecting a MIP coincidence (between 4A and 4B) 82 % 98 %

Require same (or adjacent) φ octant as SW hit

Efficiency of hit detection in 4A 90 % 99 %

Efficiency of hit detection in 4B 83 % 99 %

Efficiency of detecting a MIP coincidence (between 4A and 4B) 80 % 98 %

Table 4.5: Efficiencies for selected muon events

To provide a rough check of the detection efficiency for layers 5A and 5B, a similar analysis

was performed using events in which hits in the muon chambers and hadron calorimeter

indicated that a muon was likely to have entered these layers. No obvious problems were

found.

Measuring Background Rates using Random Trigger Events
The combined random trigger event sample was used to investigate background event rates.
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(Period 86 in the 183 GeV sample was particularly noisy due to off-momentum electrons

caused by a break in the rf cavity close to the OPAL detector (on the right hand side)).

183 GeV 189 GeV

No. of Events 269649 493146

% Events with MIP hit ≥ 1 31.2 % 58.2 %

% Events with MIP hit ≥ 1 but no FD, SW, EE or GC hits 20.8 % 42.6 %

% Events with MIP coincidence ≥ 1 10.3 % ? 8.7 %

% Events with MIP coincidence ≥ 1 but no FD, SW, EE or GC hits 5.7 % 4.6 %

% Events with MIP coincidence ≥ 1, no FD, SW, EE or GC hits

and 150<Tbest <300 ns 1.2 % 3.6 %

% Events with MIP coincidence ≥ 1, no FD/SW/EE/GC hits,

150<Tbest <300 ns and with charge cut > 50 pC 0.9 % 2.1 %

Table 4.6: Statistics for the combined random trigger events

Table 4.6 lists some of the results from this analysis. In order to reduce MIP hits caused

by random noise, it was required that the MIP plug hits be in coincidence (as defined in

section 4.4.2). This reduced the fraction of events with MIP plug activity but no hits in the

other forward detectors to ∼5.0%. Imposing the additional requirements that at least one

layer in the coincidence had time readout between 150 and 300 ns and the charge cut at

50 pC (described in section 4.4.3) further reduced the number of MIP plug coincidences by

a factor of five for the 183 GeV data, and by more than half for the 189 GeV data (when the

MIP plugs were noisier).

4.5 Conclusion

The MIP plugs provide a reasonably efficient means of detecting the yes/no presence of a

low angle minimum ionizing particle. By requiring that the MIP hits between at least two

layers (either 4A/4B or any two of 4A/5A/5B) are in coincidence, at least one MIP layer in

the coincidence has time readout between 150 and 300 ns, and that the charge stored on at

least two layers be greater than 50 pC, many of the problems associated with random noise

hits and readout can be avoided.
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Before using the DTE bank φ information for MIP plug layers 4A (right) and 4B (left and

right), the corrections outlined in section 4.4.2 should be applied to correct for the hardware

readout problems in 1997 data. Subroutine (TEMADJ) has been written for use in physics

analysis at the DST level and may be found with the OPAL software.

MIP plug information has been used in the acoplanar lepton analysis [42,43]8 to veto events

which have low angle charged leptons. For the data collected at
√
s = 183 GeV, 4 out of 83

candidate events were rejected exclusively by the MIP plug cuts and 13 out of 315 events

at
√
s = 189 GeV were rejected by these MIP plug cuts.

8 There are two independent selections used in the acoplanar di-lepton analysis and these are referred to
as event selection I and II. The principal differences are discussed in [41]. The MIP plug cuts described in
this chapter were applied only to selection I. Selection II has slightly different MIP plug cuts (in particular it
uses a different definition for MIP plug coincidences). Selection II is used within OPAL to select WW→ lνlν̄
events and is discussed further in chapter 5.

73



Chapter 5

W+W− Framework

It seemed to me that in one of my innumerable essays, here and elsewhere, I had
expressed a certain gladness at living in a century in which we finally got the basis of
the Universe straight.

ISAAC ASIMOV, The Relativity of Wrong

Study of W boson properties, for example its production, decay characteristics, measure-

ment of its mass and coupling to other gauge bosons, is one of the main aims of the LEP

2 physics program. This chapter introduces some of the experimental ideas behind W+W−

production and decay at LEP 2, relevant to the two physics analyses presented in later chap-

ters. Following a general overview of W boson physics including its production and decay

topologies, this chapter discusses some of the background processes at LEP 2 (including

other four fermion processes). For most particle physics analyses, it is important to have

good theoretical models with which to compare the data. This is normally achieved using

Monte Carlo (MC) simulated data and a summary of MC event simulation and some of the

event generators used in these analyses are also given. The event selection depends princi-

pally on the standard OPAL selection routines which are only briefly reviewed here since

they form no part of the author’s work. Finally the kinematic fits applied to events used in

the TGC analysis are described.

5.1 Introduction to W Physics

The W boson was first observed (singly) in 1983 by the UA1 [45] and UA2 [46] experiments

on the Spp̄S collider at CERN in the reactions:

u+ d̄→W+ → l+ + νl (5.1)

d+ ū →W− → l− + ν̄l (5.2)
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where l ≡ e or µ. Further measurements of W boson production have been made by the

CDF [47] and D0 [48] collaborations at the Tevatron collider. Both the Tevatron and Spp̄S

colliders are pp̄ machines, and the W bosons are produced from interactions between the

proton quark constituents either in pairs or singly.

At LEP 2, W bosons can either be produced singly (figure 5.2a, c and f) via the process:

e+e− → Weν, or in pairs via the process: e+e− → W+W−. Although some of the single W

processes are TGC dependent (for example figure 5.2a) and contribute to the overall LEP

TGC combination [49], in this thesis we are only interested in W pair events and hence

single W events are treated as part of the four fermion background1. The CC03 production

cross section was discussed in section 2.2.1. Experimentally the actual number of W pair

events observed at a given centre of mass energy (Ecm) depends not only on the cross section

(σ), but also on the luminosity (L =
∫ L dt) and selection efficiency (ε):

NW = Lεσ (5.3)

As discussed in section 2.2.4, each W boson in a W pair event decays independently to

either leptons or quarks with SM branching ratios of 1/3 and 2/3 respectively. QCD cor-

rections enhance the quark decay width by a factor of approximately (1 + αs/π), resulting

in a W branching fraction to quarks of 67.5% [50]. Consequently there are three possible

final state combinations for W pair events. These are shown in figure 5.1 together with

their respective branching fractions. Leptons may be classified as either electron, muon or

tau, which means that in total there are 10 possible final states for W pair events: 6 × lνlν̄ ,

3× lνqq̄ and 1× qq̄qq̄ (if quark flavour is ignored). At the end of LEP 2 data taking, OPAL

has collected nearly 12,000 W pair events, of which ∼1000 are lνlν̄ events and ∼5000 are

lνqq̄ events.

Fully leptonic events (W+W− → l+νl−ν̄) are characterized by a clean signature of two

(high momentum) leptons with missing energy (from the undetected neutrinos). Electrons

and muons appear as single tracks whereas taus decay either leptonically or hadronically

within the detector. Although low in statistics, the fully leptonic channel has low back-

ground contributions from other processes. Because the two (or more) neutrinos escape

detection, these events cannot be fully reconstructed and consequently, for the TGC analy-
1 TGCs in single W events and other processes are discussed further in chapter 7.
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Figure 5.1: Fully leptonic, semi-leptonic and fully hadronic WW decay modes at LEP2 and their
branching fractions.

sis, there is always some ambiguity in the angular distributions (described in section 7.3).

The fully hadronic, or four quark channel (W+W− → qq̄qq̄) not only has the highest statis-

tics, but also the largest background (mainly from Z0/γ → qq̄ events). These events are

characterized by at least four hadronic jets with no missing energy. The individual quarks

from the W decays are never observed directly, but instead the quarks hadronize into highly

collimated jets of particles. Gluons may also be radiated by one (or more) of the quarks in

the jets giving rise, for example, to 5 or even 6 jet events. Although it can sometimes be

difficult to separate the tracks from overlapping jets, the main problems with this channel

concern correct di-jet pairing and jet charge assignment [51]. Furthermore, since it is im-

possible to establish which of the two jets (in any pair) contain the fermion or anti-fermion

quark from the W decay, there is some ambiguity when the angles are reconstructed. Gluons

exchanged between quarks from different W bosons before fragmentation (colour recombi-

nation) and Bose-Einstein effects between pions in jets originating from different W’s after

quark fragmentation, give rise to additional systematic effects.

The semi-leptonic W+W− → lνqq̄ channel is often described as the “golden” channel for

LEP 2 WW physics analyses. Not only is it possible to fully reconstruct these events and

determine both the charge and direction of each W boson, but also this channel has high

statistics, clean signature and low background (since there are no other significant back-

ground processes which produce the same combination of final state particles). Unlike the

fully hadronic events, there is no known “cross talk” between decay products of different W
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bosons. This channel is characterized by two quark jets2 (which are back-to-back in the W

rest frame) and a single (high momentum) charged lepton. Again, since the fermion/anti-

fermion in the quark jets cannot be distinguished, there is an ambiguity in the angles from

the hadronically decaying W (see section 7.3), but the charged lepton uniquely defines the

other set.

The three W pair decay channels are analysed separately (and then the results are combined)

because of their different experimental signatures. In this thesis, WW→ lνlν̄ events were

used for the WW lepton classification analysis (discussed in chapter 6) and WW → lνqq̄

events were used in the TGC analysis (described in chapter 8). Fully hadronic events were

not used in either of these analyses, except a few (∼1%) fully hadronic events were mistak-

ingly classified as τνqq̄ events.

5.1.1 W Branching Fractions

The latest measured branching fractions from OPAL for the combined LEP 2 data set of W

pair events are [6]:

BR(W → eν̄e) 10.40 ± 0.25 (stat.) ± 0.25 (syst.) %

BR(W → µν̄µ) 10.61 ± 0.25 (stat.) ± 0.24 (syst.) %

BR(W → τ ν̄τ ) 11.18 ± 0.31 (stat.) ± 0.37 (syst.) %

BR(W → qq̄) 67.91 ± 0.37 (stat.) ± 0.49 (syst.) %

The lepton branching fractions include the classification cuts described in chapter 6 for the

fully leptonic channel. The fits for the leptonic branching fractions were made under the

assumption that the quark and three leptonic branching fractions sum to unity. The fit for

the branching fraction to hadrons was determined assuming lepton universality. The fit

results compare (within errors) to their predicted values in table 2.4.
2 Sometimes three (or more) jets may be observed, for example from gluon radiation or hadronically

decaying τ ’s in τνqq̄ events.
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5.2 Background Processes

There are three main types of background associated with the selection of W pair events.

Firstly there are backgrounds arising from other physics processes (for example two photon

or muon pair events) which have different final states than the signal but are mistakenly

selected. The event selections (described in section 5.4) are tuned to reduce these types

of background as much as possible whilst maintaining high efficiency. Secondly there are

irreducible backgrounds arising from other four fermion processes which have the same

final state as the process under investigation. Expected contributions from these sources

are evaluated using MC. Finally there are other four fermion processes which have final

states that can be distinguished from the CC03 signal, but which cause interference effects.

Examples of some Feynman diagrams for background processes are illustrated in figure 5.2.

In OPAL, the contribution from four fermion processes was estimated from MC simulated

events and subtracted from the data before measurements of the W cross section and branch-

ing fractions were made [52]. The contribution from four fermion non-CC03 processes is

most pronounced for the W+W− → l+νl−ν̄ channel. A detailed breakdown of the back-

ground processes considered for the improvements to the leptonic branching ratio measure-

ments (section 6.3) is given in table B.2, appendix B. The background contributions for

each channel are listed in table 5.1. As shown by table 5.1, the channels with at least one

Channel No. expected non non lνlν̄ contribution No. expected lνlν̄ lνlν̄ contribution

lνlν̄ events to x-section (fb) background events to x-section (fb)

ee 0.59 ± 0.26 3.24 ± 1.43 1.49 ± 0.23 8.11 ± 1.27
eµ 0.47 ± 0.20 2.59 ± 1.10 0.77 ± 0.17 4.20 ± 0.92
eτ 2.13 ± 0.21 11.63 ± 1.15 1.96 ± 0.27 10.69 ± 1.46
µµ 0.20 ± 0.06 1.08 ± 0.33 1.75 ± 0.25 9.53 ± 1.38
µτ 0.99 ± 0.16 5.38 ± 0.87 1.31 ± 0.22 7.14 ± 1.20
ττ 4.46 ± 0.65 24.33 ± 3.56 1.58 ± 0.24 8.60 ± 1.31

Table 5.1: Predicted background contributions from Monte Carlo for each of the 6 classified lepton
channels described in chapter 6.

τ in the final state (particularly the ττ and eτ channels) have larger background contamina-

tion than the others. The main sources of background arise from tau pairs (e+e− → τ+τ−)

and e+e− → e+e−τ+τ− events for this channel. Lepton pair contamination is characterized
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by two back-to-back leptons with energy El =
√
s/2 where l ≡ e or µ. Electron and muon

pair events are comparatively easier to remove than tau pair events, since their energy is

shared by the undetected neutrinos. The main four fermion background arises from Z0 pair

events, when one Z0 decays to a pair of charged leptons and the other to neutrinos (which

means missing energy).

For the W+W− → lνqq̄ events used in the TGC analysis, the background contributions

were assessed at each Ecm from five independent samples of MC (listed in appendix B).

Table 5.2 lists the predicted background contribution from each source after all the appro-

priate selection cuts have been applied. As can clearly be seen, the dominant background

arises from di-jet Z0/γ → qq̄(γ) events. Single W (e+e− → Weν) and non-TGC dependent

four fermion backgrounds (for example ZZ → qq̄νν̄ and ZZ → qq̄ll) are also important

backgrounds, particularly for the τνqq̄ channel.

Source 192 GeV 196 GeV 200 GeV 202 GeV

non-tgc 1.98 ± 0.11 5.74 ± 0.21 5.54 ± 0.20 2.80 ± 0.10
Z0/γ → qq̄(γ) 3.63 ± 0.20 9.13 ± 0.51 7.82 ± 0.41 3.36 ± 0.20
e+e− → e+e−qq̄ 1.32 ± 0.09 4.26 ± 0.26 3.57 ± 0.23 1.82 ± 0.12
e+e− → e+e−τ+τ− 0.03 ± 0.01 0.03 ± 0.02 0.00 ± 0.00 0.01 ± 0.01
2γ 0.36 ± 0.15 0.77 ± 0.25 0.30 ± 0.15 0.15 ± 0.07

Total 7.31 ± 0.28 19.93 ± 0.65 17.23 ± 0.54 8.13 ± 0.27

Table 5.2: Predicted background number of events (normalized to the data) at each Ecm for the
TGC analysis described in chapter 8. The ‘non-tgc’ source refers to TGC independent four fermion
final states. These figures do not include cross migration between the three WW→ lνqq̄ channels.

Four fermion processes

As discussed in section 2.2.2 and above, the four fermion diagrams cannot be separated

from the CC03 signal processes when they have the same final states (and often similar

event kinematics). Moreover, they interfere with the signal diagrams making it impossi-

ble to measure the CC03 cross section independently. Including the W pair production

diagrams, there are 20 leading order diagrams that give rise to a eνqq̄ final state and 10

each for the µνqq̄ and τνqq̄ final states3. It is important that these diagrams are accurately

modelled in the MC.
3 These are referred to as CC20 and CC10 respectively (see section 2.2.2). The extra 10 diagrams for the

eνqq̄ channel arise through quasi t-channel processes.
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Figure 5.2: Example Feynman diagrams for some of the many background processes.
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Some of the non-WW four fermion processes are TGC dependent (for example figure 5.2a

and b). In both these diagrams, the γ can be replaced by a Z0 but these diagrams are heavily

suppressed by the mass of the gauge boson. (The W fusion process will only contribute to

the background if either the photon converts or the Z0 decays to fermion/anti-fermion pair).

In the single W diagram, the scattered electron normally escapes down the beam pipe, but

when it is observed the event can masquerade as signal. These processes are discussed

further in section 7.2.

As well as the charged current processes, there are 48 neutral current diagrams giving

e−e+qq̄ final states, and 24 for both µ−µ+qq̄ and τ−τ+qq̄ final states. Examples of some

of these are shown in diagrams 5.2 d, e, g, j, k and l. (Figure 5.2i is also a neutral cur-

rent process, but it is not leading order). The Z0 pair production diagrams are important

backgrounds when one of the Z0s decays hadronically, and the other decays to two charged

leptons (with one lepton escaping detection down the beam pipe) or else decaying to two

neutrinos (and one of the jet tracks is mis-identified as a lepton). The Compton scatter-

ing Zee process differs from Z0 pair production in that the final state electron or positron

travels along the beam direction which means that there is missing energy, but not missing

transverse energy. Special cuts are applied in the selection to remove these processes.

Other background processes

In general non-four fermion processes do not cause interference effects with the signal,

but as some of them have very large cross sections at LEP 2 energies, they can contribute

significantly to the background if they are mis-identified as signal.

Two photon events (figure 5.2g) form an important background in the WW → lνlν̄ selec-

tion. There are two types of two photon event: ‘untagged’, where both beam electrons

are lost down the beam pipe and ‘tagged’ where one of the beam electrons is observed in

the detector. (Only rarely are both the scattered electron and positron observed in ‘double

tagged’ events). The MIP plug cuts, described in the previous chapter, were designed to

remove this type of background in the lνlν̄ selection. In the WW→ lνqq̄ selection, the two

photon background is less important since the invariant mass of the hadronic system is low

compared to e+e− → W+W− events and these events can only be confused with signal if

one of the electrons is tagged.
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Di-lepton processes (illustrated in figure 5.3) are the main background to the WW→ lνlν̄

selection. In the absence of ISR, the s-channel processes will occur at full centre of mass

energy and the lepton pairs will be produced colinearly. If either the incident electron or

positron radiates an ISR photon, the four momenta of the incident particles will be asym-

metric so that the event will be boosted in the laboratory frame, and the leptons produced

will be acollinear. Appropriate cuts (described in section 5.4) can reduce this background

substantially, and in particular the requirement that the final state leptons are acoplanar

ensures that the missing momentum is transverse to the beam axis.

e+
l
−

e− l

Z o/ γ

s-channel

e+

e−

e+

e−

γ

t-channel

Figure 5.3: Di-lepton background processes in the s and t-channels.

As shown in table 5.2, the Z0/γ → qq̄(γ) background is the dominant background in the

WW → lνqq̄ selection and has a cross section ∼ 13 times higher than the signal [50]. Al-

though dissimilar to the signal process, Z0/γ → qq̄(γ) events can contribute to the accepted

background either when one of the tracks in the quark jets is mis-identified as a lepton from

W decay, or when one of the incident or final state fermions radiates a photon which then

converts into a lepton pair and only one of the leptons is detected. This is illustrated in

figures 5.2 d and e). (The radiative photon can be replaced by a Z0, but this process is sup-

pressed due to the mass of the gauge boson.) If the ISR photon is radiated with an energy

such that the Z0 is on shell, the quark jets will be boosted and have similar invariant mass

to jets produced from W-decay.
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5.3 Monte Carlo Simulation

In high energy physics experiments, Monte Carlo (MC) methods are used extensively to

simulate data from theoretical models, which can then be compared with real experimental

data. MC has many uses in particle physics, including testing and refining analyses pro-

grams, simulating new or rare physics processes, and calculating the efficiency and purity

of event selections. One of the main advantages of MC is that the ‘truth’ (or tree level)

information is available for each simulated event as well as the ‘observed’ (or measured)

physical parameters. In this thesis, MC simulated events were used in the WW→lepton

classification analysis (chapter 6) to determine cut positions and estimate the background

contributions in the improvements to the leptonic branching ratio measurements. In the

TGC analysis (chapter 8) MC samples were used as reference samples (to determine cali-

bration curves by reweighting), estimate backgrounds and also in the systematic checks and

tests of the method. The same event selections were applied to the MC samples as the data.

A list of all the MC samples used in these analyses may be found in appendix B.

Events are generated in a three stage process. The first stage concerns primary parton

generation where particles’ 4-vectors are simulated by one of the event generator pack-

ages. Events containing quarks and gluons are then fragmented in a hadronization routine.

Hadronization is the process which combines the initial partons (ie quarks and gluons) to

form hadronic jets (in the non-perturbative region of QCD) which may subsequently de-

cay. There are two separate phenomenological models widely used in OPAL to describe

this process. The first, and most developed is based on the “Lund string” fragmentation

model [53] and is implemented in the JETSET [54] program. The second uses a “cluster”

fragmentation model and is incorporated in the HERWIG [55] event generator.

Finally, events are passed through the OPAL detector simulation program GOPAL [56].

GOPAL simulates the precise geometrical configuration of the OPAL detector using the

GEANT [57] detector modelling package to simulate detector response and the effect of

particles passing through matter. It models both the interactions of particles with detector

material and the possible decays of particles with lifetimes such that they are likely to

decay within the detector volume. The output from GOPAL is intended to match real data

as closely as possible. Events are then processed (in the same way as the data) by the
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reconstruction program ROPE [38] for later physics analysis.

5.3.1 Event Generators

Different event generators have different specifications and generate different processes.

For example, some are dedicated two photon generators, whereas others can be used to

generate the full range of four fermion diagrams. Some can be used to simulate processes

beyond the SM, whereas others have different treatments of, for example, Coulomb cor-

rections, fermion masses, or particle polarization. Hence it is advisable to use a range

of samples generated with different generators as systematic checks and background esti-

mates. A brief description of the main generators used in the two WW analyses is given

below. Further details of the MC generators used at LEP 2 may be found in [8] Vol II, [58]

and the individual references.

• EXCALIBUR [59] was the main four fermion event generator used in the TGC anal-

ysis. It was used to generate all the reference signal samples with both SM and

anomalous couplings. It also generated separate non-TGC background samples for

the TGC analysis, and lνlν̄ background processes for the improved branching ratio

measurements. To speed computation, EXCALIBUR treats the fermions as mass-

less particles and so cuts have to be applied during generation to avoid singularities

in the phase space. It includes the widths of the W± and Z0 bosons but not dia-

grams where a Higgs boson couples to fermions since interference effects are small

in the limit of massless fermions. It employs a simplified treatment of ISR without

the transverse momentum of the photon. However, previous systematic studies [60]

comparing EXCALIBUR with the KORALW generator (which has a better treat-

ment of ISR), have indicated that the overall effects are small. It is interfaced to the

JETSET hadronization package.

• KORALW [61] generated all the CC03 samples used to determine the cut positions in

the WW classification analysis. KORALW CC03 samples generated with different

values of MW were used in the TGC analysis for the W mass systematic (described

in section 8.3). Four fermion KORALW samples were used for the MC genera-

tor systematic. Tau and muon pair MC samples produced with the related genera-
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tor, KORALZ [62], were used as backgrounds in the improvements to the leptonic

branching ratio measurements.

KORALW is similar to EXCALIBUR but is a CC03 generator which takes ac-

count of all the diagrams by using GRACE [63] matrix elements to calculate the four

fermion cross sections. KORALW has a better treatment of ISR using the Yennie-

Frautschi-Suura exponentiation (YFS) [64]. FSR is implemented via PHOTOS [65]

and the effect of the Coulomb correction [66] between the W bosons is modelled. It

is interfaced to the TAUOLA [67] package which correctly models τ polarization

(this effects the momentum distribution of τ decay products). It links to the JETSET

hadronization package.

• GRC4F [68] is a full four fermion event generator. It was used to generate the

background processes: e+e− → eeττ and e+e− → eeqq in the TGC analysis and

e+e− → eell, e+e− → eeqq and e+e− → llqq in the improvements to leptonic

branching ratio measurements. GRC4F uses the GRACE system to generate the ma-

trix elements. Fermion masses are non-zero and W± and Z0 widths are incorporated

as well as Coulomb corrections between the W bosons. In the TGC fragmentation

systematic study, two GRC4F samples were generated with the same four-vectors

but interfaced separately with HERWIG or JETSET (see section 8.3). Problems for

some types of events in certain regions of phase space have recently been noticed,

and these are discussed further in section 9.2.

• HERWIG is general purpose event generator which uses parton showering to sim-

ulate higher order QCD effects. In addition to the fragmentation and Z0/γ → qq̄

background systematic studies, HERWIG generated samples were used to simulate

the two photon backgrounds in the TGC analysis. (In the improvements to the lep-

tonic branching ratio measurements, VERMASEREN [69] was used to simulate this

process).

• KK2F [70] was used to generate the e+e− → Zo/γ → qq̄ backgrounds for the TGC

analysis. It covers the complete region of phase space with order α treatment of

ISR and FSR. It links to the PYTHIA/JETSET [71] fragmentation package. (Pythia

is a multi-purpose generator which was also used to generate a separate sample of

Z0/γ → qq̄ events for the TGC systematic checks.)
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The e+e− → e+e− and e+e− → e+e−γ(γ) background processes in the improvements

to the leptonic branching ratio measurements, were simulated by the BHWIDE [72] and

TEEGG [73] generators respectively.

5.4 Selection of W Pair Events

Selection of W pair events is a necessary prerequisite for many analyses including measure-

ments of W+W− production cross section, W± mass and triple gauge coupling parameters

and also as a starting point in certain other analyses (for example ZZ production) which

need to reject W+W− background. The WW→ lνlν̄ and WW→ lνqq̄ events used for the

WW classification and TGC analyses described in this thesis, were selected using the stan-

dard OPAL W+W− set of routines explained in [74]. In OPAL W pair selection proceeds in

three distinct stages, each part corresponding to one of the three final state topologies. The

three event selections are mutually exclusive. Events which pass the initial preselection cri-

teria [75] for reconstructed events are first considered for the WW→ lνlν̄ event selection.

If an event passes the selection criteria for a WW→ lνlν̄ event it is not considered further.

Failing events are next considered as possible WW→ lνqq̄ candidates. Only events failing

both the WW → lνlν̄ and WW → lνqq̄ selections are considered as possible WW → qq̄qq̄

candidates. The WW → lνlν̄ selection is completely cut based, whereas the WW → lνqq̄

and WW→ qq̄qq̄ selections rely on multivariate likelihood selections after the preselection

cuts.

General Preselection cuts
For each of the three selections, it is required that the main subdetectors providing infor-

mation to reconstruct the events are fully operational at the time the events were recorded.

For example the central tracking chambers, electromagnetic calorimeters (and hadronic

calorimeters for WW→ lνqq̄ and WW→qq̄qq̄ events) and muon chambers are all required

to have good status. Depending on the class of event under study, certain other criteria are

imposed; for example to reject cosmic rays or beam gas events, and ensure that the selected

events are well reconstructed. Examples of these cuts include constraints on the distance of

closest approach to the interaction region (|d0| and |z0|), minimum requirements for track

momenta and the number of hits in the tracking chambers. Details of all the standard OPAL
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preselection criteria for each event class may be found in [75].

5.4.1 Selection of W+W− → l+νl−ν̄ Events

The WW → lνlν̄ event selection is optimized to identify events with a pair of charged

leptons and significant missing transverse momentum (pmiss
t ). Candidate WW→ lνlν̄ events

must pass a series of cuts (preselection, track quality and kinematic) which are designed to

isolate the signal whilst rejecting the dominant backgrounds. The selection does not attempt

to remove non-CC03 SM processes which share the same final state lνlν̄ topology. Initially

events are selected from a low multiplicity preselection which requires there to be at least

one and no more than eight charged tracks, and the total number of charged tracks and

clusters must not exceed 15. The number of jets4 must be between one and three. Additional

preselection track and cluster energy quality cuts ensure that only well reconstructed tracks

are used for physics analysis. Full details of these are given in [41, 77, 78].

Different sets of cuts are then applied to surviving events, depending on the number of

observed jets. The majority (89%) of preselected events are two jet, with only 6% and 5%

of events classed respectively as one or three jet events. In most one jet events, the decay

products of one of the W’s are either not reconstructed or only partially reconstructed in the

forward direction. Sometimes the decay particles from both W’s are reconstructed within

the same cone. Three jet events correspond to events where there is significant photon

radiation observed in the detector (in general the two highest energy jets are taken to be the

lepton candidates).

For the most common di-jet events, the number of additional cuts applied depends upon the

ratio of the net transverse momentum of the two jet system divided by the beam energy (xt).

The most important cuts require that the acollinearity5 angle between the two leptons exceed

5o (to reduce back-to-back fermion pair and ZZ → l+l−νν̄ events) and xt > 5% (so that

the total missing momentum vector points away from the beam axis, thereby eliminating

events in which ISR photons escape down the beam pipe). Other cuts are placed on the xt

significance, | cos θ| distribution, number of track and cluster hits in various subdetectors,
4In each event the reconstructed tracks and energy clusters are grouped into jets using a cone jet finding

algorithm [76] with a cone half-opening angle of 20 o and a jet energy threshold of 2.5 GeV.
5The acollinearity angle is defined as the supplement of the angle between the two charged leptons.
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track association, the scaled missing transverse momentum with respect to the transverse

thrust axis (amiss
t /EBeam) and dedicated cuts to remove specific background processes (for

example MIP plug cuts to remove γγ → µ+µ− background). A full listing of all these

cuts, and the criteria under which they are applied may be found in [78]. It should be noted

that the MIP plug cuts and the definition of a MIP plug coincidence for the WW → lνlν̄

selection are not the same as those described in chapter 4.

Analogous cuts are applied to single and tri-jet events. Single jet events will only be ac-

cepted if they pass any one of three separate selections (which include additional timing cuts

to reject cosmics and tighter cuts on xt to suppress two photon backgrounds). The tri-jet

event selection is designed to accept lνlν̄γ events but reject two-fermion ττγ background.

The inclusive WW→ lνlν̄ selection efficiency for 189 GeV events was (82.1 ± 1.2)% with

purity 90.3% [52]. Figure 5.4 is an example of a selected di-jet event used in the leptonic

branching ratio measurements at 189 GeV.

 Run : e v e n t   9 4 5 5 :  2 6 0 7 1

 Eb e am   9 4 . 3 2  V t x  (  - . 0 2 ,   . 0 9 ,   . 4 6 )                                            

C t r k ( N=   2  Sump =  5 1 . 4 )  Ec a l ( N=   8  SumE=   5 . 5 )

Hc a l ( N=  2  SumE=   2 . 1 )  Mu o n ( N=  1 )  

Y

X
Z

Figure 5.4: Transverse view of a reconstructed W+W− → µ+νµτ
−ν̄τ event, where the τ− decays

promptly to an electron. The muon is identified by hits in the muon chambers (red arrow) and also
a small amount of energy deposited in the hadron calorimeters (magenta block). The electron is
identified by energy deposited in the electromagnetic calorimeter (yellow block). The small turquoise
triangle near the inner detectors indicates a noise hit in one MIP plug layer.
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Selected events are then classified according to lepton flavour. Electrons are initially iden-

tified using dE/dx and the ratio of energy deposited in the electromagnetic calorimeters to

track momentum (E/p). Tracks which are consistent with originating from photon con-

versions are removed. Muons are initially identified as tracks in the central detector with

associated hits in the hadron calorimeters or muon chambers (and only a small amount

of energy deposited in the electromagnetic calorimeters). Hadronically decaying taus are

identified using hadron identification and from track multiplicity. Second stage lepton clas-

sification algorithms [79] based on acollinearity dependent momentum cuts are then applied

to separate leptonically decaying taus. This is the subject of the next chapter.

A total of 278 W+W− → l+νl−ν̄ events were selected from 183.14 ± 0.55 pb−1 of data

collected at
√
s =188.64 GeV, which compares to the SM expectation of 290.0 ± 8.9

events [80] (assuming SM cross sections). The breakdown of the number of events selected

for each of the six lepton classification channels is given in table 5.3.

Channel Data Expected

ee 39 34.4 ± 1.4
eµ 70 69.8 ± 2.2
eτ 45 62.5 ± 3.6
µµ 33 37.8 ± 1.6
µτ 57 56.5 ± 2.6
ττ 34 29.0 ± 2.5

Table 5.3: Number of data events selected in each WW→ lνlν̄ channel compared with Monte Carlo
predictions (SM signal + background) after the acollinearity dependent momentum cuts (described
in the next chapter) have been applied.

5.4.2 Selection of W+W− → lνqq̄ Events

The selection of WW → lνqq̄ events is more complicated than for WW → lνlν̄ events

and is based on a series of relative likelihood selections after initial preselection cuts and

identification of the ‘best’ lepton candidate track in the event. Events are then categorized

according to lepton type. Full details of the event selection may be found in [50] and only

a brief summary of the salient features is given here.

WW → eνqq̄ and WW → µνqq̄ events are characterized by two well separated hadronic
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jets and a high momentum charged lepton, plus missing energy from the unobserved neu-

trino. In WW → τνqq̄ events, the visible τ decay products will tend to have lower energies

than the prompt leptons in the other channels, due to the extra neutrino(s). Both one and

three prong decays of the τ are considered, which results in six possible decay chains for

the leptonically decaying W boson: W → eνe , W → µνµ , W → τντ → eνeντ ν̄τ ,

W → τντ → µνµντ ν̄τ , W → τντ → h(nπ0)ντ ν̄τ and W → τντ → 3h(nπ0)ντ ν̄τ . The

WW→ lνqq̄ event selection in fact consists of three separate selections, one for each of the

semi-leptonic decay channels, although the selections for eνqq̄ and µνqq̄ events are very

similar.

Analogous to the initial low multiplicity preselection cuts for WW→ lνlν̄ events, candidate

WW → lνqq̄ events are only considered if they pass initial high multiplicity preselection

criteria [75] carried out by the filter. (Events passing the WW→ lνlν̄ selection are not con-

sidered as lνqq̄ candidates.) To remove events without quarks in them, the high multiplicity

selection requires each event to have at least five charged tracks or six energy clusters in the

electromagnetic calorimeters. Additional track quality cuts are placed on |d0| and |z0|, the

minimum number of track hits in the central detectors (or the minimum energy deposited in

each cluster), track momentum and angles. A loose cut is also placed on the visible energy

(scaled by the Ecm) to remove two photon background.

Charged Lepton Identification
The first stage in the main WW → lνqq̄ selection is to identify the track in each event

(surviving the initial track quality cuts) with the highest probability of being a lepton in

each of the six possible semi-leptonic decay chains. Even events that do not have a lepton

will still have a lepton track assigned to them, however improbable this may be, in order

to retain maximum efficiency at this stage. A loop is made over all the charged tracks and

each track (or tracks in the case of three prong τ decays) is assigned six probabilities corre-

sponding to the six decay chains. There are two aspects in determining these probabilities

in each event: identifying which track is a lepton and whether it came directly from the

W decay. To estimate these probabilities, energy or momentum loss in the tracking cham-

bers/deposited in the electromagnetic calorimeters, number of hits in the muon chambers

and hadron calorimeters, lepton momentum and isolation from other tracks are considered.

This information is then combined in a relative likelihood, and the best lepton candidate is
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taken to be the one with the highest absolute likelihood value. No events are rejected during

this stage.

These best lepton candidates are used to determine the event kinematic properties. The

tracks and clusters not associated with the track(s) identified as the best lepton candidate are

forced into a two or three jet topology using the Durham algorithm [81]. Energy corrections

are then applied with the Globally Corrected Energy (GCE) [82] algorithm. This algorithm

sums the energy of all the tracks and clusters in each event and corrects for any double

counting of the jet energy.

Loose Preselection
The main purpose of the preselection cuts is to remove as much of the Z0/γ → qq̄(γ) back-

ground as possible. This also improves the performance of the likelihood in the next stage

of the selection. For each of the three selections (eνqq̄, µνqq̄ and τνqq̄), a series of loose

cuts are applied using the best lepton candidates to determine the kinematic event prop-

erties. Exact details of these cuts and their values are given in [50], but the cut variables

include the invariant mass of the system, the lepton and visible energies, track and clus-

ter multiplicities, lepton identification probabilities, the angle between the charged lepton

and missing momentum vector, the track polar angle and energy of the highest energy iso-

lated photon. Additional cuts are applied to the WW → eνqq̄ channel to remove radiative

Z0/γ → qq̄(γ) events where the ISR photon converts into an e+e− pair and one of the elec-

trons is mis-identified as an electron from W decay. This preselection is over 97% efficient

for WW → eνqq̄ and WW → µνqq̄ events but reduces the Z0/γ → qq̄(γ) background by

an order of magnitude.

Relative Likelihood Selection
In order to further improve the signal/background separation, and in particular to reduce

the Z0/γ → qq̄ background, a relative likelihood method is used for all events passing

the pre-selection cuts. There are six likelihood selections corresponding to each of the six

decay chains. Each selection has a different set xi of kinematic variables used to construct

its likelihood. Each likelihood is determined by comparing the observed x i values with the

expected signal MC distributions for that decay chain, in order to calculate the probabilities

Pi(xi). The likelihood Llνqq̄ is evaluated as the product of the individual probabilities (for

each decay chain). Similarly, the background likelihood for Z0/γ → qq̄(γ) events (Lqq̄) is
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obtained using the MC distributions of Z0/γ → qq̄(γ) events. The relative likelihood Llνqq̄

is then simply:

Llνqq̄ =
Llνqq̄

Llνqq̄ + f × Lqq̄
(5.4)

where the normalization factor f , is the estimated ratio of preselected MC background and

MC signal cross sections. Full details of the kinematic variables used to construct these

likelihoods and their distributions are given in [50]. Essentially there are five main types of

variables: those that relate to the isolation of the lepton candidate, the lepton identification

probability, the energy or momentum of the lepton candidate, the event topology (eg angles

between the lepton and the nearest jet or missing momentum vector) and the global event

properties (for example visible energy, y-cut value - where the event changes from two

to three jets). To select events for the TGC analysis, two different sets of MC reference

distributions were used: one for the 192 GeV data and the other for the 196, 200 and

202 GeV data.

Events are selected if they have a likelihood value greater than 0.5. Only events that fail the

WW → eνqq̄ and WW → µνqq̄ likelihood selections are passed to the WW → τνqq̄ like-

lihood selection. Approximately 33% of WW → τνqq̄ events pass either the WW → eνqq̄

or WW → µνqq̄ selections and the cross migration between the channels is resolved during

the next stage of the selection procedure. Events passing any of the likelihood selections

are considered to be WW→ lνqq̄ candidates.

The relative likelihood selections are optimized to reduce the dominant Z0/γ → qq̄(γ)

background by a further factor of 100. However, there are several sources of four-fermion

background still present at this stage. These include e−e+qq̄ events from ZZ and Zee pro-

cesses which contaminate the WW → eνqq̄ sample, and µ−µ+qq̄ and τ−τ+qq̄ events se-

lected as either WW → µνqq̄ or WW → τνqq̄ events. Single W (Weν) and Z0 pair ννqq̄

events are also contribute to the WW → τνqq̄ selection. Special cuts (for example further

likelihood discriminants, kinematic fits and exploiting the different event topologies) are

imposed to reduce these backgrounds. Details of these cuts may be found in [50].

Event Categorization
The final stage in the selection procedure is to classify the events according to lepton flavour

(either eνqq̄, µνqq̄ or τνqq̄). Many events pass more than one relative likelihood selection,
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and there is considerable cross talk between the channels. In order to reduce this migration

and unambiguously determine the event class, additional relative likelihood discriminants

are constructed in the same way as before, according to the event categorization.

As an example, consider an event that passes both the WW → eνqq̄ and WW → µνqq̄

selections. In this case, two relative likelihoods are constructed (corresponding to the two

selections) from six kinematic variables: lepton energy deposited in the electromagnetic

calorimeters, electron and muon identification probabilities, invariant masses of the neu-

trino and electron (and neutrino and muon) candidates (where the neutrino momentum is

considered to be the missing momentum), and the muon momentum in the µνqq̄ selection.

The three variables associated with the eνqq̄ selection are used to construct a categorization

weight defined as:

C
µν̄µ

eν̄eqq̄ =
L eν̄e
eν̄eqq̄

L eν̄e
eν̄eqq̄ + L

µν̄µ

eν̄eqq̄

(5.5)

where the subscripts refer to the event selection and the superscripts refer to the alternative

hypothesis being tested. This is the relative likelihood that an event which is selected by the

WW → eνqq̄ selection is genuinely a WW → eνqq̄ event as opposed to being a WW →
µνqq̄ event. The likelihood terms in the denominator (L eν̄e

eν̄eqq̄ and L
µν̄µ

eν̄eqq̄) are evaluated

from the reference MC distributions of WW → eνqq̄ and WW → µνqq̄ events passing the

WW → eνqq̄ likelihood cut. Categorization weights C µν̄µ

eν̄eqq̄ and C eν̄e
µν̄µqq̄ are constructed for

both hypotheses. The difference between these two quantities (ie the discriminant) is used

to determine the event class.

Other categorization weights, likelihoods and discriminants are constructed for the other

W decay chains in a similar manner and are described in [50]. Additional algorithms are

applied to selected WW → τνqq̄ events when the τ decays hadronically, to improve the

identification of the τ decay products [83]. All these quantities significantly reduce the

number of events incorrectly classified. The selection efficiencies and purities vary slightly

for each Ecm event sample (due to statistical fluctuations). The 200 GeV data set, for exam-

ple, has an overall selection efficiency of 86.3 ± 1.7 % and purity 89.8 % [84].
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5.4.3 Additional Criteria for TGC Analyses

The selection of W+W−→ lνqq̄ events for the TGC analyses (based on the angular distri-

bution methods, described in chapter 7) is slightly different to the selections used in the W

mass, W pair cross section and TGC event rate analysis (which depends only on the number

of events selected). For the TGC analysis described in this thesis, it is important to have

fully reconstructed events with well defined tracks. In OPAL a complementary selection

of trackless WW→ lνqq̄ events exist (which considers events with forward leptons outside

the OPAL detector acceptance and events with energy clusters but not well reconstructed

tracks). These events are not used for the TGC analysis in this thesis.

The ‘standard’ WW selections try to avoid using cuts which are correlated with the mass of

the reconstructed W particles as this might introduce biases to the W mass measurement.

The TGC analyses are not sensitive to these biases and so additional ‘hard’ cuts can be

imposed to further improve the quality of the signal events and reject more background.

These cuts are described in the kinematic fit section at the end of this chapter. An evaluation

of the WW→ lνqq̄ likelihood selections for TGC studies has been made [85].

5.4.4 Selection of W+W− → qq̄qq̄ Events

Although high in statistics, fully hadronic events are not used in any of the analyses de-

scribed in this thesis and so no details of the event selection are given here. They can be

found in [86]. Essentially the four quark selection is similar to that for semi-leptonic events:

preselection cuts followed by relative likelihood selections. Like the semi-leptonic channel

the main background is from Z0/γ → qq̄ events where the quarks fragment into four jets,

and similarly it is impossible to separate this background using conventional cut-based al-

gorithms. For comparison with the other channels, the selection efficiency for the 200 GeV

sample is 86.9 ± 1.7% and purity 76.9 % [84].
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5.5 Kinematic Fitting

In order to improve the resolution of the reconstructed angles used in the TGC analysis (and

discussed in section 7.3), the selected WW → lνqq̄ events undergo a series of constrained

kinematic fits6 [87]. These fits are based on energy and momentum conservation (in fact

this corresponds to four separate constraints: the three momenta px, py, pz and energy). It

is assumed that any ISR photons radiated along the beam direction can be neglected so that

the incident e+e− interact at the full beam energy, and overall there is zero net momentum

in the laboratory frame. Constraints are also imposed on the W masses (this is acceptable

for the TGC analyses). The three separate kinematic fits performed on the semi-leptonic

events are:

1C Momentum and energy conservation. There are four constraints, but the three neu-

trino momentum components are unknown. This leaves one net constraint and hence

this fit is called a 1C fit.

2C Equal mass constraint. An additional constraint is imposed by insisting that the in-

variant mass of both W bosons be equal.

3C Both W boson masses are constrained to the value used in the MC event generator,

80.33 GeV, in addition to the requirements of the 2C fit. Actually this is an over sim-

plification, because it does not take into account the finite W width. This is explained

further in [49].

The first kinematic fit is applied to all selected WW → eνqq̄ and WW → µνqq̄ events. The

fit is required to converge with fit probability greater than 0.001 for the event to be accepted.

WW → eνqq̄ and WW → µνqq̄ events which pass the 1C fit are also tested for the 3C fit

(with the same fit probability cut) to improve the measurement of the kinematic variables.

The 3C fit rejects significant background, but at the expense of the signal. Consequently

events that pass the 1C fit (but not the 3C fit) are not rejected, and the 1C fit values of the

kinematic quantities are used to reconstruct the angles.
6 A constrained kinematic fit requires varying a set of measured parameters until a solution satisfying

the specified set of constraints is found which minimizes the χ2 difference between the measured and fitted
values.
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The equal mass constraint is only applied to WW → τνqq̄ events. This extra constraint

is required because of the extra (unobserved) neutrino from τ decay. The τ direction is

taken from its visible decay products, but the τ energy is unknown. This means that for

WW → τνqq̄ events, this is in fact a 1C rather than a 2C fit.

The selected data and MC predicted number of events in each of the three semi-leptonic

decay channels at each Ecm are listed in table 5.4, after the kinematic fit constraints have

been applied. There is acceptable agreement between the data and MC expectations. An

example of a WW → µνqq̄ event selected for the TGC analysis is shown on the title page

of this thesis and in figure 3.5.

Channel 192 GeV 196 GeV 200 GeV 202
Data Expected Data Expected Data Expected Data Expected

eνqq̄ 56 64.5 ± 0.6 186 173.6 ± 1.2 156 168.9 ± 1.2 94 84.3 ± 0.6
µνqq̄ 59 64.5 ± 0.6 168 172.7 ± 1.2 148 166.5 ± 1.1 71 81.6 ± 0.6
τνqq̄ 53 53.7 ± 0.6 139 140.6 ± 1.1 135 135.2 ± 1.0 65 66.7 ± 0.5
Total 168 182.6 ± 1.1 493 486.9 ± 2.0 439 470.7 ± 1.9 230 232.7 ± 1.0

Table 5.4: Number of data events selected as WW→ lνqq̄ compared with Monte Carlo predictions
(SM signal + background) after the general TGC selections and kinematic cuts have been applied.
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Chapter 6

W+W− → l+νl−ν̄ Classification

Blind belief in authority is the greatest enemy of truth.

ALBERT EINSTEIN

This chapter describes improvements made to the leptonically1 decaying W pair classifica-

tion used by certain physics analyses of 183 GeV data (for example [42, 88]). It is divided

into three main sections: the first section describes the cuts used for 183 GeV data, the sec-

ond describes the introduction of acollinearity dependent momentum cuts and finally the

resulting improvements to the leptonic W branching ratio measurements are discussed.

It is important to be able to separate the processes: WW → lνlν̄ from WW → lντν and

WW → lντ ν̄ in a variety of physics analyses (for example measurements of the leptonic

branching ratios, TGCs and searches). Particular problems arise when taus decay to elec-

trons or muons. For example if a track is identified as an electron, it is very difficult to

ascertain whether the electron was ‘prompt’ from the decay of a W boson or came via tau

decay.

6.1 Existing Cuts used for 183 GeV Data

For the 183 GeV analysis of the W leptonic branching ratios [88], lepton classification was

based primarily on lepton identification and a set of momentum cuts. Electron identification

was based mainly on electromagnetic cluster energy/track momentum cuts and muons were

identified by hits in the muon chambers and hadron calorimeters. Track multiplicity cuts

were also applied to separate hadronically decaying taus. There were two momentum cuts:

a high momentum cut which converted tracks identified as τ into l if they failed this cut,

and a low momentum cut which converted identified l tracks into τ ’s if they failed this cut.
1In this chapter lepton (or leptonic) referes to e, µ or τ and l ≡ e or µ.
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For any given set of cuts an efficiency matrix can be obtained. Table 6.1 is an example

of an efficiency matrix obtained using the momentum cuts at 183 GeV for 2 jet2 events.

Each matrix element3 represents the percentage number of events selected and classified in

a particular channel divided by the total number of MC tree level events for that channel.

The (weighted) sum of each horizontal rows provides a measure of the classification purity:

Purityi =
wi εi=j

j=1,4,6∑
j

εij +

j=2,3,5∑
j

2 × εij

(6.1)

A weight factor (wi) of 2 is applied to eµ, eτ and µτ events since there are two possi-

bilities to obtain each combination. wi=1 for ee, µµ and ττ events. If each event were

perfectly classified then the matrix would be diagonal. The sum of each vertical column is

the percentage selection efficiency for that class.

M C T r u t h
ee eµ eτ µµ µτ ττ Purity

S

E ee 62.8 0.1 5.2 0.0 0.0 0.5 85.0

L eµ 1.2 62.4 4.5 0.3 5.3 0.7 85.1

E eτ 15.3 9.2 56.8 0.0 1.2 9.9 71.2

C µµ 0.0 0.6 0.0 61.9 4.2 0.4 86.1

T µτ 0.2 4.7 0.5 12.8 54.3 5.8 78.8

E ττ 1.8 1.3 7.1 1.8 7.0 44.9 56.6

D Total 81.3 78.3 74.1 76.8 72.0 62.2

Table 6.1: Efficiency Matrix for 189 GeV data (2 jet events) using already existing cuts determined
for 183 GeV data. The figures are in percentages.

In order to determine the relative performance of a given set of classification cuts, the
2The CONE jet-algorithm [76] is used with a cone half-opening angle of 20 o and a jet energy threshold of

2.5 GeV [77, 78].
3The individual matrix elements were calculated using an occupancy correction for the normalized trans-

verse momentum (xT ) of the two jet system. See [78] for further details.
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efficiency matrix can be parameterized in terms of the sum of the diagonal elements divided

by the total sum of all the elements [89]:

D =
Tr (εij)∑
ij

εij
(6.2)

The matrix in table 6.1 has a D value of 77.1 ± 0.4 %. If each selected event were correctly

classified, D would equal 100%.

6.2 Acollinearity Dependent Momentum Cuts

One of the main changes to the 189 GeV lepton classification was the introduction of

acollinearity dependent momentum cuts to replace the straight forward high and low mo-

mentum cuts used at 183 GeV. This section explains why lepton momenta are expected to

vary with acollinearity and then describes how the actual cut values were determined.

6.2.1 Momentum Variation with Acollinearity

θ

l

*
W direction 

In W rest frame 

Figure 6.1: W boson decaying leptonically. The angle between the initial W direction and the
lepton is θ∗.

Consider a W boson decaying into a lepton and a neutrino. The energy and momentum

of the decay lepton can be determined from energy and momentum conservation in the W

rest frame (as illustrated by figure 6.1). The maximum and minimum momentum can be
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determined from the decay angle of the lepton with respect to the W flight direction:

El =
EW

2
(1 + β cos θ∗) where β =

PW

EW
(6.3)

When the lepton is produced in the forward direction with respect to its parent W, its energy

will tend to be greater (El > EW/2) than when the lepton is emitted in the opposite direction

to the initial W direction.

In an event, the two W bosons from the e+e− interaction will be produced back-to-back.

If both W bosons in the event decay leptonically at low acollinearity4 (as illustrated by

figure 6.2) then on average both leptons will be emitted in the forward direction and corre-

spondingly tend to have high momenta [90]. (It is of course possible that both leptons could

be emitted at the same angle with respect to their parent W’s with correspondingly lower

momenta and still have low acollinearity, but this is less likely to occur.)

θ

l l 12

θ      = 180  − θacol
ο

Figure 6.2: When two leptons are emitted almost back-to-back at low acollinearity, there will be a
tendency for them both to have higher momenta than when the leptons are emitted at smaller angles.

Figure 6.3 illustrates the (measured) distribution of the highest momentum particle (X1)

versus the lowest momentum particle (X2) for ll 2 jet events (left hand plot) and lτ 2 jet

events (right hand plot) with low acollinearity angles (< 15o) using Monte Carlo tree level

information to determine the event class.

The ll plot is characterized by a cluster of events at high X1 and X2 values. The tail slop-

ing down at 45o corresponds to events where the electrons or muons are not produced in

the forward direction with respect to their parent W bosons and so there is some smearing

of the distribution. Generally the visible particles5 produced from the decaying tau in lτ
4The acollinearity angle is defined as the supplement of the angle between the two charged leptons.
5The plots show the momentum distribution of both hadronically and leptonically tau decay particles.
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Figure 6.3: 2 jet events. The measured momentum (scaled by the beam energy) distributions of the
highest momentum particle (X1) versus the second highest momentum particle (X2) for events with
0o < acollinearity < 15o for ll (left hand plot) and lτ (right hand plot) events. Monte Carlo tree
level information was used to determine the event class.

events will have less energy than the electrons or muons produced promptly from the W

boson because of the extra neutrino(s). The observable tau decay products (which are al-

ways boosted along the flight direction of the tau) generally follow closely the original tau

direction. Hence X1 will tend to correspond to the prompt electron (or muon) momentum

and X2 the visible tau decay particle momentum. Clearly the distribution along the hor-

izontal axis is shifted downwards towards lower momentum compared with the ll events.

The high momentum X2 particles correspond to the case when the visible decay particles

take most of the parent tau energy. Since there is a clear distinction between ll and lτ X1

versus X2 distributions for low acollinearity events, it is possible to determine appropriate

cuts to separate these two classes of events.

Conversely, if the two leptons are emitted in almost the same direction (ie at high acollinear-

ity), then it is likely that one of the leptons was emitted in the same direction as the parent

W (with high momentum), and the other lepton from a W which decayed emitting its decay

lepton backwards (as illustrated by figure 6.4).

Figure 6.5 illustrates theX1 versusX2 distribution for ll (left hand plot) and lτ events (right

hand plot) for events with high acollinearities (> 105o). Monte Carlo tree level information

was used to determine the event class. Both distributions have shifted downwards towards

lower momenta along the horizontal X2 axis compared with figure 6.3. This agrees with
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θ

l

l 1

2
θ acol

Figure 6.4: Two leptons emitted at high acollinearity. If one of the leptons is emitted at a large
angle with respect to its original parent W direction, it will tend to have lower momenta than a
lepton emitted in the forward direction.

the hypothesis that one particle is emitted forwards with respect to its parent W (X1), and

the other particle (X2) is emitted backwards. Again the X2 distribution for the lτ events

is shifted towards lower values than the distribution for the ll events. Since the X1 versus

X2 distributions vary with acollinearity, then it is sensible to apply acollinearity dependent

momentum cuts to separate the different classes of events.

Figure 6.5: ll and lτ events. The (measured) momentum (scaled by the beam energy) distributions
of the highest momentum particle (X1) versus the second highest momentum particle (X2) for events
with 105o < acollinearity < 180o. Monte Carlo tree level information was used to determine the
event class.

6.2.2 Cut determination for 2 Jet Events

Selected events were initially classified as either ll, lτ or ττ using basic lepton identification

algorithms (as mentioned in section 6.1). Figure 6.6 illustrates the X1 versus X2 distribu-
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tions for events that were initially classified as ll events (based on lepton identification).

Events in the top left hand plot were correctly classified as ll events (using Monte Carlo

tree level information). Events in the top right and lower left plots were in fact ττ and lτ

events respectively. Each of the three different event classes have slightly different X1 ver-

sus X2 distributions (for reasons discussed in section 6.2.1). This suggests that a diagonal

line cut and a horizontal line cut (on X1) could be used to separate them as indicated by

the thick lines which divide the X1 versus X2 phasespace into three regions. Most of the

ll events populate the region to the right of the diagonal line, the ττ events tend to occupy

the lower left trapezoidal region and the lτ events tend to occupy the remaining upper left

region.

The plots in figure 6.7 show the same distributions for events with 105o < acollinearity <

180o. The X2 distributions for all three classes of events have shifted downwards implying

that the cuts should also shift with the distribution.

The plots in figure 6.8 illustrate the scaled momentum distributions of the electron/muonX l

versus the visible tau decay particles Xτ for initially classified lτ events at low acollinear-

ities. Here the phase space can be divided into four regions by applying two cuts: one for

Xl and the other on Xτ as indicated by the thick lines. Initially classified lτ events (which

have been correctly classified using MC tree level information) tend to occupy the upper left

hand side of the plot, whereas incorrectly classified ll events lie more to the right hand side,

although there is some over-lap. Meanwhile lower momentum ττ events tend to populate

the lower left hand side of the plot.

Figure 6.9 illustrates the Xl versus Xτ distributions for initially classified lτ events with

acollinearities between 105o and 180o. All three distributions in this figure have shifted

down towards lower momenta and consequently the optimum cut positions for this acollinear-

ity region have also shifted downwards as illustrated by the thick lines.

In order to determine the actual cut values, the ll and lτ event samples were each divided

into 7 and 6 regions of acollinearity respectively, with approximately the same number of

events in each region. The values of the momentum cuts were then determined so that ‘D’

was maximized in each region. A function in terms of the acollinearity angle or its cosine

was then fitted to each set of these optimized cut values (as illustrated in figure 6.10 for the
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Figure 6.6: X1 versus X2 distributions for initially classified ll events with 15o < acollinearity <
30o. MC tree level information was used to separate the 3 types of events in these plots.

Figure 6.7: X1 versus X2 distributions for initially classified ll events with 105o < acollinearity <
180o. MC tree level information was used to separate the 3 types of events in these plots.
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Figure 6.8: Xl versus Xτ distributions for initially classified lτ events with 15o < acollinearity <
30o. MC tree level information was used to separate the 3 types of events in these plots.

Figure 6.9: Xl versus Xτ distributions for initially classified lτ events with 105o < acollinearity <
180o. MC tree level information was used to separate the 3 types of events in these plots.
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ll events diagonal line cut). The parameterized cuts were then applied to all the Monte Carlo

events and the efficiency matrix and corresponding ‘D’ parameter determined. Finally, each

of the parameterized cuts was re-optimized using all the events in a particular class across

the entire acollinearity range of selected events.
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Figure 6.10: Example for ll events illustrating how the diagonal line cut values were obtained. A
function was fitted through each of the seven acollinearity region optimum cut values for the gradient
(left plot) and intercept (right plot). The errors were scaled so that the straight line fit had a χ2 per
d.o.f=1. The fit parameters, A0 and A1, were then re-optimized for each of the individual cuts.

Initially mis-classified ll events in figures 6.6 and 6.7 will be re-classified according to

which region of the X1 versus X2 phasespace they lie in. Similarly incorrectly classified lτ

events in figures 6.8 and 6.9 may be re-classified according to their Xl versus Xτ distribu-

tions6.

ττ events

Acollinearity dependent momentum cuts were initially applied to identified ττ events but

due the lack of statistics it was later decided to apply straight-forward momentum cuts,

analogous to the already existing high and low momentum cuts (described in section 6.1)

but optimized for 189 GeV data. Figure 6.11 illustrates the X1 versus X2 distribution for

all events initially classified as ττ events across the entire acollinearity range after lepton
6Note: jets initially classified as τ will not be re-classified as l if there are several tracks associated with

the jet (as discussed in section 6.1).
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identification algorithms had been applied. The events in the top right hand plot were

correctly classified as ττ and tend to occupy the lower left hand corner of this plot (since

visible particles from tau decays will tend to have lower momenta than prompt leptons

from W’s). Events in the plots on the left hand side of this figure have been mis-classified

as ll (upper plot) and lτ (lower plot) and will now be re-classified as a result of these cuts

(subject to the tracks also satisfying track multiplicity criteria).

Figure 6.11: X1 versus X2 distributions for initially classified ττ events (all acollinearities). MC
tree level information was used to separate the 3 types of events in these plots.

The parameterized cut values applied to ll, lτ and ττ two jet events are listed in table 6.3.

The efficiency matrix for all 2 jet events after these new acollinearity dependent momentum

cuts have been applied is shown in table 6.2. D = 83.2 ± 0.3 % for this matrix.
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M C T r u t h
ee eµ eτ µµ µτ ττ Purity

S

E ee 72.4 0.3 6.6 0.0 0.0 1.0 83.0

L eµ 1.3 71.1 5.4 0.6 7.2 1.6 83.2

E eτ 7.1 3.5 58.3 0.0 1.1 10.7 81.2

C µµ 0.0 0.7 0.0 70.7 4.5 0.2 87.0

T µτ 0.0 2.7 0.3 5.2 56.0 6.9 86.1

E ττ 0.4 0.3 3.5 0.2 3.2 41.8 74.1

D

Table 6.2: Efficiency Matrix for two jet events after acollinearity dependent momentum cuts have
been applied. D = 83.2 ± 0.3 %.

ll Events

1) Diagonal line cut:

Gradient = -4.866 × cos(θacol) + 6.880

Intercept = 0.863 × cos(θacol) - 1.092

Line = Gradient × X2 + Intercept

2) X1 cut = -1.143 × 10−3 × θacol + 0.364

lτ Events

1) Xl cut = -4.388 × 10−4 × θacol + 0.281

2) Xτ cut = -1.782 × 10−3 × θacol + 0.539

ττ Events

1) X1 cut = 0.488

2) X2 cut = 0.385

Table 6.3: 2 jet events: Summary of parameterized cut values applied to initially classified ll, lτ
and ττ events. The acollinearity angle (θacol) is measured in radians.
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6.2.3 1 and 3 Jet Events

In order to improve the classification of one and three jet events,high and low energy jet

cuts were introduced7 which convert τ ’s to l’s and l’s to τ ’s respectively for identified

tracks which fail these cuts. The actual values of these cuts are: Xhigh cut = 0.46 and Xlow

cut = 0.24. In the three jet events these cuts are only applied to the two charged jets and not

the neutral jet. Additional cuts (analogous to those already applied to 2 jet events) on the

track multiplicity and number of electromagnetic clusters associated with a particular jet

were introduced to further improve tau classification. D was improved from 63.5 ± 1.5%

to 74.7 ± 1.4% after these cuts had been implemented.

6.2.4 Separating Electrons and Muons

If an initially classified τ jet in an lτ or ττ event fails one of the relevant cuts described

sections 6.2.2 or 6.2.3, then in order to re-classify6 it as either an electron or muon a cut is

applied to the electromagnetic calorimeter energy associated with the track. If the energy

is greater than this cut value the particle will be classified as an electron, or a muon if it is

less. This cut was also re-optimized for the 189 GeV data and its scaled fractional value is

0.35.

6.3 Resulting Improvements to the W → leptons Branch-
ing Ratios

Table 6.4 is the resulting efficiency matrix for one, two and three jet events after all the

new cuts described in this section have been applied. This matrix has a ‘D’ value of 82.5%

(an improvement from 76.0% with the cuts used at 183 GeV). (This matrix was obtained

using re-optimized cut values for the selection used in [80] but unfortunately these latest

cut values were not used for the analysis described in [80]).

The fractional reduction in the statistical errors in the measurements of the leptonic branch-
7Graham Wilson should be credited with the introduction of these cuts which were later checked by the

author.
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M C T r u t h
ee eµ eτ µµ µτ ττ Purity

S

E ee 75.9 0.3 7.1 0.0 0.0 1.0 82.8

L eµ 2.6 77.8 6.6 0.7 7.8 1.8 82.1

E eτ 7.7 3.7 62.2 0.1 1.2 11.2 81.2

C µµ 0.0 1.2 0.1 80.2 6.1 0.3 84.2

T µτ 0.2 3.3 0.6 5.8 60.2 7.7 84.8

E ττ 0.4 0.3 3.7 0.2 3.4 44.3 74.2

D Total 86.8 86.6 80.3 87.0 78.7 66.3

Table 6.4: Efficiency Matrix for all events after the new cuts have been applied. D = 82.5 ± 0.3 %.

ing ratios and σWW→lνlν̄ were determined from toy Monte Carlo experiments. The back-

ground contribution in each channel 〈Nbkg〉i was estimated from Monte Carlo (see table 5.1).

The expected number of signal events 〈Nsig〉i was calculated from the data luminosity (L),

the theoretically predicted WW cross section at 189 GeV (σWW = 16.65pb) and the theo-

retical W leptonic branching ratio squared (BR2
lepton = 0.10556, see table 2.2.4) :

〈Nsig〉i =
∑
j

εi,j LσWW BR2
lepton (6.4)

where εi,j is the appropriate 6× 6 efficiency matrix and i, j = 1-6. The branching fractions

for ee, µµ and ττ channels were assumed to be 1/9, and 2/9 for the eµ, eτ , and µτ channels.

For each experiment, the total number of expected events (signal plus background) in each

of the six channels was simulated using a Poisson random number generator with mean

〈NTot〉i = 〈Nsig〉i + 〈Nbkg〉i.

Fits were then made for the branching fractions: W → eνe and W → µνµ and for the cross

section: σWW→lνlν̄ . The branching fraction W → τντ was obtained using the condition that

the three leptonic branching fractions sum to unity. Figure 6.12 shows the distribution of

branching fractions and cross section from 4000 toy Monte Carlo experiments. The frac-

tional reductions in the statistical uncertainties for the leptonic branching ratios and cross

section (table 6.5) were determined by comparing the rms values of these distributions, gen-

erated with the old efficiency matrix (ie before the acollinearity dependent momentum cuts
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Figure 6.12: Distributions of W → eνe , W → µνµ and W → τντ branching fractions and
σWW→lνlν̄ cross section obtained from 4000 toy Monte Carlo experiments. The solid histograms
were produced with the new efficiency matrix (ie with acollinearity dependent momentum cuts), the
dashed histograms show the distributions before these cuts were introduced.

were introduced) and with the new efficiency matrix in table 6.4. The pull distributions for

the three fitted quantities are shown in figure 6.13.

% Improvement

BR(W → eνe ) 5.1

BR(W → µνµ ) 7.0

BR(W → τντ ) 11.7

σWW→lνlν̄ 1.5

Table 6.5: Fractional reduction in the statistical errors in the measurements of the leptonic branch-
ing fractions and σWW→lepton (in percent) after the introduction of acollinearity dependent momen-
tum cuts to 2 jet events and high and low momentum cuts to 1 and 3 jet events.
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Figure 6.13: Pull distributions for W → eνe and W → µνµ branching fractions and σWW→lνlν̄

cross section obtained from 4000 toy Monte Carlo experiments generated with the efficiency matrix
from table 6.4.

6.4 Summary and Conclusion

The WW→lepton classification has been improved for the analyses of 189 GeV data. The

straight-forward momentum cuts used to classify 2 jet events at 183 GeV have been replaced

by acollinearity dependent momentum cuts. Separate cuts have also been introduced for 1

and 3 jet events to improve their classification. These new cuts have lead to a sizeable

improvement in the classification efficiency matrix and reduction in the statistical errors for

the individual W leptonic branching ratios.
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Chapter 7

Introduction to Triple Gauge Boson
Couplings

It is a capital mistake to theorise before one has data. Insensibly one begins to twist
the facts to suit theories, instead of theories to suit facts.

SIR ARTHUR CONAN DOYLE

Measurement the triple gauge boson vertex not only provides an important test of elec-

troweak gauge theory, but is also one of the main ways to probe for new physics if the new

particles are too massive to be produced with currently available centre of mass collision

energies at LEP. As discussed in chapter 2, anomalous1 triple gauge boson couplings affect

the total W pair cross section, modify the contributions of each of the W helicity states

which in turn affects the angular distribution of the W bosons and their decay products.

Following on from chapter 2, this chapter explains some of the basic ideas behind triple

gauge bosons couplings (TGCs) and how they arise in the Standard Model (SM). In add-

ition to the WWZ and WWγ vertices studied in this thesis, there are other boson-boson

couplings in other interactions (both SM and non-SM) and some of these are briefly sum-

marized. There then follows a discussion on angular distributions and how they relate to

the couplings. There are several methods employed by the LEP collaborations to extract

the TGCs and the main approaches are briefly summarized. One of the most common tech-

niques, and the analysis method employed in this thesis is the optimal observable method.

The basic principles behind this technique are reviewed at the end of this chapter which

serves as an introduction to the following analysis chapter.
1Anomalous means any deviation from Standard Model predictions.
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7.1 Gauge Boson Couplings in W+W− events

As discussed in chapter 2, there are three main processes which can produce a pair of W

bosons from e+e− interactions at LEP 2 (see figure 7.1). Only the s-channel processes

contain couplings between three gauge bosons (TGCs). The t-channel process acts as inter-

ference and experimentally cannot be separated from the s-channel final state.

The couplings arise from the non-Abelian gauge structure of electroweak theory. Since the

couplings are uniquely determined by the SU(2)L⊗U(1) gauge invariance in the SM, precise

measurements of the coupling vertices provide stringent tests of the theory. Any small

deviations of the couplings from their SM predictions would violate the subtle cancellations

among the three processes in figure 7.1 and lead to observable effects [91]. The couplings

could also be sensitive to new physics beyond the SM, for example heavy ‘new’ particles

could contribute loop effects to the TGC vertices. Small deviations to the SM predictions

of the TGC parameters could be introduced by any theory that describes new physics whilst

incorporating the electroweak theory as an effective low energy limit.

Figure 7.1: Tree level Feynman diagrams for e+e− → W+W− → 4f. Only the s-channel processes
in figure a) involve coupling between a neutral gauge boson and the two charged gauge bosons.

The term (equation 2.4) in the electroweak Lagrangian (equation 2.3) that gives rise to the

boson self-interactions can be re-written in terms of the physically observable gauge boson
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fields:

LYM = −1

4
W i
µνW

µν
i − 1

4
BµνB

µν = (7.1)

− 1

4
AµνA

µν − 1

2
W+
µνW

−µν − 1

4
ZµνZ

µν

− ig(W−µνW+
ν −W+µνW−

ν )(cos θWZµ + sin θWAµ)

− ig(cos θWZ
µν + sin θWA

µν)W+
µ W

−
ν

− g2 cos2 θW
[
(ZµZ

µ)(W+
ν W

−ν) − (ZµW
+µ)(ZνW

−ν)
]

− g2 sin2 θW
[
(AµA

µ)(W+
ν W

−ν) − (AµW
+µ)(AνW

−ν)
]

+ g2 sin2 θW cos2 θW[
(AµW

+µ)(ZνW
−ν) + (ZµW

+µ)(AνW
−ν) − 2(ZµA

µ)(W+
ν W

−ν)
]

− g2

2

[
(W+

µ W
−µ)(W+

ν W
−ν) − (W+

µ W
+µ)(W−

ν W
−ν)

]

where Gµν = ∂µGν − ∂νGµ (G ≡ A,Z,W±) and θW is the weak mixing angle. Equa-

tion 7.1 shows that there are two triple (WWγ and WWZ) and four quartic (WWZZ, γγWW,

ZγWW and WWWW) gauge boson couplings predicted by the SM. Since the coupling con-

stants (g) appear at second order in the quartic gauge coupling (QCG) terms, the strength

of these interactions will be smaller than the TGCs.

In this thesis we are interested in TGCs, and in order to study them we need a parameter-

ization of the vector gauge boson interactions that goes beyond the SM. The most general

Lorentz and U(1)EM gauge invariant effective Lagrangian used to describe the coupling

vertices between WWγ and WWZ gauge bosons is given by [8]:

iLWWV
eff = gWWV

[
gV

1 V
µ
(
W−
µνW

+ν − W+
µνW

−ν )
(7.2)

+ κV W
+
µ W

−
ν V

µν +
λV

m2
W

V µνW+ρ
ν W−

ρν

+ igV
4 W

−
µ W

+
ν (∂µV ν + ∂νV µ)

+ igV
5 εµνρσ

(
(∂ρW µ)W+ν −W µ(∂ρW+ν)

)
V σ

− κ̃V

2
W−
µ W

+
ν ε

µνρσ Vρσ − λ̃V

2m2
W

W−
ρµW

+µ ενραβ Vαβ

]

where Vµν = ∂µVν − ∂νVµ, V ≡ γ or Z0, and ε0123 = 1. The overall coupling strengths are:

gWWγ = −e and gWWZ0 = −e cot θW , where e is the electric charge. Equation 7.2 consists of
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14 free parameters (7 each for the WWγ and WWZ vertices) which are the coupling terms:

gV
1 , κV, λV, g

V
4 , g

V
5 , κ̃V and λ̃V. The couplings gV

1 , κV and λV conserve charge (C) and parity

(P) conjugation separately. gV
4 conserves only P while gV

5 violates C and P but conserves CP.

The other two couplings, κ̃V and λ̃V, only conserve C. If either gγ4 or gγ5 are non-vanishing

at q2 = 0, then the photon part of the Lagrangian will not be electromagnetically gauge

invariant.

The static electromagnetic properties of the W boson [92] can be determined from the coup-

lings associated with the WWγ vertex. The value of gZ
1 determines the charge (qW) of the

W+ boson:

qW = egγ1 (7.3)

The magnetic dipole (µW) and electric quadrupole (QW) moments are related to the κγ and

gγ1 couplings by:

µW =
e

2MW
(1 + κγ + λγ) (7.4)

QW = − e

M2
W

(κγ − λγ) (7.5)

The P and CP violating terms are related to the electric dipole (dW) and magnetic quadrupole

(q̃W) moments by:

dW =
e

2MW
(κ̃γ + λ̃γ) (7.6)

q̃W = − e

M2
W

(κ̃γ − λ̃γ) (7.7)

In the SM at tree level the TGC parameters gV
1 = κV = 1, and all the other couplings are

zero. The couplings are often stated in terms of their change in value from SM predictions,

so for example: ∆gZ
1 ≡ gZ

1 −1 and ∆κγ ≡ κγ−1. This is the notation used in the following

chapters.

With the limited statistics available at LEP 2, it is impossible to constrain the 14 parameters

simultaneously. Therefore certain assumptions are normally made to reduce the number of

measured parameters. If we assume that the Lagrangian in equation 7.2 respects both charge
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and parity conservation [93] as well as satisfying electromagnetic gauge invariance [8], then

the number of free parameters is reduced to five (gZ
1 , κZ, κγ , λZ and λγ). Further relation-

ships between these parameters can be obtained by requiring SU(2)L⊗U(1)Y gauge invari-

ance, ignoring operators with dimension greater than 6, and from previous high precision

measurements at the Z0 resonance (which have shown that the gauge boson propagators are

not affected at tree level by anomalous TGCs). These new relationships:

∆κZ = ∆gZ
1 − ∆κγ tan2 θW (7.8)

λZ = λγ

further reduce the number of coupling parameters to just three (∆κγ , ∆gZ
1 and λγ). These

are the couplings investigated in this thesis. Experimentally it should be remembered that

the coupling values or limits measured with a particular set of constraints cannot be con-

verted into or compared with results obtained with different sets of constraints [94]. This

means that some information is lost by assuming these relationships, which are the ‘stan-

dard’ set applied to most of the LEP results. However, the CP violating coupling have been

measured by the OPAL [95], ALEPH [96, 97] and DELPHI [98] collaborations (prior to

LEP 2 they were constrained by measurements of the neutron electric dipole moment [99]).

The L3 [100] and ALEPH collaborations have also presented limits on some of the other

couplings (including gZ
5 , λZ and κZ). Triple gauge boson couplings have been studied ex-

tensively in the literature. Further details of some of the theoretical aspects of TGCs can be

found in, for example [8, 91, 101, 102].

7.2 Other Gauge Boson Coupling Processes

Although W+W− events have the highest statistics at LEP 2, due to the non-Abelian nature

of electroweak gauge theory, there are many other processes which involve self-interactions

between the gauge bosons. These include the single W and W fusion processes illustrated

in figure 7.2. In both these diagrams, the photon could be replaced by a Z0 to give a WWZ

vertex (and in the case of the W fusion process, the Z0 would subsequently decay into a

fermion/anti-fermion pair), but these processes are heavily suppressed due to the large Z0

mass. Therefore, single W and W fusion processes primarily probe the WWγ vertex.
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Figure 7.2: The single W and W fusion processes also involve interactions with a WWγ vertex.

Although the single W processes result in the same final states as W pair production, they

can still be separated by event kinematics. Single W production is characterized by either a

pair of acoplanar jets or a single (high energy) lepton from the W decay plus large missing

transverse energy. In addition to the process with a WWγ vertex shown in figure 7.2a, there

are other non-TGC single W diagrams (see for example 5.2f). The single photon channel

offers a clean signature, with only a single high energy γ observed in the detector. The

main background to the γX final state comes from the reaction: e+e− → Zo/γ, where the

photon is produced by initial state radiation and the Z0 decays to νν̄. Results from these

two channels are complementary to the main W pair results since they allow independent

measurements of the κγ and λγ couplings without the WWZ vertex. Often single W and γ

results are combined with those from W pair production for publication by the LEP exper-

iments [96, 100, 103, 104].

As discussed in the previous section, the non-Abelian gauge symmetry of the electroweak

Lagrangian (equation 2.4) predicts four quartic gauge couplings: WWZγ, WWγγ, ZγWW

and WWWW in the SM. Examples of these processes are shown in figure 7.3 where each

vertex involves at least two charged bosons. (An extra s-channel diagram involving a ZZγγ

coupling has also been searched for at LEP 2, but this coupling is predicted to be zero in

the SM.) Searches at LEP 2 [105] have so far concentrated on the WWγ, νν̄γγ and Zγγ

final states but the sensitivity to quartic gauge boson couplings is poor compared with the

TGCs (it will improve with the increased energies available at a future linear collider). Fur-

thermore, there are several SM backgrounds, in particular W, initial and final state radiation

diagrams, that completely dwarf the signal. A complete and general analysis of photonic

quartic couplings has been performed by Belanger et al. [106], but essentially new terms
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are added to the Lagrangian in order to parameterize the effects of anomalous couplings.

e+ W +

e− W −

Z 0/ γ
γ

e−

e+

νe

νe
−

W −
W − (or γ)

W +

W + (or γ)

e−

e+

νe

e+

W −
W −

γ
γ

Figure 7.3: Examples of quartic gauge couplings at LEP 2.

Non Standard Model couplings

In addition to the charged TGC vertices, neutral gauge boson couplings with vertices ZZZ,

Zγγ and ZZγ, have been searched for by the LEP collaborations [107]. All these couplings

are expected to be zero in the SM so observation of these couplings would signal physics

beyond the SM. There are two classes of neutral gauge boson couplings. The first involves

anomalous Zγγ∗ and ZγZ∗ couplings in the process e+e− → Zγ. The couplings are pa-

rameterized by eight independent form factors: hVi (where i=1,2,3,4 and V ≡ γ,Z). The

second class refers to the ZZγ∗ and ZZZ∗ couplings in the process e+e− → ZZ. These

are parameterized in terms of four couplings: f Vi (where i=4,5) and are independent of the

hVi couplings. Further details of the theoretical aspects concerning the neutral gauge boson

couplings may be found in [108].

7.3 Angular Distributions

In the limit of small W widths, each W+W− → f f̄f f̄ event is characterized by five kine-

matic angles: cos θW, cos θ∗l , φ
∗
l , cos θ∗j and φ∗

j as illustrated in figure 7.4 and defined by the

convention in [93]. The angular distributions of the final state fermions reflect the under-

lying W helicities and V-A nature of W decay, and consequently they will be affected by

the presence of anomalous couplings between the gauge bosons and a departure from Yang

Mills behaviour. The differential cross section dσ may be expressed as a function of these

five angles: dσ
(
cos θW, cos θ∗l , φ

∗
l , cos θ∗j , φ

∗
j

)
.

The production angle (cos θW) is defined to be the angle between the directions of flight
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Figure 7.4: The five kinematic angles (cos θW, cos θ∗l , φ
∗
l , cos θ∗j and φ∗

j ) that characterize a WW→
lνqq̄ event. The information from these kinematically reconstructed angles is used in the TGC
measurement.

of the incoming electron and the outgoing W− in the overall centre of mass frame. Since

the beams were unpolarized in the transverse plane at LEP, the azimuthal angle (φW) is not

used. The cos θW distribution is forward peaked along the initial charge direction and has

the most sensitivity to anomalous couplings: the more positive the couplings, the steeper

the distribution.

The polar (θ∗) and azimuthal (φ∗) angles are defined for the outgoing fermion from the W−

decay and for the antifermion from the W+ decay, within the framework of two right handed

sets of orthogonal axes in the rest frames of the parent W boson (as shown in figure 7.4).

Since the quark flavours cannot be determined from the jets, the decay angles (θ∗j and φ∗
j ) of

the hadronically decaying W can only be determined with a twofold ambiguity. Hence, we

average over both possibilities. The contribution of cos θ∗l , φ∗
l , cos θ∗jet, φ

∗
jet to the overall

sensitivity enters mainly through their correlations with cos θW.

WW→ lνqq̄ is the most powerful channel with which to study TGCs at LEP 2, since this is

the only channel where it is possible to unambiguously reconstruct the cos θW distribution.

In τνqq̄ events, the cos θW distribution is determined by adding together the measured four-

momenta of the two reconstructed jets. In order to reconstruct the decay angles, the flight

direction of the τ is approximated by the direction of its charged decay products. The four

unknown quantities (τ energy, ντ three momentum) can then be calculated using energy
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and momentum conservation.

The angular distributions for selected WW→ lνqq̄ events in the combined 1999 OPAL data

set are shown in figure 7.5. The angular distributions for EXCALIBUR MC generated

with SM and λ = ±1 couplings are also shown. In general there is good agreement be-

tween the data and the SM expectation. The background is essentially flat, which has the

effect of slightly decreasing the slope of the cos θW distribution resulting in (slightly) more

negative couplings. Since there is an increase in the cross section for the samples generated

with anomalous couplings, these plots have been normalized to the number of events in

the sample and not the luminosity with which the samples were generated. Effects such

as radiative corrections will distort the angular distributions, and hence the importance of

correctly modelling these effects in the MC in order to not bias the results.

7.4 Methods to measure TGCs

Several methods have been used to extract the TGCs from W pair events at LEP 2. One of

the simplest methods exploits the total cross section sensitivity to anomalous couplings.

The total number of observed events is compared with the expected number, which is

parametrized as a second order polynomial for a given TGC value. Since the events do

not need to be fully reconstructed, a looser set of selection cuts can be applied than in the

main TGC analyses. In OPAL the total cross section analysis is done separately and the

results combined at the end [49].

The angular information in W+W− events has more sensitivity to the TGCs than the cross

section measurement, and hence it is advantageous to incorporate as much of the angular

information in each event as possible. Three different statistical techniques have been pro-

posed [8] which exploit the angular distributions to measure the TGCs: the spin density

matrix method, the maximum likelihood and the technique of optimal observables.

The spin density matrix (SDM) [93] is a traditional approach for studying the W decay

angular distributions. SDM elements are observables which relate directly to the W polar-

ization and the relative production of the various helicity states can be determined from

their measurement. The TGCs are extracted by determining the SDM elements (and their
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Figure 7.5: The angular distributions for the combined 1999 data, for selected WW→ lνqq̄ events.
The expected distributions from MC for SM and anomalous coupling λ = ±1 are shown. The MC
plots have been normalized to the number of data events. The value of φ∗l has been shifted by π for
W+ → l̄νl decays in order to overlay the W+ and W− distributions on the same plot. The jet with
0 ≤ φ∗

j ≤ π was chosen as the quark (anti-quark) jet from the decay of the W− (W+).

statistical uncertainties) in bins of cos θ from the angular distributions. These are then

compared with different theoretical predictions in a χ2 fit. The SDM functions exhibit

different behaviour with respect to each of the TGC parameters. The main advantage of

this approach is that it allows a model independent test of the TGCs and is particularly

suited to the measurement of the CP-violating couplings [95]. One drawback arises from

potential binning problems in the case of low statistics.
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The maximum likelihood technique (ML) is one of the main methods to measure TGCs at

LEP 2. The main advantage of this approach is that it exploits the full angular informa-

tion directly in the fit [109]. In the unbinned maximum likelihood fit, the couplings are

extracted by maximizing the likelihood function: L =
∑N

i=1 P (Ωk, �α), where N is the ob-

served number of events, P (Ωk, �α) is the probability density for an event (with kinematic

angle set represented by Ωk and as a function of the coupling parameters �α2). The prob-

ability density function is constructed from the differential cross section and normalized

to unity by an integral over the phase space. The total cross section information can be

included to increase sensitivity to the TGCs by using an extended maximum likelihood fit.

However, in both these methods it is difficult to incorporate complications such as detector

resolution, acceptance, ISR/FSR, finite W width, fragmentation and background contribu-

tions analytically in the differential cross section (dσ/dΩ). Effects not modelled in the fit

could potentially give rise to biases and TGC dependent systematic fit errors.

These physical effects can be simulated in the MC, and a binned maximum likelihood

(BML) fit performed to compare the observed data and MC distributions. This procedure

requires a very large number of MC events because of the large number of bins in the five

dimensional phase space corresponding to the five kinematic angles3. (Another problem

associated with maximum likelihood methods is that they do not provide any criterion to

check the quality of the fit as is the case for χ2 fits.)

A popular approach at LEP 2 to circumvent the binning problems of low MC statistics

whilst incorporating all the physical effects, is to use optimal observables (OO) [94, 111].

This is the method used to exact the couplings in this thesis, and is discussed in the follow-

ing section. The OO method is currently used by three of the four LEP collaborations for

their main analyses. For the single parameter fits, it has been shown in [8] that the three

methods should give similar precision when the same angular information is used.
2
α is a generic term used to denote the set of couplings {∆κγ , ∆gZ

1 , λ} in this thesis and not the set of α
parameters used in [8].

3 Because of the problem of insufficient MC statistics, normally only a restricted set of the kinematic
variables are used with fairly coarse binning. See for example [110].
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7.5 Introduction to Optimal Observables

Optimal observables (OOs) are quantities with maximal sensitivity to unknown parameters

and give minimal statistical uncertainty. Their use was first suggested for the measurement

of the magnetic moment and electric dipole moment form factors in top quarks [112] and

for τ polarization [113]. In the TGC analyses, the basic idea behind the OO method is to

project the information contained in the five-fold angular distributions onto a set of suit-

ably defined observables without loss of sensitivity. The couplings are extracted either by

fitting to the distributions or by using the mean OO values directly. The advantage of this

technique is that it avoids the binning problems associated with the BML technique.

For simplicity we first consider the linear dependence of a single coupling parameter α.

Ignoring higher order terms, the differential cross section can be written as:

dσ
dΩ

(Ω, α) = S(0)(Ω) + αS(1)(Ω) (7.9)

where Ω represents the set of five kinematic angles: {cos θW, cos θ∗l , φ
∗
l , cos θ∗j , φ

∗
j} and the

S functions carry information describing the α dependence of dσ/dΩ. For SM couplings

(ie when �α = 0), the differential cross section is simply S (0)(Ω). The αS(1)(Ω) term

corresponds to the contribution from an anomalous coupling. In [112] it was shown that

for a linear function that parameterizes a physical parameter, there is an observable that

minimizes the statistical uncertainty. In this case the observable is simply the ratio of these

two co-efficients: OO = OO(Ω) = S(1)(Ω)/S(0)(Ω).

All the information from the five phase space variables is retained in this ‘first order’ opti-

mal observable. Moreover, the mean (OO) of this one dimensional distribution for a linear

function contains most of the sensitivity to α [94]. These ideas can be extended to several

coupling parameters by replacing the second term in equation 7.9 by a summation over the

couplings:
∑

i αiS
(1)
i , where αi represents the set of coupling parameters {∆κγ ,∆gZ

1 , λ}.

The OO distributions for these three couplings are shown in figure 7.6 for MC events that

were generated with SM, and anomalous coupling values of αi = ±0.5.

The dependence of the angular distributions on the anomalous coupling parameters is non-

linear and the sensitivity of the OOs is only maximal for coupling values close to the point

about which the differential cross section was expanded (ie in this case the SM values when
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i distributions for SM MC compared with MC generated

at αi = ±0.5, where αi =∆κγ , ∆gZ
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�α = 0). For large anomalous coupling values, the sensitivity is no longer optimal. To

improve this, the above formalism has been extended to include the quadratic dependence

of the differential cross section.

Since the interaction Lagrangian (equation 7.2) is linear with respect to the TGCs, the

differential cross section is a quadratic function which can be parameterized as:

dσ(Ω, �α)

dΩ
= S(0)(Ω) +

∑
i

αi · S(1)
i (Ω) +

∑
i,j

αiαj · S(2)
ij (Ω) (7.10)

From this equation, the full set of OOs can be constructed for each event using the measured

kinematic variables (Ω) [94]:

OO(1)
i =

S
(1)
i (Ω)

S(0) (Ω)
, OO(2)

ii =
S

(2)
ii (Ω)

S(0) (Ω)
, OO(2)

ij =
S

(2)
ij (Ω)

S(0) (Ω)
(7.11)

where OO(1)
i , OO(2)

ii and OO(2)
ij denote the first order, second order and second order cross

terms respectively and are functions of Ω. For single or one parameter fits only the first

and second order observables OO(1)
i & OO(2)

ii are used. In two parameter fits, the two

first and second order OOs are used together with the corresponding cross term OO(2)
ij , ie

five OOs in total. Only in the three parameter fits, where each coupling is allowed to vary

simultaneously, are all nine OOs used. Although most of the sensitivity is contained in the

first order OOs, the quadratic dependence of the differential cross section often results in a

two fold ambiguity for the solution (and a double minimum structure for the log likelihood

curves which are discussed in the next chapter). Using the second order OOs helps to pick

out the right minimum.

The couplings can be extracted from a likelihood fit to the OO distributions (this is some-

times referred to as the ‘shape’ analysis and is the method used by the DELPHI Collabora-
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tion [103]). Alternatively the OOs can be compared with the expectations (obtained from

fully simulated MC) for different values of the coupling parameters. This is the method

preferred by the OPAL [104] and ALEPH [96] Collaborations. For the first order OOs

it has the same sensitivity as the shape analysis and is less complicated. This method is

explained in detail in the next chapter.

Although the OOs are calculated analytically from a differential cross section which as-

sumes zero W width and does not include ISR, this approximation does not introduce any

bias since these effects are modelled in the MC to which the data is fitted. It does, however,

lead to potential loss of optimality and a slightly increased statistical uncertainty.
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Chapter 8

Measurement of Triple Gauge Boson
Couplings using Optimal Observables

Intellect has a keen eye for method and technique but is blind to value and aim.

ALBERT EINSTEIN

POLONIUS: “Though this be madness, yet there is method in’t.”

WILLIAM SHAKESPEARE, Hamlet, II.2

This chapter describes the details of the TGC analysis used to measure the three coupling

parameters (∆κγ , ∆gZ
1 and λ) from WW→ lνqq̄ events using the optimal observable (OO)

technique. The data were collected during the 1999 run around four separate centre of mass

energies. Since the OOs are energy dependent (although the actual couplings are not) and

also to simplify matters, the analysis was performed separately on each data set, and the

results combined at the end. Table 1.1 lists the luminosities collected at each of the four

energies and table 5.4 lists the number of events selected after the general WW → lνqq̄

and kinematic fit selections (discussed in chapter 5). In general electrons and muons are

measured with higher resolution than taus, and hence eνqq̄ and µνqq̄ events were analyzed

separately from τνqq̄ events, and the results combined in log likelihood (log-L) plots. In

OPAL, the analyses of WW→ lνlν̄ and WW → qq̄qq̄ events are performed separately (by

other people) and are described in [49,114]. The results from all three W+W− channels are

combined with those from single W events, and previous results from data sets collected at

with lower energies, to give the final OPAL results [49].

We begin this chapter with a discussion of the fit and reweighting procedures, including

construction of the calibration curves from which the couplings were extracted using the

log-L curves. We then go on to discuss two separate tests of the method: one to check

for possible biases and the other to check the reliability of the statistical error estimates

returned by the fitting method. The different systematic checks are then summarized, and

it is explained how they were incorporated into the fit. Finally, we describe how the results

from each energy were combined.
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8.1 Extracting the Triple Gauge Boson Couplings

This section describes how the couplings were extracted from the data using the mean

optimal observables (OOs). For each event in both the data and Monte Carlo (MC) samples,

the nine OOs were constructed using the Bilenky [93] calculator package (to determine the

differential cross section) and the formulae given by equation 7.11. The calculator was

initialized at the nominal average centre of mass energy for each data set. There was a

small energy spread in the data, and the MC samples were generated at the nearest integer

value (the effect of this is small and included as a systematic described in section 8.3.10).

Figure 8.1 compares the OO distributions for the data and Standard Model (SM) MC. There

is generally good agreement between the data and the predicted SM distributions and only

a small background contribution. In order to reduce the effects of events with large OO
values in the tails of these distributions when the mean is taken, loose window cuts were

applied to both the data and MC samples. The effect of these cuts was primarily to reduce

the background still further. The numbers of events surviving this final round of cuts are

given in table 8.1.

Energy No. of Data events Predicted No. of events No. of Data events Predicted No. of events
(GeV) after TGC cuts after TGC cuts after OO cuts after OO cuts

192 168 182.6 ± 1.1 165 180.8 ± 1.0
196 493 486.9 ± 2.0 489 481.0 ± 2.0
200 439 470.7 ± 1.9 436 463.2 ± 1.9
202 230 232.7 ± 1.0 226 228.3 ± 0.9

Table 8.1: Comparing the number of data events selected and Monte Carlo predictions (SM signal
+ background) before and after the OO cuts. The events have already passed the general TGC
selections and kinematic fit cuts described in chapter 5.

Single Parameter fits

We first consider the extraction of a single parameter (denoted by the generic term α). Only

α was allowed to vary and the other two couplings were fixed at their SM values of zero.

In the one parameter fits only the first and second order observables (OO(1) & OO(2))

were used. The basic idea is to compare the data mean OO values with the expected OO
values determined from MC samples as a function of α. These MC samples were generated

using the EXCALIBUR generator with different TGC values. A full list of these samples

for each Ecm may be found in Appendix B, tables B.3, B.5, B.7, B.9. In the following
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Figure 8.1: OO Distributions for 196 GeV data compared with SM MC. The expected backgrounds
are shown in red.

discussions, these MC samples are referred to as the ‘signal’ or ‘reference’ set. Background

contributions were estimated from other MC samples (also listed in tables B.3, B.5, B.7 and

B.9) and added to the signal. These MC samples were used to construct ‘calibration’ curves

which describe the expectation values E[OO](α).

In the case of a single, first order observable OO(1), the best estimate of the coupling (α̂) is

obtained by solving:

OO(1) − E
[
OO(1)

]
(α̂) = 0 (8.1)

where OO(1) is measured from the data. In practice, α is extracted by minimizing a χ2
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curve given by:

χ2 (α) =

(
OO(1) − E

[
OO(1)

]
(α)

)2

σ2
OO

(8.2)

where σ2
OO is the statistical error on OO(1). This method can be extended to include the

second order observable OO(2) in the χ2, which can then be written out explicitly as:

χ2(α) =
(
OO(1) − E

[
OO(1)

]
(α)

)
V −1

11

(
OO(1) − E

[
OO(1)

]
(α)

)
(8.3)

+
(
OO(1) − E

[
OO(1)

]
(α)

)
V −1

12

(
OO(2) − E

[
OO(2)

]
(α)

)

+
(
OO(2) − E

[
OO(2)

]
(α)

)
V −1

21

(
OO(1) − E

[
OO(1)

]
(α)

)

+
(
OO(2) − E

[
OO(2)

]
(α)

)
V −1

22

(
OO(2) − E

[
OO(2)

]
(α)

)

where the expectations E[OO(1)] and E[OO(2)] were determined directly from the two cal-

ibration curves corresponding to the first and second order OOs. Vij are the elements of

the covariance matrix of the expected mean OOs: Vij = cov(OOi,OOj) = OOiOOj −
OOi · OOj . The elements were calculated using the MC samples and then normalized to

the number of data events. This provides a more accurate estimate of the covariance matrix

than if it were constructed from the data, since the smaller data sample would lead to larger

errors on Vij. The covariance matrix was evaluated at the point where the couplings were

set to their SM values.

The statistical covariance matrix has a block diagonal structure reflecting the fact that the

eνqq̄/µνqq̄ and τνqq̄ events are treated separately and are uncorrelated:

Vstat =

⎛
⎝ V e,µ

stat 0

0 V τ
stat

⎞
⎠ (8.4)

In single parameter fits (when only the first and second order OOs are used), the covariance

matrix is a 4 × 4 matrix. (Correlations between the OOs from different channels and

energies were incorporated in the full covariance matrix, which has both statistical and

systematic contributions. This is discussed further in sections 8.3 and 8.4.)

The statistical uncertainty σ for each TGC in the one parameter fits was determined directly

from the χ2 or maximum likelihood plots1. In the limit of a large number of data points,
1 The χ2 and log likelihood (log-L) functions are directly related by: log-L= -χ 2/2 [115]. For historical

reasons, the negative log-L curves are usually presented in TGC analyses.
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σ is given by the difference in the TGC value at the minimum and where the curve has

increased to ±1.0 (for a χ2) or ±0.5 (for a log-L). For a smaller number of data points it is

conventional to adopt the same procedure. An example of this is shown in figure 8.2 for the

λ log-L at 200 GeV. In order to check the validity of this approach and the reliability of the

error estimates, subsample tests were performed and these are described in section 8.2.2.

The negative log-L plots obtained from all the one parameter fits (as a function of the cou-

plings) at each Ecm are presented in the next chapter (figure 9.1). The curves are asymmetric

and quite non-Gaussian in some cases. Particularly for ∆κγ , there is often a double min-

imum structure in the log-L curve, reflecting the quadratic dependence of the differential

cross section. The deeper minimum is the preferred fit value, and for the 192 GeV data, the

second minimum is deeper, which results in the wrong TGC value being picked out and a

larger error estimate.

λ

-∆
 (

ln
 L

)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-0.2 -0.1 0 0.1 0.2

Figure 8.2: The statistical uncertainty for 1 parameter fits may be estimated from the log-L curves
by finding the change in the coupling between the minimum and when the curve equals 0.5. This
curve shows the log-L distribution for λ at 200 GeV.

Multi-Parameter fits

Fits were also performed in which two or all three of the couplings were allowed to vary

simultaneously. In the two parameter fits, the coupling that was not being fitted was fixed

to its SM value. Five OOs were used in these fits, corresponding to the two first OO(1)
i and

two second OO(2)
i order observables and the second order cross term OO(2)

ij (with i �= j),

which have sensitivity to the couplings being fitted. In the three parameter fits, all nine

OOs were used. The χ2 (equation 8.3) was replaced by a summation over the observables
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and the coupling set (�α):

χ2(�α) =
∑
i

∑
j

(OOi − E[OOi](�α)
)
V −1
ij

(OOj − E[OOj](�α)
)

(8.5)

where i, j run from 1-9 in the case of the three parameter fits. The couplings were extracted

using the MINUIT [116] minimization package which also returned the fit errors. The

statistical covariance matrix Vij (equation 8.4) retained the same block structure and was

still normalized to the number of events in the data, but was extended to an 18 × 18 matrix

in the case of the three parameter fits.

8.1.1 The Reweighting Method

The calibration curves describe how the expected mean observables E[OOi] vary as a func-

tion of the couplings. They can be constructed either by generating lots of MC samples with

different anomalous coupling values or by reweighting the existing MC samples. Since it

is not practical to generate large samples of fully simulated MC events with a wide range

of anomalous couplings to scan the whole parameter space, a reweighting technique was

applied to the MC reference samples to simulate different anomalous couplings.

Essentially the reweighting technique changes the probability of a certain region of phase

space to be populated with events. Consider a sample of events generated with coupling

set �α1. In a certain region of phase space [Ω,Ω + dΩ] there might be n1 events. Another

sample of events generated with the same luminosity but with a different set of anomalous

couplings �α2, might have n2 events in this same region of phase space. The OO distribu-

tions of the second sample can be simulated from the first by weighting this region of the

OO spectrum by a factor n2/n1 [117].

The probability for an event to occur is given by its normalized cross-section. So the

weights for an event (generated with TGC parameters �αgen and angular set Ω) were de-

termined from the ratio of the differential cross sections (or equivalently from the ratio of

matrix elements squared since the phase space part cancels in the quotient):

w(�αnew) =
dσ(Ω, �αnew)

dσ(Ω, �αgen)
≡ |M(Ω, �αnew) |2

|M(Ω, �αgen) |2 (8.6)

where �αnew are the coupling values to which the event is being reweighted.
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To see how these weights were applied, it is first necessary to parameterize the expectations

E[OOi] as a function of the couplings:

E[OOi](α) =

∫
OOi(Ω)

dσ(Ω)

dΩ
dΩ∫

dσ(Ω)

dΩ
dΩ

≡ 1

σTot

∫
OOi(Ω) dσ(Ω) (8.7)

where the normalization factor σTot represents the total cross section2: σTot =
∫

dσ(Ω) =∫ dσ(Ω)
dΩ

dΩ. This equation is the ratio of two parabolic functions (although it is not itself

parabolic) since the differential cross section (equation 7.10) is a paraboloid of the form:

paraboloid(�α) = C(0) +
∑
i

αi · C(1)
i +

∑
i,j

αiαj · C(2)
ij (8.8)

where C represents a set of co-efficients that uniquely define the paraboloid. For a single

coupling parameter, equation 8.8 simplifies to a simple parabola: C (0) + αC(1) + α2C(2)

with three co-efficients which can be determined from three ‘basis points’. For two parame-

ter fits a minimum of six basis points were needed and ten points3 when all three couplings

were fitted simultaneously. Using equation 8.6 to reweight the OOs for each event n in

any MC sample (generated with arbitrary coupling parameters) at these basis points, the

expected mean OO values can be written as:

E[OO](αnew) =

Events∑
n=1

wn(αnew)OO(Ωn, αgen)

Events∑
n=1

wn(αnew)

(8.9)

Since the two parabolic functions are uniquely defined by these basis points, the expectation

values for other anomalous couplings can be found by interpolation/extrapolation. The

advantage of this technique (as opposed to the analytical calculation of E[OO]), is that all

the physical effects (for example detector resolution, ISR/FSR, finite W width etc) can be

simulated in the MC reference samples and hence automatically taken care of in the fit.

In theory it is possible to obtain the entire expected OO spectrum by reweighting just

one sample of MC events. (Although a MC sample generated with, for example, TGCs

�α = (1, 0, 0) would require very large weights if it were made to mimic a sample with

couplings �α = (−1, 0, 0) and hence this would lead to statistical fluctuations). In practice,
2 The total cross section can be modified to include an acceptance function.
3 The 10 basis points chosen were: (0,0,0), (±1,0,0), (0,±1,0), (0,0,±1), (1,1,0), (1,0,1) and (0,1,1).
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it is better to use all available MC samples for the reference to avoid certain regions of the

phase space being insufficiently populated.

8.1.2 Calibration Curves

The couplings were estimated by comparing the E[OO](α) from the calibration curves,

to the experimental measurements of the OOs. Examples of calibration curves from MC

generated at 200 GeV are shown in figure 8.3. Although the curves for the eνqq̄/µνqq̄ and

τνqq̄ channels are similar in shape, there is a clear difference in their expectation values

because of the poorer resolutions for taus.
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Figure 8.3: Calibration curves determined from the MC reference samples generated at 200 GeV.

The first order expectation values E[OO(1)
αi ] are shown in the top row of plots and the second order

E[OO(2)
αi ] in the lower row. The curves for the eνqq̄ and µνqq̄ events (red) were made separately

from from the τνqq̄ events (blue) since the latter have poorer resolution.

For single parameter fits, when only the first order OO(1) is used (and only one channel), the

TGC value can be read off directly from the corresponding calibration curve. However, in

some of the distributions in figure 8.3, two solutions are possible for certain E[OO] values.

Hence the desirability of using both first and second order observables. This was achieved

in both single and multi-parameter fits by summing the χ2 curves (equations 8.3 and 8.5) to

form a log-L.
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8.2 Monte Carlo Tests

In most physics analyses, it is important to check for possible biases in the method which

could affect the final results. If a significant bias is found, then it is necessary to either

evaluate its effect and determine appropriate correction factors, or else to modify the ex-

perimental techniques to eliminate biases as far as possible. It is also important to check

whether the statistical errors obtained from the fits agree with expectations. If not, appro-

priate scaling factors can be applied to the log-L curves. For both these types of test, MC

samples were used as pseudo or ‘test’ data and the fit performed at each Ecm using these

test samples. The advantage of using simulated events as test samples is that they have high

statistics, so that the behaviour of the fit procedure can be tested in the high statistics limit

as well as with the same statistics as the data. For the bias tests, MC samples generated

with different TGC values were used so that the sensitivity to anomalous couplings could

also be tested.

8.2.1 Bias Testing

In order to check for any bias (arising from, for example the fit procedure or reconstruction

methods) high statistics four fermion EXCALIBUR MC samples generated with different

TGC couplings were used as test data (these are listed in tables B.3, B.5, B.7 and B.9).

For each test sample, the TGCs were extracted from the fits in the normal way. If the

fit procedure is unbiased, then the fitted couplings should agree with the generated values

(within statistical precision). For each test, the MC sample used as the pseudo test sample

was removed from the reference MC set to avoid correlations when evaluating the OOs and

the covariance matrix elements.

The tests were performed both with and without MC background samples (normalised to

the test sample). Unfortunately for some processes the available background MC is not

really sufficient to create two independent sets (one set to make up the test sample and

the other for the reweighting set). However, in order to test the actual fit procedure, it is

not necessary to include background providing the reference and test data samples have

the same diagrams. Hence all the bias test results presented here are without background.

135



Previous studies [117]4 and the current tests all indicate that there are no additional biases

when background samples are included.

The results for the 196 GeV single parameter fits are shown in figure 8.4. The plots for

the other three Ecm are similar. (For the 196 and 200 GeV tests, MC samples generated

with one anomalous coupling αi = ±0.5 and ±1.0 were available whereas only samples

with αi = ±1.0 were available for 192 and 202 GeV). The top row of plots represent the

measured couplings extracted from the fits (with their statistical error) versus the generated

couplings. A straight line fit (red line) through the data points indicate good agreement

between the fitted and generated couplings. The black dotted line represents the line at

450, along which all the points would lie if the fit procedure returned exactly the generated

coupling values.
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Figure 8.4: Single parameter fit bias results for 196 GeV. The top row of plots indicate the fitted
versus generated coupling values. Straight line fit results are shown by the red solid line. The black
dotted lines indicate where the points should lie if the fit results are unbiased. The lower row of plots
show the αgen −αmeas distributions. The horizontal line at y=0 indicates where the points would lie
if the fit procedure returned exactly the same coupling values as the input generated ones.

The difference between the generated and extracted coupling values are shown in the lower

row of plots. For ∆κγ all the deviations of the measured TGCs from the true TGCs are

compatible with zero and there is no evidence of any bias. For ∆gZ
1 a few of the points at

4 The bias tests at 189 GeV were performed slightly differently, using the subsampling technique (de-
scribed in the next subsection) since historically the statistical covariance matrix was TGC dependent. Now
that the statistical covariance matrix is determined only at the SM coupling values, this extra complication is
no longer necessary.
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large(ish) values of anomalous coupling are a few sigma away from the line y=0. However,

for the region of interest around the SM expected value of zero, where the fit is most sensi-

tive, the points are very close to this line and there is no problem. Although the points for λ

are all within one or two sigma of zero, they lie slightly below the line. This indicates that

there might be a small bias (∼ 3σ effect). However, the other energies show no evidence of

any bias in the single parameter fits for λ, and it would be assumed that any bias in the fit-

ting methods would also be apparent at other energies (and maybe even energy dependent).

Therefore no bias correction was assumed. In order to assign a possible systematic to this,

straight line fits (y=constant) were made to the lower row of plots in figure 8.4. The results

of these fits are shown in the left hand side of table 8.2. The majority of fit parameters

(except ∆gZ
1 at 196 and 200 GeV, and λ at 196 GeV) are within two sigma of zero. The

errors from the horizontal line fits were taken to be the systematic uncertainties assigned to

the bias. They vary from parameter to parameter and are listed in table 8.5.

Coupling Energy One parameter fits Three parameter fits

Constant χ2 χ2prob % Constant χ2 χ2prob %

∆κγ 192 0.004 ± 0.021 0.67 72 0.019 ± 0.024 0.49 78
196 -0.003 ± 0.011 3.38 50 0.012 ± 0.012 3.42 49
200 -0.013 ± 0.011 2.33 68 -0.014 ± 0.011 16.33 0.1
202 0.031 ± 0.017 2.05 36 0.000 ± 0.020 0.83 66

∆gZ
1 192 0.004 ± 0.010 6.27 4 0.017 ± 0.014 1.22 54

196 0.013 ± 0.005 7.73 10 0.004 ± 0.007 2.75 60
200 0.013 ± 0.005 5.26 26 0.011 ± 0.007 3.92 42
202 0.006 ± 0.008 0.86 65 0.020 ± 0.012 2.30 32

λ 192 -0.001 ± 0.011 3.01 22 -0.018 ± 0.014 2.25 32
196 -0.017 ± 0.005 1.08 90 -0.018 ± 0.007 1.30 86
200 0.003 ± 0.005 12.26 2 0.006 ± 0.007 8.00 9
202 0.016 ± 0.008 8.72 2 0.030 ± 0.010 10.26 0.5

Table 8.2: χ2, χ2 probabilities (%) and horizontal straight line fit results for the one and three
parameter bias tests. The systematic uncertainties are taken directly from the straight line fits.

Examples of TGC couplings extracted from the three parameter fits using test samples

generated with either SM couplings or one anomalous coupling parameter αi = ±0.5 are

given in table 8.3. For these fits, all nine optimal observables were used. Except for 200

GeV ∆κγ = +0.5 (where there is evidence of a second minimum), the fitted values are in

good agreement with the generated couplings. In particular, all the SM couplings are within
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one sigma of expectation. An example of the three parameter fit bias plots for 200 GeV are

shown in figure 8.5. The horizontal line fit results for all Ecm are shown in the right hand

side of table 8.2. There is no evidence for any constant bias at all Ecm. Analogous to the one

parameter fits, the systematic uncertainties for the bias are taken directly from the horizontal

line fit errors.

Generated Ecm Fitted Coupling Values

Coupling (GeV) ∆κγ ∆gZ
1 λ

SM 192 0.023 ± 0.066 0.006 ± 0.026 −0.005 ± 0.025
SM 196 −0.006 ± 0.042 −0.005 ± 0.018 0.016 ± 0.017
SM 200 −0.003 ± 0.040 −0.019 ± 0.017 0.006 ± 0.016
SM 202 0.033 ± 0.050 −0.006 ± 0.019 0.004 ± 0.016

α = +0.5 196 0.540 ± 0.073 0.522 ± 0.017 0.516 ± 0.019
α = −0.5 196 −0.536 ± 0.021 −0.512 ± 0.012 −0.482 ± 0.013
α = +0.5 200 0.252 ± 0.092 0.507 ± 0.016 0.530 ± 0.017
α = −0.5 200 −0.486 ± 0.020 −0.506 ± 0.012 −0.520 ± 0.012

Table 8.3: Three parameter fit results for SM and anomalous coupling values generated at α =
±0.5.
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Figure 8.5: Three parameter fit bias tests for 200 GeV.

To further check the multi-parameter fits (both two and three parameter) at 196 and 200

GeV, MC samples generated with two anomalous couplings were used as test data. The

95% confidence level plots for these tests are shown in figure 8.6. Again there is good

agreement with the generated couplings and no evidence of any bias. Additional bias tests
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were also made to show that greater sensitivity is achieved by using all anomalous coupling

MC samples in the reference set, as opposed to simply reweighting samples generated with

SM couplings.
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Figure 8.6: Two and three parameter fit bias test results at 95% confidence level for 200 GeV. The
plots show the projection onto the 2d plane. The black star indicates the position of the test sample
generated coupling values.

These tests demonstrate that the fit procedure is reliable in accurately predicting the cou-

plings for events generated with values around the SM. They also demonstrate that within

the uncertainties on the fit results, the fits can successfully extract the correct coupling val-

ues from the OPAL data. Systematic uncertainties have been assigned to cover any small

residual biases.

8.2.2 Subsample Tests

In order to provide a consistency check on the statistical uncertainty, the so-called ‘boot-

strap’ resampling technique [118–120] or subsampling with replacement was used. For

each of the four energies, 999 × 9 subsamples were created from the SM and background

MC samples, such that the size of each subsample corresponded to the luminosity of the

data collected at that energy. The events were chosen randomly from the MC samples with

replacement, which means that any event could occur more than once in a subsample or in

several subsamples. Replacement was used because there is insufficient generated Monte

Carlo to make a large number of independent subsamples. The actual number of subsamples

(8991) was chosen for consistency with the 189 GeV analysis [117]. For these purposes it

is thought [118] that this number of subsamples is adequate. The number of events in each

subsample is Poisson distributed around the expected number for SM couplings.
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The full fit procedure was performed on each subsample to extract all three couplings for

both the single and three parameter fits. The one parameter fitted TGC values from the

subsample log-Ls at 200 GeV are shown in figure 8.7. Although these distributions are

centred around the SM expectation value of zero, they have non Gaussian tails and their

errors are not symmetric. In particular the presence of the second minima can clearly be

seen for ∆κγ . This is reflected in the pull distributions (figure 8.8) where the tail for ∆κγ

corresponds to the second minimum. For this reason, the pull distributions cannot be used

directly to determine the expected statistical uncertainty. Instead the average of the statisti-

cal uncertainties obtained from the subsample fits was used. The corresponding statistical

uncertainty distributions are shown in figure 8.9. The long tail for ∆κγ corresponds to sub-

sample tests where the second minimum was chosen, since in general the log-L functions

are broader for the second minimum (and consequently have larger statistical errors).

The pull distributions are given by: αfit−αgen
σfit

, where the generated coupling (αgen) equals

the SM value of zero. Hence these distributions correspond to the error weighted coupling

values (and could be used to test the sensitivity of the different methods [117]). If the

pull distributions were completely Gaussian, then they should be centred at zero (generated

value) and have widths equal to unity. This would mean that the statistical uncertainties

were correctly modelled. If the widths were less than one then this would indicate that the

statistical uncertainties are under estimated (and conversely over estimated for RMS values

greater than one).

The reliability of the statistical error can be tested by calculating the fraction of subsamples

which contain the true coupling value (ie αi = 0) within their error interval. Consider

figure 8.10. The plot on the left shows a single parameter fit log-L function from one of the

subsample tests for αi = ∆gZ
1 . The positions of the magenta arrows indicate the 1σ error

interval, defined as the distance between the minimum and the point where the log-L curve

equals ±0.5 (see section 8.1). The red arrow represents the value of the log-L curve at the

SM expectation (ie the true, generated value when αi = 0). The plot on the right shows the

number of subsamples with a particular value of −∆(lnL) at the SM expectation. If the

statistical error for a given coupling is reliable, then 68.3% of the subsamples should contain

the true value within their error interval. Or equivalently, the value of the log-L at the SM

expectation, will be less than or equal to 0.5 for 68.3% of the subsamples (indicated by the
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Figure 8.7: Distribution of the single parameter fit couplings obtained from subsample tests at 200
GeV. The presence of a second minimum for ∆κγ is clearly seen and implies that this distribution is
non Gaussian.
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the right hand plot. If the statistical uncertainty were reliable, then exactly 68.3% of the subsamples
would lie to the left of the black arrow. (See text for further explanation.)

black arrow on the right hand plot). If more than 68.3% of the subsamples are within ±1σ,

then the statistical error is over estimated. Conversely if less than 68.3% of the subsamples

have values of −∆(lnL) less than 0.5 at αi = 0 (ie lying to the left of the black arrow in the

right hand plot), then the statistical uncertainty would be under estimated. An appropriate

scale factor would therefore need to be applied to the data log-Ls, so that 68.3% of the

subsamples were within the 1σ error interval.

Scale factors can be determined by considering the value of −∆(lnL) at αi = 0 (right

hand plot in figure 8.10) which corresponds to 68.3% of the subsamples having less than

this value. The scale factor is simply the ratio of this number divided by 0.5 (ie the value

of −∆(lnL) which normally defines the 68% confidence interval on a log-L plot. Scale

factors were determined separately for each coupling at each Ecm. It should be noted that

scale factors were only applied conservatively, when the statistical uncertainties were under

estimated by at least two sigma. Scale factors change the width of the data log-L curves.

They do not change the central value of the coupling at the minimum, only the error in-

terval. This is equivalent to changing the height at which the ±1σ errors are read off the

−∆(lnL) curves (ie the green dotted line in the left hand plot of figure 8.10 would be

shifted upwards if a scale factor greater than one were applied). It should also be noted

these these subsample tests assume SM couplings.

The results from the one parameter fit subsample tests are list in table 8.4. For both the
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∆gZ
1 and λ couplings, all the scale factors are within 10% of unity. This implies that the

there are no major problems with the 1σ statistical uncertainties. Larger scale factors were

determined for ∆κγ because there is a greater tendency to pick out the second minimum

for this coupling which increases the errors obtained from the log-Ls. The expected num-

ber of subsamples which should contain the SM expectation within the error interval is

6140.85 ± 44.12 subsamples, or 68.3% of the total. The errors on the observed percentage

of subsamples within the 68.3% error interval are described by the binomial distribution,

since a particular subsample either will or will not, contain the SM expectation within its

error interval.

Coupling Energy Observed No. of Percentage of Expected Scale

(GeV) Subsamples at 68% CL total subsamples Error Factor

∆κγ 192 5769 64.16 ± 0.25 0.509 1.166 +0.020
− 0.017

196 5404 60.10 ± 0.26 0.325 1.391 +0.024
− 0.023

200 5572 61.97 ± 0.26 0.306 1.282 +0.022
− 0.023

202 5714 63.55 ± 0.25 0.382 1.178 +0.026
− 0.020

∆gZ
1 192 6014 66.89 ± 0.25 0.176 1.055 +0.027

− 0.021

196 5995 66.68 ± 0.25 0.097 1.063 +0.021
− 0.018

200 6168 68.60 ± 0.24 0.097 0.991 +0.018
− 0.022

202 6054 67.33 ± 0.25 0.134 1.037 +0.017
− 0.020

λ 192 5978 66.49 ± 0.25 0.196 1.073 +0.024
− 0.021

196 6082 67.65 ± 0.25 0.103 1.024 +0.017
− 0.019

200 6223 69.21 ± 0.24 0.102 0.971 +0.013
− 0.018

202 6049 67.28 ± 0.25 0.142 1.036 +0.016
− 0.018

Table 8.4: Results from the one parameter fit subsampling tests. The observed number of sub-
samples are the number of subsamples which contain the true or SM expectation value within their
error interval. The expected number of subsamples satisfying this requirement for each coupling
was 6140.85 ± 44.12. Only scale factors > 1.0 are applied to the log-L results quoted in table 9.2.

Subsample tests were also made for the three parameter fits. An example of the couplings

extracted from these fits, and projected onto a 2d plane are shown in figure 8.11 for 202 GeV.

Again, the presence of the second minimum can be seen for ∆κγ . For the three parameter

fits, the intrinsic correlations between the couplings give rise to overall larger statistical
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Figure 8.11: Distribution of the three parameter fit couplings projected onto 2d planes for 202
GeV subsample tests.

uncertainties than the single parameter fits. It was found that none of the three parameter fit

tests under estimated their statistical uncertainties. For each Ecm, the observed number of

subsamples in the 1σ error interval (corresponding to ∆(lnL) = 1.77), was greater than the

expected number. Hence no scale factors were applied to the three parameter data log-Ls.

8.3 Systematics

In any physics analysis it is important to investigate sources of systematic uncertainties

which could affect the final result. This is particularly true if the size of the systematic

uncertainties approach or are larger than that of the statistical error. Fortunately this is not

the case for the four data samples analysed in this thesis, but it could be an issue when the

whole of LEP2 data is combined.

With the exception of the lepton charge mis-assignment systematic (section 8.3.4), all of

the systematic sources described in this section were investigated for the previous 183 and

189 GeV TGC analyses and are described further in [117]. Most of the systematic sources

are also common to other W+W− analyses with the same final state.

In order to determine the size of the individual systematic uncertainties for each parameter,

the systematic variations from each source were applied in turn to the signal MC reference

samples (from which the calibration curves were constructed), and the analysis repeated for

each of the single parameter fits at each Ecm. The coupling values obtained (with the sys-

tematic variations applied) were then subtracted from the original reference values quoted

144



in table 9.1.

In total 27 systematic checks were made for each coupling at each Ecm in addition to the bias

uncertainties described in the previous section. Where several systematic sources constitute

a particular category (for example there were seven sources of selection efficiency system-

atic) then these were added in quadrature. These results and the total combined systematic

uncertainty for each coupling at each Ecm are listed in table 8.5.

The individual values in table 8.5 were not used further in the analysis because the depen-

dence is nonlinear. Instead a systematic covariance matrix was constructed for each system-

atic effect (at each Ecm) using the difference (∆OO) between the mean optimal observables

(OOs) in the reference MC and those obtained with the systematic variations applied by

taking the Cartesian vector product of ∆OO with itself. These individual systematic co-

variance matrices were then summed together to form a combined systematic covariance

matrix (Vsys). Unlike the statistical covariance matrix (equation 8.4), the off-diagonal ele-

ments in the block structure were no longer equal to zero because of correlations between

the e/µ and τ channels. Most of the systematic variations affect both e/µ and τ channels

and cannot be separated from the statistical components. For some sources of systematic,

it is clear that there can be no correlation between the two channels and for these cases

the off-diagonal elements must have arisen from statistical fluctuations. These were then

set to zero and are mentioned in the appropriate following sections. Essentially the same

correlations between the e/µ and τ channels were assumed as for the 183 and 189 GeV

analyses. A similar procedure was adopted for the combined fit described in section 8.4.

The combined systematic covariance matrices were then added to the statistical covariance

matrices (V = Vstat + Vsys), in equation 8.5. The χ2 or log-L curves were re-determined

with the combined covariance matrix and hence new coupling values were extracted from

the data for both the one and three parameter fits at each Ecm. These new results for the one

parameter fits are presented in table 8.6 (without subsample scaling factors). The results for

the three parameter fits are shown in table 9.4.

From these two tables it can be seen that some of the combined (statistical + systematic)

errors are slightly smaller than only the statistical errors in tables 9.1 and 9.3 (for example

∆gZ
1 at 200 and 202 GeV in the one parameter fits). This is because inclusion of the sys-

tematic covariance not only alters the total uncertainties, but also shifts the actual coupling
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Energy (GeV) ∆κγ ∆gZ
1 λ

192 1.413 + 0.372
− 0.504 0.121 + 0.272

− 0.218 −0.126 + 0.179
− 0.166

196 −0.301 + 0.256
− 0.208 −0.100 + 0.105

− 0.099 −0.091 + 0.113
− 0.105

200 −0.338 + 0.251
− 0.204 −0.047 + 0.113

− 0.104 −0.019 + 0.121
− 0.108

202 −0.242 + 0.513
− 0.289 −0.007 + 0.160

− 0.140 −0.125 + 0.130
− 0.120

Table 8.6: Single parameter fit results obtained with combined statistical and systematic covariance
matrices.

values. It just so happens that the shapes of the log-L curves at these new ‘shifted’ posi-

tions give slightly smaller errors at ±0.5 than previously. A check was made by forcing

the couplings to their SM predicted values (ie zero) and comparing the shapes of the log-L

curves with and without systematics. In all cases the combined (statistical + systematic)

errors were larger than the statistical only ones when the log-L curves were forced to have

their minimum at zero.

The various sources of systematic uncertainty studied in this analysis are discussed in the

following subsections.

8.3.1 Monte Carlo Statistics

The uncertainties in the MC predictions due to limited MC statistics were taken into account

by adding these errors to the errors on the measured mean OO values in the χ2 (ie in

equation 8.2 replace the denominator by σ2
OOdata

+ σ2
OOMC

). This is equivalent to scaling the

statistical covariance matrix by 1 +
Ndata
NSM

MC
[121], where Ndata is the number of selected data

events and NSM
MC is the number of selected signal MC events weighted at the SM coupling

values. The whole fit procedure was repeated for each Ecm. The effects were found to be

negligible because the ratios: Ndata/NSM
MC were very small.

8.3.2 Jet Reconstruction

Accurate jet reconstruction is important because it affects the TGC sensitive angles. Un-

certainties arise from data-MC mis-modelling. Extensive studies [122] of back-to-back jets
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in Zo calibration data collected at the start of each year’s data taking have suggested the

following systematic checks should be made:

• Jet energy resolution This was varied by 3% in the barrel region and 20% in the

endcap.

• Jet energy scale The overall jet energy was scaled by the following cos θ dependent

factors:
0.0 < cos θ < 0.4 0.985

0.4 < cos θ < 0.7 0.995

0.7 < cos θ < 0.82 1.000

0.82 < cos θ < 0.92 1.020

0.92 < cos θ < 1.00 1.050

• Jet cos θ resolution The angular resolution in cos θ (measured in the lab frame)

was degraded by 5%.

• Jet cos θ shift This was offset by 0.0003 (absolute value).

• Jet φ angle resolution This was smeared by 3%.

The signal EXCALIBUR MC samples were scaled, shifted or smeared on an event by

event basis for each test. The kinematic fits were then remade and the analysis repeated.

The differences between the normal reference values and the coupling values obtained with

the systematic variations applied are listed in table 8.7.

8.3.3 Lepton Reconstruction

Analogous to the jet reconstruction systematics, the τ reconstruction systematics in τνqq̄

events were investigated by smearing the resolution in cos θ and φ by 5% and 3% respec-

tively, and shifting cos θτ by 0.0003. The lepton energy (in eνqq̄, µνqq̄ and τνqq̄ events)

was scaled by 0.5%. These scale factors were used in the 189 GeV analysis [117]. The sys-

tematic effects were determined in the usual way by taking the difference between the ref-

erence and the systematically varied coupling values (these results are shown in table 8.8),
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and constructing a systematic covariance matrix for later combination. The contribution of

all the lepton reconstruction systematics to the total systematic uncertainty is small. The

combined reconstruction systematics (lepton and jet) are shown in table 8.5.

8.3.4 Charge mis-assignment

Lepton charge was determined from the direction of track curvature the particle made as it

traversed the central tracking detectors. High momentum particles’ trajectories were less

curved (equation A.4) than lower momentum ones. High momentum particles therefore

have a greater probability of mis-assigned charge as per equation A.2.

The standard OPAL W+W−→ lνqq̄ selection and fitting routines use the momentum mea-

sured by the electromagnetic calorimeters for electrons not in the overlap5 region, and the

combined central tracking detectors for muons, taus and remaining electrons.

From MC studies, it was observed that ∼4% of all WW → lνqq̄ events had mis-measured

charge. Of these, only ∼1% of all eνqq̄ and µνqq̄ events had mis-assigned charge compared

with ∼12% for τνqq̄ events. The reason for this difference is because it was very easy to

mis-assign one (or more) of the tracks in the quark jets as originating from the hadronically

decaying τ jet or mistake the τ jet as coming from a quark jet.

There were two aspects to consider in this investigation: firstly the effects of mis-measuring

the charge (which can be estimated from MC) and secondly, the effects of data-MC mis-

modelling. In order to address these problems, a number of things were investigated includ-

ing:

1. Randomly flipping the sign of Wlept in a small fraction of MC events.

2. Removing events with electron or muon tracks in the anode region of CJ.

3. Smearing the quantity:

∆ =

(
q

pt

)
Tree

−
(
q

pt

)
Meas

(8.10)

5 The overlap region is defined to be the region 0.72 <|cos θ |< 0.82 where the barrel and endcaps overlap
(figure 3.3b). Energy measurements from the electromagnetic calorimeters were degraded in this region and
hence a better resolution could be obtained from the tracking detectors.
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by 10%, where q is the particle charge and pt is the transverse momentum.

The first point directly addresses the subject of data-MC mis-modelling. The question then

arose as to what fraction of events should have their Wlept charge flipped. To get a rough

estimate for this, we took the same fractions determined for Z0 → l+l− events [123] and

subtracted the percentage of charge mis-assignment predicted directly from the MC. The

kinematic fits were remade and the analysis repeated with these changes in place. The effect

was found to be significant. Aside from the fact that Z0 → l+l− events are topologically

very different to WW→ lνqq̄ events, one of the main problems with this approach was that

there was no consideration of event kinematics or detector geometry. In practice one would

expect events with tracks in certain detector regions (for example close to the beam pipe,

in the overlap or in CJ anode plain) and very high momentum tracks to have worse charge

mis-assignment. The random flipping was applied across all selected events.

The second criteria removed approximately 5-7% of events with lepton tracks within 0.5o

of each of the CJ anode planes, making a total dead area of about 24o. τνqq̄ events were

not removed in this study since (correctly identified) lower momentum τ ’s will generally

have better track curvature measurement. The reduction in size of the data sample lead to

a large increase in the statistical error which was difficult to separate from the effect under

investigation. Therefore this approach was not pursued further.

The third technique, and the one finally adopted in [49] was to smear the MC track cur-

vature (κ) or equivalently the charge/transverse momentum distribution (equation 8.10) by

10%. The figure of 10% was derived from LEP I studies at the Z0 peak [124]. Figure 8.12

shows this distribution fitted with a Breit Wigner. After smearing, the individual lepton mo-

mentum components (px and py) were re-calculated, the events kinematically refitted and

the analysis repeated. The results of these tests are shown in table 8.5. The advantage of

this method is that it simultaneously considers both the effects of charge mis-assignment

(TGC sensitive) and poor momentum measurements (not so TGC sensitive). The disadvan-

tage of this approach, is that it does not consider the effects of data-MC mis-modelling, but

the conservative estimate of 10% is an attempt to do just that.

151



Figure 8.12: The (q/pt)Tree − (q/pt)Meas distribution for 200 GeV data fitted with a Breit Wigner.

8.3.5 Selection Efficiencies

The comparative selection efficiencies for data and MC may not be equal over the full

angular range or energy spectrum. In order to check for any effects from selection cuts on

event kinematics, five independent tests were made of the jet and lepton energies, jet and

lepton polar angles, and the angle between the highest energy jet and the charged lepton.

Except for 192 GeV data (see below), good agreement was found between the data and

MC distributions. The MC referred to in this subsection consisted of SM four fermion

EXCALIBUR samples plus background, all normalized to the data.

In order to quantify each uncertainty, the ratio of data to MC was parameterised as a straight

line fit (see figure 8.13). Originally this was done separately for each Ecm but for the final

result all energies were combined in order to reduce statistical fluctuations. This assumed

that jet and lepton energy distributions do not change with Ecm. Over the 10 GeV range

that the data were collected, this was found to be a valid approximation. However, for the

final combination of all LEP 2 data (>40 GeV spread), it may be necessary to review this

procedure and normalize these quantities to the beam energy.

The intercept and slope (A0 and A1) obtained from the fit were then used as a linear cor-

rection factor to weight the MC events:

wcorr = A1 ×X + A0 (8.11)

where X is the kinematic variable under study. Ideally, the slope should be ≈ 0 and the
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Figure 8.13: Ratio of data/MCTOT as a function of lepton and jet energies, | cos θ | and cosine of
the angle between the leptons and jets for the combined 1999 data.

intercept ≈ 1. The analysis was then repeated (for each quantity under investigation) with

the weighted MC events. The revised coupling values, and hence the systematic uncertain-

ties were extracted in the usual way. The individual results from each test are shown in

table 8.9. As can be seen from table 8.5, the combined selection efficiency systematics are

the dominant error for most of the couplings.

Additional systematic checks were made on the relative selection efficiency of µνqq̄ and

τνqq̄ events compared with eνqq̄ events by applying a weighting factor of 1% to mis-

classified µνqq̄ and τνqq̄ MC signal events. This is a conservative estimate to cover the

effects of tracking losses described in [50]. The estimated uncertainties (listed in table 8.9)

are small compared with the other sources in this category.

192 GeV anomaly
For the 192 GeV data, a discrepancy between data and MC was observed in the lepton en-

ergy spectrum for Elept > 70 GeV (and correspondingly in the cos θ∗l distribution) as shown

in figure 8.14. The deficit in the data was observed in all three lepton channels and in other

analyses using the WW → lνqq̄ event selection [125]. The deficit was intensively investi-

gated by checking the lepton energy distribution for Bhabha and µ pair events, comparing

the MC spectra at different energies, checking for any known detector effects and com-
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paring fitted versus reconstructed distributions. Variation with time was also searched for.

Despite all these efforts, no explanation for this anomaly could be found except that of a

statistical fluctuation. Only 29.3 pb−1 of data were collected at this Ecm.
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Figure 8.14: The Lepton energy and cos θ∗lept distributions for 192 GeV data. In both plots there is
a clear deficit of data events compared to MC prediction which is not present at other energies.

8.3.6 Fragmentation

The EXCALIBUR reference MC employed the JETSET [54] fragmentation scheme. The

uncertainty associated with hadronization modelling was estimated by comparing two large

GRC4F [68] CC03 MC samples that had been generated with the same four vectors but

using different hadronization models, either HERWIG [55] or JETSET. One of the sam-

ples was used as the test (or pseudo-data) set and the other was used for the reference (or

reweighting) MC set. Since both the GRC4F samples were CC03, they could not be com-

pared directly with EXCALIBUR. Instead, the differences in the mean optimal observables

(∆OOs) between these two samples were added to the expected mean optimal observables

E[OO](α) in the EXCALIBUR reference sets to ‘shift’ the calibration curves. New cou-

pling values were determined after the fits were repeated using these ‘shifted’ calibration

curves. The expected uncertainty due fragmentation modelling was evaluated in the usual

way from the differences between the shifted and the original reference coupling values.

These are shown in table 8.5. The effects are seen to be small, and part of the uncertainty

could also be due to statistical effects arising from the detector simulation of the MC. No

correlation was assumed between the e/µ and τ channels because the observed shift in the

∆OO values arising from this systematic effect could not be separated from the statistical

component.
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8.3.7 Monte Carlo Generator

Different event generators have different specifications, limitations and associated uncer-

tainties. In order to check the effect of different generator modelling of W-decay kinemat-

ics, four fermion samples generated with GRC4F [68] and KORALW [61] were used in

turn as test data with the normal EXCALIBUR as the reference (reweighting) set. The

differences in the mean optimal observables (∆OO values) were then added to the EX-

CALIBUR expected mean optimal observables E[OO](α), and the analysis repeated with

the adjusted calibration curves. The systematic uncertainties were evaluated in the same

way as for the fragmentation error. The results are listed in table 8.11.

Energy (GeV) 192 196 200 202

KORALW

∆κγ -0.050 0.019 0.020 -0.004

∆gZ
1 -0.010 0.009 -0.002 0.008

λ 0.007 0.024 -0.030 0.007

GRC4F

∆κγ -0.034 0.034 0.015 0.030

∆gZ
1 0.007 -0.018 0.015 0.021

λ 0.003 -0.014 0.010 0.002

Table 8.11: Single parameter fit Monte Carlo generator systematics with KORALW and GRC4F.

Since both GRC4F and KORALW use the GRC4F matrix elements in their calculations

and have the same fragmentation with JETSET, it is not possible to combine these sys-

tematics in quadrature. Instead, the event generator systematic is taken to be the one from

the KORALW sample, since this gives on balance slightly larger errors, and KORALW is

reported to have a better treatment of ISR and τ polarization.

8.3.8 Backgrounds

Four potential sources of systematic effects were studied in this category, the most important

of which concern the modelling of the two fermion Z0/γ → qq̄ background. This is the
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main source of background in the selection of W+W− → lνqq̄ events with a cross section

13 times larger than the signal. There are two aspects to this uncertainty: modelling of the

underlying physics processes and modelling of the detector response.

The shape of the Z0/γ → qq̄ background was varied by replacing the KK2F MC used in

the main analysis, with samples generated with PYTHIA (which has a different treatment

of ISR) and HERWIG (which uses a different hadronization model). Its normalization

was checked by applying event correction factors of ±15% [50]. This same factor was

applied to the cross section analysis [126]. For each of these checks, the uncertainty was

determined in the usual way from the shift in the central coupling values before/after the

systematic variation was applied. The e/µ and τ channels were assumed to be independent

and uncorrelated.

Although the expected number of two photon events surviving the selection cuts is small

(∼0.1%), these events occupy regions of phase space which are poorly modelled. A conser-

vative estimate of the systematic uncertainty from this source was obtained by completely

removing the 2γ background sample and repeating the analysis.

The results from these tests are presented in table 8.10. The quadrature sum of all these

effects represent the total systematic uncertainty due to background variations and are the

figures quoted in table 8.5.

8.3.9 W Mass

The majority of MC samples used in this analysis were generated with W boson mass

equal to 80.33 GeV/c2. This same value was also used in the kinematic fits described in

section 5.5. However, the latest results from LEP [5] and the Tevatron collider at Fermi-

lab [127] quote somewhat higher values of MW = 80.450 ± 0.039 and 80.448 ± 0.062

GeV/c2 respectively. For this systematic, the uncertainty on the W mass (∆MW) was taken

to be the linear difference between the statistically independent Tevatron result and the MC

generated value, plus the uncertainty on the Tevatron result (0.18 GeV/c2).

The effect of the W mass uncertainty was assessed by performing the analysis (at each Ecm)

with CC03 MC test samples generated with values of MW ±0.5 and ±1.0 GeV/c2 away
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from the normal generated/fit value. The usual four fermion EXCALIBUR MC used for

the reweighing was replaced by a SM CC03 KORALW sample. The difference in the SM

OOs between the KORALW reference and Wmass samples, were plotted as a function of

MW and parameterised as a linear fit. The eνqq̄/µνqq̄ and τνqq̄ events were combined to

reduce statistical fluctuations. An example for the 196 GeV MC, is shown in figure 8.15.

For each OO, a weighted average of the four slopes from each Ecm was made and combined

with ∆MW to give the ∆OO values. These were then added to the EXCALIBUR reference

OO, and the analysis repeated in the usual way (for each Ecm) to extract the new coupling

values with the systematic applied. The systematic uncertainties were evaluated from the

change in coupling values in the usual way and the results are presented in table 8.5. As

can be seen, there is little TGC dependence on the W mass.
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Figure 8.15: Expected change in mean optimal observable (∆OO) values with W mass for 202
GeV data. The eνqq̄/µνqq̄ and τνqq̄ events were combined to increase statistics.
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8.3.10 Beam Energy

The LEP Energy working group has estimated the uncertainty on the beam energy to be

±20 MeV [128]. The EXCALIBUR and background MC samples were generated at cen-

tre of mass energies of 192, 196, 200 and 202 GeV, but the data were recorded at average

centre of mass energies: 191.588, 195.528, 199.522 and 201.658 GeV [129]. These values

were the ones used in the OO calculations. The systematic effects due the beam energy un-

certainty were evaluated in a similar manner to that of the Wmass systematic by performing

the analysis with test samples generated at different Ecm and parameterizing the OOs as a

linear function of Ecm. An example for the 202 GeV data is shown in figure 8.16.
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Figure 8.16: Expected change in optimal observable (∆OO) values with centre of mass energy.
The eνqq̄/µνqq̄ and τνqq̄ events are combined.

The uncertainty in the energy (∆Ecm) was taken to be the difference between the value
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at which the MC were generated and the average Ecm of the data plus the uncertainty on

the beam energy (of 20 MeV) from the LEP working group. Unlike the Wmass systematic,

the same test samples were used for all four centre of mass energies and hence simple

weighted averages of the slopes could not be made. Instead, the systematics were evaluated

independently for each Ecm by adding the change in the optimal observables (∆OOs) to

the original EXCALIBUR reference OOs and repeating the analysis. The uncertainties

are listed in table 8.5 and are seen to be small. Although the OOs are energy dependent, as

expected the actual coupling values are not.

8.4 Combining the different energies

In order to combine the results from the four different energies, various approaches can

be applied. The simplest is to add up the log-L curves (as shown by the solid black line

in figure 9.1). This is fine when the uncertainties are only statistical. However, when

systematic uncertainties are involved, correlations between the different energies cannot be

considered properly.

An alternative approach, and the one used in this thesis, is to construct a covariance matrix

from the OOs and perform the fit for all the energies and channels simultaneously. For ex-

ample, if there are nine OOs, two channels (e/µ and τ ) and four energies in a 3 parameter

fit, then a 72 × 72 covariance matrix is needed. This approach is equivalent to adding up

the log-Ls, but now systematic correlations can also be included. For the one and three pa-

rameter fit results (shown in tables 9.2 and 9.4), the systematics from the different energies

were assumed to be fully correlated. Correlations between the e/µ and τ channels were

discussed in section 8.3.
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Chapter 9

TGC Results

It may be so, there is no arguing against facts and experiment

ISAAC NEWTON, Sir Isaac Newton, E. N. da C. Andrade, Fontana Books (1961)

The couplings were extracted from four sets of data recorded by the OPAL experiment

at LEP during 1999 with centre of mass energies: 192, 196, 200 and 202 GeV and total

integrated luminosity of 212 pb−1. All the results presented in this section incorporate the

assumptions and relationships outlined in section 7.1.

The TGC values extracted from the single parameter fits (when one coupling was allowed

to vary from its Standard Model (SM) value and the other two were fixed at zero), together

with their statistical uncertainties are shown in table 9.1. These results correspond to the

minimum of the log likelihood (log-L) curves shown in figure 9.1. The coloured dotted lines

show the results from each centre of mass energy (Ecm) and the black solid curve shows the

combined result obtained from adding up the log-L curves. The second minimum in ∆κγ is

picked out for the 192 GeV data. This data set has the lowest statistics and has only a small

effect on the combined result. Apart from the results for ∆κγ and ∆gZ
1 at 192 GeV, all of

the coupling parameters are negative. The statistical uncertainties were obtained from the

log-L plots, at the points where the curves have increased to ±0.5 their minimum value. All

the results are within 2σ of SM expectation except for ∆κγ at 192 GeV and the combined

result (which is affected by the 192 GeV result).

The results from the single parameter fits when systematics were included are shown in

table 9.2. The systematic errors are assumed to be fully correlated between the different

energy data sets. Scale factors obtained from the subsample tests (listed in table 8.4) were

applied to these results. The corresponding log-L plots are shown in figure 9.2. As expected

there is very little change in the central coupling values (well within 1σ). Most of the
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Figure 9.1: The single parameter fit log-Ls. Errors are statistical only. No scale factors (from the
subsample tests) were applied.
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Figure 9.2: The single parameter fit log-Ls. Errors are statistical and systematic. Scale factors
(from the subsample tests listed in table 8.4) have been applied.

162



Energy (GeV) ∆κγ ∆gZ
1 λ

192 1.410 + 0.363
− 0.489 0.123 + 0.277

− 0.221 −0.127 + 0.175
− 0.163

196 −0.303 + 0.242
− 0.197 −0.102 + 0.106

− 0.098 −0.104 + 0.112
− 0.103

200 −0.343 + 0.229
− 0.189 −0.053 + 0.117

− 0.105 −0.017 + 0.124
− 0.109

202 −0.249 + 0.450
− 0.274 −0.008 + 0.162

− 0.140 −0.123 + 0.127
− 0.116

Combined −0.298 + 0.141
− 0.123 −0.047 + 0.066

− 0.063 −0.084 + 0.062
− 0.059

Table 9.1: Single parameter fit results obtained from the log-L curves. Errors are statistical only.
No scale factors (from the subsampling tests) have been applied.

Energy (GeV) ∆κγ ∆gZ
1 λ

192 1.412 + 0.398
− 0.559 0.121 + 0.281

− 0.223 −0.126 + 0.185
− 0.172

196 −0.301 + 0.307
− 0.239 −0.100 + 0.108

− 0.101 −0.091 + 0.115
− 0.106

200 −0.339 + 0.285
− 0.226 −0.047 + 0.113

− 0.103 −0.020 + 0.119
− 0.106

202 −0.243 + 0.655
− 0.308 −0.007 + 0.163

− 0.142 −0.125 + 0.132
− 0.122

Combined −0.278 + 0.191
− 0.160 −0.038 + 0.066

− 0.063 −0.070 + 0.064
− 0.062

Table 9.2: Single parameter fit results obtained from the log-L curves scaled by the factors ob-
tained from the subsample tests. Errors are both statistical and systematic combined.

combined (statistical and systematic) uncertainties have increased (an explanation as to

why the combined uncertainties can sometimes be (slightly) less than the statistical only

case is given in section 8.3).

The multi-parameter fits provide an opportunity to study correlations between the parame-

ters. The results for the three parameter fits were obtained from the MINUIT minimization

package [116] and are listed in tables 9.3 (statistical only errors) and 9.4 (statistical plus

systematic errors). Since none of the couplings were fixed but instead allowed to vary

simultaneously, these fits are less model dependent. Consequently they are expected to

have greater sensitivity to (potential) new physics which is expected to manifest itself as an

anomaly in one or more of the couplings. The uncertainties for the multi-parameter fits are

larger than those obtained from the single parameter fits because there was more freedom

to vary the individual parameters and this worsens the overall χ2. In the single parameters

fits the χ2 was minimized for just one parameter, and so the uncertainties on the other two

(fixed at SM couplings) were zero. In the multi-parameter fits, the overall χ2 was optimized
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for all three parameters simultaneously so that the uncertainties on the individual couplings

are larger.

Energy (GeV) ∆κγ ∆gZ
1 λ

192 1.657 + 0.666
− 1.774 0.317 + 0.463

− 0.319 −0.371 + 0.258
− 0.264

196 0.473 + 0.307
− 0.778 −0.197 + 0.237

− 0.106 0.029 + 0.156
− 0.150

200 −0.422 + 0.215
− 0.183 −0.024 + 0.132

− 0.141 0.050 + 0.170
− 0.158

202 −0.202 + 0.313
− 0.253 0.190 + 0.149

− 0.149 −0.217 + 0.159
− 0.147

Combined −0.251 + 0.138
− 0.123 0.071 + 0.075

− 0.077 −0.098 + 0.086
− 0.083

Table 9.3: Three parameter fit results obtained from MINUIT fit. Errors are statistical only.

Energy (GeV) ∆κγ ∆gZ
1 λ

192 1.682 + 0.791
− 1.796 0.333 + 0.535

− 0.332 −0.380 + 0.265
− 0.276

196 0.344 + 0.362
− 0.653 −0.175 + 0.225

− 0.114 0.017 + 0.153
− 0.168

200 −0.338 + 0.266
− 0.202 −0.018 + 0.132

− 0.145 0.024 + 0.166
− 0.156

202 −0.190 + 0.328
− 0.261 0.190 + 0.152

− 0.152 −0.216 + 0.161
− 0.151

Combined −0.154 + 0.180
− 0.143 0.052 + 0.076

− 0.080 −0.091 + 0.086
− 0.084

Table 9.4: Three parameter fit results. Errors include both statistical and systematic components.
(There were no scale factors for the three parameter fits).

The 95% CL contour plots obtained from the multi-parameter fits to the combined 1999

data are shown in figure 9.3. The uncertainties include both statistical and systematic errors.

The two parameter fits (when the third parameter was fixed at its SM value) are shown in

magenta. The projection of the three parameter fits onto the two dimensional plane are

shown by the green lines. It can be seen that the allowed range for each parameter is

extended when the constraints on the other parameters are removed. The central fit values

and SM expectations are shown by the dots and stars respectively. All results agree with SM

predictions at the 95% CL. In the (∆gZ
1 , ∆κγ) fits two regions are indicated by the 95% CL

contour, corresponding to the double minimum of the log-L plots. The minimum furthest

away from the SM predictions was chosen in the two parameter fits. The non-elliptic shapes

of these curves reflect the non-Gaussian behaviour of the log-L functions and the presence

of local minima.
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Multi-parameter fits were also be used to extract the magnetic dipole (µW ) and electric

quadrupole moments (QW ) defined by equations 7.4 and 7.5 respectively. The results for

the combined 1999 data set (including systematics), in terms of the W mass (MW ) and

electron charge (e) were found to be:

µW = 1.75 +0.19
− 0.14

(
e

2MW

)
QW = −0.94 +0.19

− 0.21

(
e

M2
W

)

These results are within the 95% CL of their SM predicted values of: 2 and -1.

9.1 Comparison with other results

The results from the OPAL total cross section analysis (single parameter fits) for the com-

bined 192-202 GeV data set (lνqq̄ channel) are [130]:

∆κγ = 0.00 + 0.89
− 0.36 ∆gZ

1 = 0.00 +0.31
− 0.24 λ = −0.02 + 0.35

− 0.22

where the errors include both statistical and systematic contributions. These results are

consistent with those in table 9.2, but they have much larger uncertainties since the total

cross section measurements are less sensitive at LEP 2 energies. Consequently the inclusion

of the total cross section results does not significantly improve the results obtained using the

full angular information, although sometimes they can help determine the correct minimum

for ∆κγ .

The latest charged TGC results for the single parameter fits from the four LEP collabora-

tions are shown in table 9.5. These results are for the combined W+W−, single W and single

photon channels and include both preliminary and published numbers. Errors include both

statistical and systematic uncertainties. The ALEPH results include data collected during

the year 2000 run, all the others are for 1999 and earlier years. These results are consistent

at the 95% CL with the single parameter fit results presented in table 9.2. It should be noted

that the OPAL results include an earlier, preliminary set of WW → lνqq̄ results obtained

from the same analysis code used for the results in this thesis.

In addition to the LEP 2 results from e+e− interactions (at fixed Ecm), direct measurements

of TGCs have also been made at pp̄ colliders. The first such measurement was by the UA2

collaboration [133] and more recently limits have been set by the CDF and DØ experiments
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Collaboration ∆κγ ∆gZ
1 λ

ALEPH [97] −0.021 +
− 0.079

0.073 0.015 +
− 0.035

0.032 −0.001 +
− 0.034

0.031

DELPHI [131] 0.06 +
−

0.12
0.11 −0.03 ± 0.04 0.06 ± 0.05

L3 [100] −0.04 ± 0.12 −0.07 +
−

0.06
0.05 −0.08 ± 0.06

OPAL [49] −0.09 +
−

0.11
0.10 −0.046 +

−
0.042
0.041 −0.103 +

−
0.040
0.039

LEP (combined) [132] −0.002 +
−

0.067
0.065 −0.025 ± 0.026 −0.036 +

−
0.028
0.027

Table 9.5: Combined W+W− → all, single W and single γ published and preliminary results for
single parameter fits from the four LEP collaborations and the LEP Electroweak working group.
The results included data collected in 1999 and earlier years (the ALEPH results also include data
collected during 2000).

at the Tevatron [134] with
√
s = 1.8 TeV. Unlike LEP which has a fixed centre of mass col-

lision energy, the interacting quarks in the pp̄ collisions have variable fractions of the proton

energy. Furthermore, much larger momentum transfers are involved at the Tevatron. Con-

sequently a dipole form factor with cutoff scale ΛFF is used to modify the TGC parameters

in the Lagrangian:

α→ α0

(1 + ŝ/ΛFF)

where ŝ represents the invariant mass of the vector boson pair. This avoids unitarity vio-

lations at tree level but it also means that the limits on the couplings are dependent on the

choice of ΛFF, the point at which the SM breaks down and new phenomenon (responsible

for the anomalous couplings) would be directly observable. At the Tevatron Run I the fol-

lowing final states have been considered: Wγ → lνγ, WW→ lνlν, WW/WZ→ lνqq̄ and

WZ→ qq̄l+l−, where l ≡ e or µ. The latest Tevatron results at 95% CL are:

λ (∆κ = 0) ∆κ (λ = 0) ΛFF (TeV)

DØ [135] −0.18 ≤ λ ≤ 0.19 −0.29 ≤ ∆κ ≤ 0.53 2

CDF [136] −0.81 ≤ λ ≤ 0.84 −1.11 ≤ ∆κ ≤ 1.27 1

In deriving these bounds, ∆κγ = ∆κZ and λγ = λZ were assumed. Details of these analy-

ses and their assumptions can be found in the references. The CDF [136] and DELPHI [103]

collaborations have also presented limits on the electric quadrupole and magnetic dipole

moments.
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Indirect limits on the TGC parameters have also been made from low energy precision

measurements, including loop corrections to the W, Z, and γ propagators (oblique parame-

ters) [137], atomic parity violation [138], (g−2)µ [139], Z→ bb̄ [140] and the b→ sγ [141]

decay rate. However, most of these estimates require additional assumptions and depend

on specific models. Since the measurements are often sensitive to several vertices, inter-

ference effects could inhibit the detection of (potential) anomalous couplings. Hence these

estimates cannot serve as a replacement for the direct measurements from W pair produc-

tion.

The higher energies and luminosities available at the forthcoming Large Hadron Collider

(LHC) [142] and e+e− linear collider (LC) [143] will allow more stringent direct tests of

the TGC parameters. A comparison of the predicted bounds and sensitivities on anomalous

trilinear couplings of the gauge bosons at the various experiments may be found in [144].

9.2 Future Outlook

The TGC analysis presented here built heavily upon the foundations of the 189 GeV analy-

sis [117], with some updates and improvements. In OPAL and the LEP wide TGC and WW

groups there are many ongoing studies for example, of systematics, MC modelling and de-

tector effects etc. Although most of these improvements are expected to have only very

small effects on any one data sample (because of the relatively low statistics), there could

be a noticeable cumulative effect when all the LEP 2 data are combined. Eventually, all of

the LEP 2 data recored by OPAL will be re-analysed (and the results combined for publica-

tion) with most of these improvements incorporated. A few suggestions for improvements

are discussed here, the most important of which is the change of signal MC to incorporate

additional order α radiative correction factors:

• YFSWW3 vs. EXCALIBUR Monte Carlo Studies presented at the Sesimbra

Workshop [145] using YFSWW3 [146] MC have shown that higher order radiative

corrections, not implemented in the current signal EXCALIBUR MC, are expected
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to shift the TGC parameters by approximately the following amounts1:

∆κγ 0.170 ± 0.050

∆gZ
1 0.044 ± 0.012

λ 0.036 ± 0.014

Examples of some of these O(α) corrections for W pair events are shown in fig-

ure 9.4. Essentially, these new calculations decrease the W+W− production cross

section by �2.5% compared with the previous GENTLE predictions (figure 2.2) and

also reduces the theoretical uncertainty from 2% to 0.5% [148]. This in turn influ-

ences the shape of the cos θW distribution which is TGC sensitive. At the time of

writing, investigations are still under way within OPAL and the LEP TGC working

groups as to how best to incorporate these new developments. The most promis-

ing solution seems to be a new hybrid MC, KandY [149] which is a convolution of

KORALW with YFSWW3.
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Figure 9.4: Examples of virtual non-factorizable corrections to W pair production modelled by
the new Monte Carlo.

• τ cuts The kinematic fit cuts on τνqq̄ events (described in section 5.5), are being

updated [150] for Ecm ≥ 192 GeV data.

• Charge mis-assignment The amount (10%) of charge smearing that was applied

to evaluate this systematic, was determined from studies at the Z0. Given the different

event topologies of a Z0 and W+W−, this figure could be looked at in more detail.
1 These figures were obtained by comparing YFSWW3, KORALW and EXCALIBUR MC samples

generated at 189 GeV with the OPAL detector simulation. Other LEP collaborations have different imple-
mentations of these corrections [147], but in general the results are broadly consistent.
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• MT vs. GCE jet reconstruction For jet reconstruction, the GCE [82] clustering

algorithm was used to combine information from the various subdetector compo-

nents. An alternative package, MT [151] has more recently become compatible with

the standard OPAL WW packages, and is thought to give slightly better jet energy

resolution [152]. Further study needs to be done on this and the effects on the TGC

coupling parameters ascertained.

• τ identification Another benefit of using the MT algorithm, is that a recent OPAL

WW library routine can be called to more accurately identify the tau jet in WW →
τνqq̄ events [83].

• gZ
5 coupling It has been suggested that this additional coupling from the La-

grangian (equation 7.2) could also be determined from the fits.

• GRC4F llqq background and systematic Studies [153] of the GRC4F MC,

have shown that this event generator does not fully represent the OPAL data for llqq

and llll final states. In order to remedy this, an event weight calculator package has

been produced to increase or decrease the event weights in certain areas of phase

space. However, since the expected e+e− → eeqq and e+e− → eeττ backgrounds

are small then the effect is thought to be small.

• Jet parameter systematics Recent and ongoing studies of jets in Z0 calibration

data, have resulted in minor updates to the numbers quoted in sections 8.3.2 and 8.3.3

for hadronic and tau jet reconstruction systematics.

• Minor improvements and updates Various minor improvements to this analysis

could be made. For example further simplification of the analysis code and in partic-

ular the subsampling procedure. In February 2001 the OPCAL database was updated

to include modifications for the EB calibrations. The effect on the TGCs is thought

to be small however.
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Chapter 10

Conclusions

Upon a slight conjecture I have ventured on a dangerous journey, and I already behold
the foothills of new lands. Those who have the courage to continue the search will set
foot upon them.

IMMANUAL KANT, 1775

Measurement of the triple gauge boson couplings (TGCs) provides an important test of

the non-Abelian nature of Standard Model (SM) electroweak theory. In this thesis, the

optimal observable technique was used to extract the couplings from samples of W+W−→
lνqq̄ events. The data were recorded by the OPAL detector at centre of mass collision

energies between 192 and 202 GeV and had a total integrated luminosity of 212 pb−1.

The basic idea behind the optimal observable method is to project the five kinematic phase

space variables onto a set of suitably defined observables (without loss of sensitivity or

information). Furthermore just the means of these observables are used in the fit. No

significant biases were found in this method.

The TGCs were parameterized in terms of three couplings: κγ , gZ
1 and λ. The combined

results for the single parameter fits (where one coupling was allowed to vary from its SM

prediction) are:

κγ = 0.722 +0.191
− 0.160 gZ

1 = 0.962 + 0.066
− 0.063 λ = −0.070 +0.064

− 0.062

These errors include both statistical and systematic uncertainties. The three parameter fit

results (where all three couplings were allowed to vary simultaneously) are:

κγ = 0.846 +0.180
− 0.143 gZ

1 = 1.052 + 0.076
− 0.080 λ = −0.091 +0.086

− 0.084

These results are in agreement with SM predictions (κγ = gZ
1 = 1 and λ = 0) at 95%

confidence and also agree with the latest LEP combination results [132].
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Using these results, limits have also been placed on the magnetic dipole and electric quadru-

ple moments:

µW = 1.75 +0.19
− 0.14

(
e

2MW

)
QW = −0.94 +0.19

− 0.21

(
e

M2
W

)

which also agree with SM predictions at the 95% CL.

Recent studies (for example [145, 148]) have highlighted a problem with order (α) correc-

tions to the Monte Carlo, so this analysis needs to be repeated before the final results can

be published.
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Appendix A

OPAL Track Parameters

The five OPAL track parameters: κ, do, φo, tan λ and zo [75] define a helix. The first

three quantities describe the r-φ trajectory and the last two describe the motion in the z

direction. The parameters are defind as:

• Curvature κ

Track curvature is defined as:

| κ | = 1

2ρ
(A.1)

where ρ is the radius of track curvature. κ is ‘signed’ so that negative κ corresponds

to decreasing φ if one moves along the track trajectory from the point of closest

approach to the origin in the r-φ plane. Using this quantity, a particle’s electric charge

can be determined from:

q = − sign of

(
Bz

κ

)
(A.2)

where Bz is the axial magnetic field component along the positive z axis. Hence, a

particle will have positive physical charge if κ is negative.

• Impact Parameter do

|do | is defined as the distance from the origin of the co-ordinate system (not the beam

interaction point) to the point of closest approach. It may be also written as:

do = φ̂ ∧ �d · ẑ (A.3)
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where φ̂ is the unit track vector at the point of closest approach, �d is the vector from

the origin to the point of closest approach and ẑ is the unit vector along z axis.

• Azimuthal Angle φo

φo is defined as the azimuthal angle made by the track tangent at the point of closest

approach to the origin.

• Track Polar Angle tan λ

tanλ = cot θ where θ is the track polar angle measured from the positive z axis.

• z co-ordinate of closest approach zo

zo is defined as the z co-ordinate when the track is at the point of closest approach.

Physical Quantities

The above definitions of track parameters may be used to determine physical quantities.

They are related to the physical track variables by:

pxy = a

∣∣∣∣Bz

κ

∣∣∣∣ (A.4)

where pxy is the transverse or x-y component of momentum and a is a constant given by:

a =
c

2
× 10−14 � 1.5 × 10−4

when pxy is measured in GeV/c, Bz in kG and κ in cm−1.

The components of particle momentum may be written in terms of:

px = pxy cosφo (A.5)

py = pxy sin φo

pz = pxy tanλ

p = pxy
√

1 + tan2 λ

The physical charge is given by equation A.2.
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Appendix B

List of Monte Carlo Samples

B.1 WW Classification

The main Monte Carlo sample used to determine the acollinearity dependent momentum cut

values (described in chapter 6) for the 189 GeV data was the KORALW CC03 sample run

80581. Later, other high statistics KORALW CC03 samples became available (including a

dedicated WW→ lνlν̄ sample) which were used to verify the cut positions. These are listed

in table B.1.

Run Generated Selected Lumi Process
events events (fb−1)

8058 150000 12891 9.01 W+W− → all
8626 200000 17668 12.02 W+W− → all
8627 60000 49870 12.02 WW→ lνlν̄

8628 60000 50297 36.06 WW→ lνlν̄ (Ecm= 183 GeV)

Table B.1: CC03 KORALW Monte Carlo samples used to determine and verify the acollinearity
dependent momentum cut positions. All samples were generated at 189 GeV unless otherwise stated.

The non-four fermion background (for the improvements to the W leptonic branching ratio

measurements) was estimated from 16 different samples of MC (listed in table B.2). The

contribution from four fermion sources was more complicated, reflecting the fact that exper-
1In OPAL, the different MC samples are refered to by the internal run numbers with which they were

generated.

175



imentally it is extremely difficult if not impossible to separate the CC03 contribution from

other four fermion processes. A TGC dependent EXCALIBUR four fermion sample run

8100 (including only eeνeνe, µµνµνµ, ττντντ , eνeµνµ, eνeτντ and µνµτντ final states) was

added to a four fermion (non-WW) GRC4F sample run 7844 (with only eeνµνµ, eeντντ ,

µµνeνe, µµντντ , ττνeνe and ττνµνµ final states included). Then a CC03 EXCALIBUR

sample run 8263 (using only eeνeνe, µµνµνµ, ττντντ , eνeµνµ, eνeτντ and µνµτντ final

states) was subtracted from the combination to determine the overall background contribu-

tion from non-CC03 diagrams including interference terms.

Run Generator Generated Contribution Lumi Process
events to x-section (pb) (fb−1)

Non lνlν̄ background

1545 KORALZ 80000 19.08 ± 1.38 10.00 e+e− → ττ (tau pairs)

1032 VERMASEREN 430000 7.86 ± 2.83 0.98 e+e− → eeττ (2 photon)

8055 GRC4F 43396 4.94 ± 0.99 5.00 e+e− → llqq (4f)

7848 GRC4F 9168 3.50 ± 0.84 5.00 e+e− → eeττ (4f)

1031 VERMASEREN 800000 2.91 ± 1.71 0.99 e+e− → eeee (2 photon)

1436 KORALZ 35000 2.81 ± 0.22 58.46 e+e− → ννγ(γ)
(photon(s) + Emiss)

1614 KORALZ 80000 2.45 ± 0.50 10.00 e+e− → µµ (muon pairs)

1344 BHWIDE 600000 1.93 ± 1.39 1.01 e+e− → ee (electron pairs)

1346 TEEGG 700000 1.00 ± 1.01 0.99 e+e− → e+e−γ(γ)
(radiative Bhabhas)

7847 GRC4F 63685 0.99 ± 0.44 5.00 e+e− → eeµµ (4f)

7849 GRC4F 127583 0.58 ± 0.34 5.00 e+e− → eeqq (4f)

7862 GRC4F 91810 0.19 ± 0.20 5.00 e+e− → eeee (4f)

Total non lνlν̄ contribution to x-section: 48.25 ± 4.26

lνlν̄ background

8100 EXCALIBUR 460000 1523.81 ± 7.77 25.26 e+e− → 4f

(not eell/eeqq final states)

7844 GRC4F 15855 47.88 ± 3.09 5.00 e+e− → llll (4f)

8263 EXCALIBUR 200000 -1461.17 ± 11.01 12.06 W +W− → all (CC03)

Corrected lνlν̄ background contribution: 48.27 ± 3.11

Table B.2: Background contributions to the improved branching ratio measurements (section 6.3).
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B.2 TGC Analysis

Monte Carlo samples used in the TGC analysis for each Ecm are listed below. The signal

MC EXCALIBUR samples include all (interfering) TGC dependent Feynmann diagrams

(except eell/eeqq final states). The remaining non-tgc dependent four fermion diagrams

were included in the samples labelled non-tgc (except eell/eeqq final states). A complete

four fermion sample was made up by adding these two SM EXCALIBUR samples to

GRC4F samples with eell/eeqq final states. Similarly for the MC generator systematic

studies, three samples of either KORALW or GRC4F (lνlν̄, lνqq̄ and qq̄qq̄ final states)

made up a complete four fermion sample. For the signal excalibur samples (both SM and

AC), the generated coupling values are listed in the order: ∆κγ , ∆gZ
1 and λ.

Run Type Generator Generated Selected Lumi Comments/Process
events events (fb−1)

Signal samples

9484 4f EXCALIBUR 93000 30041 5.05 SM (0,0,0)
10012 4f EXCALIBUR 49999 15526 2.51 AC (1,0,0)
10013 4f EXCALIBUR 50000 16564 2.43 AC (-1,0,0)
10014 4f EXCALIBUR 50000 16345 2.06 AC (0,0,1)
10015 4f EXCALIBUR 50000 16550 1.96 AC (0,0,-1)
10016 4f EXCALIBUR 50000 16233 1.96 AC (0,1,0)
10017 4f EXCALIBUR 50000 16801 1.90 AC (0,-1,0)

Background samples

9585 4f EXCALIBUR 10000 343 5.06 non-tgc
9276 4f GRC4F 9113 5 5.00 e+e− → eeττ

9277 4f GRC4F 207129 227 5.00 e+e− → eeqq

5195 2f KK2F 250000 328 2.64 Z0/γ → qq̄

1049 2γ HERWIG 150000 6 0.50 2γ (generated at 189 GeV)

Table B.3: Monte Carlo samples used in the main 192 GeV analysis.
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Run Type Generator Generated Selected Lumi Comments/Process
events events (fb−1)

8755 CC03 GRC4F 83974 29262 5.00 Jetset fragmentation
8793 CC03 GRC4F 83974 29135 5.00 Herwig fragmentation
9205 4f KORALW 44986 30142 5.00 e+e− → llqq final state
9206 4f KORALW 16055 11 5.00 e+e− → llll final state
9204 4f KORALW 43704 125 5.00 e+e− → qqqq final state
8750 4f GRC4F 44735 30051 5.00 e+e− → llqq final state
9542 4f GRC4F 16173 9 5.00 e+e− → llll final state
8751 4f GRC4F 43286 131 5.00 e+e− → qqqq final state
5105 2f PYTHIA 100000 145 1.11 Z0/γ → qq̄ background
5102 2f HERWIG 100000 125 1.10 Z0/γ → qq̄ background
8700 CC03 KORALW 100000 34720 5.91 W+W− → all (signal)

10082 CC03 KORALW 50000 16121 2.71 MW=79.33 GeV, Ecm=191.588 GeV

9902 CC03 KORALW 50000 15938 2.69 MW=79.83 GeV, Ecm=191.588 GeV

9901 CC03 KORALW 100000 31774 5.37 MW=80.08 GeV, Ecm=191.588 GeV

9900 CC03 KORALW 100000 32186 5.36 MW=80.33 GeV, Ecm=191.588 GeV

9903 CC03 KORALW 100000 32107 5.35 MW=80.58 GeV, Ecm=191.588 GeV

9904 CC03 KORALW 50000 16089 2.68 MW=80.83 GeV, Ecm=191.588 GeV

10083 CC03 KORALW 50000 16077 2.67 MW=81.33 GeV, Ecm=191.588 GeV

Table B.4: Monte Carlo samples used for systematic studies in the 192 GeV analysis.
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Run Type Generator Generated Selected Lumi Comments/Process
events events (fb−1)

Signal samples

9486 4f EXCALIBUR 190000 60152 10.10 SM (0,0,0)
9746 4f EXCALIBUR 100000 30163 4.89 AC (1,0,0)
9747 4f EXCALIBUR 100000 31140 5.24 AC (0.5,0,0)
9748 4f EXCALIBUR 100000 32356 5.11 AC (-0.5,0,0)
9749 4f EXCALIBUR 100000 32775 4.68 AC (-1,0,0)
9750 4f EXCALIBUR 100000 32485 3.89 AC (0,0,1)
9751 4f EXCALIBUR 100000 31844 4.91 AC (0,0,0.5)
9752 4f EXCALIBUR 100000 32058 4.74 AC (0,0,-0.5)
9753 4f EXCALIBUR 100000 32807 3.68 AC (0,0,-1)
9754 4f EXCALIBUR 100000 32108 3.74 AC (0,1,0)
9755 4f EXCALIBUR 100000 31736 4.84 AC (0,0.5,0)
9756 4f EXCALIBUR 100000 32463 4.72 AC (0,-0.5,0)
9757 4f EXCALIBUR 100000 33119 3.60 AC (0,-1,0)
9758 4f EXCALIBUR 100000 30674 3.82 AC (1,1,0)
9759 4f EXCALIBUR 100000 31305 3.58 AC (1,0,1)
9760 4f EXCALIBUR 100000 33022 2.44 AC (0,1,1)

Background samples

9487 4f EXCALIBUR 21000 766 10.34 non-tgc
9279 4f GRC4F 8984 2 5.00 e+e− → eeττ
9280 4f GRC4F 202483 275 5.00 e+e− → eeqq
5196 2f KK2F 250000 327 2.78 Z0/γ → qq̄
1085 2γ HERWIG 310000 10 1.00 2γ

Table B.5: Monte Carlo samples used in the main 196 GeV analysis.

Run Type Generator Generated Selected Lumi Comments/Process
events events (fb−1)

9101 CC03 GRC4F 85365 29627 5.00 Jetset fragmentation
9124 CC03 GRC4F 85365 29445 5.00 Herwig fragmentation
9202 4f KORALW 91802 60622 10.00 e+e− → llqq final state
9203 4f KORALW 32751 21 10.00 e+e− → llll final state
9201 4f KORALW 89210 292 10.00 e+e− → qqqq final state
9096 4f GRC4F 45700 30209 5.00 e+e− → llqq final state
9543 4f GRC4F 16474 10 5.00 e+e− → llll final state
9097 4f GRC4F 44082 130 5.00 e+e− → qqqq final state
5106 2f PYTHIA 250000 352 1.97 Z0/γ → qq̄ background
5103 2f HERWIG 100000 115 1.17 Z0/γ → qq̄ background
8704 CC03 KORALW 200000 68871 5.81 W+W− → all (signal)

10084 CC03 KORALW 50000 15757 2.66 MW=79.33 GeV, Ecm=195.528 GeV
9907 CC03 KORALW 50000 15766 2.65 MW=79.83 GeV, Ecm=195.528 GeV
9906 CC03 KORALW 100000 31387 5.27 MW=80.08 GeV, Ecm=195.528 GeV
9905 CC03 KORALW 100000 31586 5.26 MW=80.33 GeV, Ecm=195.528 GeV
9908 CC03 KORALW 100000 31733 5.24 MW=80.58 GeV, Ecm=195.528 GeV
9909 CC03 KORALW 50000 15791 2.61 MW=80.83 GeV, Ecm=195.528 GeV

10085 CC03 KORALW 50000 15861 2.59 MW=81.33 GeV, Ecm=195.528 GeV

Table B.6: Monte Carlo samples used for systematic studies in the 196 GeV analysis.
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Run Type Generator Generated Selected Lumi Comments/Process
events events (fb−1)

Signal samples

9488 4f EXCALIBUR 192000 59973 10.07 SM (0,0,0)
9761 4f EXCALIBUR 100000 29589 4.78 AC (1,0,0)
9762 4f EXCALIBUR 100000 30719 5.15 AC (0.5,0,0)
9763 4f EXCALIBUR 100000 32102 5.02 AC (-0.5,0,0)
9764 4f EXCALIBUR 100000 32437 4.55 AC (-1,0,0)
9765 4f EXCALIBUR 100000 32149 3.70 AC (0,0,1)
9766 4f EXCALIBUR 100000 31705 4.79 AC (0,0,0.5)
9767 4f EXCALIBUR 100000 31785 4.62 AC (0,0,-0.5)
9768 4f EXCALIBUR 100000 32763 3.49 AC (0,0,-1)
9769 4f EXCALIBUR 100000 31932 3.59 AC (0,1,0)
9770 4f EXCALIBUR 100000 31569 4.74 AC (0,0.5,0)
9771 4f EXCALIBUR 100000 32088 4.60 AC (0,-0.5,0)
9772 4f EXCALIBUR 100000 32827 3.44 AC (0,-1,0)
9773 4f EXCALIBUR 100000 30615 3.68 AC (1,1,0)
9774 4f EXCALIBUR 100000 31257 3.39 AC (1,0,1)
9775 4f EXCALIBUR 100000 32634 2.27 AC (0,1,1)

Background samples

9590 4f EXCALIBUR 21000 755 10.21 non-tgc
9317 4f GRC4F 8898 0 5.00 e+e− → eeττ
9318 4f GRC4F 197391 238 5.00 e+e− → eeqq
5119 2f KK2F 300000 366 3.51 Z0/γ → qq̄
1086 2γ HERWIG 314000 4 1.00 2γ

Table B.7: Monte Carlo samples used in the main 200 GeV analysis.

Run Type Generator Generated Selected Lumi Comments/Process
events events (fb−1)

9540 CC03 GRC4F 86290 29134 5.00 Jetset fragmentation
9541 CC03 GRC4F 86290 29116 5.00 Herwig fragmentation
9208 4f KORALW 93245 60631 10.00 e+e− → llqq final state
9209 4f KORALW 33272 18 10.00 e+e− → llll final state
9207 4f KORALW 90198 270 10.00 e+e− → qqqq final state
9313 4f GRC4F 46385 30067 5.00 e+e− → llqq final state
9312 4f GRC4F 16727 8 5.00 e+e− → llll final state
9314 4f GRC4F 44545 152 5.00 e+e− → qqqq final state
5121 2f PYTHIA 250000 343 2.07 Z0/γ → qq̄ background
5118 2f HERWIG 100000 143 1.11 Z0/γ → qq̄ background
9210 CC03 KORALW 200000 68111 11.50 W+W− → all (signal)

10086 CC03 KORALW 50000 15405 2.63 MW=79.33 GeV, Ecm=199.520 GeV
9912 CC03 KORALW 50000 15574 2.61 MW=79.83 GeV, Ecm=199.520 GeV
9911 CC03 KORALW 100000 31195 5.21 MW=80.08 GeV, Ecm=199.520 GeV
9910 CC03 KORALW 100000 31299 5.18 MW=80.33 GeV, Ecm=199.520 GeV
9913 CC03 KORALW 100000 31063 5.16 MW=80.58 GeV, Ecm=199.520 GeV
9914 CC03 KORALW 50000 15620 2.57 MW=80.83 GeV, Ecm=199.520 GeV

10087 CC03 KORALW 50000 15563 2.54 MW=81.33 GeV, Ecm=199.520 GeV

Table B.8: Monte Carlo samples used for systematic studies in the 200 GeV analysis.
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Run Type Generator Generated Selected Lumi Comments/Process
events events (fb−1)

Signal samples

9850 4f EXCALIBUR 192000 59519 10.01 SM (0,0,0)
10018 4f EXCALIBUR 49999 14638 2.37 AC (1,0,0)
10019 4f EXCALIBUR 50000 15860 2.25 AC (-1,0,0)
10020 4f EXCALIBUR 50000 15833 1.81 AC (0,0,1)
10021 4f EXCALIBUR 50000 15987 1.70 AC (0,0,-1)
10022 4f EXCALIBUR 50000 15780 1.76 AC (0,1,0)
10023 4f EXCALIBUR 50000 16223 1.68 AC (0,-1,0)

Background samples

9851 4f EXCALIBUR 20500 749 9.90 non-tgc
9808 4f GRC4F 8763 1 5.00 e+e− → eeττ

9713 4f GRC4F 195239 245 5.00 e+e− → eeqq

5199 2f KK2F 250000 272 3.00 Z0/γ → qq̄

1086 2γ HERWIG 314000 4 1.00 2γ (generated at 200 GeV)

Table B.9: Monte Carlo samples used in the main 202 GeV analysis.

Run Type Generator Generated Selected Lumi Comments/Process
events events (fb−1)

9726 CC03 GRC4F 86572 29052 5.00 Jetset fragmentation
9727 CC03 GRC4F 86572 29084 5.00 Herwig fragmentation
9702 4f KORALW 93969 60451 10.00 e+e− → llqq final state
9703 4f KORALW 33497 17 10.00 e+e− → llll final state
9701 4f KORALW 90342 261 10.00 e+e− → qqqq final state
9711 4f GRC4F 46595 29815 5.00 e+e− → llqq final state
9829 4f GRC4F 16817 5 5.00 e+e− → llll final state
9712 4f GRC4F 44722 142 5.00 e+e− → qqqq final state
5126 2f PYTHIA 150000 194 1.27 Z0/γ → qq̄ background
5118 2f HERWIG 100000 140 1.11 Z0/γ → qq̄ background

(generated at 200 GeV)

9809 CC03 KORALW 200000 66762 11.46 W+W− → all (signal)
10088 CC03 KORALW 50000 15277 2.62 MW=79.33 GeV, Ecm=191.588 GeV

9917 CC03 KORALW 50000 15204 2.59 MW=79.83 GeV, Ecm=191.588 GeV

9916 CC03 KORALW 100000 30720 5.18 MW=80.08 GeV, Ecm=191.588 GeV

9915 CC03 KORALW 100000 31029 5.16 MW=80.33 GeV, Ecm=191.588 GeV

9918 CC03 KORALW 100000 30873 5.12 MW=80.58 GeV, Ecm=191.588 GeV

9919 CC03 KORALW 50000 15748 2.55 MW=80.83 GeV, Ecm=191.588 GeV

10089 CC03 KORALW 50000 15573 2.52 MW=81.33 GeV, Ecm=191.588 GeV

Table B.10: Monte Carlo samples used for systematic studies in the 202 GeV analysis.
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Appendix C

Glossary

αi Generic term used to denote a set of coupling parameters (for example: ∆κγ , ∆gZ
1 , λ).

OO Optimal Observables (defined by equation 7.11).

OO Mean Optimal Observable.

∆OO Change in OO from reference value (obtained with Excalibur).

E[OO] Expectation value. Expected OO value determined from mean of probability dis-

tribution.

AC Anomalous Coupling (ie not SM predicted value).

CC Charged Current interaction, ie one mediated by a W boson propagator.

DST Data Summary Tape. After event reconstruction, the reprocessed OPAL data is stored

in DST format for offline analysis (see section 3.2.11).

Ecm Centre of mass energy.

FSI Final State Interactions (eg Bose-Einstein or colour reconnection effects).

FSR Final State Radiation.

GCE Globally Corrected Energy [82]. Algorithm to sum over energy clusters and tracks

in an event, to correct for double counting of jet energy.

ISR Initial State Radiation.
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L Lagrangian or Lagrangian density.

log-L Log likelihood function.

MC Monte Carlo (simulated data).

NC Neutral Current interaction, ie one mediated by the exchange of a Z0 or γ propagator.

QFT Quantum Field Theory.

SDM Spin Density Matrix. A statistical technique to extract the TGCs in a completely

model independent way.

SM Standard Model of particle physics.

TGC Triple Gauge (boson) Coupling. The coupling parameters defined in the standard

electroweak Lagrangian (equation 7.2).

YFS Yennie-Frautschi-Suura exponentiation [64] (treatment of ISR in MC).
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