Available on the CERN CDS information server CMS PAS SUS-11-024

CMS Physics Analysis Summary

Contact: cms-pag-conveners-susy@cern.ch 2012/07/05

Search for supersymmetry in final states with b-jets using
the razor variables

The CMS Collaboration

Abstract

A search is performed for squarks and gluinos pairs produced in /s = 7 TeV proton-
proton collisions with ~ 4.7 fb~! of data collected by the CMS experiment in 2011
at the CERN Large Hadron Collider. The search is sensitive to generic supersym-
metry models provided superpartner particles are kinematically accessible and the
final state is b-quark enriched, with minimal assumptions on properties of the light-
est superpartner particle. The kinematic consistency of the selected events is tested
against the hypothesis of heavy particle pair production using the dimensionless ra-
zor variable R, related to the missing transverse energy Ej"fiss. The new physics signal
is characterized by a broad peak in the distribution of Mg, an event-by-event indi-
cator of the heavy particle mass scale. After background modeling based on data no
significant deviation is observed from the Standard Model expectation. The results
are interpreted in the context of b-enriched new physics simplified models.
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1 Introduction

The third generation plays a special role in many SUSY extensions of the Standard Model (SM).
One of the unexplained features of the SM is the hierarchy in the flavor sector, expressed by
the big differences in the masses of the quarks (due to the large differences in the Yukawa
couplings) and by the hierarchy in the magnitude of the off-diagonal terms of the CKM matrix.
It has been proposed that the New Physics (NP) invoked to explain the hierarchy problem of
the SM gauge sector could also be the origin of the flavor hierarchy. If this is the case, one
would expect the third generation to play a special role in cascade decays of pair-produced
SUSY particles at the LHC 1.

Results using the razor analysis framework [1] in inclusive final states have been presented by
the CMS collaboration using the 2010 and 2011 data [2—4]. Here we present a search for SUSY
(and SUSY-like) new physics applying the razor analysis framework to a b-jet enriched dataset.
The analysis is designed to kinematically discriminate the pair production of heavy particles
from SM backgrounds, without making strong assumptions about the EIi* spectrum or details
of the decay chains of these particles other than the final state b-jet requirement. The search is
largely overlapping with the inclusive search [4], since the kinematic requirements are similar.
Requiring a b-tagged jet improves the signal-to-background ratio for SUSY modes with b-jets
final states enhancing our discovery potential for such signatures.

The baseline selection requires two or more jets, grouped into two megajets. After the require-
ment of a b-tagged jet the razor analysis tests the consistency, event by event, of the hypothesis
that the two megajets represent the visible portion of the decays of two heavy particles.

2 The CMS Apparatus

A description of the CMS detector can be found elsewhere [5]. A characteristic feature of
the CMS detector is its superconducting solenoid magnet, of 6 m internal diameter, provid-
ing a field of 3.8 T. The silicon pixel and strip tracker, the crystal electromagnetic calorime-
ter (ECAL) and the brass/scintillator hadron calorimeter (HCAL) are contained within the
solenoid. Muons are detected in gas-ionization chambers embedded in the steel return yoke.
The ECAL has an energy resolution of better than 0.5 % above 100 GeV. The HCAL combined
with the ECAL, measures the jet energy with a resolution AE/E ~ 100 %/+/E/ GeV & 5 %.

CMS uses a coordinate system with the origin located at the nominal collision point, the x-
axis pointing towards the center of the LHC, the y-axis pointing up (perpendicular to the LHC
plane), and the z-axis along the counterclockwise beam direction. The azimuthal angle ¢ is
measured with respect to the x-axis in the xy plane and the polar angle 6 is defined with respect
to the z-axis. The pseudorapidity is 7 = — In[tan(6/2)].

3 The razor variables

The razor kinematics is based on the generic process of the pair production of two heavy parti-
cles, each decaying to an unseen particle plus jets. This includes SUSY signals with complicated
and varied decay chains, or the simplest case of a pair of squarks each decaying to a quark and
an LSP. All such processes are treated on an equal footing by forcing every event into a dijet
topology; this is done by combining all jets in the event into two megajets. When an isolated
electron is present, it is included in the megajets if it is clustered as a calorimetric jet with a

1We limit our search here to the R-parity conserving SUSY framework.



2 5 Event Selection

large-enough transverse momentum. This is not the case for muons, which are invisible to
ECAL and HCAL. For the 4.7 fb~! inclusive analysis the trigger requirements, pileup condi-
tions, and pile-up subtraction dictate that isolated electrons enter the megajet reconstruction as
jets, while isolated muons are not included in the megajet reconstruction and mimic the contri-
butions of neutrinos. The megajet reconstruction is thus based on a calorimeter-driven view of
the events.

We compute the razor analyses grouping a given list of jets in two megajets by defining the two
sets of jets with the smallest sum of masses squared.

The four-momenta of the two megajets are used to compute the My variable, defined as

Mg = \/(ph + piz)z - (P]zl + pjzz)z . (1)
In Eq. 1 p;, (pjzz) is the absolute value (the longitudinal component) of the ith-megajet momen-
tum.

This variable is computed with the three-momentum of the input megajets. Similarly, one can
define the transverse variable:
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from the four-momenta of the two megajets and the missing transverse energy EZ'**. The razor
dimensionless ratio is defined as
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4 Monte Carlo Event Samples

The design of the analysis was guided by studies of Monte Carlo event samples generated with
the PYTHIA6 [6] and MADGRAPH V4.22 [7] programs, simulated using the CMS GEANT-based
[8] detector simulation, and then processed by the same software used to reconstruct real col-
lision data. Events with QCD multijets, top quarks and electroweak bosons where generated
with MADGRAPH interfaced with PYTHIA for parton showering, hadronization and the un-
derlying event description. To generate Monte Carlo samples for SUSY the mass spectrum was
first calculated with SOFTSUSY [9] and the decays with SUSYHIT [10]. The PYTHIA program was
used with the SLHA interface [11] to generate the events. The generator level cross section and
the k-factors for the Next-to-Leading Order (NLO) cross section calculation were computed
using PROSPINO [12].

5 Event Selection

The analysis uses a set of dedicated triggers, which apply lower thresholds on the values of
R and Mg, computed online from the reconstructed jets and EZ**. Three trigger categories
are used: i) hadronic triggers, applying moderate/tight requirements on R and My to events
with two jets of pr > 56 GeV; ii) muon triggers, similar to the hadronic triggers, but with
looser requirements on R and My and at least one muon in the central part of the detector
with pr > 10 GeV iii) electron triggers, with similar R and Mg requirements and at least one
electron of pr >10 GeV, satisfying loose isolation criteria. All of these triggers are fully efficient



in the kinematic regions used for this analysis. In addition, a set of non-razor pre-scaled and
unprescaled triggers is used to define the control samples.

Events are required to have at least one good reconstructed interaction vertex [13]. When mul-
tiple vertices are found, the one with the highest associated Y, p3 is used. Jets are recon-
structed offline from calorimeter energy deposits using the infrared-safe anti-kr [14] algorithm
with radius parameter 0.5. Jets are corrected for the non-uniformity of the calorimeter response
in energy and 7 using Monte Carlo and data derived corrections and are required to have
pr > 40 GeV and || < 3.0. The two highest-pr jets are required to have pr > 60 GeV.

The jet energy scale uncertainty for these corrected jets is 5% [15]. The EX* is reconstructed
using the particle flow algorithm [16].

The electron and muon reconstruction and identification criteria are described in Ref. [17]. We
distinguish tightly-identified electrons and muons (selected requiring the leptons to be isolated
in the tracker and in the calorimeters), from loosely-identified electron and muons (having
relaxed isolation requirements).

The analysis uses the medium working point of the Track-Count High-Efficiency (TCHE) btag
algorithm (TCHE output > 3.3) [18]. Only events with at least one b-tagged jet with pr >
40 GeV and |57| < 3.0 are considered in the analysis.

6 Analysis path

In both simulation and data, the distributions of SM background events with a b—tagged jet
are seen to have a simple exponential dependence on the razor variables R and Mg over a large
fraction of the R?-Mp plane. The analysis uses simulated events to understand the shapes of
the SM background distributions, the number of independent parameters needed to describe
them, and extract initial estimates of the values of these parameters. For each of the main SM
backgrounds, a control sample is then defined from a subset of the data that is dominated by
this particular background in order to obtain a description of the shapes of the background
components. A full SM background representation is thus built using statistically independent
data samples; this is used as input for a global fit to the remaining data.

The fit is performed in the corner of low Mg and small R?; the distribution is then extrapolated
on an orthogonal region of the R?>-My plane, defined such that the two regions overlap when
projected on either one of the axes (R?> or Mg). The fit includes parameters describing the
shapes of the R2-My distributions of the SM backgrounds as well as the relative fraction of
each background.

The analysis is structured as follows:

o We define a set of exclusive boxes, each associated to a given set of HLT paths and a
given final state.

e For each box we define a baseline kinematic selection targeting to avoid efficiency
trigger turn-on effects. This baseline requirement defines a region in the R? vs. Mg
plane is which we look for a signal on the 2D kinematic tail.

e We separate the R? vs. My plane in two regions: i) a fit region in the low-R?/low-
MR corner, where we fit for the shape of the SM background. ii) a signal region into
which we extrapolate the background model and we characterize a possible signal
as an excess on the 2D tail.

e We interpret the results in a limited set of b-enriched simplified models.



4 7 The Background Model

We describe each step in the sections that follow.

6.1 Box Definition

We define five exclusive leptonic boxes, filled in a hierarchical order (from the least to the most
populated), following the same order adopted in the SUSY inclusive search [4]:

The MU-ELE box includes the events with at least one muon and one electron.

The MU-MU box includes the events with at least two muons and no electron.

The ELE-ELE box includes the events with at least two electrons and no muon.

The MU box includes the events with one muon and no electron.

The ELE box includes the events with one electron and no muon.

o A HAD box, with all the selected events which don’t enter any of the other boxes.
Once the razor variables are computed, a box-dependent baseline selection is applied:

e Mz > 300 GeV and 0.11 < R? < 0.50 for the leptonic boxes.
e My > 400 GeV and 0.18 < R? < 0.50 for the HAD box.

The selection is driven by the need of a flat trigger efficiency.

6.2 Fit Region and Signal Regions

In each box we define six signal regions, shown by the S; rectangles in Fig. 3 and Fig. 4. We use
a common definition of the signal regions, uniform across the boxes and consistent with the
inclusive razor analysis. These regions are used to establish the level of agreement between the
data observed and the expected background.

The green delineated regions represent the fit regions, used to determine the background model
which is the extrapolated to the signal-sensitive large-Mg / largeR2 region. The boundaries of
the fit regions give the minimal choice for a stable fit with the available luminosity.

7 The Background Model

We perform an extended and unbinned maximum likelihood (ML) fit, using the ROOFIT fitting
tool [19]. For each box, the fit is performed in the portion of the R2-My plane delimited by the
green shaded regions. We refer to this region as the fit region. The fit provides a full description
of the SM background in the R2-My plane in each box. The likelihood function for a given box
is written as [20]:

e~ (EsmNsm) N
L= TH(SZM NsmPsa(Mg, R?)) (4)

where N is the number of events for each SM background and the associated pdf Psy (Mg, R?)
is written as

Psm(Mg, R?) = (1 — f3M) x F& (Mg, R?) + f3™ x FZi (Mg, R?) (5)

with
F(Mg, R?) = [b(Mg — M%) (R? — R3) — 1] ¢~ t(Mr=Mp)(R*=Rj), (6)



We note that the determination of the second component in the single-lepton boxes is used as
input in the other fits.

Once this parameterization is determined, it is used to estimate the total SM background yield
in regions where a SUSY or other new physics signal would be visible. In the absence of such
a signal, the background shape is used to constrain the parameters of the new physics model
under consideration.

We perform the fit to the background shapes in the regions delineated by the green shaded
regions in Fig. 3 and Fig. 4. The result of the ML fit projected on Mg and R? is shown in Fig. 1
for the dilepton boxes and Fig 2 for the MU, ELE and HAD boxes.

Using the background model returned by the ML fit, we derive the distribution of the expected
yield in each SR using pseudo-experiments.

In order to correctly account for correlations and uncertainties on the parameters describing the
background model, the shape parameters used to generate each pseudo-experiment dataset are
sampled from the covariance matrix returned by the ML fit. The actual number of events in
each dataset is then drawn from a Poisson distribution centered on the yield returned by the
covariance-matrix sampling. For each pseudo-experiment dataset, the number of events in
the SR is found. For each of the SR, the distribution of the number of events derived by the
pseudo-experiments is used to calculate a two-sided p-value, corresponding to the probability
of observing an equal or less probable outcome for a counting experiment in each SR. The
p-values obtained are quoted in Fig. 3 and Fig. 4. In the same figures, we quote the median
and the mode of the yield distribution for each SR, together with the observed yield. A 68%
probability interval is also calculated, using the probability associated to each yield outcome as
the ordering principle.

No significant deviation is observed, which indicates the compatibility of the background
model to the data and the absence of a significant excess from non-SM processes.

8 Interpretation of the Results

We interpret the result of the fit+extrapolation procedure in terms of an exclusion limit on sim-
plified models. In simplified models, introduced in Refs. [21, 22], a limited set of hypothetical
particles and decay chains are introduced to produce a given topological signature. Specific
applications of these ideas have appeared in Refs. [23-25]. We consider two models i) sbottom
pair production, with each sbottom squark decaying to a b quark and a neutralino; ii) gluino
pair production, with each gluino decaying in a bb pair and a neutralino.

We set a 95% confidence-level (CL) limit across the plane identified by the mass of the mother
particle (gluino or sbottom) and the LSP mass, using the hybrid CLs procedure. We take as
input:
e the likelihood at the minimum for the background, as returned by the ML fit in the
fit region for each box,
e the 2D distribution in the R? vs My plane for the considered signal model,
e a cross section for the considered signal, which allows us to set a normalization.

The limit procedure is applied as a function of the signal cross section. Two likelihood functions
are defined: The signal plus background likelihood and the background-only likelihood. The



6 8 Interpretation of the Results
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Figure 1: Projection of the 2D fit result on My (left) and R? (right) for the MU-MU, MU-ELE
and ELE-ELE b-tagged boxes using the razor datasets.The blue histogram is the total Standard
Model prediction as obtained from a single pseudo-experiment based on the 2D fit. The fit is
performed in the R?>-Mp sideband and projected into the full region. Only the statistical error
on the total SM background prediction is shown.
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Figure 2: Projection of the 2D fit result on Mg (left) and R? (right) for the MU (top), ELE (center),
HAD (bottom) b-tagged boxes in the 2011 razor triggered dataset. The blue histogram is the
total Standard Model prediction as obtained from a single pseudo-experiment based on the
2D fit. The green, red, and yellow histograms show the breakdown of the Standard Model
prediction into separate components as returned by the fit; as verified in simulation, these
correspond approximately to the contributions from W,Z + jets and tf. The fit is performed in
the R2-My sideband and projected into the full region. Only the statistical error on the total SM
background prediction is shown.
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Figure 3: The p-values corresponding to the observed number of events in the MU-MU (top),
MU-ELE (center), and ELE-ELE (bottom) b-tagged boxes signal regions defined for this anal-
ysis. The green dotted lines indicate the fit regions. The p-values test the compatibility of the
observed number of events in data with the SM expectation (obtained from the background
parameterization).
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(middle), and HAD (bottom) b-tagged boxes signal regions defined for this analysis. The green
dotted lines indicate the fit regions. The p-values test the compatibility of the observed number
of events in data with the SM expectation (obtained from the background parameterization).



10 8 Interpretation of the Results

background-only likelihood is defined as

e~ (XsmNsm) N
Ly = TH(Z NsmPsm(Mg, R?)) , ()
: i=1 SM

the same as the fit likelihood except for the fact that we remove the events in the fit region, used
to determine the background shape. The signal+background likelihood is written as:

e~ (EsmNsm) N ’ 9
ﬁs—o—b = TH(ZNSMPSM(MR,R ) —|—N5P5(MR,R )) (8)
: i=1 SM

where Ns is the number of signal events expected for that model at the given luminosity and
Ps(Mg, R?) is the associated pdf.

The signal pdf is described numerically, using a binned 2D histogram made of the signal Monte
Carlo events. In order to avoid limited statistics effects in the signal MC samples, we use a
variable binning on the 2D plane. On Mg, we use 50 GeV-wide bins starting from the minimal
Mg, for that box, up to 700 GeV. We then consider the following bin edges:

700, 800, 900, 1000, 1200, 1600, 2000, 2800, 3500] . )
For R? we consider the following binning:

[R2.,,0.2,0.3,0.4,0.5] (10)

min’s

where R2 . is the minimum value of R? in the box (0.11 for the leptonic boxes, 0.18 for the
hadronic box).

The computation of the CLs proceeds as follows:

e We start from the default signal pdf and a set of alternative pdfs, derived by chang-
ing the bin content by the systematic error to that fit. The list of the considered
systematic effects is given below. We use log-normal distributions to sample the
bin-to-bin shifts for a given toy experiment. Whenever the error is correlated across
the R? vs. Mg plane, the shift is common across the bins. Otherwise each bin is
shifted by an independent amount.

e For each toy experiment, a specific background model is sampled out of the covari-
ance matrix returned by the fit (interpreted as a multi-dimensional Gaussian). This
procedure allows to take into account the correlation among the different parame-
ters.

e A sample of events is generated according to these pdfs, both for the signal+background
and background-only hypotheses, and the quantity In(Ls,,/ L) is computed.

e The distribution of In(Ls,/Ly) for the signal+background and background-only
hypotheses are used to compute the CLs associated to the input cross section for
that model.

8.1 Systematic Effects

The error on the knowledge of the background shape is taken into account in the CLs cal-
culation, since the background model changes toy-by-toy according to the covariance matrix
returned by the fit.

The list of the systematic effects associated to the signal is given in Tag. 1. The entries labeled
as shape systematics correspond to the uncorrelated systematic effect. The size of the effect
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depends on the bin in the R? versus Mg plane as well as on the model. All the other errors are
correlated across the R? versus My plane. The entries labeled as point-by-point also depends
on the model under consideration, while the others (e.g. the luminosity error) are constant.
Correlation across different boxes is taken into account since the limit-setting procedure runs
simultaneously over the six boxes. The systematic error due to the btag efficiency is obtained
through the bin-dependent scale factor while the scaling factor is applied to the SUSY MC to
correct the efficiency central value by the data-MC difference.

Table 1: Summary of the systematic uncertainties on the signal yield and shape.

yield systematics
L 2.5%
trigger efficiency R%-Mpy 2%
trigger efficiency lepton 3% (lepton, dilepton boxes)
Btag 6% — 20% in pr bins
shape systematics
PDF point-by-point (up to 30%)
JES point-by-point (up to 1%)
lepton-id (tag-and-probe) 1% (per lepton)

8.2 Simplified Models
We study the analysis sensitivity to a SUSY signal with several SMS benchmark models:

e gluino-gluino production producing 4 b-jets + jets +MET events (T1bbbb) (repre-
sented in the top-left image of Fig. 5).

e squark-squark production producing 2 b-jets + jets + MET events (T2bb) (repre-
sented in the top-right image of Fig. 5).

e gluino-gluino production producing 4 top + jets +MET events (T1tttt) (represented
in the bottom-left image of Fig. 5).

e squark-squark production producing 2 top + jets + MET events (T2tt) (represented
in the bottom-right image of Fig. 5).

For each model we show in Fig. 6 the excluded cross section at 95% CL as a function of the
mass of the produced particle (gluinos or squarks, depending on the model) and the LSP mass,
as well as the exclusion curve corresponding to the NLO+NLL SUSY cross section [26]. We also
show exclusion curves for a factor-three cross-section enhancement and decrease.

9 Summary

We performed a search for squarks and gluinos in final states with at least one b-tagged jet us-
ing a data sample of ~4.7 fb ! integrated luminosity from pp collisions at v/s = 7 TeV, recorded
by the CMS detector at the LHC. The kinematic consistency of the selected events was tested
against the hypothesis of heavy particle pair production using the dimensionless razor variable
R related to the missing transverse energy EXS, and Mg, an event-by-event indicator of the
heavy particle mass scale. In a control dataset we find a simple functional form that describes
the distributions of the relevant SM backgrounds as a function of R?> and Mg. This functional
form is used to perform a 2D fit of the SM backgrounds, based on which we predict the back-
ground yields and shapes in regions at high mass scale that could contain events from new
physics.
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t

Figure 5: Decay chain associated to the T1bbbb (top-left) and T2bb (top-right), T1tttt (bottom-
left) and T2tt (bottom-right) simplified models.

No significant excess over the background expectations was observed and the results were
presented as a 95% CL for two b-enriched simplified models.
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Figure 6: Exclusion cross-section vs. model spectrum for T1bbbb (top-left) and T2bb (top-
right), T1tttt (bottom-left) and T2tt (bottom-right).Color-scale (z-axis) indicates the observed
cross-section upper limit for each model point, as a function of the mass of the produced parti-
cle and the LSP mass. Solid black line indicates observed exclusion region, assuming nominal
NLO+NLL SUSY production cross section. Dotted black lines show observed exclusion taking
+1c theory errors around nominal cross section. Solid green line indicates median expected
exclusion region, with dotted green lines indicating the expected exclusion with +1¢ exper-
imental uncertainties. The solid grey region indicates model points where the analysis was
found to have dependence on ISR modeling in simulation of signal events above a pre-defined
tolerance; no interpretation is presented for these model points.
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