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The anomalous magnetic moment of the positive muon has been measured to a precision of 0.7 parts per
million in an experiment at Brookhaven National Laboratory. The standard model prediction for this quantity
can be calculated with a similar uncertainty, although there are currently inconsistent results for one crucial
part of this evaluation. Comparison of the theoretical and experimental values tests the standard model and
probes for physics beyond it, including supersymmetry, for which a large signal is expected from many
models. This thesis describes the principle of the experiment and the status of the theoretical evaluations. It
concentrates on the details of an energy-binned method of determining the anomalous precession frequency
from the recorded data. The result that is obtained, after combination with previous measurements, is

aZkPave — 11659203(8) x 10710

to be compared with the present standard model predictions

asMe'e  —  11659168.8(7.7) x 1071° and

(3
Mt = 11659193.2(6.8) x 1070 .

which correspond to differences of 3.1 or 1.0 standard deviations, respectively. The implications of this
result therefore await the resolution of the theoretical debate.
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Chapter 1

| ntroduction

This thesis describes a precise measurement of the anomalous magnetic moment of the positive muon. The
experiment, performed at Brookhaven National Laboratory (BNL) and known as E821, has a long history:
a collaboration began to form in 1984, construction began in 1989, and the first data were obtained in 1997.
The data set described in this thesis was collected between December 1999 and March 2000; it represents
E821’s final running period with positive muons.

This chapter defines what is meant by the “anomalous magnetic moment,” sets out the motivation for
measuring it, and explains the general principle of the experiment. It also provides a brief history of previous
measurements of this quantity and a sense of the evolution of the experimental precision with time.

1.1 Magnetic moments

The magnetic dipole moment [i of an object is a measure of how much torque it experiences when placed in
a magnetic field:
T=fxB. (1.1)

The associated potential energy is
U=-f-B. (1.2)

Subatomic particles have a magnetic moment that is generated by their intrinsic spin; these two quantities
are related by the gyromagnetic ratio g:
H:g(g%)§. (1.3)
Table 1.1 shows the gyromagnetic ratios for various particles. It is apparent that g is approximately
2 for the charged leptons—that is, the electron, muon, and tau. Indeed, the Dirac equation predicts that
g is exactly 2 for a pointlike particle. The small discrepancy is caused by corrections from higher-order
interactions described by quantum field theories. Composite particles such as the proton and neutron show
large differences from 2, which are indications of their rich internal structure.
Table 1.1 also demonstrates that the gyromagnetic ratios of stable and nearly-stable particles can be
measured experimentally to extremely high precision. Indeed, the electron g factor, known to a precision of



Particle  Experimental value Relative precision Ref. Theoretical prediction Ref.

Electron 2.0023193043738(82) 4x 10~ T2 [1]  2.00231930492(29) [2]
Muon 2.0023318406(16) 8x 10710 [3] 2.0023318338(14) [4]
Tau 2.008(71) 4x1072 [5]  2.0023546(6) [6]
Proton  5.585694674(58) 1x1078 [1] 5.58 [7]1
Neutron  -3.8260854(10) 3x1077 [1] -3.72 [7]

Table 1.1: Gyromagnetic ratios (g) for various subatomic particles.

4% 10712, isthe physical quantity with the smallest quoted uncertainty in the current CODATA table [8]. The
lepton g factors can also be calculated very precisely in the context of the standard model, and a comparison
of the experimental and theoretical values provides a sensitive test of the theory.

1.2 Theoretical calculation

In an extremely naive classical model, the muon’s spin can be imagined as a rotation about its own axis, like
the spin of a toy top. To compute the associated magnetic moment, it is assumed that the muon moves with
speed v along a circular path of radius r; eventually, the limit r — 0 will be taken. The muon then effectively
constitutes a loop that encloses an area A = Tr? and carries a current | = ev/2rr. The magnetic moment is

H=1A="—. (1.4)

The angular momentum associated with the particle’s motion is L = mvr, so

e

U= (—) L. (L5)

2m

Thus, W is now independent of r. Comparison with Equation 1.3 shows that g = 1. This classical prediction
clearly disagrees with the experimental results.

Quantum mechanics leads to a very different conclusion. In the nonrelativistic limit, the Dirac equation
may be transformed into the Schrddinger-Pauli equation [9]:

<%<ﬁ+ez\>2+%a.§_em> Pa=(E—m)Ya. (1.6)

The magnetic moment term is identified in the Hamiltonian by comparison with Equation 1.2. For a spin-%
particle, S = 13, so

e e -
—0=-2—S. 1.7
2m 2m (1.7)
The Dirac equation therefore implies that g = 2. Foldy has shown that this result holds even in a fully
relativistic treatment [10].

The transition from quantum mechanics to quantum field theory adds another level of insight into the

h=-

gyromagnetic ratio. The muon’s magnetic moment is illustrated as a Feynman diagram in Figure 1.1(a).
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Figure 1.1: Feynman diagrams for (a) the magnetic moment, corresponding to g = 2, (b) the general form
of diagrams that contribute to the anomalous magnetic moment ay,, and (c) the Schwinger term.

This diagram shows the muon coupling directly to a photon from the external magnetic field; it corresponds
to the Dirac equation’s prediction that g = 2. However, there is a large set of radiative corrections; these
couplings to virtual fields lead to an anomalous part a,, of the magnetic moment, defined by

=302, (L8)

These corrections are represented symbolically by the “blob” in Figure 1.1(b); any allowed intermediate
state may be inserted in its place. The dominant correction arises from a coupling to a single virtual photon,
as shown in Figure 1.1(c). This leading-order contribution was first evaluated by Schwinger [11]:

Schwinger __ a ~
a =—~0.0012. 1.9
W 2m (1.9)

Many higher-order processes lead to additional perturbations; they will be discussed in detail in Chapter 2.
Contributions are included from all known particles and interactions. Any discrepancy remaining between
the experimental and theoretical values must then be the result of new physics: particles and interactions that
are not included in the standard model. The search for such a difference, if it exists, provides the motivation
for the experiment.

1.3 Experimental principles

In the experiment, a collection of longitudinally polarized muons is injected into a storage ring where they
follow a circular central orbit in a magnetic dipole field B and a vertically focusing electric quadrupole
field E. As shown in Figure 1.2, the field rotates the direction of their polarization with respect to their
momentum.

In its own rest frame, the muon spin rotates at a rate that is proportional to g according to the Larmor
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Figure 1.2: lllustration of the motion of the muon spin vector relative to its momentum vector.

formula
e .
W =g—B*. 1.10
6 =95 (1.10)

The frequency is written as a 3-vector; each component describes the motion of the spin about one of the
three spatial axes so that
5
— =0xXx5§. 1.11
Pl (1.11)
The starred quantities are measured in the muon’s rest frame.
The muon moves relativistically along a circular path in the lab frame, and its cyclotron frequency-the
frequency at which it completes circular orbits—is given by
eB
O = — . 1.12
@ =1y (1.12)
The muon experiences a transverse centripetal acceleration, which leads to a Thomas precession [12] of
all observables in the lab frame. This effect may be thought of as a Lorentz contraction of the rest frame
axes [13], and it causes the spin to appear to turn at a frequency
o = (y— D = (y— 1) (113)
wr = (Y 0 = (Y my :
Because of mutually canceling factors of y, the Larmor spin precession occurs at the same rate in both
frames. Time moves faster in the muon rest frame, but the magnetic field is stronger there, and the product



Bt is an invariant. Altogether, the spin in the lab frame rotates at a frequency

. . L

0 =g-—B -1)—. 1.14

@ =9z -B+(y )my (1.14)

Jackson [14], citing Thomas [12] and Bargmann, Michel, and Telegdi [15], expands this expression to
include electric as well as magnetic fields:

-~ el/9 1\s (9 Y 3 803 g Y 3B
oosza[<§—1+\—/>B—<§—1>m(8‘5)8—<§—m> <B><E>} . (L.15)

In this general treatment, the cyclotron frequency is written as [16]

B——(Bﬁ)fs——(BxE)] : (1.16)

The anomalous precession frequency &, (the “(g — 2) frequency™) is defined as the difference of the spin
precession and cyclotron frequencies. It is the frequency at which the muon’s spin advances relative to its
momentum. Assuming that the motion of the muons is purely longitudinal so that no component of the
momentum is parallel to the magnetic field, the terms containing ﬁ'g drop out, leaving

@:@—@%[aﬁ—(au—ﬁ)(ﬁxéﬂ. (117)
This expression may be simplified further by choosing y = 1/a—lH +1 ~ 29.3 so that the dependence on E
disappears. This y corresponds to a “magic” muon momentum of 3.09 GeV/c; the experiment runs at this
momentum so that a large electric quadrupole field can be used to confine the particles in the storage ring.
The relationship between a, and B is then ]

O = aaug . (1.18)

The quantity a, may in principle be determined by measuring the anomalous precession frequency and the
magnetic field very precisely and taking their ratio. It must be emphasized that G, is proportional to ay,
not to g. The experiment directly measures only the perturbations to the magnetic moment, permitting three
orders of magnitude higher precision than if it measured the entire quantity.

Parity violation in the weak interaction allows the spin direction to be measured as a function of time.
Eventually, essentially every muon decays by p* — e*v,ve. In the rest frame of the muon, the differential
probability for the positron to emerge with a normalized energy y = E /Emax at an angle 65 with respect to
the muon spin is [13]

dP .
dyda n(y)[1+A(y)cos6s] with (1.19)
n(y) =y*(3—2y) and (1.20)
o 2y-1
AlY) =375 h (1.21)
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Figure 1.3: Number density and asymmetry distributions for decay positrons in the muon rest frame.

The quantities n(E) and A(E) are plotted in Figure 1.3, normalized to Emax = 52.8 MeV. Positrons with
y > 0.5 are most likely to be emitted in the direction of the muon spin, and those with lower energy are
most likely to be emitted opposite it. Because more positrons are emitted with y > 0.5 and because their
asymmetry is higher, the overall effect is that the decay positrons tend to go in the direction of the muon
spin. Integrating over all energies,

1

/ dp dv —
/ dyda y=

1+ % cos 0 . (1.22)

N[ -

If a nonzero energy threshold is established, then the asymmetry is even higher than % Because the spin

appears to rotate at the frequency w,, so does the distribution of decay positrons.

In the laboratory frame, the stored muons are highly relativistic so that the range of observed decay
angles is extremely compressed; the effect of the Lorentz boost is illustrated in Figure 1.4. Compared to the
angle subtended by a practical detector, all decays are forward. The energy of the positron in the laboratory
frame is given by

Eiab = Y(E™ +Bp”cos6”) . (1.23)

The positron energy E* is also high enough, in general, to justify a fully relativistic treatment, so
Elap :yE*(l+cosG*) . (1.24)

The laboratory energy clearly depends strongly on the decay angle 8*. To have a high energy in the labo-
ratory frame, a positron must have a high energy in the CM frame and also be emitted at a forward angle
there. Setting a laboratory energy threshold therefore selects a range of angles in the muon rest frame.
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Figure 1.4: lllustration of the Lorentz boost of the decay positron from the muon rest frame to the laboratory
frame.

Consequently, the number of particles detected above such a threshold as a function of time is modulated
with the frequency w,. The positron arrival time histogram for the data set analyzed in this thesis appears
in Figure 1.5. The oscillations from the anomalous precession are indeed present as expected, visible on
top of an exponential baseline that results from the decay of the muon population. In the absence of any
instrumental backgrounds, this spectrum is described by the functional form

N(t) = Noe™/T[1 — Acos(wat + @3] , (1.25)

and wy is extracted by fitting this functional form to the data.

1.4 Evolution of experimental precision

The anomalous magnetic moment a, was measured by a succession of three experiments of increasing
precision and complexity at CERN, beginning in 1958 and concluding in 1977.

The first CERN experiment [17] employed a 6 m straight magnet. Particles were injected at one end
and followed a spiral path to the other, “walking” slowly down the magnet because of a small gradient in
the field. The amount of time spent in the field could be varied by tuning the gradient. The muons were
then stopped in a polarimeter outside the magnet in which their front/back decay asymmetry was measured,
this asymmetry was plotted as a function of storage time to determine w;,. The experiment obtained a result
with an uncertainty of 4300 ppm that agreed with the prediction of quantum electrodynamics (QED) for a
structureless particle. The result was surprising at the time because it had been assumed, in order to account
for the mass difference between the muon and the electron, that the muon had significant internal structure.

The second CERN experiment [18] used a storage ring with a muon momentum of 1.3 GeV/c. A radial
magnetic field gradient was used to focus the beam. The primary proton beam was injected directly onto
an internal target on one side of the ring. Pions were produced at the target; a small fraction of the muons

7
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figure.



Experiment  Years Polarity ap><1010 Precision [ppm] Reference

CERN | 1961 Ta 11450 000(220 000) 4300 [17,13]
CERN II 1962-1968 pt 11661 600(3100) 270 [18, 13]
CERN Il11 1974-1976 pt 11659 100(110) 10 [19, 13]
CERN I1I 1975-1976 p~ 11 659 360(120) 10 [19, 13]
BNL 1997 ur 11 659 251(150) 13 [20]
BNL 1998 T 11659 191(59) 5 [21]
BNL 1999 ut 11659 202(15) 1.3 [22]
BNL 2000 Ta 11659 204(9) 0.7 [3]
BNL 2001 Vi Analysis in progress = 0.7

Average 11659 203(8) 0.7

Table 1.2: Summary of a, results from various experiments and data sets, showing the evolution of experi-
mental precision over time.

resulting from their decay were produced within the accepted phase space of the ring. This process produced
a tremendous flash of prompt radiation when the beam was injected, so the positron detectors were placed
only on the side of the ring away from the target, and the space in the middle of the ring was filled with
concrete shielding. This experiment obtained a result with a precision of 270 ppm, and the value was again
in agreement with QED.

For the third CERN experiment [19], a larger storage ring with a higher field increased the muon mo-
mentum to the “magic” value of 3.1 GeV/c. An electric quadrupole field was employed to focus the beam.
The production target was located well away from the storage ring, so the injected beam consisted of pions,
which decayed within the storage ring to produce muons. Pion injection necessitated the introduction of an
inflector magnet to cancel out the field of the storage ring and provide a field-free path for the entering beam.
This experiment achieved a precision of 10 ppm for each muon polarity. If CPT symmetry is assumed, the
results can be combined to give a 7 ppm measurement.

The present BNL experiment continues to refine the experimental technique. As in the final CERN
experiment, a 3.1 GeV/c storage ring is used. A continuous superconducting magnet is used instead of
a lattice of discrete resistive magnets. Muons, rather than pions, are the injected species. The increased
storage efficiency allows higher intensity with lower background. This change requires, in addition to an
inflector, a pulsed kicker magnet. The measurement reported in this thesis is of the positive muon and has a
precision of 0.7 ppm.

The results of the CERN and BNL experiments are summarized in Table 1.2. To underscore the tremen-
dous improvement over time in experimental precision, the most recent measurements are presented graph-
ically in Figure 1.6.
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Chapter 2

Standard model contributionsto a,

This chapter describes the calculation of the theoretical value of a, in the context of the standard model. The
calculation is divided into terms that arise from QED, electroweak interactions, and hadronic physics.

2.1 Quantum electrodynamics

By far the largest contribution to a, comes from interactions described by QED, which involve only leptons
and photons. This term is expressed as a power series expansion in the number of loops in the Feynman
diagrams; each loop leads to a factor of (%) The leading-order term in this expansion is the Schwinger term
that was mentioned in Chapter 1, which contains a single virtual photon. Kinoshita and his collaborators
have evaluated the series through order (%)4 for the electron ([23] and references therein). The calculation
for the muon shares a large set of diagrams in common with the electron; only interactions that contain
more than one lepton flavor must be computed separately. These evaluations have also been performed by
Kinoshita’s group, with a full calculation through order (%)4 and an estimate of the next coefficient ([24] and
references therein). The results of these calculations are summarized in Table 2.1. Diagrams with one
and two loops were all evaluated analytically, while numerical methods were employed for the higher-
order processes. The indicated uncertainties for the coefficients take into account both numerical errors and
contributions from diagrams that were not evaluated. In all, more than 1000 diagrams were evaluated over a
period of decades; this calculation represents a clear tour de force.
Hughes and Kinoshita use these expansion coefficients to compute a numerical value [25]:1

aQ=P = 11658470.57(0.18)(0.05) x 1017 . (2.1)

The first error estimate is propagated from the coefficients while the second comes from the uncertainty in
the fine structure constant a. Combining these two uncertainties in quadrature, the overall relative error is
16 ppb, which is entirely insignificant on the scale of the 0.7 ppm experimental uncertainty. The value for a

IKinoshita and Nio have recently uncovered [26] a small numerical error in the evaluation of a few of the order (%)4 terms.

This error modifies a1 and aSED by a few parts per billion (ppb). It is small enough that it does not have any impact on the
comparison of the theoretical and experimental values of a,. The authors do not directly give a revised result, referring instead to a
more detailed paper in preparation. Consequently, the uncorrected QED results are given here.
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Order Electron Additional component for muon

Diagrams  Coefficient Value Diagrams  Coefficient  Value
(9 1 0.5 1.16 x107% 0 0 0
(%[)2 7 -0.328478965 -1.77 x107® 2 1.0943370  5.90 x107°
(%[)3 72 1.17611(42)  1.47 x107® 25 22.8676(33) 2.87 x10~’
(%[)4 518 -1.434(138) -4.17 x107 471 127.00(41)  3.70 x107°
()°  (not evaluated) (estimate)  570(140) 3.85 x10711

Table 2.1: Coefficients of QED terms for a. and a, in the power series expansion. The values are taken
from [23] and [24]. The number of diagrams includes only those that were actually evaluated, rather than
being determined by inspection to be negligible.

Figure 2.1: Feynman diagram for vacuum polarization by a t loop.

that is used in this evaluation is determined from a., the anomalous magnetic moment of the electron, and it
is

a1 =137.03599958(52) .
In other words, rather than regarding the experiment as a test of the theory for the electron, it is assumed
that they agree, and the corresponding value of o is extracted.

One of the two-loop QED diagrams, vacuum polarization by a t loop, is illustrated in Figure 2.1. The
form of its contribution to a, is instructive because it is typical of the effect of a heavy particle [27]:

1 /my\? mi m o2

P H H T

= O I - . 2.2
% [45 <m1> * (m;1 nmu>] (T[) (22)

The factor (%)2 generally appears for this sort of diagram, where X represents the mass associated with
the heavy loop and | is the lepton of interest. The magnetic moment of the muon is therefore more sensitive
to these effects than that of the electron by a factor of order (%ﬁ) ’ = 4.3 x 10*. The stability of the electron
has permitted a. to be measured approximately 200 times more precisely than a,. However, the muon is
clearly still a more suitable probe for the effects of physics beyond the standard model, which would in
many cases include new vacuum polarization loops of this form. Although new physics contributions to the

T’s magnetic moment would be quite large, it is so short-lived that a; cannot be measured with any useful
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Figure 2.2: Feynman diagrams for (a) hadronic vacuum polarization, (b) dominant hadron production pro-
cess ete” — 11T, and (c) equivalent T decay process T~ — V1T TC.

precision. The muon therefore provides an excellent compromise between mass and stability.

2.2 Hadronic vacuum polarization

Hadronic vacuum polarization processes, as illustrated in Figure 2.2(a), provide the second-largest contri-
bution to a,. Because QCD is nonperturbative at low energies, this term is difficult to calculate from first
principles. Fortunately, it can be related to experimental data through the dispersion relation [13]

VP = <#> /GH(S)K(S)dS. (2.3)
am2

oy is the inclusive cross section for hadron production in e e~ collisions, and K(s) is a kinematic weighting
factor given by

K(s) = x2<1_)(2—2>+(1+x)2<1+x—12> [In(1+x)—x+x—22 +glenx (2.4)
I e
“ = g (2.5)
m;
By = \/1-4—. (2.6)

Intuitively, this expression isolates the portion of the vacuum polarization diagram drawn in a box in Fig-
ure 2.2(a), splitting the hadronic state in half and connecting the virtual photon to incoming e and e~ lines.
The resulting real hadron production diagram is shown in Figure 2.2(b). The leading-order behavior of K(s)
is proportional to %; this property is illustrated by the graph of 3miﬁK(s) versus s in Figure 2.3, which trends

- - - 1
asymptotically to 1 for large s. The cross section oy (s) itself also decreases roughly as . Consequently,
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Figure 2.3: Graph of S%K(s) versus s, illustrating that it asymptotically approaches 1 at high energies.
i

Final state Energies AaiVP

. <1.8GeV 498.85 +4.95+ 1.92
o el 16.73 +1.32 £ 0.20
T T 13.95 4+ 0.90 + 0.23
w 36.94 + 0.84 4+ 0.80
0] 36.94 + 0.84 + 0.80
Others 24.01 +£1.38 +0.11
All >18GeV 5944 +1.89+0.10
Total All 684.7 £ 6.0 + 3.6

Table 2.2: Contributions to a/V" from various hadronic final states; the values are from [4].

the integral is dominated by low-energy data; more than 90 percent of the entire contribution comes from
energies /s < 1.8 GeV.

Davier and collaborators have tabulated the world’s hadron production cross section measurements and
performed the required numerical integration to obtain aEVP [4]. For energies below 2 GeV, they use ex-
clusive measurements, in which cross sections are determined separately for each final state. The dominant
final state, accounting for 73 percent of the total hadronic contribution, is Tt"1t". A number of experiments
have published low-energy cross section measurements for this process, but the most precise by far are from
the CMD-2 detector at the VEPP-2M collider in Novosibirsk, Russia, which boast a systematic uncertainty
of 0.6 percent [28]. At intermediate energies between 2 GeV and 5 GeV they use inclusive measurements
of the ratio R(s), the normalized cross-section for hadron production defined by

o(ete™ — hadrons)

o(ete” —ptur) @7)

R(s) =
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Above 5 GeV, they rely on the predictions of perturbative QCD, which are essentially determined by the
number of accessible quark degrees of freedom. The contributions of various final states are given in Ta-
ble 2.2. They obtain the result

allVPe'e — 684.7(6.0)(3.6) x 1070 . (2.8)

The first uncertainty is propagated from the experimental cross section measurements, and the second refers
to the QED radiative corrections that are applied to strip the input data to their bare tree-level values, thereby
avoiding double-counting of higher-order contributions. Hagiwara and collaborators performed a similar
evaluation [29] based on the same input data, and they obtained

arlVPe'e = 683.1(5.9)(2.0) x 107, (2.9)

which is in good agreement. There are also many previous computations of a[ﬂVP, but these are the only two
that employ the most recent, very precise, data from CMD-2.

It is also possible to determine effective cross sections for the two- and four-pion final states from
branching fractions in T decay. Assuming that isospin symmetry holds, the conserved vector current (CVC)
hypothesis may be used to relate the two-pion production process ete~ — Tt 1T to the decay T~ — V1T T°
shown in Figure 2.2(c). The relationship is [30]

4102
ol =—Vrw (2.10)

ete —Th T

The | = 1 superscript excludes the small isoscalar component of the cross section that arises from w and p
intermediate states. vy refers to the T spectral function for the final state v{V, which is defined by

2 - 2 o
) m BT —wV) dNy [(1_%> <1+$>] 2.11)

~ 6Vug|2Sew B(T- — Ve Ve) Ny ds 2 2

Sew = 1.0194 accounts for electroweak radiative corrections. Isospin is not a perfect symmetry; it is clearly
broken by electromagnetic interactions and by the mass difference between the u and d quarks. Corrections
for isospin breaking must therefore be carefully computed and applied to the data; they are at the level
of 3 percent. Davier and collaborators have performed this analysis, which is dominated by data from
ALEPH [30]. Their result, which uses T data for the two- and four-pion final states and e e~ data otherwise,
is [4]

af!VP =709.0(5.1)(1.2)(2.8) x 1071 . (2.12)

The first two uncertainties are defined as they were for the e e result and the third refers to the isospin-
breaking correction.
Unfortunately, this value does not agree with the e*e~ results. The difference for the t" 1t~ channel on

its own is
HVP;thmrete”

: aHVPTTTOIt 2124 6.8=(-3.0+£1.0)% (2.13)

8 u
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Figure 2.4: Feynman diagrams for (a) the general case of hadronic light-by-light scattering, (b) four-point
loop interaction, where the particle in the loop may be a free quark or a meson, and (c) interaction involving
two three-point loops connected by exchange of a pseudoscalar such as a 1°.

which amounts to three standard deviations. In addition, other evidence suggests that the discrepancy is
not simply a statistical fluctuation. There is a clear energy dependence in the difference between the cross
sections derived from the e e~ and T data. Consequently, an observable with a different kinematic weighting
factor is influenced differently; one such quantity is the total branching fraction B(t~ — v{1U 1°). It was
computed from e*e~ scattering data via CVC relations and the result was compared against the direct 1
decay measurement; they differ by 4.6 standard deviations. None of the cross-checks determine whether the
fault is in the eTe~ or the T data, so for the moment both must be viewed with suspicion.

The current difference between e*e™ and T data is 2 ppm; this is a rather unsatisfying situation, because
it complicates the interpretation of a 0.7 ppm experimental result. There is, fortunately, some hope for a
relatively quick resolution of the problem. High-energy e*e~ colliders can use initial-state radiation of a
photon to permit a “radiative return” to lower energies, searching for final states such as ete™ — yrr" 1.
This analysis is currently being performed with data from the KLOE detector at Frascati [31] and from the
BaBar B meson factory [32]. Finally, Blum reports [33] that a lattice QCD calculation is in progress and
that it may be possible to improve its accuracy to the level of the usual data-driven approach.

Higher-order hadronic vacuum polarization processes can be related to experimental data in the same
way as the leading order. They were most recently computed by Krause, who obtained [34]

ai!o"VP = —10.1(0.6) x 1071 . (2.14)

2.3 Hadronic light-by-light scattering

Hadronic light-by-light scattering, in which four photons couple to a hadronic intermediate state, is shown
in Figure 2.4(a). This process cannot easily be related to experimental data. Consequently, it is necessary
to calculate this contribution in the context of a low-energy hadronic model. The dominant subdiagram
is shown in Figure 2.4(b), where there are two distinct vertices at which a T° couples to two photons.
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Consequently, the most important part of the calculation is the determination of the form factor Fry. There
are, however, additional contributions from similar diagrams with other intermediate states and also from
four-point loop diagram topologies as shown in Figure 2.4(c).

There have been two full evaluations of the hadronic light-by-light scattering term. Bijnens, Pallante,
and Prades used the Extended Nambu-Jona-Lasinio (ENJL) model [35] for energies below 0.5 GeV. This
model integrates out gluonic degrees of freedom in QCD, replacing gluon exchange interactions with local
four-quark scattering diagrams. It also expands the Lagrangian as a power series in the inverse of the number
of colors Nic It preserves the chiral symmetry structure of QCD as well as its spontaneous breaking, though
it does not naturally include confinement. The choice of the ENJL model is validated by its prediction of
al!VP, which was calculated [36] by de Rafael. He obtained the value ajV? = 670 x 1079, which falls
within 15 percent of the much more precise result from the data-driven approach. At higher energies, the
calculation shifts to a vector meson dominance (VMD) model, in which the fundamental degrees of freedom
are vector mesons such as the p and w. The result is [37]

afl'Bl = —9.2(3.2) x 1071 (2.15)

Hayakawa, Kinoshita, and Sanda performed a similar calculation. They rely primarily on the hidden local
symmetry (HLS) variant of VMD. HLS preserves gauge invariance and chiral symmetry, which simple
VMD models sacrifice. They also use the ENJL model for some contributions. They obtained [38]

aff'P = —52(1.8) x 1071 . (2.16)

Consequently, there appeared to be two independently derived results which provided mutual confirma-
tion. However, Knecht and Nyffeler rechecked the dominant pion-pole contribution, finding [39]

af!"BL™ = 15.8(1.0) x 1070, (2.17)

This result is of comparable magnitude to previous calculations, but the sign is positive rather than negative.
They found that this sign was not dependent on the details of the form factor that they used, but was more
generally applicable. Separately, Knecht and collaborators employed effective field theory arguments [40]
to argue that the sign must be positive. Following a period of debate, several errata were released. Hayakawa
and Kinoshita found that they had misunderstood a phase convention used for the Levi-Civita symbol €;j in
the algebraic manipulation program that they had employed. Following a Dutch tradition [41], it implicitly
contained a factor of i. The corrected value is [42]

af*B- = +8.96(1.54) x 10710 . (2.18)

Bijnens and collaborators found a sign mistake in their calculation of a normalization factor [43], and cor-
rected their value to

afl'Bt = 1+8.3(3.2) x 10710, (2.19)
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(a) Charged current (b) Neutral current (c) Higgs boson exchange

Figure 2.5: Feynman diagrams for the lowest-order weak corrections to a,;.

Finally, another independent calculation by Blokland, Czarnecki, and Melnikov confirmed [44] the sign of
the pion pole part.
Ramsey-Musolf and Wise have criticized the possible model dependence of all of these approaches,
preferring a chiral perturbation theory calculation. They obtain [45]
afl'Bt = (+1.312+3.1C) x 10717, (2.20)
where C is a low-energy constant representing non-leading order terms that have not been calculated. C has

a natural scale of order 1, but a value of +3 or -3 would not be unusual, and there is no clear way to further
constrain it. It is therefore difficult to extract a useful value from this calculation.

2.4 Weak and electroweak processes

The Feynman diagrams for the leading-order weak interaction contributions to a, are illustrated in Fig-
ure 2.5. They are topologically similar to the Schwinger diagram in QED, but they contain virtual W, Z, and
Higgs bosons rather than photons. The Higgs exchange diagram in Figure 2.5(c) is included only for com-
pleteness; one-loop contributions from the standard model Higgs are entirely negligible. These diagrams
were evaluated in the early 1970s and found to give ([46] and references therein)

2
ew1_ 2GuM;
" 242m

W, H

2
1+%(1—sin26\/\,)2+0<mr2“ )] (2.21)

Numerically, af¥! = 19.5 x 107*°. This value is 1.7 ppm of the QED contribution and is therefore quite
significant on the scale of the experimental measurement.
Initially, one would expect that two-loop electroweak contributions would be suppressed by a factor of
2 and therefore negligible. However, Kukhto and collaborators found [47] that many of these two-loop
Mw,z

diagrams have large coefficients involving a factor of In <T) where [ is a scale much lighter than my, or
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mz. A significant subset of these processes contain closed fermion loops; in this case, | is the mass of a light
fermion such as an electron or a u or d quark. Their contributions were evaluated by Czarnecki, Krause, and
Marciano [48]. These authors also evaluated the full set of diagrams, including those containing only boson
loops [49]. The inclusion of the two-loop diagrams decreased the total electroweak contribution to

a;" =15.1(0.4) x 1071 . (2.22)

The quark loops in these calculations were evaluated with a simple constituent quark model. That is, the
quarks were treated as free particles and the effects of hadronization were folded into their masses, which
were chosen so that 2my +mg =~ m,. While it easy to perform calculations in the context of this model, it
does not reproduce properly many of the essential features of low-energy QCD. Because the other types of
hadronic terms have proven troublesome recently, this choice was recently re-examined by Knecht, Peris,
Perrottet and de Rafael [50] and also by Czarnecki, Marciano, and Vainshtein [46]. Both groups applied
more sophisticated hadronic models and found very small changes in the result. The updated prediction
is [46]

" =15.4(0.1)(0.2) x 10717 . (2.23)

The first uncertainty is related to hadronic physics and the second arises from the Higgs boson mass. Three-
loop (and higher-order) contributions were found to be entirely negligible. Indeed, they are even smaller than
one would expect because of a fortunate cancellation between the quark and lepton sectors. An uncertainty
of 0.02 x 10710 is assigned to account for them.

2.5 Summary of standard model contributions

The complete value of a,, is

SM
[

:aSED_i_aElVP_i_aElOHVP

HLBL

a +aftBt+a . (2.24)

The corrected hadronic light-by-light result from Bijnens and collaborators [43] will be employed because
of its more conservative estimate of the systematic uncertainty from model dependence. At this point, it is
premature to choose between the two competing values for aﬂ'VP, so two standard model predictions will be
given:

asMe'e —  11659168.8(7.7) x 10710 (2.25)
aMt = 11659193.2(6.8) x 10710 . (2.26)
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Chapter 3

Possible contributionsto a, from new
physics

The comparison of theoretical and experimental values for a, is interesting, no matter what the outcome.
If the values differ, then the comparison provides evidence for physics beyond the standard model. If they
agree, then the result constrains any proposed speculative extensions, assuming that there are no fine-tuned
cancellations between different varieties of new physics. The expected contributions to a, from many such
extensions have been analyzed. This chapter identifies three examples that are of some interest. muon
compositeness, supersymmetry, and a muon electric dipole moment, analyzing the effect that each would
have on a.

3.1 Muon compositeness

The vast spectrum of hadrons is explained by the quark model; in the same way, fundamental “preons” [51]
might be able to account for the existence of multiple generations of leptons. The magnetic moments of the
proton and the neutron are dramatically different from 2 because they are composed of quarks. One would
therefore expect a perturbation to a,, if the muon is formed of smaller constituents.

An initial model is represented by the tree-level Feynman diagram in Figure 3.1(a). The associated
contribution to ay, is linear [53] in the ratio of the muon mass to the characteristic scale A = % Unfortunately,
models with such linear terms are untenable. Even the CERN 111 measurement of a, was sufficient to require
N\ > 2000 TeV. Furthermore, the simple model leads to a self-energy term that would enhance the muon
mass to an unphysical value. Any reasonable compositeness model must be constructed to cancel out these
effects. One natural way to achieve this cancellation is to build a chirally symmetric wavefunction in which
the left-handed and right-handed interaction terms exactly balance [53].

Once the linear contribution has been removed, substructure affects a,, in three ways. First, each vertex
at which a muon interacts with another particle is multiplied by a form factor <1+ /q\—zz) to account for the
spatial extent of the charge distribution. Second, the muon may enter excited states in which the constituents
have acquired relative orbital angular momentum. Finally, there may be contact interactions among the
constituents that do not correspond to the usual exchange of gauge bosons. Feynman diagrams representative
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Figure 3.1: Feynman diagrams [52] for (a) the leading-order effect of compositeness, which must be can-
celed out in a workable model; (b) a form factor at each Ly interaction vertex; (c) excited lepton states;
(d) four-fermion contact interactions.

of each of these categories of effects are shown in Figures 3.1(b)-(d). The numerical results are clearly
dependent on the details of the model; however, in each case the contribution to a, is proportional [52] to
(%)2 It is likely that, after summing over the diagrams, the coefficient is of order 1. Consequently,

al =0 [(%)2] . 3.1)

A measurement of a, to 0.7 ppm is then capable of constraining A at the level of 4 TeV. This limit is com-
parable to one obtained from studies of the cross sections for ete~ — ptu~ and qq — ptu~ scattering [51].
However, it has the advantage of being less model-dependent; it makes no assumptions about substructure
in particles other than the muon [54].

3.2 Supersymmetry

The masses of the fundamental particles and the couplings associated with their interactions are free pa-
rameters of the standard model, determined by spontaneous symmetry breaking. However, they appear to
conspire to give a dramatic cancellation in their effects on the Higgs boson mass. This cancellation is known
as the “gauge hierarchy problem.” Each fermion f that couples directly to the Higgs causes a radiative cor-
rection to its mass of [55]

_ AP

A
amp = Tes [—2/\5V +6m?in <mLfV> +} . (3.2)

The corresponding perturbation for a boson field S has a similar form, but with the opposite sign:

A A
AmZ = ﬁ {/\EN —2méIn (mLSV> +] . (3.3)
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Figure 3.2: Feynman diagrams for the lowest-order supersymmetric contributions to a,,.

In these expressions, Ayy is a high-momentum cutoff parameter that regulates the integration, preventing
divergence. It is expected to fall near the Planck scale mp = 2.4 x 10 GeV, so the corrections to mﬁ are
tremendous even if the couplings As and Ag are quite small. These corrections must be reduced by a very
large factor because my is thought to be of the same order as the W and Z boson masses. It is possible for
the contributions from fermions and bosons to cancel, but only if the masses and couplings are chosen very
carefully. It would be extremely unlikely for suitable values to fall out by chance.

Supersymmetry provides a way around this fine-tuning problem by postulating a symmetry between
bosons and fermions. Every boson has a fermion partner, and every fermion has a boson partner. The the-
oretical motivation for supersymmetry is compelling, but there is no experimental evidence for the partner
particles. The symmetry must therefore be broken by the addition of “soft” terms to the Lagrangian; other-
wise, the masses of the paired fermions and bosons would be the same, and the partners would have been
seen long ago. The as-yet-undiscovered partners are named by prepending s- to the names of the matter
fermions; “quark” becomes “squark” and *“lepton” becomes “slepton”. For the bosons, -ino is appended,
turning the photon into a “photino” and the W into a “wino.”

Supersymmetry leads to two Higgs doublets; one gives mass to the upper half of each generation (the u,
¢, and t quarks), and the other to the lower half (the d, s, and b quarks). Of the four Higgs states, two are
electrically neutral, one is positively charged, and one is negatively charged. The ratio

tanB = 2 (3.4)
i
of the vacuum expectation values of the two Higgs doublets is an important parameter describing the nature
of supersymmetry. Its scale should be approximately set by the ratio of the masses n”]—; ~ 40.

The lowest-order supersymmetric contributions to a, are shown in Figure 3.2. They are identical in form
to the dominant standard model electroweak corrections. The symbol {i represents the smuon while ¥ stands
for the sneutrino. The photino, zino, wino, and Higgsinos are not mass eigenstates; they are rearranged
into linear combinations called neutralinos and charginos, represented by ¥° and X*. To illustrate the scale

of these contributions, the masses of the supersymmetric particles can be taken to be degenerate at m,
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yielding [56]

|aﬁUSY| ~ < a(Mz) ><ﬂ)2<1_4?a|nmﬁ>tanﬁ (3.5

8rsin?6y / \ M u

100GeV \ 2
¢ ) tanp . (3.6)

~ 13x 101°< -
m

The experimental precision of 0.7 ppm corresponds to an absolute scale of 8 x 1010, If tan is as large as
40, then a,, is sensitive to mass scales m of up to 800 GeV.

More realistic supersymmetry models do not assume degenerate masses. The Minimal Supersymmetric
Standard Model (MSSM) describes a very general form of supersymmetry breaking. It has 105 independent
free parameters—masses, phases, and mixing angles—beyond those of the ordinary standard model [55].
Fortunately, only a small number of them are involved in the calculation of the leading contribution to a,,.
In addition to tan 3, they are [57]

e My, My, and y, the mass scales associated with the photino, wino/zino, and Higgsino, respectively;
e my and my,: the mass scales of the left- and right-handed sleptons; and
e Ay, a parameter that describes the mixing of left- and right-handed smuons.

Of these, M1, My, |, and A, are complex, but their phases are expected to be small. A number of recent
analyses have determined constraints [58, 59] on these parameters using the 0.7 ppm result described in
this thesis. The set of parameters can be further reduced by postulating a mechanism that is responsible for
supersymmetry breaking. For example, by assuming unification with the gravitational force at the Planck
scale, one constructs a supergravity model, in which there are only four relevant parameters remaining [60].

3.3 Electric dipole moment

A nonzero electric dipole moment (EDM) would cause a precession of the radial component of the muon’s
spin. To account for an EDM, two new terms [61] must be added to Equation 1.17:

NGy, = —2d,B x B —2d,E . (3.7)

The anomalous precession frequency that is measured experimentally is the magnitude w, = |G|, which
is sensitive to the combined effects of the magnetic and electric dipole moments. The electric field is very
small compared to the magnetic field, so the term involving it may be neglected, and the muons are quite

relativistic, so B =~ 1. Therefore,
2
e
Wy = B\/<—au> +(2d,)% . (3.8)
my

Neglecting dy, leads to a perturbation to the observed value of a;, not to its true value. The magnitude of this
perturbation is shown in Figure 3.3.
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Figure 3.3: Perturbation to the measured value of a, as a function of the electric dipole moment d,.

A nonzero EDM for an elementary particle violates both parity (P) and time reversal (T) symmetries.
The EDM operator may be written as [62]

5= / Pp(F)dP , (3.9)

which is clearly a vector quantity. When the particle is at rest, the only vector property associated with
the particle is its spin, so D must be proportional to the spin. Spin is antisymmetric with respect to T and
symmetric under P, while D is the opposite: symmetric under T and antisymmetric under P. CPT is an
unbroken symmetry in any quantum field theory, so the T violation is equivalent to a CP violation. In the
standard model, the only source of CP violation is the complex phase in the CKM mixing matrix. The
resulting EDM has been calculated [63], yielding d3M = —3 x 10-% e cm. This value is very small; the first
nonvanishing order in this calculation involves diagrams with three loops.

A number of models [62], including supersymmetry, include additional CP violating diagrams that pro-
duce an EDM at one-loop order. Still, to the extent that these models treat electrons and muons identically,
they are constrained by a simple scaling from the electron EDM. Assuming muon-electron universality, the
EDM simply scales in proportion to the mass of the particle. Consequently, the current limit of the electron
EDM provides an indirect, model-dependent bound for the muon EDM [61]

dy <9.1x10"% ecm (90% CL) . (3.10)

A model can only produce a larger muon EDM if a violation of the scaling argument can be found. One
such path is provided by the lepton flavor violation implied by neutrino mixing, which may lead to a value
as large as 5 x 10~23 e cm [64].

The current direct experimental limit comes from a search for oscillations in the average vertical direc-
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tion of the decay positron momentum in the CERN Il (g — 2) experiment. It is [65]
dy < 1.05x 1078 e cm (95% CL) . (3.11)

A similar analysis of the data from the present BNL experiment is ongoing. It is expected to lead to an
improvement in sensitivity of approximately a factor of 5, to the level of 2 x 10~°e cm. The most important
consideration in this analysis is the elimination of the false vertical precession signal that results from any
offset between the beam centroid and the positron detectors [66].

A dedicated muon EDM measurement has been proposed [67]. Rather than choosing a beam momentum
to cancel the dependence on the electric field, it will be chosen to remove the effect of a,. Consequently, the
only source of spin precession will be from the EDM. The projected sensitivity of this experiment is around
10~2* e cm, which is comparable to the indirect limit in Equation 3.10.

3.4 Other “new physics” effects

It must be emphasized that the three topics addressed in this chapter are by no means the only models
that have been analyzed in terms of a,. Supersymmetry was chosen as an example because it is rather
popular among theorists, and the other models are simple and pedagogically interesting. Other possibilities
include leptoquarks, radiative muon mass generation, anomalous gauge boson properties, and compact extra
dimensions. A review of some of these scenarios has been written by Czarnecki and Marciano [56].
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Chapter 4

Experimental apparatus

This chapter describes the equipment that is used to measure a, in BNL experiment 821. It discusses the
preparation of the muon beam, the storage ring in which it is trapped, and the detectors and electronics that
observe its decay. A comprehensive guide to the experimental hardware is the technical design report [68].
Detailed papers have been prepared about many of the individual components, and references to these works
are provided where available.

4.1 Accelerator, target and beamline

The Alternating Gradient Synchrotron (AGS) [69] at BNL was used to accelerate protons to an energy of
24 GeV. The beam was divided into twelve bunches, which were extracted one at a time into the primary
beamline at 33 ms intervals. Each of these bunches was used to fill the storage ring with muons. The cycle
time for acceleration and extraction was 2.7 s; each bunch had an root mean square (RMS) width on the
order of 25 ns. The beam intensity, which increased over the course of the run, reached 5 x 102 protons per
fill.

The beamline is shown in Figure 4.1. The protons are transported to a pion production target, which

Proton
extraction

Muon
spectrometer

Inflector

Storage

Pion
spectrometer

Figure 4.1: Diagram of the primary and secondary beamlines leading from the AGS to the experiment.
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is a set of rotating water-cooled nickel cylinders. The secondary beamline consists of two spectrometers
separated by a long straight channel. The first spectrometer selects positively-charged pions at 1.7 percent
above the “magic momentum” of 3.09 GeV/c. The pions then enter a 72 m straight channel where approxi-
mately half decay by " — u*v,. Because all neutrinos are left-handed, conservation of angular momentum
implies that the resulting muons are highly polarized. The kinematics of the decay lead to muons whose
energy is less than that of the parent pion. The last stage of the beamline is a second spectrometer that se-
lects particles at the magic momentum, so most of the residual pions are removed at this point. A Cerenkov
counter was filled with isobutane at a range of pressures to measure the concentration of various particle
species at the end of the beamline. At this point, the beam is approximately 30 percent muons, 30 percent
pions, 30 percent positrons, and 10 percent protons [70]. The proton fraction is an estimate rather than a
measurement, since the counter was not able to reach the pressure that would be required.

Extraneous particles from the other bunches circulating in the AGS are prevented from reaching the
storage ring during the measuring period after the main beam pulse by a sweeper magnet placed in the pion
decay channel. It is turned off at the nominal injection time, then immediately ramped up to a field of 50 mT
over the following 15 ps. It decays with an RC time constant of 700 ps. The peak field is sufficient to give a
5 mrad angular deflection, which reduces the transmission of the beamline by a factor of approximately 10.
The sweeper magnet was not installed until midway through the run; approximately 20 percent of the data
set was collected before it had been commissioned.

4.2 Storage ring

The muon storage ring [71] is a C-shaped magnet with a dipole field of 1.45 T and a radius of 7.11 m.
It has a steel yoke that is excited by niobium-titanium superconducting coils that are cooled to 4.2 K and
operated at a current of 5200 A. A cross section view of the magnet appears in Figure 4.2. The uniformity
of the magnetic field is at the level of 1 ppm over the muon storage region after averaging over the azimuthal
coordinate. The yoke steel is of conventional quality, but the pole pieces are vacuum-cast from extremely
pure iron, with a carbon content of less than 0.004 percent. The magnet poles are partially decoupled from
the yoke by a 1.5 cm air gap, in which wedge-shaped iron shims are placed. These shims were positioned
and the thickness of the edges of the poles was adjusted in order to minimize higher multipoles of the field.
The final handle was provided by currents on a printed circuit board attached to the surface of the poles.
Also, the use of ferromagnetic material in equipment located near the storage region was systematically
avoided.

The beam circulates within an aluminum vacuum chamber that is placed in the gap between the magnet
poles. The vacuum chamber is scalloped so that the decay positrons encounter a minimal thickness of
material along their path to the detectors. Consequently, the decay positrons lose less energy than they
would with a conventional design like the one used in the CERN Il experiment. More importantly, the
amount of energy lost is much less correlated to the decay angle, so the effective energy resolution of the
system is improved. The vacuum was maintained in the range of 10~ torr by a set of turbomolecular,
ion, and cryogenic pumps. This level of vacuum was necessary to avoid spontaneous discharges of the
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Figure 4.2: Cross section of the storage ring magnet, indicating the positions of the coils and the various
shimming mechanisms. The size of the edge shims is greatly exaggerated.

high-voltage devices that are installed inside the vacuum chamber.

The beam is injected into the storage region through an inflector magnet [72]. The inflector is 1.7 m in
length, and it is placed inside a hole in the yoke, where it cancels out the field of the main magnet so that
the beam can enter the ring without being deflected. The inflector’s superconducting coils are arranged in a
truncated double cos © geometry [73], which efficiently traps most of its fringe field. The remainder of the
flux is contained by a continuous sheet of type Il superconductor. This shield is cycled above and below its
critical temperature after the main magnet has been energized but before the inflector coils are ramped up,
“pinning” the field lines on its exterior. The construction of the inflector presented a significant technical
challenge that required compromises. First, the magnet coils are closed on both ends, so the beam must pass
through this material, causing significant losses. Second, it was not possible to make the inflector aperture
large enough to fill the accepted phase space of the storage ring. The position of the inflector is shown in
Figure 4.3, along with the locations of the other devices described in this section.

The injection point at the end of the inflector is at a radius 76 mm larger than the central orbit. A
magnetic kicker [74] is fired as the beam is injected in order to place it onto a stored orbit; otherwise, it
would simply make one turn and collide with the inflector. The kicker consists of three 1.76 m long current
loops, each independently driven with a 4200 A pulse of 400 ns full width. The cyclotron period of the
ring is 149.2 ns, so the required 10 mrad Kick is delivered over a number of turns. Each of the electrical
modulators is effectively an RLC circuit, charging a capacitor to a potential of 95 kV and discharging it at
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Figure 4.3: Overhead view of the equipment in the storage ring. The numbers 1 through 24 indicate the
positions of the detector stations. Q1-Q4 are the electric quadrupole electrodes and K1-K3 the muon Kkicker
plates. C is a collimator, and %C is a half-collimator.
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Figure 4.4: Placement of (a) the electric quadrupole plates, and (b) the kicker magnet plates, in the vacuum
chamber.

the proper moment through the kicker plates. The high voltage is switched by deuterium thyratron tubes.
The placement of the kicker plates within the vacuum chamber is shown in Figure 4.4(b).

Circular collimators are suspended inside the vacuum chamber at eight points around the ring, defining
the storage aperture to have a diameter of 9 cm. The collimators are made of copper and are only 3 mm thick;
this thickness is a small fraction of a radiation length. Consequently, the primary effect of the collimators
is through multiple scattering. When a muon strikes a collimator, it receives a random kick and is typically
lost from the ring several turns later. To minimize interference with the beam on its first turn, while it is still
offset from the ideal central orbit, either the inner or outer half of many of the collimators has been removed.
There are three full collimators, four outer half-collimators, and one inner half-collimator [75, 76].

In a perfect magnetic dipole field all orbits are circular, so there is no need for an additional confining
field in the radial dimension. A particle arrives back at its initial radial position after a turn regardless
of its initial conditions, provided only that they are not so extreme as to send it into an obstruction along
the way. However, a muon with a nonzero initial vertical angle will continue to spiral vertically without
bound. Consequently, a vertically focusing electric quadrupole field is created [77] by applying a potential
of £ 24 kV to electrodes secured inside the vacuum chamber as illustrated in Figure 4.4(a). The quadrupole
electrodes cover 43 percent of the circumference of the storage ring. The applied charge configuration is
clearly defocusing in the radial dimension; the resulting beam dynamics will be discussed in Chapter 5. The
voltage on the electrodes is pulsed; they are only charged for a period of about 1 ms beginning just before
the beam is injected. This periodic discharge releases trapped low-energy electrons that circle in tight orbits
in the electric and magnetic fields, ionizing the residual gas in the vacuum chamber and eventually causing
a spark.
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Figure 4.5: Mechanical drawing of a detector station, including the calorimeter block, light guides, photo-
multiplier tubes, and mechanical support structure. (Reproduced from [78].)

4.3 Positron detectors

The laboratory energy of the decay positrons is measured using lead/scintillating fiber calorimeters [78]. An
electromagnetic shower is created as the positrons pass through the dense lead plates. Plastic scintillating
fibers, glued in a honeycomb pattern in grooves that were cut in the plates, produce light as charged particles
pass through them. The light is captured by four acrylic light guides and transmitted to four photomultiplier
tubes positioned below the plane of the storage ring. In response to the incident light, the photomultipliers
produce an electrical signal. The photomultipliers are shielded from the magnet’s fringe field by several
layers of steel and p-metal. A detector station is shown in Figure 4.5. There are twenty-four of these stations
spaced at equal intervals around the inside of the storage ring.

When the beam is injected into the storage ring, there is a prompt flash of light in the detectors. This
burst of activity arises from particles that scatter from the inflector or the magnet steel, pions that decay
shortly after entering the storage ring, and positrons that lose energy through synchrotron radiation and
spiral into a detector. To protect the photomultipliers from being damaged by the flash, they are gated off for
several microseconds after injection by reversing the voltages applied to two of the dynode stages. A few
detectors positioned near the inflector have to be gated off for as long as 45 us because of delayed effects
of the injection losses, which liberate neutrons from nuclei in the magnet steel. These neutrons diffuse,
thermalize, and are captured, producing a large number of low-energy photons in the region around the
detectors.

The final calorimeter design was characterized in June 1998 in a test beam area at the AGS. At this
time, the accelerator was operated in its resonant extraction mode; the beam consisted of a slow stream of
particles over two seconds rather than a sequence of tight bunches. The beamline selected a narrow range of
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Figure 4.6: Photograph showing the storage ring from overhead. As a reference point, station 16 is located
immediately under the stairs. (Photograph by K. Jungmann.)

momenta with width Ap/p ~ 3 percent. An air Cerenkov counter was used to tag electrons, separating them
from the pions that were also in the beam. The charge output was measured as a function of beam energy;
it deviated from a linear form by less than 1 percent up to 3 GeV, falling short by 2.5 percent at 4 GeV. The
detector energy resolution was also measured, yielding approximately 8.0%/+/E [GeV].

Eleven of the stations are equipped with front scintillating detectors (FSDs). These devices consist of
five 2.8 cm x 23 cm strips of scintillator with a thickness of g in. The strips are arrayed in a radial orientation
over the front of the calorimeter block, providing information about the vertical position of entering particles.
Each strip is coupled through an acrylic light guide to a photomultiplier.

Similarly, position sensitive detectors (PSDs) are mounted on five of the stations [79]. Like the FSDs,
these devices are arrays of scintillator tiles, but with much finer segmentation. Each PSD tile is 7 mm
wide and 8 mm thick; they are arranged into two planes. The first layer measures in the horizontal di-
mension with 33 tiles, and the second layer measures in the vertical with 20 tiles. Each tile is coupled
through a wavelength-shifting optical fiber to a part of a multi-channel photomultiplier or hybrid photodi-
ode. Consequently, this large set of channels can be read out by a single device. Unfortunately, difficulties
in understanding efficiencies and noise problems limited the PSDs to a diagnostic role.
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Figure 4.7: Photograph showing a portion of the inside of the storage ring including detector stations 10
through 14. The device located between stations 11 and 12 is a cryogenic vacuum pump; the protrusion
between stations 13 and 14 is a fiber beam monitor. The black boxes on top of each detector are the final
splitters for the laser fibers. The aluminum boxes mounted on the sides of stations 13 and 14 contain the
PSD preamplifiers and discriminators. The cabling on top of the white thermal insulation connects to the
fixed fixed NMR probes. (Photograph by G. Onderwater.)
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Figure 4.8: Typical measured calorimeter energy distribution with an endpoint fit superimposed.

4.4 Calorimeter calibration

The initial calibration of the photomultiplier gains was performed as a part of the June 1998 test beam pro-
gram [80]. Each calorimeter was positioned end-on so that the beam struck the center of a single quadrant.
The gains were iteratively adjusted to give the same average pulse area in each photomultiplier tube. The
responses of the top and bottom halves in the usual side-on position were then verified.

A blue light-emitting diode (LED) is located near the joint between the calorimeter block and the light-
guides so that it shines into all four of them. The fraction of light that goes to each quadrant is determined
entirely by its physical position and orientation, which are stable on long time scales. This LED was used
to check the calibration after transporting the detectors from the test beam area to their data-taking positions
inside the storage ring. It was then used to correct the photomultiplier gains for the effect of the fringe field
of the storage ring magnet. Most stations did not require any significant adjustment, but a few required gain
changes of up to 15 percent.

Very precise calibration information can be determined in situ from the positron energy spectra. A
typical spectrum is shown in Figure 4.8. The indicated portion of the falling edge of this spectrum, in which
the number of counts declines from 80 percent to 20 percent of its peak value, can be fit by a straight line.
This line is then extrapolated to find the endpoint, the point at which the line intercepts the horizontal axis.
This point corresponds to approximately 3.1 GeV. In the August 1998 run, the endpoint spectra for the top
and bottom halves of the calorimeters were determined; the RMS of the distribution of detector gains was
2.7 percent. Consequently, the use of the LED to maintain the calibration was effective at this level.

The final calibration was performed at the beginning of the 2000 running period using the energy spec-
trum method. Data were collected for each of the four photomultipliers on each station separately; the high
voltage supply to the others was turned off. The resulting endpoints for all of the front tubes (those closest
to the vacuum chamber scallop) were averaged, and this average was defined to be the ideal endpoint. The
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gains of all of the front tubes were then iteratively adjusted to match the ideal value. The same procedure
was used to calibrate the back tubes to their own ideal value.

It is necessary to establish that the detector gain calibration remains constant as a function of time after
injection. The stored muon intensity and the neutron background both change from early to late times, and
the photomultiplier gating circuit introduces a clear potential source of gain shifts. A simple estimate shows
that an uncorrected gain change of 0.2 percent shifts the fitted value of w, by approximately 0.1 ppm; the
exact value depends on the details of the functional form of the gain change and the background terms in the
form used to fit the time spectrum. A pulsed ultraviolet nitrogen laser is located outside the experimental
area. The light from this laser is split in several stages into many optical fibers. Two of these fibers lead
to reference photodiodes in quiet locations. The others are routed to the calorimeters and FSDs. A fiber
is coupled to each segment, where the ultraviolet light excites the scintillator much as a charged particle
would. For about twenty minutes out of each eight hour shift during the data collection period, the laser
was fired every other fill in parallel with the beam data. Firings alternated among four points in time with
respect to beam injection. These points were changed for each laser run, providing a map of any possible
gain changes. At the same time, any rate-dependent shifts in the determination of the pulse time were also
measured. No overall trends were seen in the gain change data; from early to late times, the observed gain
changes in each detector were generally a few tenths of a percent, without a preferred sign. Unfortunately,
the scatter in the data points is much greater than is allowed by statistics, and the responsible mechanism has
not been identified. Consequently, the gain stability must be established using the ordinary positron energy
spectrum rather than the laser data. On the other hand, timing shifts were clearly limited to less than 4 ps
from early to late times, with none of the difficulties that affected the gain analysis [81]. This level of timing
shift corresponds to a 0.02 ppm systematic uncertainty in ;.

4.5 Magnetic field probes

The magnetic field is measured using pulsed nuclear magnetic resonance (NMR) [82]. This technique
effectively measures the spin precession frequency w,, of protons at rest in the field; this frequency is related
to the magnetic field by

Wp = HpB. 4.2)

In the ground state, the protons are polarized parallel to the applied field. An excitation pulse at a reference
frequency near wy, is applied to the sample, rotating its polarization by about 90 degrees. The oscillations of
the magnetization are then measured as it relaxes back to the ground state.

The details of this apparatus will be described in Chapter 9 in parallel with the analysis of the data that
it generated. In brief, the heart of the system is a trolley containing 17 NMR probes that is driven around the
interior of the vacuum chamber every few days during the data collection run. The geometry of these probes
permits the determination of the multipoles of the field in the muon storage region up to the decupole. They
are calibrated at the beginning and end of the data collection period against an absolute standard probe [83].
Between trolley runs, the field is continuously tracked by 360 fixed NMR probes that are scattered around
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the storage ring. They reside outside the storage region, between the pole tips and the vacuum chambers.

A subset of the fixed probes provides input to a real-time feedback system that controls the magnet
power supply. This system maintains a constant average dipole field at the level of 1 ppm as a function of
time, correcting for slow drifts that might be caused by temperature or line voltage changes. For a period of
a few days during the data collection period, this feedback system failed, and excursions of up to 50 ppm in
the average field were observed.

4.6 Beam monitoring detectors

There are a number of diagnostic detectors placed along the beamline. Calibrated ionization chambers are
used to measure the beam intensity at various points, and segmented wire chambers give its horizontal and
vertical profiles. Information from these detectors was used to iteratively tune beamline magnet settings to
optimize the transmission. The final detector encountered by the muon beam before it enters the storage
ring is known as the ty counter. This device, positioned just outside the hole in the magnet yoke, is simply
a scintillator paddle coupled to a low-gain photomultiplier. Its output is used to determine the start time of
each fill; all decay times are defined to be relative to it.

A set of four straw tube wire chambers positioned in front of detector station 20 allows a subset of the
decay positrons to be traced back into the storage region [84]. Each chamber has three layers of straws
that measure in the horizontal dimension followed by three layers that measure vertically. The decay vertex
cannot be identified for any individual event, so tracking proceeds to the point of maximum radius. The
resulting distribution can be related statistically to the true muon distribution.

Scintillating fiber beam monitors can be plunged into the storage region to measure the muon distribution
directly at early times after injection. The fibers are 0.5 mm thin; there are seven of them oriented vertically
and seven horizontally, spaced at intervals of 1.3 cm. These measurements cause the beam to be scattered
and lost quickly, so they are only available for occasional special studies. The monitors are located at two
strategic positions in the storage ring, at 180 and 270 degrees from the injection point.

4.7 Electronics and data acquisition system

The output signals from all of the photomultipliers for the calorimeters and FSDs are transmitted through
RG-213 coaxial cable from the detector to the counting room. The cables are approximately 50 m in length;
they were cut to fit, so the length varies from one station to another. The analog signals from the PSDs are
very small; to avoid noise pickup, they are discriminated with electronics located adjacent to the station, and
digital signals are transmitted to the control room.

Two types of electronics are used to digitize and store nearly all of the experimental data: waveform
digitizers (WFDs) and multihit time-to-digital converters (MTDCs). Both of these devices were constructed
or modified for the experiment by the Boston University Electronics Design Facility. They are VME mod-
ules, so their data can be transferred over a backplane using a standardized protocol [85]. A small amount of

36



[N
N
o

=
o
o

o]
o

[}
o

Pulse height (ADC counts)

40

20

0 20 40 60 80 100
Time (ns)

Figure 4.9: Digitized signal from a calorimeter for a typical 1.8 GeV positron.

data, mostly related to an alternative readout system for the laser calibration data, is recorded using CAMAC
ADCs and TDCs.

Each WFD module [86] contains four independent flash analog-to-digital converters (ADCs) that sample
the input signal every 5 ns. However, most are operated in a bridged mode in which the same input signal is
recorded by two channels on opposite phases of the 200 MHz clock, leading to an effective sampling period
of 2.5 ns. The bridging card performs a sum of the signals from its five analog inputs and distributes it to the
flash ADCs; it also contains a discriminator circuit with a programmable threshold for each input and for
the sum. The samples are written to an onboard memory; 64 kB of memory is provided for each channel.
Half of this memory is used to store ADC samples; the other half holds the associated times and the input
discriminator status. A zero-suppression feature selects regions of time around pulses that trigger the sum
discriminator; samples outside these regions are not recorded.

The WFDs are the primary recording instrument for the calorimeters. Four of the inputs on the bridging
card are used for the analog signals from each of the quadrants of a single calorimeter. The fifth input is
used for a triangle-wave marker pulse that is triggered just before each fill to permit the data from the two
bridged channels to be aligned. A typical digitized calorimeter pulse appears in Figure 4.9. WFDs are
used in a similar fashion to store signals from other sources as well, including the to counter, the reference
photodiodes in the laser calibration system, and the muon kicker waveform. They are used in non-bridged
mode to digitize the electric quadrupole waveforms and also the signals from the fiber beam monitors when
they are inserted.

Each MTDC [87] has 24 independent digital inputs. In response to a logic pulse, it records the time
in 1.25 ns units together with the channel number. The boundaries of the time bins are potentially rate-
dependent, so some channels are connected to external derandomizer circuits that place the input pulse in
the center of a 5 ns bin in a stable way. The MTDC is the primary digitization mechanism for the FSDs and
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the traceback chambers. The calorimeter signals are also connected to MTDCs, but these data have been
almost completely unused.

The WFDs and MTDCs are divided among six enclosures (“crates”), each of which also contains a
single-board computer and a VME-to-VME interconnection module. Approximately 60 pus before every fill,
all of the electronics is armed by a start signal derived from the AGS control system. A timer generates
a stop signal 1200 ps later, disarming the electronics. At this point, the data from each of the WFDs and
MTDC:s is copied to the computer in the same crate. Between accelerator cycles, the data for the 12 fills is
transferred over the VME-to-VME interconnect from each crate to an event builder computer, which writes
it to Digital Linear Tape (DLT) media. A fraction of the accelerator cycles, typically 10 percent, is also sent
to a computer workstation for immediate online analysis. This data acquisition system, which is described
more fully in [88], uses software that is based on UNIDAQ [89].

The output from the NMR probes in the magnetic field measurement system is recorded with a com-
pletely independent data acquisition system. Both systems record a timestamp from a common 100 Hz timer
that permits the data to be correlated later. All of the electronics used in both systems is locked in phase to
the same reference clock, which is derived from a Stanford Research Systems FS700 LORAN-C receiver.
Its specifications claim long-term stability at the level of 10~12 and short-term stability of 10~1°. Even
better, the clock synchronization between the two parts of the measurement means that any drift outside of
these specifications would cancel out in the ratio w%.
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Chapter 5

Beam dynamics

During the measuring period, the phase space distributions of the stored muon beam are not static in either
the longitudinal or the transverse dimension. This chapter explores some aspects of their dynamics. It does
not attempt to provide a complete course in accelerator physics; only those aspects of the subject that may
affect the measurement of w, are considered.

5.1 Cyclotron motion

In the absence of any focusing forces, muons circle the storage ring at a radius that is determined by their
momentum:

P
=—. 5.1
r=2 (5.1)
The cyclotron period is then
2ir 21y
Te = 3 =y B - (5.2)

The last step follows from the relativistic definition g = ymﬁ Somewhat surprisingly, higher-momentum
particles take longer to complete an orbit than lower-momentum particles. This effect is relativistic; all
particles move at essentially the same speed c, so the primary effect of additional momentum is an increased
radius of curvature. At the magic momentum and for the magnetic field used in the experiment, T, =
149.2 ns.

The beam is injected in a bunch whose RMS width is of order 25 ns, so it initially occupies only a
small portion of the available longitudinal space. Because the beam contains a range of momenta Ap/p ~
0.6%, the bunch spreads out over time, eventually filling the storage ring in azimuth. This debunching
occurs with a characteristic time constant of approximately 30 us. The effect of the bunched beam on
the observed positron spectrum is shown in Figure 5.1. At early times after injection, there is clearly a
large modulation. This so-called “fast rotation” adds a small inconvenience to the determination of w,
but it permits the radial distribution to be measured from the data. The magnetic field varies over the
storage volume, so measurement of this distribution is essential to a precise determination of the average
magnetic field experienced by a muon. Two methods have been employed to extract this distribution. One
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Figure 5.1: Count rate as a function of time soon after injection in detector 24, illustrating the bunched
nature of the injected beam. The fast rotation structure is visible together with an envelope determined by
the slower modulation from the (g — 2) precession.
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Figure 5.2: Radial muon distribution determined from fast rotation analysis using the Fourier transform
method. The centroid of the distribution is at 711.46 m. The lines indicate the edges of the storage region
defined by the collimators. (Reproduced from [90].)
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approach uses a variant of the Fourier transform [91] that compensates properly for the missing data while
the detectors are gated off. The other method performs a X2 minimization between the measured time
spectrum and the prediction of an assumed momentum distribution. The two techniques agreed on the radial
profile shown in Figure 5.2 whose mean value is 711.46 m, slightly different from the central radius of
711.2 cm that corresponds to the magic momentum.

5.2 Betatron oscillations

The electric quadrupole field leads to harmonic oscillations known as betatron motion about the momentum-
dependent central radius. To analyze this motion, a conventional accelerator coordinate system will be used.
For each muon, x = r — Ry is the radial distance and y the vertical distance away from the fixed central orbit
defined by the center of the collimators and quadrupole electrodes; the longitudinal path length is s.

The strength of the electric quadrupole field is characterized by kK = % The leading-order electric and

magnetic fields are given by*

= By (5.3)
= K(XX—Vyy). (5.4)

m oo

The net force on the muon, including centrifugal and Lorentz forces, is then

R = —efBg +ekx (5.5)
F, = —eky. (5.6)

Bp
r

For small oscillation amplitudes, the centrifugal force term may be approximated by a linear form;

Bp _ B(Po+3p) _PBPo X\ , Bdp
rr Rp+x - Ro 1 Ro + Ro S
The equations of motion may be simplified by introducing a quantity n called the field index, defined by
KRp
n=_——, 5.8
BB (5.8)
yielding
Feo= ymi= —aB(L - B (59)
0
R = ymj=—-ulny. (5.10)

IThis derivation loosely follows [92].
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Figure 5.3: Radial and vertical 3-functions for the storage ring. (Reproduced from [92].)

The solutions to these equations represent the betatron oscillations of single particles in the beam:

X = Xe+Axcos(wyt+ @) (5.11)
y = Aycos(wyt+@q). (5.12)

Each particle has its own betatron amplitude and phase; they are determined by the position and angle at
which it was injected. The oscillation frequencies

Wy WVy = WcvV1—n (5.13)
W = Wvy=yM (5.14)

are well-defined provided that 0 < n < 1. In this range, the combined effect of the magnetic dipole and
electric quadrupole fields is to focus the beam in both dimensions. The quantities vy and vy are called the
radial and vertical tune. They represent the number of betatron wavelengths per turn. For the quadrupole
voltages that are employed in the experiment, n = 0.137, so vy = 0.929 and vy = 0.370. The corresponding
frequencies are w,/211= 6.2 MHz and wy,/211= 2.5 MHz.

The previous derivation assumes that the n value is constant as a function of s. The quadrupole electrodes
only cover 43 percent of the azimuthal space, so this is clearly only an approximation. The primary effect of
the real lattice structure is to multiply the solution by a B-function [77]; a phase advance term also appears:

X(S) = Xe+Axy/Bx(S)cos [VXRiOJr(g((s)} (5.15)
y(s) = Ayy/By(s)cos [vyRioJr(py(s)] . (5.16)
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Figure 5.4: Resonance lines in the tune plane. Each of the straight black lines indicates a relation between
vy and vy that places individual particles on closed orbits so that they continually experience the same field
perturbations. The red curve expresses the constraint v2 +v§ = 1 that defines the values that can be reached
by a weak-focusing system. The chosen operating point is n = 0.137. (Reproduced from [77].)

Because of the four-fold symmetry structure of the quadrupole electrode placement, the B-functions are
approximately constant, as shown in Figure 5.3. Consequently, the smoothed approximation is a good one,
and the solutions in Equations 5.11 and 5.12 constitute a useful description of the betatron motion of the
beam.

5.3 Resonances, muon losses, and scraping

Losses of muons from the storage ring complicate the measurement of w, in two ways. If the fractional loss
rate is not constant, then the exponential decay is distorted. Consequently, it is more difficult to obtain an
acceptable fit to the recorded spectrum. If the mechanism that causes losses is correlated in any way with
the muon spin direction, then an early-to-late phase change causes a systematic shift in .

Muon losses are driven by imperfections in the magnetic and electric fields. Although the magnetic
field is extremely uniform in the radial and vertical dimensions, it varies in azimuth by several hundred
ppm. Losses are enhanced by resonances, which occur when betatron orbits are nearly closed. Near a
resonance, a single particle passes through the same region of space many times, experiencing the same
field perturbations each time. The condition that defines a resonance is

vy +mvy = jN (5.17)
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where |, m, and n are nearly integers and N is the level of symmetry associated with the perturbation of
interest. For example, the pattern of regions containing and excluding quadrupole electrodes repeats four
times around the ring, so N = 4 for field perturbations inherent in the design of the quadrupoles. However,
N = 1 for any perturbations that are located at a single position in azimuth. The order of a resonance is
defined to be || +|m|. The lowest-order resonance lines in the (vx,Vvy) plane are shown in Figure 5.4. By
definition,

ViV =1, (5.18)

so this curve is superimposed on the resonance lines. Clearly, the chosen value of n = 0.137 lies far any of
these resonances.

In order to minimize losses at late times, the beam is scraped against the collimators by charging the
quadrupole electrodes asymmetrically at very early times after injection. The particles nearest to the edge
of the accepted phase space distribution are removed before the measuring period begins so that they are not
lost later. While the top plates are charged to the full 24 kV, the bottom plates operate at only 17 kV during
this period. In the radial dimension, the beam is shifted by placing -17 kV on the Q2 inner and Q4 outer
plates (indicated in Figure 4.3) while all others are at the usual -24 kV. The scraping period lasts for 16 ys;
the voltages then relax to a symmetric distribution with a time constant of 5 ps.

5.4 Coherent betatron oscillations

The betatron oscillations described in Section 5.2 refer to the motion of a single particle. There are also col-
lective modes, known as coherent betatron oscillations, in which the centroid of the distribution of particles
at a given azimuthal position oscillates radially and vertically at frequencies

weo = W—wy=(1—vVI—n)w (5.19)
Wego = W —wy=(1-vn)u. (5.20)

Numerically, uxgo/211= 470 kHz and wycgo/21t= 4.3 MHz. Meanwhile, the anomalous precession fre-
quency is w,/21= 229.1 kHz. The proximity of wxgo t0 2w, leads to a potentially dangerous observational
resonance. Indeed, it will be shown in Section 8.1 that the largest systematic uncertainty in the measurement
of w, results from this condition.

The origin of the coherent effects may be seen in Figure 5.4, which shows the motion of an ellipse
representing a distribution of particles with a single momentum value in (x,x’) phase space. In a radial
betatron period, each particle follows a circular trajectory centered at (xe,0) and ends up where it began.
The cyclotron period is slightly shorter than the radial betatron period, so the particle makes only a partial
phase-space orbit in the time required to go around the ring; after a second turn, it lags behind even more,
and so on. These snapshots of the phase space distribution at intervals of a cyclotron period correspond to
the view from a single azimuthal position in the ring. This relation is clearest in the context of a tightly
bunched beam where the distribution can only be observed once per turn as the bunch passes. Consequently,
as sampled at a single azimuthal position, the distribution appears to be rotating backwards at the difference
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The radial betatron motion of (a) a single particle, and (b) a distribution of particles, illustrating why the
CBO appears at the beat frequency w; — wx. Each turn around the ring, the phase space distribution makes
a partial cycle, so it appears to rotate backwards at the distance frequency. The centroid and width of the
projections of the distribution onto the x and x’ axes clearly move with each turn as well.

frequency w; — wy = po. The argument continues to apply after the beam has debunched; each azimuthal
slice can be considered separately.

The centroid of the radial profile associated with each snapshot of the distribution oscillates at wcgo
because the phase space is filled somewhat asymmetrically. If viewed at a different azimuthal position, the
same motion of the centroid would be observed but with a different phase; the CBO phase varies continu-
ously through the entire range of 2mtaround the ring. A useful intuitive picture of this “swimming” mode
is that of a “hula hoop” being shaken around the storage region. The amplitude of this oscillation is a few
millimeters. There is also a small modulation of the width of the beam. The frequency associated with this
“breathing” mode is twice that associated with the centroid motion because a reflection across the central
orbit x = X, does not affect the width.

The acceptance of the calorimeters is a function of decay vertex radius as well as azimuth and energy.
Consequently, the modulation of the average radius leads to a modulation of the counting rate at the level of
a few percent. When particles come from a larger radius, they arrive at the inner edge of the storage region
having curved around more in the field, so their angle with respect to the central orbit is greater. There are
two competing mechanisms [93] that translate this angular shift into a change in acceptance:

e Geometry mechanism: particles that come from a larger radius are more likely to miss the detector.
Their momentum is directed less in the azimuthal direction (towards the detector) and more inward
along the radial direction. The acceptance is therefore greatest for smaller radial decay positions.

e Obstacle mechanism: particles that come from a larger radius arrive at obstructions such as the
guadrupole electrodes and kicker plates with more of a perpendicular momentum component and
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Figure 5.5: Trajectories followed by several decay positrons: (a) an accepted low-energy positron; (b) a
low-energy positron that is not accepted; (c) a high-energy positron, nearly all of which are accepted.

pass through them more quickly. Consequently, they lose less energy, and the probability of an elec-
tromagnetic shower initiated outside the detector is smaller. This model predicts that the acceptance
should be maximized for larger radial decay positions.

The schematic trajectories of decay positrons of various energies are shown in Figure 5.5. Lower-energy
positrons follow a short path with a large curvature from the decay vertex, and they often exit the vacuum
chamber between detectors and are missed. Higher-energy positrons, on the other hand, drift for several
meters along a long arc before reaching a detector, so their geometric acceptance is essentially 100 percent.
For low-energy positrons, the geometry mechanism is very important in determining the radial dependence
of the acceptance. It is irrelevant for higher-energy positrons, because their geometric acceptance is com-
plete, regardless of radius. Meanwhile, lower-energy positrons pass through obstacles like the Kicker plates
at an angle near the perpendicular in any event; small changes in the angle do not have a large effect on
the amount of material encountered. Higher-energy positrons pass through at an oblique angle where such
changes are important. Therefore, the obstacle mechanism describes the radial acceptance function for the
higher-energy positrons and the geometry mechanism accounts for the lower-energy positrons.

Graphs of the observed CBO amplitude and phase versus detected positron energy in Figure 5.6 demon-
strate the transition between these two regimes. They show the result of fits to the experimental positron
arrival time spectrum for detector stations 1 and 9. In each case, the CBO phase shifts at a characteristic
energy, indicating a transition from the dominance of the geometry mechanism to the obstacle mechanism.
Station 1 is a typical detector; for it, the transition takes place at approximately 2.2 GeV. Station 9 is located
just downstream of the kicker plates. Because the kicker plates are the thickest obstruction in the ring, they
change the balance between the two mechanisms and move the phase transition down to lower energies.

The spin precession phase is also modulated directly at the CBO frequency. This phase modulation is
quite important; the (g — 2) phase is strongly correlated with w, in a fit, so this effect couples 2w, to wepo.
The mean drift time from the decay point to the calorimeter increases with radius. Consequently, the CBO
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Figure 5.6: Energy dependence of (a) the amplitude and (b) the phase of the coherent betatron motion,
illustrating the transition from one radial acceptance regime to the other. Station 1 is a typical detector,
while station 9 is located just downstream of the kicker plates.

oscillation of the mean radius leads directly to a drift time oscillation. However, this effect is estimated to
account for only approximately 20 percent of the observed phase modulation. A more significant issue is
the CBO modulation of the x’ distribution. The average radial angle oscillates with an amplitude of up to
a milliradian. This oscillation effectively represents a net torque on the ensemble of muons. The torque
rotates the spin, and thus the phase, just as it rotates the momentum.

5.5 Pitch and electric field corrections

Equation 1.18 allows the determination of a, from w, in terms of the magnetic field. However, in the
derivation of this equation, a term proportional to [§~§ has been neglected. The magnetic field is generally
perpendicular to the momentum, so this approximation is justified. However, vertical betatron motion gives
each particle a component of momentum parallel to the vertical magnetic field. A small correction to the
measured frequency is required to account for this term. The correction was evaluated by Granger and
Ford [94] and by Farley [95]. In the relevant limit, in which wy is very different from w;, their result is

1
(Awa)pitch = 2 < qJ)Z/ >, (5.21)

where )y is the vertical pitch angle of the muon. The spectrum of pitch angles resulting from the ver-
tical betatron oscillations is determined using a tracking simulation program that has been calibrated to
measurements made with the fiber beam monitors and the fast rotation spectrum and checked against pre-
liminary results from the traceback chambers. It gives ,/< lp§ > = 0.79 mrad, so this correction to wj is
0.31 ppm [96, 97].
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Field and Fiorentini [98] also derive a formula for the pitch correction. In addition, they calculated the
analogous correction that arises from radial betatron motion. This “yaw correction” is negligible because
it does not depend on the dipole component of the magnetic field; at leading order, it is proportional to the
quadrupole moment, which is very small.

By choosing a “magic momentum,” the dependence of the (g — 2) frequency on the electric field is
removed, permitting a term proportional to Ex E to be dropped from Equation 1.18. However, the particles
in the beam actually have a range of momenta around this value, so another correction must be applied to
account for the effect of the electric field on these particles. This correction, which turns out to be 0.45 ppm,
is computed with the same tracking simulation program [96, 97]. It performs the integration

§(B) (1o )BT
$B-dl '

In summary, the combined pitch and electric field correction is 0.76 + 0.03 ppm.

(Bwa)e = (5.22)
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Chapter 6

Preparation of w, data

The signals from the calorimeters are recorded as digitized waveforms like the one shown in Figure 4.9.
This chapter describes the process used to translate these waveforms into the quantities of interest for physics
analysis, which are the decay positron energy and the time relative to beam injection. It begins by explaining
two features of the data, overlapping pulses and a time-varying baseline, that complicate the extraction of
these two parameters. It describes the pulse fitting algorithm in detail, and it gives the results of tests of the
algorithm with simulated overlapping pulses.

6.1 Overlapping pulses

When two pulses with energies E; and E; precisely overlap, they are indistinguishable from a single pulse
with an energy E; + E,. As they move apart, the pulse shape widens, though the integrated pulse area
remains constant. Two distinguishable peaks emerge once the pulses are separated by more than their
individual widths. Pulses at various separation times are illustrated in Figure 6.1.

The probability of observing two pulses that overlap within a fixed time resolution window At s to give
an apparent energy Eio: = E1 + E> is given by the convolution product [99]

Etot
Py(Erat,t) = / Py(E1,t)Py (Exat — Ex,t) dE; . 6.1)
0

In this expression, Py (E,t) is the probability of finding a single pulse with energy E within At of t:
PL(E,t) De VT [1— A(E) cos(wst + @a(E))] . (6.2)

Therefore, P2(Etot,t) O e~2/T: that is, the lifetime of overlapping pulses (“pileup”) is half that of the single-
particle pulses from which they are formed.

The observed spin precession phase depends on positron energy because higher-energy positrons follow
a longer path from the decay vertex to the detector and therefore arrive later than lower-energy positrons.
Pileup pulses carry the phase of the lower-energy positrons from which they are composed rather than
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Figure 6.1: Two simulated overlapping pulses of equal energy are shown at various time separations. The
analog pulse shape appears together with a simulated digitized waveform.
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Figure 6.2: lllustration of the time dependence of the pedestal.

the phase of the high-energy positron from which they appear to arise. The concentration of overlapping
pulses changes with the time relative to injection, so the average observed phase changes with time as well.
This effect leads directly to a systematic error in the fitted frequency w,. The goal of the pulse processing
algorithm is therefore to separate overlapping pulses cleanly when it is possible to do so. The behavior of
the algorithm in cases where separation is not possible needs to be understood so that a correction may be
applied at a later stage of the analysis.

6.2 Pedestal shifts

The baseline ADC value on which the decay positron signals are superimposed, known as the “pedestal,”
varies as a function of time after injection. The waveform recorded by a single calorimeter at early times
after injection in a typical fill is shown in Figure 6.2. The sharp spikes are decay positrons, while the pedestal
shift arises from the delayed flash from neutron interactions in the vicinity of the detectors. The pedestal as
a function of time after injection in a particular fill is described well by

p(t) = Po+Ap <1LHS> " (6.3)

The constant p, is set in the WFD hardware; it is deliberately nonzero so that pulses that cross through
ground can be recorded. The exponent n, is approximately 1.2. The overall scale A, varies from fill to
fill with the incident pion intensity; also, it is greatest in stations near the inflector. The pulse processing
algorithm must remove the effect of the time-varying pedestal, not allowing it to artificially increase the
energy that is assigned to pulses at early times.
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6.3 Pulse fitting procedure

The design of the pulse processing algorithm is predicated on the assumptions that
e all positron signals from a particular calorimeter have essentially the same shape, and
e this shape scales linearly with the energy of the pulse.

It iteratively adjusts the assumed time, energy, and pedestal for each pulse in a digitization interval (“island”)
to match the average pulse shape to the measured ADC samples. When several pulses are present in the same
island, their times and energies are varied simultaneously to achieve the optimal least-squares fit.

The procedure begins by locating distinct peaks within the interval to determine how many pulses to
include in the initial fit. It then minimizes

D= 5 [Si-P- Z Ajfit)))?, (6.4)
iesamples j€pulses

where S; are the measured samples and f;(t) is the average pulse shape. tj, Aj and P are the fit parameters,
representing the times and amplitudes of each pulse and the overall pedestal. The quality of the fit is
evaluated; if there are locations where the discrepancy between the model and the measured samples is too
great, it tries again with a new model that includes additional pulses. The detailed structure of this process
is shown in the pseudocode outline in Figure 6.3.

Within the collaboration, there are two programs, known as G2OFF and G2Too, that implement this
basic procedure. The analysis described in this thesis is based on G2Too [100], which is written in the
C++ programming language in the context of the ROOT framework [101]. G2OFF [102, 103] is written
in Fortran and relies on older CERN libraries. The two pulse fitting subprograms are conceptually similar;
however, they share absolutely no code, and they differ in a substantial number of relevant details. The
existence of both programs has proven to be mutually beneficial; by cross-checking their results, each has
uncovered defects in the other, permitting them to evolve together.

6.4 Average pulse shape

The time of a pulse is defined by its peak position, which varies from 0 to 5 ns with respect to the rising edge
of the 200 MHz clock that drives the WFD. The pulse shape has a different appearance depending on where
it falls with respect to this clock. Figure 6.4 shows “snapshots” of a pulse at different time offsets. Snapshots
like these are stored for the average pulse shape at 100 time offsets. Each snapshot holds 24 samples, starting
5 samples before the peak of the pulse and going through 18 samples after. The pulse shape snapshots from
different time offsets are interleaved to show the overall pulse shape, illustrated for station 1 in Figure 6.5.
The two curves in this figure correspond to the two independent phases of the WFD, which clearly see
a slightly different pulse shape. The pulse fitting procedure deals with these shapes consistently, always
associating each sample with the average pulse shape from the same phase.
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e Split up long digitization intervals.
e For each sub-interval:

— Make initial guesses for number of pulses and the times of each pulse.

— Repeat:
x Remove pulses whose parameters have drifted to unreasonable values.
+ Perform minimization to fit times, energies, and pedestal.
« |f there is a location where an additional pulse is needed, add it.

...until no new pulse was added (maximum of 50 iterations)
— Repeat:
+ Remove pulses according to strict criteria.
x |f pulses were removed, then perform minimization to fit times, energies, and pedestal.

...until no pulses were removed (maximum of 50 iterations)

Figure 6.3: Outline of the overall structure of the pulse processing algorithm in G2Too.

The pulses that are used to build the pulse library must be aligned in time and normalized to have unit
area. The area normalization is almost irrelevant, since the pulse shape is not a strong function of energy.
Consequently, a simple algorithm is used: the area is computed simply by adding together the 16 pedestal-
subtracted samples starting 4 samples before the peak of the pulse. The time alignment, on the other hand, is
particularly critical; if an incorrect procedure is used to determine the time, then the resulting average pulse
shape will be distorted.

The first step in estimating the time of each pulse is to compute its “pseudotime”

. 2, 1 Sine — Simm—1
T=(2.5ns) <|max + ﬁtan m) , (6.5)
where imax is the index of the maximum sample and S; is the value of the ith sample. The argument of the
inverse tangent measures the relationship between the three central samples; as the pulse moves later in time,
the later samples increase relative to the earlier ones. It should be noted that both the pedestal and the scale
of the pulse cancel out in this calculation. The true time of the pulse is in general a nonlinear function t(T)
of the pseudotime. However, for any reasonable pulse shape, t(T) is a monotonically increasing function.
The distribution of pseudotimes N(T) can be measured, and the distribution N(t) of true times is known to
be uniform. Modulo 5 ns, the function t(1) is then determined to be

t(t) = (5ns) (6.6)

[$)]
>
[

J N(t)dv
0
This function is shown for a typical detector in Figure 6.6. Building the average pulse shape library requires
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Figure 6.4: Five snapshots from the pulse shape library for station 1. Each snapshot shows how a pulse at
a given time offset At from the 200 MHz clock boundary is sampled (on average) by the WFD. The pulse
shape library for each detector contains 100 of these shapshots.
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Figure 6.5: Average pulse shapes for detector station 1. Phase 0 is shown in blue and phase 1 is shown in
red; alternatively, phase 0 is the shape with more pronounced oscillatory behavior.

two passes through the data. During the first pass, the distribution N(t) of pseudotimes is constructed. The
second pass actually builds the pulse library.

6.5 Breaking up long digitization intervals

The WFD employs a simple analog threshold to determine when to record data; it does not attempt to
compensate for pedestal shifts. During the periods of highest intensity, the signals from some stations
exceed this threshold for more than 100 s, leading to very long waveforms. It is impractical to fit all of the
pulses residing on these long continuous digitizations simultaneously: the number of fit parameters becomes
too large, and the pedestal is no longer approximated well by a constant over this time range. Consequently,
the interval must be split up.

It is only safe to break up an interval at points where the gap between adjacent pulses is large enough that
they can be treated independently. Otherwise, energy that is associated with one pulse will also be counted
with the next, causing a rate-dependent change in the effective gain of the pulse fitting process. The first
step in locating these safe points is to estimate the pedestal as a function of time within the interval; once
the pedestal is known, quiet periods can be located. The interval is initially broken into segments of up to
64 ADC samples, and the pedestal associated with each sub-interval is computed following the algorithm
given in Figure 6.7. This algorithm takes the pedestal to be the average of the lowest few samples in the
region, where “few” is defined by matching the RMS width of the chosen set of samples to the known
noise level in the WFD. Less than 1 percent of the area of a pulse follows the peak by more than 60 ns.
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Figure 6.6: Relationship between pseudotime T and true time t.

Consequently, the final break points are placed where the preceding 60 ns are consistent with the estimate
of the pedestal, again within the known noise level of the WFD.

6.6 Minimization procedure

In order to remove any possible dependence on the length of the digitization interval, only a subset of the
ADC samples is included in the fit to the model of Equation 6.4. A total of 15 samples are used for each
pulse that is included in the fit, ranging from seven samples before the assumed peak time through seven
samples after it. Samples that equal 0 or 255, which are the underflow and overflow values of the WFD,

e Compute a histogram of the sample values. That is, count the number of occurrences of each integer
between 0 and 255 in the samples in the interval.

e LetT step from 0 to 255. At each point;

— Compute the mean and the RMS of the subset of the histogram less than T.
— If the RMS is less than 0.25, set P to be the mean, and continue to the next point.
— If the RMS is greater than 0.25, define the pedestal to be the last value set as P, and stop.

Figure 6.7: Pseudocode describing the algorithm that makes an initial guess for the pedestal of a subset of
a digitization interval. This pedestal value is used only to locate points where the interval may be broken
safely into smaller constituents that will be treated independently.
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are eliminated; there is no way to know what voltage level they actually represent. When several pulses
are included in the fit, any of them may trigger the inclusion of a sample. The set of included samples is
chosen before the minimization process begins based on the initial estimate of the pulse times, and it is kept
constant during the fit.

The most obvious approach to the fitting problem treats tj, Aj and P as independent fit parameters and
allows a nonlinear minimization engine to vary them all. A refinement of the process recognizes that only the
times tj need to be included directly as fit parameters; the optimal Aj and P may be calculated analytically
from them. The partial derivatives of D in Equation 6.4 are

oD

— = =2 [Si—P— A;fi(tj)] and (6.7)

oP iesz%ples | jepzulses S

LA Y fil)si—P- Afi(t)] (6.8)

0A i csamples I jep%ses SR .
aD oD

The minimum occurs at the point where 35 = A = 0. This condition defines a system of linear equations
which may be written in matrix-vector form as AX = B where

P
Ao
X=1 A1 , (6.9)
Az
1 fi(to) fi(t1) fi(t2)
fi(to) fi(to)fi(to) fi(to)fi(te) fi(to)fi(t2)
A=Y fit)) fitt)fito) fittH)fitt)) fitt)fi) -~ |, and (6.10)
S| i) fi)fitk) fit)fit) i))
Si
Sifi(to)
B= Y Sifi(ta) |. (6.11)
i esamples S| fi (tz)

For the typical case where there is only one pulse present in the interval being fit, there is only a single
fit parameter: the time of that single pulse. For efficiency, a very simple one-dimensional minimizer is used
to optimize for the time in this special case. It assumes that its initial guess is near a parabolic minimum.
At each iteration, it computes D at three points (to — 0.2 ns, tp, and to + 0.2 ns), calculates the parameters
of the parabola that passes through these points, and determines the position of the minimum. Up to three
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iterations are allowed. It reports convergence when the time changes from one iteration to the next by less
than 0.02 ns, and it reports failure if it ever changes by more than 1 ns. If more than one pulse is included in
the fit, or if the simple minimizer fails, then MINUIT [104] is used instead. It has been verified that, for the
case of a single pulse, the simple minimizer and MINUIT yield the same result.

6.7 Including and excluding pulses

Initially, the pulse finder searches for local maxima that exceed a software threshold of 40 ADC counts
above the estimated pedestal. Their times are determined using the same pseudotime method that is used in
the computation of the average pulse shapes. Through the iterative process of adding and removing pulses
from the fitting function, significantly smaller pulses will eventually be found and included.

The decision to add a pulse to the fit is based on local fit quality following a minimization step. Each
group of three consecutive samples is examined. The criteria for adding a pulse are (all must be satisfied):

e The residual area must be at least 30 units (approximately 200 MeV).
e The average squared residual of the three samples must exceed 9.
e There must be no other pulse within 2.63 ns.

The initial guess for the time of a pulse that is added is based on the pseudotime computed from the residuals.

There are two sets of criteria for removing pulses that are applied at different stages in the fitting process.
At intermediate stages, only pulses that have physically unreasonable parameters are removed. If any of the
following properties is met, the pulse is removed:

e The area is less than 20 units (approximately 140 MeV).

e The time is more than 5 ns before the beginning of the interval being fit or more than 5 ns after the
end.

e The pulse is within 1.75 ns of another pulse.
In the final stage, stricter criteria are applied:
e The area must be greater than 40 units (approximately 275 MeV).
e The time must be within the interval being fit.
e There may not be another pulse within 3.5 ns.

The area and time separation thresholds may appear to be “magic” numbers. In fact, they were obtained
with a simple Monte Carlo simulation, which will be described in Section 6.9. The chosen thresholds arose
from an iterative application of this simulation. They were first set to very low values and then progressively
raised until no spurious pulses were reconstructed.
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6.8 Cancellation of very low-energy pulses

There are a large number of low-energy pulses below the software threshold of 275 MeV. Depending on
where these small pulses occur, whether close to a large pulse or far away from it, the effect they have on the
large pulse varies. When a small pulse is close to a large pulse, it will be absorbed in the large one, thereby
raising the energy of the large pulse and possibly shifting its time. If a small pulse is far away from the main
pulse, it will be absorbed in the pedestal, thereby raising the pedestal by some amount, which in turn lowers
the energy of the main pulse. The number of samples included in the fit determines the magnitude of the
effect on the pedestal.

In an ideal case, the energy contributed by small pulses exactly cancels out when averaged over many
fills. The proof of this result follows from two assumptions:

e Small pulses are equally likely to appear at any time separation from the large pulse. This is certainly
true for suitably small time separations.

e The pulse time does not vary in the fit. This is only an approximation because the pulse time is allowed
to float; however, the effect of a small pulse on the pulse time is quite small.

The expression in Equation 6.4 may be simplified for the typical case of a single pulse over the software
threshold:
D= 5 [Si—-P-Afit)? (6.12)

iesamples

Then the solution for the minimum is
(ZSI)(Z fi(t)) — Nsamples Esi fi(t)
| 1 |

0 v T

(6.13)

If a sample Sy is perturbed by an amount &Sy then the fitted area is perturbed by

> i (t) — Nsamples fi(t)

OA = 0S¢ (; fil(t))z N ;( 07 (6.14)

If the perturbation &S is the same for all samples, then ¥ dA¢ = 0.
k

In spite of this cancellation, the presence of small pulses causes a degraded energy resolution. Conse-
quently, the energy resolution changes from early to late times. A systematic uncertainty will be assigned
for this effect, which is known as “unseen pileup.”

6.9 Tests with simulated waveforms

The pulse fitting algorithm has been tested with a Monte Carlo simulation that samples the average pulse
shape to generate raw WFD events containing a set of pulses of known times and areas. It is used to
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superimpose two pulses from the pulse shape library, fit the resulting waveform, and compare the result
with the known input parameters. The essential idea is illustrated by the double pulses shown in Figure 6.1,
which were generated using this simulation.

Figure 6.8(a) shows the probability that the pulse fitter reconstructs two pulses as a function of the
separation in time between the two pulses, broken down into energy bins. All energies follow a similar
pattern; for separation times less than 3 ns, essentially no double pulses are reconstructed. For separation
times greater than 4 ns, two pulses are essentially always found. In the region between 3 and 4 ns, there is
a gradual transition between these two states. Because two pulses are not allowed to have a reconstructed
time separation of less than 3.5 ns, many double pulses found in this transition region have misreconstructed
times. The individual energies of the two pulses are similarly mistreated. It is found that the individual times
and energies can only be trusted for pulses with a separation of at least about 5 ns.

The energy-weighted average time and the sum of the energies are treated predictably by the algorithm,
even for pulses in the transition region. Figure 6.8(b) shows the ratio of the sum of the energies in all pulses
reconstructed by the fitter to the sum of the true energies of the two pulses created by the simulation. It
deviates from unity by as much as 15 percent in the transition region; averaged over all unresolvable pileup
events, the ratio is 0.94. This shift necessitates a correction at a later phase of the analysis. Meanwhile, the
difference between the energy-weighted average time of all pulses reconstructed by the fitter and the energy-
weighted true time of the two pulses deviates from 0 by a maximum of 150 ps in the transition region, which
is not enough to require a correction.

The “soft” deadtime of 3 ns to 5 ns implied by Figure 6.8(a) makes it difficult to quantitatively model
the expected pileup distribution. To simplify the situation, an artificial deadtime of at least 5 ns is applied.
When two pulses are found at a separation of less than this deadtime, they are combined into a single pulse.
The principle of this deadtime application is that the constructed pileup should look as much as possible
like the inseparable overlapping pulses. The energy of the combined pulse is therefore the sum of the
input energies, multiplied by an energy-dependent nonlinearity factor, while its time is the energy-weighted
average of the times of its constituents. The nonlinearity factors—which, as previously stated, average to
0.94-are computed for all combinations of overlapping pulse energies E; and E,. Figure 6.9 shows the
average correction factor in two dimensions versus these energies; the largest fractional deviations from
linearity are seen for the smallest pulses. The factor also depends strongly on the separation At between
the two pulses that are combined. Figure 6.10 illustrates this point by showing the distribution of correction
factors obtained for a pair of 2 GeV particles over the entire range of time separation values. Histograms
like this one are constructed for every pair of energy ranges E; and E;; each time pulses are combined, a
value is drawn at random from the appropriate distribution.

The level of cancellation of unseen pileup was also estimated using the simulation. Figure 6.11 shows
the ratio of the reconstructed to the true energy as a function of the location of a small pulse with respect
to the main pulse. Of course, the relevant quantity is the average over the time bins in each of these plots:
the extent by which it differs from unity measures the amount of non-cancellation of unseen pileup. These
average deviations are approximately 0.3 percent.
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of a very small secondary pulse, as a function of the time separation of the two pulses. Integrated over all
time separations, the energy contributed by the secondary pulses is canceled at the level of 102,

6.10 Pileup construction

The applied artificial deadtime determines the concentration of pileup in the data sample. For the final result
quoted in this thesis, an artificial deadtime of 7.5 ns was used; it was checked against a result that used a
5 ns deadtime, and good agreement was observed. Knowing this parameter, the distribution of overlapping
pulses may be constructed by looking for out-of-time coincidences. Each pulse is followed by a 7.5 ns
deadtime window; the probability of a second pulse arriving in that window is equal to the probability that
it lands in any other sufficiently nearby 7.5 ns window. The distribution is measured by counting pulses in
the nearby window as a function of energy and time.

The WFD has a configurable hardware threshold, Epw, which was set for each station to a value be-
tween 0.9 and 1.4 GeV. Because of the time variation of the pedestal, the effective threshold is not time
independent; these are the values to which the threshold rises at very late times after injection. A “trigger
pulse” is defined to be a pulse whose energy exceeds this late-time threshold. The WFD always records
at least 15 ns before and 25 ns after each trigger pulse, creating an effectively threshold-free region there.
Two 7.5 ns collection windows are placed in this region as shown in Figure 6.12; pulses that fall in these
windows are known as “shadow pulses.” They may have any energy above the pulse fitter’s reconstruction
threshold Egy .

A simplified construction procedure uses only shadow pulses from the window after the trigger pulse,
ignoring the window that precedes it. Again, the probability of finding a second pulse in this window is equal
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Figure 6.12: Placement of the shadow windows relative to a trigger pulse.

to the probability of finding the two pulses overlapped within 7.5 ns. If they had overlapped, the two single
pulses would be lost and replaced by a combined pulse. The energy of the merged pulse would be the sum of
the individual energies, multiplied by a nonlinearity adjustment factor taken from the same distribution that
is used to apply the artificial deadtime. The spectrum of trigger pulses will be called St (E,t), the spectrum
of shadow pulses Ss(E,t), and the spectrum of combined pulses Drs(E,t). In these terms, the pileup is
given by

Prs(E,t) = Drs(E,t) — St (E,t) — Ss(E,1) . (6.15)

The plane of shadow energy versus trigger energy is shown in Figure 6.13. The area in this plane that
is directly constructed by definition has Er > Eyw. In order to cover a larger fraction of the plane, the
part where Es < Epy is duplicated with Et and Eg interchanged as indicated by the arrow. Practically, this
duplication means that events with Es < Enw are each counted twice. The area in the plane that is still
left uncovered after this reflection corresponds to two pulses whose energies are both below the hardware
threshold Epyw and are therefore never seen. Their energies can add up to values as large as about 2E 1w ;
consequently, pileup construction is only complete for energies above twice the hardware threshold.

The procedure that is actually employed in this analysis uses both of the windows before and after the
trigger pulse. This symmetrization avoids even the appearance of a phase shift in the overlap construction
procedure. At first glance, it appears to systematically overcount by a factor of 2 because the collection
windows cover a total of 15 ns rather than 7.5 ns. However, each pulse is only allowed to be used once; if
a pulse has been a shadow, it may not subsequently be a trigger. Consequently, pairs of pulses where both
energies exceed Epyw are counted properly. Because of the width covered by the windows, twice as many
pairs including one trigger candidate and one non-trigger candidate are counted as in the single window
method. Therefore, there is no need to artificially multiply these events by 2 as before, and all pairs of
energies are counted properly. However, even the symmetrized procedure is only completely effective for
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Shadow energy

Figure 6.13: Plane of Es versus Et, showing which regions are included in the constructed pileup spectrum.

energies of at least 2Enw .

The pileup construction procedure may only be extended to lower energies by eliminating the depen-
dence on the trigger pulses. By combining shadow pulses with other shadow pulses rather than with trigger
pulses, the barrier of the hardware threshold may be overcome. An additional spectrum Dss(E,t) is built,
containing artificially combined shadow pulses. This spectrum, like the others, is a two-dimensional his-
togram with 150 ns wide time bins and 200 MeV wide energy bins. The shadow pulses that are combined
are always drawn from the same time bin, but from unrelated WFD triggers that are typically in different
fills. Indeed, at late times where there are few overlapping pulses, shadow pulses that arrive separated by
many fills (even by days or weeks) may be combined. To avoid double-counting, pre-shadow pulses are
never combined with post-shadow pulses; they are treated as two separate streams of events until they are
matched up. The spectrum

Pss(E,t) = Drs(E,t) — Ss(E,t) (6.16)

is valid for energies as low as twice the pulse fitter threshold. However, it is not correctly normalized; the
time distribution of the trigger pulses is not folded out properly, so the efficiency with which Pss(E,t) is
determined oscillates at .

The solution to this problem is to combine the two methods, matching them in each time bin over the
energy range where the original trigger-shadow method is valid. The original method sets the normalization,
and the new technique determines the distribution for low energies:

P(E,t) = frssss(t)Pss(E,t) (6.17)
Ey
f DTS(Evt)

fromst) = ————. (6.18)

Eu
f Dss(E,t)
EL
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Figure 6.14: Energy distributions of normal (blue) and pileup (red) events. The pileup distribution crosses
through zero at 2.6 GeV, becoming positive at high energies; its absolute value is shown.

The limits of integration are E; =2.8 GeV and Ey=4.0 GeV. The lower limit is chosen to be just above twice
the highest hardware threshold; the upper limit is somewhat arbitrary. In practice, the scale factor is fit to a
function of the form

frs/ss(t) = N(1+ Acos(cat + @a)) , (6.19)

and the function is evaluated at each point rather than using the actual data there.

A small correction is applied to the overlapping pulse spectrum to account for the fast rotation modu-
lation. At very early times, the rate in the trigger pulse window differs substantially from the rate in the
shadow pulse windows. The correction is given by

< Rt2rigger (t) >
< Ririgger (t) - Rshadow (t) >

, (6.20)

where Ryrigger (1) is the average rate in a +-10 ns window around time t, Rshadow(t) is the average rate in the
regions where shadow pulses are collected, and the brackets imply an average over a fast rotation cycle. The
correction was calculated from the data itself in fine time bins. At times of interest, it is quite small; it is a
0.5 percent effect at 30 us after injection and completely negligible by 40 ps.

The energy distribution of the constructed pileup is shown in Figure 6.14, together with the correspond-
ing ordinary single-event spectrum. The portion of the spectrum at energies much higher than 3.1 GeV can
only be the result of pileup, and it matches up well with the construction. At the very highest energies, the
two curves begin to diverge again; this is where three-particle pileup begins to play a significant role.
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6.11 Energy and time scale calibrations

The relationship between energy and pulse amplitude was not entirely constant over the course of the data
collection period. Variations of order 5 percent result from deliberate recalibrations, drift in the high voltage
power supply, and gradual deterioration of the photomultiplier tubes. Consequently, the data set was divided
into approximately 50 time periods for each detector, and the endpoint of the energy spectrum was fit for
each of these time periods. These energy calibrations were performed with the G2 OFF data, but they were
used to determine the relative calibration versus time for G2Too as well. The absolute energy scale was
then set by forcing each detector to have a fitted (g —2) asymmetry A of 0.4 over the energy range from 2.0
to 3.2 GeV.

Finally, corrections were applied to account for changes in the energy scale as a function of time after
injection. These corrections, which are of order 0.1 percent for times of interest for physics analysis, were
computed to make the average energy of recorded pulses constant as a function of time. The method by
which these corrections are obtained will be described in detail in Section 8.2, where a systematic uncertainty
in wy is also attributed to them.

The signal cables to each detector position were cut to fit in each location, so the detectors do not
naturally fall on the same absolute time scale. The (g — 2) precession phase @, was used to align all stations
in time. Overall time offsets ranging from -10 ns to +100 ns were applied to force each station to have @, =0
over the energy range from 2.0 to 3.2 GeV.

The bunched nature of the beam causes a large modulation at early times after injection; the determi-
nation of the radial muon distribution from this modulation was discussed in Section 5.1. It is difficult to
construct a functional form that describes this modulation with a statistically acceptable fit. Consequently,
it is removed by adding random perturbations to the pulse times. For each detector in each fill, a random
number is chosen uniformly over a range from -74.6 to +74.6 ns; this range corresponds to the cyclotron
period. This random number is added to the time of the ty signal for that fill, which is in turn subtracted
from the time associated with each positron pulse. Unfortunately, the use of random numbers introduces a
dependence on the random number generator and its seed. The random number generator that is used [105]
has a repetition period of 21997 — 1. The final result is based on an average over data sets built with five
different random seeds, and a systematic uncertainty will be attributed to this procedure.
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Chapter 7

Deter mination of w,

This chapter describes how the (g — 2) frequency wj, is extracted from the distribution of decay positron
events versus energy and time. This analysis uses a new method in which the data are divided into energy
slices that are treated separately and then combined; the philosophy underlying this method is explained.
The corrections to the functional form that are necessitated by CBO, pileup, and muon losses are identified.
The quality checks that were employed to select a clean subset of the data are described. Finally, the results
of the fitting procedure are shown.

7.1 Energy-binned analysis method

The conventional method of determining w, uses a single histogram constructed of the positron arrival
times with respect to the injection time, including only positrons whose energies exceed a threshold. The
statistical uncertainty of w, in this method is proportional to v'/NAZ2, where N is the number of counts and
A is the average (g — 2) asymmetry of the spectrum. As shown in Figure 7.1(a), A increases as the energy
threshold is raised, while N decreases; NAZ2 assumes its maximal value for a threshold between 1.8 and
2.0 GeV. Consequently, a conventional analysis would use a threshold near this value. Figure 7.1(b) shows
N and A for narrow energy bands, rather than integrated for all energies over a threshold. Clearly, there is
a significant amount of asymmetry even at energies below the optimal threshold. These data cannot simply
be combined with the higher-energy positrons without diluting the overall asymmetry. However, they can
be fitted separately, combining the resulting frequencies after the fact. Furthermore, the statistical precision
of even the higher-energy data can be improved by dividing them into energy bins.

The energy-binning procedure is applied in this analysis, using bins of width 200 MeV, which is com-
parable to the energy resolution of the calorimeter. Each station is also treated separately, so the final result
arises from a combination of Ngations - NE pins = 22 - 9 = 198 individual fits (two stations are excluded for
reasons that are explained in Section 7.5). The energy-binned approach provides an uncertainty that is 5
percent smaller than the conventional method when the same energy threshold of 2 GeV is used for both
cases. Once data down to 1.4 GeV have been included, the uncertainty is reduced by 12 percent compared
to a conventional analysis.

There are additional motivations for the energy-binned method:
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Figure 7.1: The quantities N(E) and A(E) plotted versus energy for (a) all energies greater than a threshold,
and (b) energy bins. NAZ is also shown in (a), illustrating its maximum between 1.8 and 2.0 GeV.

e Mapping w, as a function of positron energy provides a substantial consistency check. Unknown
systematic errors that might bias the result differently for different energies can be excluded.

e Some known systematic biases, such as a time-dependent gain change, affect the conventional and
energy-binned methods differently. A comparison of the results of the two methods tests both.

e Determining the energy dependence of parameters other than w, provides insight into subtle effects.
The energy dependence of the CBO amplitudes and phases was discussed in Section 5.4; these data
led to an understanding of how the CBO couple to the detector acceptance to affect the time spectrum.

The overall form of the function that is used to fit each energy bin in the data is
f(t) = e /TA(N[CL(t) — A(C1(t) +Ca(t)) cos(wat + @a +Ca(t))] +Ne(t) . (7.1)

In addition to the terms in the ideal background-free function, this form includes parameters that account
for CBO, overlapping pulses, and muon losses. These issues will be described in detail in the following
sections. The frequency wj is further parameterized as

Wy = 211 — (R+AR) - 107°](229.1 kHz) . (7.2)

The quantity R is therefore expressed in units of ppm, reducing numerical instabilities that might arise from
sensitivity to trailing digits. The arbitrary offset AR = —14.744 ppm was previously kept secret in order
to facilitate a blind analysis. To eliminate possible psychological biases, the true values of w, and wy
were never discussed within the collaboration until the entire analysis was finalized. Consequently, it was
impossible for anyone to compute the physically significant quantity a, based on a preliminary result. These
offsets were removed only after a unanimous secret ballot vote by the collaboration.
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The form in Equation 7.1 was fit to the spectrum for each detector and each energy bin using a X2
minimization carried out by the version of MINUIT [104] that has been incorporated into ROOT [101]. The
x? is defined by )

Nk — f(tx
-3 | f(tk<) ) 2.3)
where k runs over the bins of the histogram that are included in the fitting range; the selection of this fitting
range will be discussed in Section 7.6.

7.2 Coherent betatron oscillation terms

The coherent betatron motion of the beam leads to several physical effects. First, radial position oscillations
modulate the overall count rate and the average drift time. Second, radial angle oscillations directly rotate
the spin precession phase. These effects, which were discussed in Section 5.4, account for the factors C(t)
and C3(t) in Equation 7.1. They modulate the parameters N and ¢, respectively, and are defined by

Ci(t) = 1+ g~ t/Teeo Eceo(t)Acgo1 €0s(tepot + @cgo1) (7.4)
Cs(t) = g~ /Tceo Eceo(t)Acsos C0S(epot + @cBo3) - (7.5)

Meanwhile, C;(t) arises purely mathematically from the combination of decay positrons with different
energies into a single spectrum. This integration over energies is expressed by

Ehigh
ft) — /e*t/rcl(E,t)N(E)[1+A(E)cos(ooat+(pa(E)+Cg(E,t))}dE (7.6)
EIow
Ehigh
_ e*t/T/Cl(E,t)N(E)dE (7.7)
EIow
Ehigh
_|_e_t/T/Cl(E7t)N(E)A(E))COS[(.0at+(pa(E)+C3(E7t)]dE
EIow
Ehigh
~ e‘t/T/Cl(E,t)N(E)dE (7.8)
EIow
Ehigh
+e‘t/Tcos[wat+%(E)+C3(E,t)]/Cl(E,t)N(E)A(E)dE-
EIow

The observed spectrum is divided into two components. The first is not modulated at the anomalous pre-
cession frequency ws,, while the second is. The same overall rate modulation by the CBO C(E,t) affects
both components, but in one case it is multiplied by a weight N(E) and in the other by N(E)A(E). The
asymmetry A(E) is a strong function of energy, so the integrated effect of the CBO is different for the two
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components. This difference introduces C,(t), defined by

Ca(t) = e /™8 Ecpo (t)Acpo2 COS(Weeot + Goso2) - (7.9)

One of the original motivations for the energy-binned analysis method was to remove the C,(t) modulation
of the (g—2) asymmetry. However, even the combination of energies found in a 200 MeV energy bin, which
includes additional energies that are folded in by the finite calorimeter resolution, is sufficient to produce
this asymmetry modulation at a significant level. Consequently, it is necessary to account for this effect even
in this analysis.

The function Ecgo(t) describes the deviation of the envelope of the CBO from an exponential form.
Physically, the envelope is determined by the dephasing of the oscillations of muons of different momenta.
However, an experimental effect also contributes significantly; there is an admixture of slightly different
CBO frequencies in the data, and a beating among these frequencies is observed in the envelope. The
power supplies for the electric quadrupoles were turned off whenever the magnetic field mapping trolley was
inserted. Afterwards, they were raised back to their nominal settings to within 0.1 kV, the precision of the
front-panel indicators. Consequently, the n value of the ring was only constant at the 0.1 percent level. Also,
early in the running period, the n value was deliberately adjusted slightly to move away from a resonance,
and data from before and after this adjustment is included in the combined spectrum. The envelope was
determined empirically by fitting the data in narrow time slices; the resulting lifetime is Tcgo = 95 ps, and
the non-exponential part Ecgo(t) is shown in Figure 7.2. The polynomial fit shown in that graph is used; it
is cut off at the local maximum near 245 s, so a simple exponential model is employed after this time.

Both the CBO frequency wcgo and its lifetime tcgp are found to depend on the decay positron energy
as shown in Figure 7.3. The mechanism that leads to this relationship is not clear. These energy-dependent
values are used in the fit, but a conservative systematic error will be attributed to the procedure.

For numerical stability, all three of the CBO amplitudes and phases are rewritten in terms of sine and
cosine components. For example,

Aceoic = Acgo1C0S¢ceo1 and (7.10)
Acgois = Acgo1Sin@ceo1 (7.11)

so that C4(t) becomes
Ci(t) = 1+ e /™20 Ecpo (t)[Acpoic €0 tepot 4+ Acsois Sin ticaot] - (7.12)

The reformulation leads to a single unambiguous solution. In contrast, the presence of a phase parameter
like @cgo1 brings about an infinite number of identical optimal points at intervals of 27T
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7.3 Overlapping pulse correction

The spectrum of overlapping pulses was constructed following the procedure described in Section 6.10.
The pileup parameters for each station are determined by fitting these data by energy bin to a functional
form. The resulting parameterization is then inserted into the ordinary fits to that station’s data as Np(t) in
Equation 7.1. This approach was chosen instead of the alternative of directly subtracting the constructed
pileup from the ordinary data because it allows the simple definition of x2 in Equation 7.3 to be used in the
ordinary fits. After pileup has been subtracted, the data are no longer drawn from a Poisson distribution, and
a much more complicated definition is necessary [106].
The distribution of overlapping pulses in each energy bin is described by a function of the form

fp(t) = e‘Zt/TFFR(t)
[1+ e Y/ ee0Eqgo (t)Acgo1 COS(ticeot + @erot) | ? (7.13)
[Np — Ap1 COS(at + @p1) — Ap2COS(2(Wat + @r2))] -

This function arises from the convolution product in Equation 6.1. It contains a non-oscillating component
along with both the first and second harmonics of w,.

The factor Fegr(t) accounts for the enhancement of the pileup by the fast rotation; the randomization
procedure averages away the modulation itself, but the effect of the bunched beam on the instantaneous rate
remains. The calculation of this factor involves a time spectrum N(t) divided into bins of width t/30. Then

_<NZ(t) >

Frr(t) = N 52

(7.14)

where the brackets imply an average over a fast rotation cycle. This enhancement factor is shown in Fig-
ure 7.4; it is quite small by 40 ps.

The form of Equation 7.13 is fit to the constructed pileup spectrum, of which an example appears in
Figure 7.5. The fitting process involves nearly the same x2 minimization procedure as is applied to the
ordinary data. However, in this case the x? is defined by

. 2
X2 = ZWWM (7.15)

op = frgss(t)v/Drs(E,t)+Ss(E,t) . (7.16)

The uncertainty op is an approximation, since it implies perfect knowledge of frs/ss(t). The lifetime t
and the frequency w, are fixed in these fits, at values of T = 64.4076 ps and R = 128.55 ppm. The CBO
frequency and lifetime are also fixed to the same values that are used in fits to the ordinary spectra.
Averaged over the 22 included stations, the results of these fits as a function of energy are shown in
Figure 7.6. All of the parameters behave as would be expected from calculation or simulations, except that
the x2/dof for the lowest energy bins is slightly too high. The statistical uncertainty for the pileup spectrum
is smallest at these energies, so the fits are sensitive to corrections such as muon losses that were omitted
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from Equation 7.13.

7.4 Muon loss correction

In the absence of muon losses and, for simplicity, averaging over the (g—2) cycle, muon decay is described

by the differential equation
dN N

—_— = 7.17
dt T (7.17)
This is a separable first-order ordinary differential equation that is solved in the usual way:
i 1 / 1

- I T

5 N / e (7.18)
No to
t, t

INNg—InN = —?+¥ (7.19)
N(t) = Noexp[—(t—1to)/T] (7.20)

Muon losses simply add another mechanism by which muons disappear from the population, so the

differential equation becomes

dN 1
N [; n f,\(t)} | (7.20)

Here fA(t) is the fractional muon loss rate. This differential equation is solved as before:

N t
1 1
AN = —/;+ fAt) dt (7.22)
No to
t t /
INNo— INN = —¥°+¥—/f/\(t’) dt’ (7.23)
to
t
N(t) = Noexp[—(t—to)/T]exp —/f,\(t’) dt’| . (7.24)
to

In this evaluation, t, may be chosen arbitrarily, even independently in the decay and muon loss terms. If a
nonzero value is chosen, the only side effect is that N, no longer has a clear physical interpretation.

Muons with energies near 3.1 GeV typically pass through a calorimeter with only a minimum-ionizing
energy deposit of approximately 100 MeV. Therefore, the muon loss rate is measured by searching for coin-
cident signals in three consecutive FSDs, with less than 1 GeV of energy deposited in the first calorimeter, as
illustrated in Figure 7.7 [107]. Because muon loss events are quite rare, there is a considerable background
from accidental coincidences of three low-energy positrons. The distribution of these background events is
determined and subtracted by looking for coincidences in an out-of-time interval, following in the spirit of
the overlapping pulse correction discussed in the previous section. The procedure is complicated somewhat
by the fact that the three detectors are independent; there are additional combinations to subtract, such as a
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Figure 7.6: Fit parameters for constructed pileup spectrum by energy bin, averaged over detectors.
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Figure 7.7: The detected lost muon signal, with muon passing through three detector stations, leaving a
signal in the FSDs (gold) but only minimume-ionizing energy in the calorimeters (blue).

real two-fold coincidence together with an uncorrelated particle in the third detector. A similar construction
is used to correct for accidental energy deposited in the first calorimeter, and also for the deadtime of the
discriminators.

The other significant background to the measurement arises from losses of protons, which are estimated
to account for 10 percent of the beam just prior to the injection point. Because they do not decay, their
relative abundance increases with time, becoming essentially 100 percent by the end of the fill. They do not
deplete the population of muons, so they should not be included in fA(t), and the time dependence of their
loss is different than that of the muons. Unlike muons, which almost never initiate a shower in a calorimeter,
protons sometimes do. Consequently, there is a measurable category of “visible” proton events, which are
events that meet the criteria to be counted in the muon loss spectrum but which also have an energy greater
than 1 GeV in the third calorimeter. The time dependence of these events is measured; it is normalized using
the ratio of “invisible” to “visible” protons that are dumped as the quadrupoles are turned off at the end of
the fill.

The time spectrum of the triple FSD coincidences is proportional to the absolute muon loss rate:

FAP () = NATESP(t) = N(t) fa(t) . (7.25)

The FSD triple coincidence counter subtends only a small part of the solid angle into which muons can be
lost. Its efficiency is small, probably less than 1 percent, but essentially unknown; it depends strongly on the
precise nature of the mechanism that causes the losses. Consequently, the normalization parameter N must
be included as a floating term in the fit. We make a first-order approximation at this point and, temporarily
neglecting losses, use N(t) 0 e~/ to determine fa(t) via

fA(t) = Nae/Tf55P(t) (7.26)

Because the ordinary fit to the data is so sensitive to backgrounds, it is allowed to adjust the muon
loss shape within its error band. An error band 6f,f SD(t) is determined from the uncertainty in the proton
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Figure 7.8: Muon loss function f(t) together with its uncertainty dfa(t).

correction. The loss shape is actually allowed to vary by a multiple of this error band:
fa(t) = Nae/T[FR3P (t) + NanSFAC ()] - (7.27)
The final form of the muon loss factor is therefore

t
A(t) = exp[—Np /T / e/T(FED(t!) 4 NgpSFES (¢))dlt | (7.28)
to
The muon loss functions are shown in Figure 7.8. The overall normalization factors Na and Nsa were
determined once from a global x? minimization and were thereafter fixed at the values No = 1.62 x 10~/
(arbitrary units) and N5, = 2.53 (dimensionless). This level corresponds to a relative loss rate of order 103
per muon lifetime.

7.5 Data selection

The data are divided into numbered runs. They are of varying length, but a typical run represents about 45
minutes of data collection. Some of these runs are not suitable for inclusion in the data set to be analyzed
for wy; the runs may have been taken as part of a special study under unusual conditions, or there may have
been operational problems that invalidate the data. A list of acceptable runs was constructed. First, the
experimental logbooks were reviewed to exclude runs that are known to contain artifacts such as LED test
pulses or shortened electric quadrupole firings. Runs taken during intervals where the fixed NMR probe data
was not available were also removed at this point. Finally, a set of reference runs was selected, and each of
the other runs was statistically compared against the reference set. To do this, an unbinned Kolmogorov-
Smirnov test [108] was applied to the (E,t) spectra.

Some runs that contain laser calibration pulses are included in the data set, because the laser fires only
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Issue Number of positron events
Total included (not cut) 3.73 x 10°

Laser fills 9.1 x 107

Data processing faults (est.) 6.1x 107

Quadrupole trace not recorded 4.8 x 107

Number of ty events # 1 2.5 x 107
t, trace not recorded 5.0 x 108
Possible quadrupole spark 1.6 x 10°

Table 7.1: Number of events with E > 2.0 GeV and t > 50 ps lost due to various cuts (other than run
selection) compared with the number of events included.

in every other fill. The subset of the fills that do contain laser pulses are identified and excluded using the
digitized signal from the laser reference photodiode. The AGS extraction system occasionally fails in a way
that leaves a bunch circulating in the AGS on a destabilized orbit so that a number of protons leak down the
primary beamline every turn. This background is removed by excluding fills where no pulse is seen in the tg
counter; the intensity of the extraneous particles is not sufficient to trigger it. The electric quadrupoles were
pulsed for varying lengths of time, and they occasionally spark, though less frequently than once in 10° fills.
The digitized traces from the monitoring probes connected to them were checked to ensure that the trace
extends to at least 700 ps after the data acquisition start signal, or about 640 us after injection. Finally, a
small amount of data is excluded solely because of data processing problems. Some statistics on the number
of positrons lost by each of these cuts are given in Table 7.1.

Two of the 24 detector stations had hardware faults that force them to be excluded from the analysis.
The WFD for station 2 had a problem that led to correlations between consecutive samples. Consequently,
the computed average pulse shape is quite distorted. The pulse fitting procedure does not work properly
with this pulse shape. The energy distribution in station 20 is very different from that of the other detectors
because the traceback chambers are located directly upstream from it. These chambers and the intervening
air gaps constitute a substantial amount of matter in which decay positrons deposit energy before reaching
the calorimeter. More importantly, station 20 has a large background, uniform in time and quite visible at
late times, that is not present in other detectors. The source of this background is not understood. This
station is therefore excluded from the final result as well.

7.6 Fitting range

Although corrections are applied for muon losses, overlapping pulses, and energy scale changes, these cor-
rections are determined only approximately. For example, the shape of the muon loss spectrum varies some-
what with position in the storage ring, implying that there may be several distinct muon loss mechanisms.
Not all locations in the storage ring are instrumented with FSDs, so the total muon loss function cannot
be completely determined. No attempt is made to account for three-particle pileup, and fluctuations in the
pulse shape can lead to effects that are not accounted for in the pulse fitting procedure, so the construction of
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Figure 7.9: Trend of x2/dof versus fit start time for a single energy bin; the algorithm chooses an earliest
allowed start time of 51.29 ps for this bin. The outer envelope represents the error contour determined from

v/2/Ngof .

overlapping pulses is incomplete. Energy scale changes are constructed by detector station, but some pho-
tomultipliers may require different corrections than others within the same station. Also, the determination
of the average energy as a function of time is itself biased by overlapping pulses. These effects have a very
small impact on the fitted value of wj,, and systematic uncertainties will be computed and attributed to each
of them. However, they have a large impact on the x2/dof that is used to judge the quality of the fit.

It is possible to account for these effects by introducing empirically determined “residual slow effect”
terms into the fitting function. This procedure was demonstrated to work in the context of other analyses
of this data set. However, it is extremely cumbersome to construct these functions for the energy-binned
analysis method. The impact of each of the contributing effects tends to vary by detector station and by
energy, so a different function would be needed for each of the 198 fits. Consequently, it was determined to
choose start times for each fit so that only time bins that can be described with physically motivated terms
are included. The criterion that is used to determine these times is the stability of the x?/dof versus fit start
time. Figure 7.9 shows a rather typical example of the trend that the x2/dof follows. The point at which it
becomes statistically constant is identified and chosen for the final fits.

The standard deviation of the (non-reduced) x?2 distribution with Ngof degrees of freedom is \/m .
When comparing x? values from different fit start times, many of the degrees of freedom are common to the
two times; these should not be included when determining the standard deviation of the difference between
the two values. The correlated error between the x?/dof at time t; (with Ngo¢1 degrees of freedom) and the
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Figure 7.10: Earliest start times used for each energy bin within each detector. The nine leftmost points refer
to station 1 and are arranged in order of increasing energy. The next nine points are absent, corresponding
to the nine energy bins of station 2; other stations follow similarly. The marker color and style alternate by
station as well.

same quantity at time t, (with Ngot2 degrees of freedom) is then [109]

v/2(Ndot1 — Ndof2)
Ngof2 '

(7.29)

The fit start time that was chosen was the first for which no more than 15.9 percent of the subsequent points
fall above this correlated error band and no more than 15.9 percent fall below it. By applying this criterion,
the start times shown in Figure 7.10 were obtained.

The x2 minimization procedure requires each bin in the fitting range to have enough counts that its
statistical distribution is approximated well by a Gaussian. In order to ensure that this requirement is met,
the last time bin to be included in each fit is selected to be the first bin with fewer than twenty counts.

7.7 Fit results

Figures 7.11 and 7.12 show the fit parameters as a function of energy. For the parameters that are not
related to CBO, an ordinary weighted average is used to combine the 22 included detectors. The CBO
parameters require more care. CBO amplitudes are small quantities that are always positive. When they are
averaged in this way, the result is biased towards larger values since the error bars on the input points are not
actually symmetric. Consequently, these parameters are rotated by 211/ (station — 6) radians to align them
geometrically with station 6, and the sine and cosine parts are then averaged separately. The amplitude and
phase are computed from the combined sine and cosine parts.

All of the parameters behave as expected, except that the fitted lifetime T varies in a statistically sig-
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nificant way as a function of energy. Figure 7.13 shows that this discrepancy is much larger for a data
set without gain corrections applied or with exaggerated gain corrections. The gain corrections are only
believed to be valid at the level of 30 to 40 percent; this figure demonstrates that the variation of T versus
energy may be explained entirely by this level of inaccuracy in the gain corrections. In particular, this graph
must not be read as an indication of a physically different lifetime as a function of positron energy; the fitted
lifetime is constant within its own systematic uncertainty.

The fit parameters are shown as a function of fit start time in Figures 7.15 and 7.16. Most of the
parameters vary dramatically by energy, so it is necessary to move the values onto the same scale in order
to create a reasonable weighted average. Also, in order to avoid artificial inflation of the CBO-related
amplitudes from the asymmetric error bars, the sine and cosine components are shown separately. The
parameters fall into three categories:

e R, T, X?/dof: these parameters are in principle energy-independent, so they are not transformed.

e N, A, Acgoic, Acsois, Aceozc, Aceozs, Aceosc, Aceoss: these parameters are amplitudes, and they
vary substantially with energy. The values in each energy bin are rescaled to pass through 1 at 49.1 ps.
Consequently, the stability plot indicates relative changes.

e (. this parameter is a phase, and it varies with energy. The values in each energy bin are shifted
additively to pass through 0 at 49.1 ps. The stability plot shows phase changes in units of radians.

The data from a station and energy bin are only included at times after the earliest allowed start time.
However, so that the statistical error bar increases monotonically with time, the value from the earliest start
time is included in all previous points. Consequently, these are actually “pseudo-start time” scans. The
correlated error band that is shown is computed from the formula [110, 111]

Opg = /0% — 03, (7.30)

which applies when the set A of included data is a subset of a larger data set B, as is the case when com-
paring a later fit start time to an earlier one. This is a one standard deviation uncertainty, so approximately
two-thirds of the later points should fall within the correlated error band. Most parameters do not stray too
far from this relation. Indeed, Figure ?? shows the distribution of differences in R between adjacent start
time points, normalized by the correlated error of Equation 7.30. Indeed, Figure 7.17 shows the distribution
of point-to-point differences between fitted R values at consecutive fit start times, normalized to the corre-
lated error from Equation 7.30. The distribution is centered at 0, suggesting that there is not a statistically
significant trend versus fit start time. However, it is approximately 10 percent too wide, and it is not quite
Gaussian. This feature is typically the signature of a small amount of “phase pulling,” an oscillation in the
fitted frequency that is caused a background that is not included in the fitting function.
The final value of R resulting from this analysis is

R =128.71+0.69 (stat.) ppm. (7.31)
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Figure 7.12: CBO parameters as a function of energy. Stations have been combined with a vector sum after
geometric phase alignment. The energy dependence is described by the model explained in Section 5.4.
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Fitted 1t vs. energy for various gain change data sets
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Figure 7.13: Fitted muon lifetime as a function of energy for data sets with different gain corrections applied.
Uncertainty in the gain corrections at the level of 30 percent can account for the fact that the lifetime for the
data set with one unit of gain correction is not flat versus energy.

This value is averaged over five data sets built with different seeds for the fast rotation randomization process,
whereas most of the systematic checks to be described in the next chapter were performed with only a single
random seed. In Chapter 10, this value will be compared against other analyses of the same data set, and it
will be combined with the average magnetic field to compute a,.

85



R [ppm]

Figure 7.14: Results for R (a) by station, (b) as a distribution, and (c) with all 198 results shown together,
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Figure 7.15: Fit start time scans for non-CBO related fit parameters.
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Figure 7.17: Distribution of point-to-point differences between R values at successive fit start times in each
energy bin, normalized by the correlated uncertainty.
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Chapter 8

Systematic uncertaintiesin w;

This chapter describes the systematic uncertainties introduced in the determination of w,. The largest of
these effects, which are summarized in Table 8.1, arise from coherent betatron oscillations and overlapping
pulses. The general technique used to evaluate most of the systematic uncertainties begins by defining
parameters that characterize the scale of the effect. Next, the sensitivity of the fitted value of R to the scale
parameter is determined for fit start times used in the final result. Finally, an estimate of the scale parameter
is made.

8.1 CBO “half-ring” effects

The functional form used to fit the data (Equation 7.1) contains factors C1(t), Co(t), and Cs(t) that account
for three different effects of the CBO: its modulations of the overall rate N, the (g —2) asymmetry A, and the
(g —2) phase @,. The first effect, an overall rate modulation, is clearly present in a Fourier transform of the
time spectrum, and it is impossible to obtain an acceptable fit without accounting for it. The other effects are
more subtle; indeed, the data were initially fit without C,(t) and Cs(t). The resulting dependence of R on the
detector station number is shown in Figure 8.1. Using this simplified fitting function, the value of R is not
consistent around the ring; it appears to vary sinusoidally with an amplitude of about 3 ppm. A systematic
bias of some sort is demonstrated even more clearly in Figure 8.2, which shows the trend versus fit start
time for the average R value for two halves of the ring, consisting of stations 1-12 and 13-24. The apparent
discrepancy between the two halves of the ring increases and decreases as the phase of the sinusoidal curve
versus detector number in Figure 8.1 changes with fit start time.

The frequency spectra of the residuals following fits with various functions are shown in Figure 8.3.
To make these graphs, a fit is performed, the differences between the data points and the fit function are
computed, and a Fourier transform is applied to the resulting deviations. The simplest function does not
account for the CBO at all; a large peak appears at the frequency wcpo /21 = 465 kHz, together with
sidebands at (wcgo + w,)/21T= 236 kHz, 694 kHz. A somewhat more complete function includes the
overall rate modulation Cy(t) but sets C(t) = C3(t) = 0. It successfully removes the primary CBO peak
from the Fourier transform of the residuals, and it reduces the amplitude of the sidebands. However, the
lower-frequency sideband is still clearly present, generated by the effects for which C,(t) and Cs(t) account.
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Constant: x? =38.3/21 = 1.82 + 0.31
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Figure 8.1: Fitted value of R as a function of detector station number with a simplified function where
C,(t) =Cs(t) = 0. A conventional threshold fit was used in this case, with a start time of 49.1 ps.
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Figure 8.2: Average fitted value of R for stations 1-12 (blue triangles) and 13-24 (red squares) as a function
of fit start time with a simplified function where C,(t) = C3(t) = 0.

91



-l No CBO terms
- C,(t)only

1600
-|:|— Full CBO treatment

N
>
o
o

1200

Fourier amplitud

800

600

400

[Eny
o
o
o
TTTTTTTT T TTT [ TTT [ TTT [ TTTTTTT]TTT
RN R AR R R L R

200

NO
o
o

300 400 500 600 700
Frequency [kHz]

Figure 8.3: Fourier transform of the residuals of fits to the spectra of stations 13-24 over the energy range
from 2.0 to 3.2 GeV.

Because w,/211= 229.1 kHz overlaps with this lower-frequency sideband, there is a systematic pulling of
R by the CBO.

By adding the C;(t) and C3(t) terms to the fitting function, the sidebands are removed from the frequency
spectrum of the residuals [112, 113]. Even better, R becomes consistent versus station number, and the two
halves of the ring behave more consistently, as shown in Figure 8.4. However, a price is paid for the inclusion
of these parameters in the fitting function. Each of the parameters related to the “half-ring effect” (Acgozc,
Acsozs, Aceosc, and Acposs) is correlated to R with an off-diagonal term in the fitting covariance matrix
of approximately 15 percent. The fitted statistical uncertainty on R increases by 11 percent as a result of
these correlations, as though a systematic error of 0.30 ppm had been folded with it in quadrature. Thus, in
this analysis, the systematic uncertainty from the half-ring effect is absorbed as an increased statistical error
because it is included in the fitting function.

Other analyses of this data set took the alternative approach of neglecting the half-ring effect. They rely
on the fact that the systematic bias cancels out when the results from all stations are combined, because all
manifestations of the CBO vary in phase through 2rtaround the ring. The cancellation is not exact, of course;
two detectors are omitted from the average entirely, and the energy distributions of the other detectors are
not perfectly matched to each other. Various methods lead to a suppression factor of about an order of
magnitude, yielding estimated systematic uncertainties near 0.3 ppm. In the context of the energy-binned
analysis described in this thesis, however, it was not possible to obtain as strong a limit on the cancellation
factor, partially because a different fit start time was chosen for each bin. The estimated cancellation factor
was approximately 3, leading to a 1 ppm systematic uncertainty. Consequently, there is no reasonable choice
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Figure 8.4: Average fitted value of R for stations 1-12 (blue triangles) and 13-24 (red squares) as a function
of fit start time for the full function used for the final result.

in this analysis other than to fit for all three of the CBO effects.

8.2 Gain stability

Gain changes as a function of time in the detector or the pulse fitter may be measured from the average
energy over a defined range versus time after subtracting pileup:

Npus(E,t) = N(E,t)—Np(E,t) (8.1)
Ehigh
f ENpUS(E,t)dE
— Ejow
E(t) = 'Ehigh . (8.2)
Ef Npus(E,t)dE
low

The average energy is strongly modulated at the (g — 2) frequency w;; to see other effects, bins of width
211/, must be used. The lower limit of integration is chosen to be Ejow = 2 GeV; two different upper
thresholds Enigh = 3.2 GeV and Enigh = 6.2 GeV are used. The different upper energy cuts provide some
measure of the systematic error from incomplete pileup subtraction in E(t). The 3.2 GeV threshold excludes
the portion of the energy distribution that is due only to pileup, so it is taken as the better estimate of the true
gain stability, and the other curve is used as a systematic check.

The relationship between E (t) and the gain G(t) is rather subtle. If the energy distribution were uniform
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then E(t), within a range of observed energies, would not be related at all to G(t); the average energy would
always be %(E.ow + Enigh). The sensitivity to gain changes arises primarily from the shifting of events across
the boundaries set by the upper and lower thresholds. Defining

G(t) =1-+g(t), (8.3)

it may be shown [114] that the corresponding average energy change is

E(t) = Eo[1+£g(t)] , where (8.4)
1 EﬁighNPUS(Ehigh) - E|20WNPUS(E|0W) EhighNPUS(Ehigh) - E|0WNPUS(E|OW) (8.5)
T Enigh B Ehigh ’ ’
f ENpys(E)dE f Npus(E)dE
Ejow Elow

For the energy thresholds that were employed, € ~ % so changes in the average energy must be multiplied
by a factor of approximately 2 to determine the corresponding gain changes. In practice, these € factors
were computed separately for each detector’s energy distribution.
The measured gain changes were then parameterized with a function consisting of the sum of two expo-
nentials:
G(t) =1+ Agre /161 4 Agye/Te2 | (8.6)

These fits are superimposed on the data in Figures 8.6 through 8.9. With few exceptions, the gains are stable
at the level of 0.2 percent or better after 50 ps. Also, there is generally good qualitative agreement between
the points determined from the two upper energy cuts after this time. At earlier times, the effects of residual
pileup are quite evident.

The sum-of-exponentials parameterizations were used to correct the energies of the pulses as they were
filled into the histograms that were fit to determine the final result. To determine the systematic error from
the time-dependent gain, fits were performed on three slightly different data sets:

e 0ne without gain corrections applied,
e 0ne with gain corrections applied, and
e one with five times the gain corrections applied.

The slope of R relative to the number of units of applied gain change was determined from Figure 8.5(a) to
be 0.21 ppm per unit of computed gain change. This result is valid only for the set of start times chosen for
the final result.

The next step is to determine a level of confidence in the corrections that were applied. This level of
confidence is estimated from two different sources. First, the difference between G(t) with upper energy
cuts at 3.2 GeV and 6.2 GeV may be quantified by taking

G342(t) —Gg2 (t)
Gz (t) -1
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at each point from 50 ps to 200 us. An appropriately weighted average over the time points is taken for each
station. After averaging over all stations, the resulting average discrepancy between the two energy cuts
is 34 percent. Second, this value is approximately confirmed by the position of the x2 minimum in Figure
8.5(b); the optimal point is at 0.59 units of gain correction. This value deviates from 1 by 41 percent, which
will be used as the level of confidence. Therefore, the systematic uncertainty assigned for gain changes is
0.41-0.21 ppm = 0.09 ppm.

8.3 Overlapping pulses

Four separate systematic uncertainty components are assigned to account for pileup. The first is a statistical
issue; it derives from the statistical uncertainties in the pileup fits. The second component accounts for
a possible global underestimation or overestimation of pileup. The third component relates to a possible
energy dependence of the pileup construction efficiency. The final pileup-related systematic uncertainty
accounts for the unseen pileup below the pulse fitter’s threshold.

Overlapping pulses are accounted for in the fitting procedure by first fitting the pileup spectrum and then
inserting a parameterization of the pileup into the ordinary fits. The fits to the pileup spectrum also determine
the statistical uncertainties of the pileup parameters Np, Ap1, @1, Ap2, and @p,. Under the assumption that
the fitted values of the parameters are uncorrelated, the statistical part of the pileup systematic error is
evaluated by performing many fits to the ordinary spectrum in which each pileup parameter is modified by
a random number. The random perturbations are chosen from a Gaussian distribution whose width is the
statistical uncertainty of the parameter. The RMS of the resulting distribution of R values is then computed,;
it is 0.12 ppm. This value is taken as the statistical part of the pileup error.

The systematic error from a global pileup construction inefficiency was evaluated by performing fits
with the entire pileup parameterization Np(E,t) multiplied by various scale factors Mp for all stations and
energy bins. The slope of a line fit through the points shown in Figure 8.10(a) was determined; it is 4.93 ppm
per unit of constructed pileup. This is potentially an extremely dangerous systematic bias, and care must be
taken in estimating the level of efficiency of the pileup construction procedure.

This efficiency has been established as 3.4 percent based on three different sources of information,
leading to a systematic error estimate for this part of 0.17 ppm. First, the difference between the energy
distributions at early and late times gives an estimate of how well the procedure works at very high energies.
This method provides useful information above approximately 3.0 GeV; at lower energies, the differences
between the spectra are dominated by other effects. The early-time data is taken from 49.11 us to 66.57 ys
(4 precession cycles) and the late-time data from 300 ps to 439.69 s (32 precession cycles). The differences
for a typical station are shown in Figure 8.11; the two data sets correspond to the situations before and after
pileup is subtracted. The residual pileup, defined by the ratio of the integrals of the absolute values of these
two curves, appears as a function of station number in Figure 8.12. The average inefficiency determined
with this method is 3.4 percent.

Another piece of evidence for this level of pileup construction efficiency comes from the position of
the optimal value of x? as the pileup multiplier Mp is varied, as shown in Figure 8.10(b). This procedure
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Figure 8.6: Gain changes G(t) after pileup subtraction; the open circles are integrated from 2.0 to 3.2 GeV
while the closed circles are integrated from 2.0 to 6.2 GeV. The conversion factor from E to gain is already
applied. Stations 1-6.
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Figure 8.7: Gain changes G(t) after pileup subtraction; the open circles are integrated from 2.0 to 3.2 GeV
while the closed circles are integrated from 2.0 to 6.2 GeV. The conversion factor from E to gain is already
applied. Stations 7-12.

98



Relative gain (station 13)

Relative gain (station 15)

Relative gain (station 17)

Figure 8.8: Gain changes G(t) after pileup subtraction; the open circles are integrated from 2.0 to 3.2 GeV
while the closed circles are integrated from 2.0 to 6.2 GeV. The conversion factor from E to gain is already
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Figure 8.9: Gain changes G(t) after pileup subtraction; the open circles are integrated from 2.0 to 3.2 GeV
while the closed circles are integrated from 2.0 to 6.2 GeV. The conversion factor from E to gain is already
applied. Stations 19-24.
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Residual pileup from early-late energy spectrum (E > 3.0 GeV)

©
o
|

I

= Average = 3.4%

o o
o o
a >

I I

o
o
Ny
I
u

Residual pileup fraction

O||I|||I|||I|||I|||I|||I|||I|||I|||I|||I|||I|||I

2 4 6 8 10 12 14 16 18 20 22 24
Station

Figure 8.12: Residual pileup fractions for each station for energies above 3 GeV based on difference between
the energy spectra at early and late times.

determines an optimal pileup multiplier Mp = 0.984 + 0.004, which differs from 1 by only 1.6 percent.
Finally, the difference between the constructed gain corrections G(t) with upper energy cuts at 3.2 GeV
and 6.2 GeV can be used to obtain an additional confirmation. These corrections were recomputed for
various values of the artificial pileup multiplier Mp. For each value of this parameter, the squared distance
between G32(t) and Gg2(t) was integrated over the time range from 40 ps to 100 ps. These distances
exhibit parabolic minima as a function of Mp. The positions of these minima are shown for each station
in Figure 8.13; the largest discrepancy from 1 is 3.5 percent, and the average is 2 percent. Consequently, a
global pileup construction inefficiency of 3.4 percent should be a safe assumption.

The third component of the pileup systematic uncertainty accounts for a possible energy dependence of
the pileup subtraction efficiency. This sort of energy dependence would be a possible cause of an incorrectly
constructed pileup phase [115]. No particular concrete mechanism has been identified that would cause such
an effect, so it is difficult to characterize its scale. However, it seems unlikely that the change in inefficiency
over the range from 1.4 GeV to 3.2 GeV would be any greater than twice the global inefficiency estimate of
3.4 percent. Consequently, three functions representing linear changes in the inefficiency over this energy
range were constructed; they are drawn in Figure 8.14:

(A) Mp(E) =1 (8.8)
E—2.3GeV
(C) Mp(E) = 1—0.034% (8.10)
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Pileup scale factors to equalize G(t) vs. upper cut
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Figure 8.13: Assumed pileup construction inefficiency giving minimum distance between gain corrections
G(t) computed with 3.2 GeV and 6.2 GeV upper energy thresholds.

It is found that the differences between the resulting fitted R values is quite small; Rg —Ra = —0.08 ppm and
Rc — Ra = 0.07 ppm. Consequently, a value of 0.08 ppm is assigned for this part of the pileup systematic
uncertainty.

The final component relates to the unseen pileup, which consists of pulses below the software threshold
of 275 MeV whose only effect is a degraded energy resolution at early times. The difficulty in estimating
this uncertainty arises from a lack of precise knowledge of the number of these pulses and their energy,
asymmetry, and phase distribution. Consequently, this analysis proceeds in three steps: first, a simulation is
used to generate an unseen pileup (E,t) spectrum with an arbitrary normalization. Next, the effect of this
distribution on the fitted (g — 2) asymmetry is used to set an upper bound on the normalization. Finally, the
effect of this unseen pileup on R is determined.

The unseen pileup simulation first chooses an ordinary event from the pileup-subtracted (E,t) distribu-
tion for a typical station, weighted by an additional factor of

Nunseen (t) = e VT [1 + Aunseen COS(Wat + Qunseen )] - (8.11)

The parameters Aunseen aNd @unseen are set very conservatively to Aynseen = 0.08 and @unseen = 100 mrad.
The simulation then chooses the energy of the unseen pulse from an estimate of the energy distribution
below 200 MeV. A simulated WFD digitization interval containing the two pulses is created and processed
with the pulse fitting algorithm to determine the effect of the unseen pulse. The resulting energy and time
distributions are shown in Figure 8.15.

103



2
o
N
|

[&]
o™
() .
s [ energy-dependent PU systematic
B1 0ol
o102 / ~a
2 [
E -
9 1
c
s L
o L
-] -
o
0.98—

0.96 e K

global PU systematic

0.94|||||||||||||||||||||||||||||||||||

1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3 3.2
Energy [GeV]

Figure 8.14: Functions chosen to estimate systematic uncertainty from a hypothetical energy dependence in
the efficiency of the pileup construction procedure.
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Figure 8.16: Change in the fitted asymmetry between fit start times of 49.1 ps to 129.9 ps, for the unperturbed
data set and with various amounts of added unseen pileup.

The second step in this analysis is to observe the effect of the unseen pileup on the stability of the (g —2)
asymmetry. The simulated unseen pileup distribution is added to each station’s histogram, multiplied by
factors of 0, 1, 3, and 5. Fits are then performed at start times of 49.1 us and 129.9 us. The difference
between the asymmetries at these two points, averaged over stations, is computed as a function of energy for
each unseen pileup multiplier. The asymmetry for each station is rescaled to be 1 at 49.1 s before averaging.
These asymmetry shifts appear in Figure 8.16. The unperturbed spectrum has an average asymmetry that is
consistent from early to late times in each energy band above 2.2 GeV. For energies less than 2.2 GeV, the
asymmetry in the unperturbed spectrum decreases as a function of fit start time. One mechanism that might
account for this decrease is the slow loss of protons from the storage ring. Their energy distribution cuts off
near 1.8 GeV, their (g —2) asymmetry is zero, and they become an increasingly larger fraction of the data
at later times. Finally, it is clear that the asymmetry consistency statistic is much more sensitive to unseen
pileup at very high energies than at lower energies. Consequently, the best limit on the effects of unseen
pileup can be obtained by looking at these energies.

The amount of unseen pileup in the data was estimated from this data by computing in each bin
AA/ DA rseen, Which is the observed change in the asymmetry divided by the change that would be caused
by one unit of unseen pileup. The weighted average over the five highest energy bins of this quantity, which
represents the number of units of unseen pileup in the data, is 0.29 4+ 0.26 units. Each unit corresponds to
1.5 x 108 generated events with times after 45 ps.

The fitted R value is also plotted as a function of the number of units of added unseen pileup, as illustrated
in Figure 8.17. The resulting slope is 0.293 ppm per unit of unseen pileup. This slope is multiplied by 0.29
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Figure 8.17: R and x? for fits with varying amounts of added unseen pileup.

to obtain the systematic error estimate of 0.09 ppm.
The four components of the systematic uncertainty due to pileup are, finally, combined in quadrature to
give a total value of 0.24 ppm.

8.4 Muon losses

The systematic uncertainty resulting from muon losses is divided into three parts. First, the normalization
factor N is only known to limited precision. Second, contamination of the spectrum by lost protons can
change the shape of the losses as measured in the FSDs. Both of these uncertainties mean that the best
possible fit is not achieved, though the effect on wj, is small. On the other hand, if some loss mechanism is
correlated to the muon spin direction, the average (g — 2) phase is directly pulled, and w; is affected.

The usual technique was applied to evaluate the sensitivity of R and X2 to changes in the fixed parameters
Na and Nsa. Unfortunately, there is little external evidence to be used to establish a level of confidence in
these loss parameters. The value of N that is used for the final result was determined by minimizing the
global x2 for the set of fit start times used for that result. However, varying the fit start times to other
reasonable values yields optimal points of N, that vary from 0.885 to 1.002. The full width of this range is
11.7 percent; it will be used as a figure of merit. As Na varies over this range, R moves by 0.05 ppm, so this
value is assigned as the systematic uncertainty. On the other hand, the shape parameter Ns ought to be 0,
since all relevant corrections to the muon loss shape have already been applied. The value that produces an
optimal global x? is -4.6. This entire difference from 0 is used as a level of confidence, giving a systematic
uncertainty from Nga of 0.01 ppm. These two values are added linearly to give a total muon loss systematic
of 0.06 ppm, except for the part due to spin-dependent losses.

One possible way to generate a spin-dependent loss mechanism would be to couple the average spin
direction at injection to the muon momentum. Because muons with different momenta orbit at different
radii, the loss probability may reasonably be a function of momentum. This coupling could be produced if
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Figure 8.18: R and x?2 for fits with varying CBO oscillation envelope lifetimes.

the beamline exhibits a left-right acceptance asymmetry at the point where pions decay to yield muons. This
effect was evaluated and found to be less than 0.10 ppm [116]. Folding this value in quadrature with the
0.06 ppm uncertainty found previously gives a grand total muon loss systematic uncertainty of 0.12 ppm.

8.5 CBO beyond half-ring effects

The CBO modulations have an envelope function that is taken to be e —t/Tceo Ecso(t), where Ecgo(t) mea-
sures the deviation from a purely exponential form. Fortunately, the precise envelope function is only
necessary to obtain a good x2/dof; it does not have a large effect on the fitted value of R. In fact, the differ-
ence between the values extracted with the usual Ecgo(t) and with Ecgo(t) = 1 is entirely negligible, only
0.001 ppm. Meanwhile, the fitted exponential CBO lifetime varies with energy at a level that is too large to
understand fully; as shown in Figure 7.3(b), it moves by +15 percent from very low to very high energies;
this value will be taken as the uncertainty on tcgo. Following the usual technique, the associated error for R
is 0.02 ppm.

The envelope of the CBO modulation C3(t) of the (g — 2) phase is derived from the same underlying
effects as that of the other CBO effects, but arguments exist that suggest that its time dependence may not
precisely match the others. However, it is difficult to imagine that its characteristic lifetime would differ
from the others’ by more than a factor of 2. This lifetime cannot be determined from the data with any
precision, so it is necessary to attribute a systematic uncertainty to this envelope. Fits were performed with
various values for the ratio of this lifetime to the ordinary CBO lifetime. The x2 minimum, as shown in
Figure 8.18(b), is very shallow, but fortunately R does not depend heavily on this parameter. The systematic
uncertainty is determined by taking half the difference between the maximum and minimum R values in this
graph, giving a result of 0.02 ppm.

The CBO frequency is assumed in the fitting function to be time-independent, although it is known
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that it changes slightly over the fill time. These changes occur at early times as the n value varies during
the transition from scraping to non-scraping quadrupole voltages, and at late times because the quadrupole
voltage slowly drops as charge leaks off the electrodes. The entire difference between the ordinary result
and the result with a fitting function that includes reasonable estimates of these effects is 0.03 ppm; this
difference will be assigned as a systematic uncertainty. Meanwhile, the fitted CBO frequency wcgo varies
unexpectedly with energy, much like the lifetime. It falls in the £0.16 kHz range from 465.79 kHz to
466.11 kHz, as shown in Figure 7.3(a). This uncertainty for wcgo is propagated into an uncertainty of
0.01 ppm for R. It is then combined linearly with the value from the time dependence to give a combined
uncertainty of 0.04 ppm for the CBO frequency.

Putting together all of these results, the systematic uncertainty caused by the CBO, apart from the half-
ring effect, is 0.05 ppm.

8.6 AGS background

In order to measure the background level in the storage ring, the firing of the quadrupoles is inhibited for a
fraction of the fills, typically one out of 25. With no focusing, the muon beam is lost after a few turns, but
all other systems operate normally. The distribution of particle arrival times in these fills appears modulo
the AGS cyclotron period of 2694 ns in Figure 8.19(a). Eleven peaks are visible, corresponding to eleven
of the twelve bunches circulating in the AGS; the first bunch does not produce this background. The other
parts of Figure 8.19 illustrate the absolute time scale of these counts as well as their energy distribution
in a number of detector stations. Different detectors observe different energy distributions of background
counts because the storage ring acts as a spectrometer, guiding different momenta to different positions.
These distributions have been appropriately rescaled by the ratio of the number of quadrupole-on fills to the
number of quadrupole-suppressed fills.

Simulated background distributions were constructed based on this data. They were added to the usual
spectra at 0, 5, and 10 times their actual level, and the slope of R versus the background level was deter-
mined. This slope is 0.019 ppm per unit of background. Because no correction was attempted, one unit of
background is assumed, and the systematic uncertainty is 0.02 ppm.

8.7 Cyclotron motion

Five random seeds were used for the removal of the cyclotron frequency modulation in the final result. The
RMS of the resulting distribution of R values, which are shown in Figure 8.20(a), is 0.1 ppm. The systematic
uncertainty that is assigned to account for the randomization process is therefore 0.1 ppm/+/5 = 0.04 ppm.
The cyclotron randomization period was varied from 149.0 ns to 149.4 ns in steps of 0.1 ns; the nominal
period is 149.2 ns. For this scan, the histogram time bin width remained fixed at 150 ns. The RMS of the
resulting distribution of R values, shown in Figure 8.20(b), is 0.085 ppm. This is clearly an upper limit on
the effect, since there are statistical variations among the various data sets as well, and no trend is apparent.
Consequently, this sweep is regarded as a cross-check rather than a systematic error measurement.
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Figure 8.19: Background distributions determined from the quadrupole-inhibited fills.
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Finally, the histogram bin width was varied from 148 ns to 152 ns in steps of 1 ns. The RMS of the
distribution of R values, shown in Figure 8.20(c), is 0.094 ppm; it is assigned as the systematic uncertainty
from the bin width. Again, this is certainly a conservative upper bound because of allowed statistical vari-
ations. However, in this case a trend in the points is possible, so it is included in the final systematic error
estimate.

8.8 Vertical oscillations and double-frequency CBO

Particles in the storage ring perform vertical betatron motion at a frequency fy, = 2.36 MHz. Beating with the
fast rotation frequency leads to a coherent mode-the “vertical waist”— with a frequency of fyw = fc —2f, =
1.75 MHz. Each of these effects can couple to the detector acceptance and therefore modulate the counting
rate. These frequencies are well separated from w;, and the associated time constants are very short. The
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lifetime of the vertical betatron oscillations is approximately 3 ps, while that of the vertical waist is about
15 ps. Consequently, the effect on R is very small. Also noticeable is the second harmonic of the radial
CBO at a frequency of 932 kHz. The time constant for this effect is significantly longer, about 50 s, but the
amplitude is very small.

The frequencies and time constants were estimated from overall fits at extremely early start times. The
amplitudes and phases were then determined for each energy bin for each station from fits starting at 31.6 s.
Stations 3 through 6 are still gated off at 31.6 ps; they were assigned vertical oscillation and vertical waist
amplitudes and phases from the average of the other stations. For the vertical waist, the phase was adjusted
properly for the ring position. The double-frequency CBO is sufficiently long-lived that its amplitude and
phase can be reliably determined with a fit starting at 49.1 ps, so it is not necessary to interpolate values for
stations 3-6 for this quantity.

For each of these modulations, fits were performed with the relevant amplitudes fixed at 0, 1, 5, and 10
times the values found from the very early-time fits. The slope of R versus the amplitude multiplier was
determined in each case. The effect of the primary vertical betatron oscillations at these start times is too
small even to write down; it is less than 0.0003 ppm in all cases. The systematic shifts from the vertical
waist and double CBO are larger, though still very small: 0.003 ppm and and 0.008 ppm, respectively.
Consequently, a systematic uncertainty of 0.01 ppm is included to account for all of these effects together.

8.9 Summary

The systematic effects discussed in this chapter are summarized in Table 8.1. Combining them in quadrature,
and applying the electric field and pitch corrections discussed in Section 5.5, the final value of R from this
analysis is

R =127.954+0.69 (stat.) +0.31 (syst.) ppm. (8.12)

Removing the previously secret offset, converting to w,, and combining the statistical and systematic uncer-
tainties in quadrature yields
wy, = 229074.06(0.17) Hz. (8.13)
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Effect Uncertainty [ppm]

Statistics 0.69
Including Half-ring effect 0.30
Overlapping pulses (pileup) 0.24
Lost muons 0.12
Gain changes 0.09
Binning 0.09
Ordinary CBO 0.05
Cyclotron randomization 0.04
Electric field and pitch corrections 0.03
AGS background 0.01
Vertical CBO/Double-frequency CBO 0.01
Total systematics 0.31
Total uncertainty 0.76

Table 8.1: Summary of statistical and systematic uncertainties for the energy-binned w, analysis.
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Chapter 9

Deter mination of w,

This chapter describes the measurement of the average magnetic field in which the muon spin precesses. The
field is mapped periodically with a trolley carrying NMR probes; between trolley runs, it is tracked by fixed
NMR probes. The crux of the analysis of the wy data is the calibration of the various probes with respect
to each other and also with respect to an absolute standard, the determination of appropriately weighted
averages over temporal and spatial distributions, and the evaluation of the systematic uncertainties in the
measurement.!

9.1 Trolley measurements

The field was mapped every few days during the data-taking period with a trolley containing 17 NMR probes,
together with the associated readout electronics, sealed inside a pressurized enclosure. The arrangement of
the probes is illustrated in Figure 9.1. With this geometry, field multipoles through the decupole can be
determined. While w, data are obtained, the trolley is parked in a “garage” located outside the storage
region but still within the vacuum system. When an appropriate moment for a field measurement arrives,
often in conjunction with AGS downtime, the trolley is pulled out of the garage and driven around the ring
on rails that are built into the vacuum chambers. Two cables are attached to opposite ends of the trolley
so that it can be pulled in either direction. One cable is a coaxial conductor that provides power and reads
out the data from the probes; the other is made of plastic so that it may be left in the vicinity of the high-
voltage pulsed kicker magnet. Figure 9.2 shows the azimuthal dependent of the field around the ring as
measured by the trolley; variations over a range of 2100 ppm are observed. The azimuthal position of the
trolley is determined by its effect on the field measured at nearby fixed probes together with the readout of a
potentiometer mechanically coupled to the drum that pulls the cable. The uncertainty of the position of each
measurement leads to a 0.10 ppm systematic uncertainty in the determination of the azimuthally averaged
field.

At the heart of each of the probes is a cylindrical volume 2.5 mm in diameter and 15 mm long; it is filled
with water in which a small amount of copper sulfate is dissolved. This active volume is surrounded by a
copper coil that is used for both excitation and pickup; it is coupled to the magnetometer electronics [118]

1The measurement of the magnetic field is described in [117].
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analysis because of their poor signal quality.
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Figure 9.3: Free induction decay signal at a frequency wp — wyef. The inset shows the Fourier transform of
the signal. (Reproduced from [118].)

through a resonant circuit with a quality factor Q ~ 30. For each measurement, a pulse of width 4 us at
the reference frequency wyes = 61.70 MHz is amplified to a power of 10 W and transmitted to the coil.
This pulse leads to an oscillating B field with an amplitude of about 2 mT inside the active water sample,
turning its magnetization by 90 degrees away from the direction of the main magnetic field. Following this
pulse, the magnetization precesses about the direction of the main field at the angular frequency wp = B,
gradually relaxing back to its ground state parallel to the field. The copper sulfate dissolved in the water
accelerates the relaxation process, leading to characteristic times of order 10 ms. The signal picked up by
the coil is amplified and mixed with the original reference frequency, leading to a beat at the frequency
WrIp = Wp — Wref, Which is known as the free induction decay signal. This signal is illustrated in Figure 9.3.
The NMR electronics measures the frequency wg p by counting the number of zero crossings during a fixed
gate time. The same electronics are coupled to all of the probes in the trolley through a multiplexer switch,
and the measuring system alternates among the probes.

The result of a typical trolley run is illustrated in Figure 9.4, where the azimuthal coordinate has been
averaged away and a multipole expansion has been performed. Clearly, the field is extremely uniform; over
the entire storage region, deviations are limited to less than 2.5 ppm.

Each of the trolley probes gives only a relative measurement of the field. The probes are cross-calibrated
among themselves from time to time through measurements with an x-y plunging probe. However, the abso-
lute scale must be established by calibrating them against a standard probe [83], a step that was performed
at the beginning and repeated at the end of the data collection period. The standard probe is designed so that
all perturbations to the applied field by the probe itself are small and easily determined and subtracted. The
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Figure 9.4: Contour plot of the magnetic field for a typical trolley run, averaged over the azimuthal coordi-
nate. (Reproduced from [3].)

active volume consists of a spherical sample of pure water enclosed in a Pyrex ball with a diameter of 1 cm;
for a spherical shape, there is no net bulk diamagnetism. Corrections are applied to account for the diamag-
netic shielding of the protons by the water molecules themselves and for the susceptibilities of the materials
in the probe. The absolute calibration of the standard probe is valid at the level of 0.05 ppm. The transfer of
this calibration to the trolley probes is limited primarily by the ability to position them at precisely the same
location as the standard probe so that they experience the same field. In order to reduce this error, the field
gradient was minimized in the calibration region using current shimming coils. The remaining uncertainty
was carefully evaluated by deliberately introducing perturbing fields and observing their effect on the values
measured by the trolley and the standard probe. It was thereby determined that the 1 mm precision of the
azimuthal positioning translates into a 0.15 ppm uncertainty in the absolute calibration.

9.2 Fixed probe measurements

While the w, data are obtained, the trolley is sequestered in its garage. During this time, drifts in the
overall scale of the field are monitored by fixed probes that are secured outside the vacuum chambers. These
probes are of the same design as the ones carried on the NMR trolley, and they are read out by similar
electronics. The active volume in many of the fixed probes is filled with petroleum jelly rather than water in
order to avoid evaporation, since many of these probes are in locations that are impossible to access while
the vacuum chamber is in place. There are 360 of these probes around the ring, but many of them have
been damaged, and some are in locations with large local field perturbations that render them unusable.
Consequently, a subset of the probes must be selected to include in an average. Two independent analyses
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Figure 9.5: Difference between field measured by the trolley and the fixed probes as a function of time
during the data collection period. (Reproduced from [119].)

of the magnetic field data were carried out; each employed approximately 120 of the probes, though the sets
did not completely overlap. The effectiveness of the tracking by the fixed probes is assessed by examining
the graph in Figure 9.5, which shows the difference between the field measured by the trolley and the fixed
probes at the time of each trolley run. The fixed probe calibration is expected to change when the current in
the magnet is cycled off and on because of hysteresis effects. These events occurred at the times indicated
by vertical lines in the figure. Otherwise, the calibration is expected to remain constant between trolley runs;
this figure shows that it indeed does, at the level of 0.10 ppm.

An automatic online analysis of the fixed probe data is used as part of a feedback system with the magnet
power supply to stabilize the field. Ordinarily, this mechanism works well, keeping the field constant at the
level of 1 ppm. However, the failure of a computer that was part of this system caused it to be disabled for
a small part of the running period. The resulting variation of field as a function of run number is shown in
Figure 9.6. Left to its own devices, the field drifted over a range of 50 ppm, mostly due to expansion and
contraction as the yoke temperature changed. The fixed probe data permits this field drift to be measured
and accounted for properly.

9.3 Summary

The number of positrons included for each run was conveyed by the w, analyzers to the w, team. Using
this information, the positron-weighted, time-averaged magnetic field map was computed. The final step is
to average the field over the muon distribution. This step was performed by inserting the field map into the
beam tracking simulation program that was also used to compute the electric field and pitch corrections as
described in Section 5.5. The field is quite uniform, so the dependence on the precise beam profile is small;
a systematic uncertainty of 0.03 ppm is assigned to account for it.

The estimated systematic uncertainties for the w, measurement are summarized in Table 9.1. In addition
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Figure 9.6: Magnetic field changes as a function of run number, illustrating the failure of the feedback
system for a small part of the data set. (Reproduced from [117].)

Effect Uncertainty [ppm]
Absolute calibration of standard probe 0.05
Calibration of trolley against standard probe 0.15
Azimuthal position uncertainty during trolley measurement 0.10
Reproducibility of fixed probe calibration 0.10
Average over muon distribution 0.03
Others 0.10
Total systematic uncertainty 0.24

Table 9.1: Summary of systematic uncertainties for w, measurement.

to the effects previously described in the text, there is an entry for “others.” This line includes the dependence
of the measured field on the trolley’s temperature and power supply voltage, residual eddy currents from
the kicker, and the coupling of higher multipoles to the beam, which was slightly off-center vertically.
Individually, these effects are all extremely small; together, they contribute 0.10 ppm to the uncertainty in
the field determination. The uncertainties listed in the table are believed to be uncorrelated, so they are
combined in quadrature to obtain a total value of 0.21 ppm.
In conclusion, the appropriately weighted magnetic field in terms of the free proton spin precession
frequency is?
wp = 61791592.1(15.0) Hz. (9.1)

2This value differs slightly from the one quoted in [3] because it is adjusted to match the data selection used in the energy-binned
W, analysis rather than the average data selection of the four w, analyses.
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Chapter 10

Conclusion

10.1 Comparison of independent w, analyses

Four individuals from different institutions independently extracted w, for this data set; the four results [120,
90, 121, 122] are listed in Table 10.1. They have each been adjusted to correct for the difference in positron-
weighted wy, values that arise from slightly different data selections; these corrections are all less than
0.1 ppm. The overlap among the different data sets included in the various analyses was computed in order
to determine the statistically allowed deviations from one result to another. Among the origins of incomplete
overlap are the different run and fill selections and pulse fitting implementations. However, the non-overlap
between the analysis described in this thesis (indicated in the table as “D’") and the others is primarily due to
the lower energy threshold of 1.4 GeV and the procedure of choosing a different start time for each energy
bin. With one exception, all of the analyses agree with each other within the statistical expectation alone.
With no exceptions, all results agree within the estimated systematic uncertainties.

Consequently, the results were averaged to determine a final collaboration value. Each analysis was
weighted equally, yielding

R =128.56 +-0.62 (stat.) +-0.31 (syst.) ppm. (10.2)

The final uncertainties were determined through a covariance matrix formalism that took into account the

Analysis Institution Method Dataset R Zstat. £syst. [ppm]
A Yale Conventional G20FF  128.66 & 0.64 + 0.37
B Brookhaven Conventional &QOFF  128.34 +0.64 4+ 0.36
C Minnesota  Ratio [114,123] &2Too 128.51 4+ 0.63 +0.34
D Ilinois E binned &Too 128.71 £0.69 £0.31

|Rg —Ra| = 0.32 + 0.14 ppm (stat.)
|[Rc —Ra| =0.15 + 0.23 ppm (stat.)
|IRp —Ra| =0.05 + 0.47 ppm (stat.)

Table 10.1: Comparison of the results of four independent wj, analyses.
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data overlap fractions [124]. The statistical error for the combined result is less than for any of the individual
analyses because they are not completely correlated. Although the energy-binned analysis on its own has
a slightly larger statistical error than the others, it is based on a very different subset of the data, so it
contributes to this reduction of the final statistical uncertainty. After removing the previously secret offset
and applying the electric field and pitch correction, the collective value obtained for wj ist

wy, = 229074.10(0.16) Hz . (10.2)

10.2 Computation of g

In principle, a, may be computed from w, and B according to Equation 1.18:

_ M My Wa
T B T ey

(10.3)
To perform this calculation, precise knowledge of three external constants (my,, e, and ) is required. Today,
these constants are known with appropriate precision to carry out the calculation directly. However, at the
time the experiment was designed, they were not. Consequently, an alternative procedure inherited from the

CERN storage ring experiments was employed. The following expression may be written down:

0 (miuauB)

a, = — ) (10.4)
ame (518) - (7e8)
Division of the numerator and denominator by w, yields
a, = o _ _Ro itn (10.5)
n = = .
55 iR
Wy
Ro = — and 10.6
® @, an (10.6)
A o= BB (10.7)
W Hp

This rearrangement leaves only one external constant A, which is the ratio of the magnetic moments of the
muon and the proton. It has been measured in an experiment at Los Alamos National Laboratory involving
the hyperfine level structure of muonium [125] as

A =3.18334539(10) . (10.8)

1This value differs slightly from the one given in [3]; see the footnote at the end of Chapter 9.
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The same NMR system and standard probe used to determine wj, were used in this muonium experiment, so
many types of calibration errors tend to cancel out.
Following this procedure, the collaboration value for a; is

aSP = 11659203.9(8.4) x 10 1° | (10.9)

while the value that would have been obtained from the energy-binned w, analysis alone is only slightly
different:
aZXPE bin — 11659201.9(9.3) x 10710 . (10.10)

After combining aﬁXp with the results from previous running periods [21, 22], a new world average is

obtained:
aﬁxP?a"g =11659203(8) . (10.11)

The indicated uncertainty is slightly larger than a naive calculation would imply because it accounts for
correlated systematic uncertainties across running periods.

10.3 Comparison of experimental and theoretical results

The values of a, calculated from the standard model were described in Chapter 2:

aMe’® = 11659168.8(7.7) x 10~ and (10.12)
' = 11659193.2(6.8) x 1070 . (10.13)

The hadronic vacuum polarization contributions to these two values are determined from hadron production

ine*e~ collisions and T decay, respectively. The corresponding differences between the new world average

experimental result a;7®®'9 and the two theoretical values are

aZPae _gSMeTeT — 34(11) x 1071 and (10.14)
AP _gSMT = 10(10) x 10710, (10.15)

Very different conclusions may be drawn depending on which of the standard model evaluations is
used. With the eTe~ annihilation data, a discrepancy between experiment and theory of more than three
standard deviations is observed. The probability that a difference this large would occur purely by chance as
a statistical fluctuation is less than 0.3 percent. Consequently, this comparison could be interpreted as a clear
signal of physics beyond the standard model, possibly indicating the existence of supersymmetry. However,
this exciting speculation is spoiled by the T decay data. If it is used to establish the standard model value,
then experiment and theory seem to agree well, within one standard deviation. In this case, a, will place
constraints on “new physics” rather than trumpeting its arrival.
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10.4 Outlook

During the winter of 2001, the polarities of all of the magnetic and electric fields in the experiment were
reversed. A data set was collected to permit the determination of a, for the negative muon. The analysis of
these data is in progress; it is expected to provide a result that is statistically comparable to the one described
here for the positive muon. The negative muon result will serve as a test of the CPT theorem, which predicts
identical values for the positive and negative muon. It should also have a smaller systematic uncertainty
because it was collected with the benefit of experience and history. The quadrupoles were operated at two
different n values, each of which yielded a CBO frequency much farther from 2w, than the one used in
2000. Also, the average beam intensity per fill was somewhat lower, so the effects of pileup and the pion
flash were both reduced.

As of this writing, however, the ball is in the standard model theorists’ court. In order to disambiguate the
interpretation of the result, it will be necessary to clarify which of the approaches to computing the hadronic
vacuum polarization contribution is correct. Efforts to measure the hadron production cross section through
radiative return from high beam energies are in progress at KLOE and BaBar [31, 32]. These measurements
may prove sufficiently sensitive to effectively check the CMD-2 e*e~ data. A lattice QCD calculation of
the hadronic contribution is also under way [33]. When these studies are complete, the implications of this
measurement of a, will become clear.
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