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Abstract This work presents a quantum sensing interferometric scheme for the simultaneous estimation of multiple parameters at
the ultimate quantum scaling precision in a two-mode optical network. This scheme is experimentally feasible because it employs
input Gaussian states such as squeezed and coherent states and a relatively low number of experimental runs. We focus on the precise
and simultaneous measurement of two unknown phase shifts and an unknown beam splitter reflectivity, achieving Heisenberg scaling
sensitivity in all three parameters without any constraints on the parameter values.

1 Introduction

Quantum mechanics has significantly improved the ability for precision measurements in metrology by using quantum properties
such as entanglement and squeezing [1-7]. The main benefit of the use of quantum resources is the ability to surpass the classical shot
noise limit, where measurement precision typically scales as 1/+/N with the number of resources N used, such as average number
of photons, energy, or time. In contrast, quantum systems can achieve subshot noise scaling up to Heisenberg scaling precision with
a scaling of 1/N [5, 8-13].

Over the last decade multiparameter estimation has emerged as of significant importance in the field of quantum metrology [14-20].
The simultaneous estimation of multiple physical parameters is gaining attention not only for its potential for resource efficiency,
but also for its wide range of applications across various technological fields such as quantum imaging [21-24], biological mea-
surements [25-27], astronomy [28, 29], sensor networks [30, 31], and gravitational wave detection [32, 33]. All these quantum
technologies are beyond the single-parameter estimation. Although multiparameter estimation has many applications and has seen
recent progress, it still faces major challenges. For instance, using photon number states and entangled states is not easy, both in
terms of generating them and maintaining quantum coherence [18, 34]. Moreover, some estimation methods place constraints on
the values of unknown parameters, making them unsuitable for use in arbitrarily distributed networks [35-39].

Achieving Heisenberg scaling precision simultaneously in the estimation of multiple parameters consists of multiple uncertainty
relations, and the interplay among these multiple uncertainty relations remains largely unexplored. Although much more complex
scenarios involving multiple parameters have been theoretically explored in quantum metrology [14, 40-44], and some experiments
have also been investigated for multiparameter estimation [45—48], none have yet achieved the ultimate precision for all parameters
simultaneously. Therefore, finding the optimal measurement protocols to achieve Heisenberg-limited sensitivity for multiple param-
eters at the same time still remains a major challenge [49]. In a recent work, Heisenberg scaling is achieved in the simultaneous
estimation of two phase parameters of a Mach—Zehnder interferometer [50]. Other two-parameter estimation scenarios have also
been explored, including the simultaneous estimation of phase and diffusion noise [51, 52], phase and imperfection in the probe
state [53]. However, so far, no scheme has been given for the simultaneous estimation of more than two parameters in an optical net-
work, with Heisenberg scaling using scalable resources such as squeezed states and robust measurement methods such as homodyne
detection.

In this article, we introduce a scheme for the estimation of three unknown parameters in a two-mode optical network consisting
of two unknown phase shifts and a beam splitter with unknown reflectivity, as shown in Fig. 1, estimating both the phase shifts and
the reflectivity simultaneously, and achieving the Heisenberg scaling precision for all three parameters. Our approach involves the
injection of a squeezed vacuum and a squeezed-coherent state into the input ports of the optical network, and a measurement with
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Fig. 1 Experimental scheme for
simultaneous estimation of three
parameters ¢, ¢1 and ¢ in the
two-channel network described by
the unitary matrix U in Eq. (2).
The input probe is initialized
using a squeezed vacuum state and
a squeezed-coherent state of light,
as defined in Eq. (3). Homodyne
measurement is performed at both
output ports, with local oscillators
characterized by phases 6 and 6,
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the use of two-homodyne detectors at the output. The advantage of our proposed scheme is that it does not impose any constraints
on the values of the unknown parameters, allowing the attainment of Heisenberg scaling in sensitivity, regardless of the values of the
parameters. Moreover, our scheme does not require parameter-dependent adaptations within the optical setup, which enhances its
practical applicability. We demonstrate that this methodology not only reaches the Heisenberg scaling multiparameter Cramér-Rao
bound (CRB) for all three unknown parameters, but is also experimentally scalable.

2 Two channel network

We consider a two-channel linear passive optical network composed of a beam splitter and phase shifters in each arm. In this setup,

the beam splitter is characterized by a reflectivity parameter, ¢, while the phase shifts in the upper and lower arms are denoted by

¢1 and ¢, respectively, as illustrated in Fig. 1. The operations of the beam splitter (BS) and the phase shifters (PSs) on the optical
modes are represented by the unitary matrices

. . [ cos¢p singyg

Ugs = exp(igooy) = <_ sin ¢y cos ¢0>, "

i
es(o o = (g i)

respectively, where oy is the second Pauli matrix. Therefore, the overall optical network, as depicted in Fig. 1, can be described by
the unitary matrix

Lyis €1 cos gy € sin ¢y
U = Up<U, — .4elVl] Lo— . . . . 2
psUss = ( Pij )z/ _ei®2 gin o 292 cos b0 (2)
The elements of this unitary matrix are expressed as U;; = ,/Pij ¢l%ij | where pij = |Ujj |2 with i, j = 1, 2 represents the transition

probability of a photon from input channel j to output channel i within the interferometer, and y;; = Arg[Uj;] is the corresponding
phase shift experienced by the photon. Given that U is a 2 x 2 unitary matrix, it follows that p1; = p22 = p1 and p12 = p21 = pa.

Here, we propose an estimation scheme which aims to achieve Heisenberg scaling precision in the simultaneous estimation of
three unknown parameters, particularly the two phase shifts ¢, ¢, and the BS reflectivity ¢. As depicted in Fig. 1, the input probe
we consider in our scheme is given by

[V )in = Ir1) @ la,r2), 3

where |r1) is a squeezed vacuum state with an average photon number Ny; = sinh? (), and |a, r2) is a displaced squeezed state
with an average photon number N, + Nsp = |a|2+ sinh? (r2), injected into the first and second input ports, respectively. Here, rq 2
are the real squeezing parameters, and |«| represents the amplitude of the coherent light.

At the final step, we perform balanced homodyne detections at both output ports to measure the quadratures %; g, (fori = 1, 2),
where 6; is the phase of the local oscillator associated with the i-th homodyne detector. From these measurements, the unknown
parameters ¢ = (¢po, @1, ¢2) can be inferred. The joint probability distribution function associated with the outcomes of homodyne
measurements follows a Gaussian distribution

"_"T 71-._-»
G-I M)], @

- 1
X) = ex
ST p[ 2
where ¥ is the covariance matrix and fi is the mean vector, both of which depends on the unknown parameters ¢, ¢ and ¢, through

the interferometric transformation of the input state. Detailed expressions for the first and second moments of the output state can
be found in Appendix A. Given that both output ports are measured and probes are injected into both input ports, all elements of the
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unitary matrix U described in Eq. (2) become relevant. The mean vector (i and the elements of the covariance matrix ¥ for equal
squeezing (r; = rp = r), in terms of the phases of the two local oscillators, reads

- sin ¢ sin(6; — ¢1)
"= ﬁ“(cos 9o sin(6s ¢z)>’ ©)

and
1
Y= E[cosh 2r + cos2(¢py — 61) sinh 2r],

1
E22 = 5lcosh 2r + cos (g2 — ) sinh 2r], ©)

Y1 =%y =0.

3 Multiparameter Fisher information matrix

In our optical setup, multiple unknown parameters are involved; therefore, our theoretical analysis of the precision in their estimation
needs to make use of a multiparameter formalism. The Fisher information matrix (FIM) describes the precision in the estimation of
multiple parameters [54]. It quantifies the amount of information a given measurement can extract about the unknown parameters
to be estimated. Here, we compute the FIM for the simultaneous estimation of the reflectivity of the BS ¢ and the two phase shifts
¢1 and ¢, using homodyne detection at the output ports of the optical network in Fig. 1. The FIM establishes a lower bound on the
estimation error, commonly known as the CRB, given by

Covig] = %F—‘[m, %)

where v is the number of independent measurements, F' represents the positive semi-definite FIM, and Cov[@] refers to the covariance
matrix of the estimators ¢ = (¢o, @1, ¢2) of the parameters ¢ = (¢o, @1, ¢2). By utilizing the probability distribution given in
Eq. (4), we derive the elements of the FIM as shown in Appendix B. These elements can be written as:

T o1 _ -
Fon = 04, 17 % 18¢nu+§Tr[E 194, 2)2 7 (3, 2)]. 8)
——’
Fon v

mn

for m, n € {0, 1, 2}, where Tr[-] denotes the trace operation. The FIM in Eq. (8) decomposes into the sum of two terms, F S and
FN, representing respectively the contribution from the signal and the noise of the outcome of homodyne measurements.

To proceed further, we define the total average number of photons in the squeezed inputs as Ny = N1 + Ny2, and the total photon
number in both the input ports as N = N, + N;. In the following section, we demonstrate that under the assumption N, ; = O(N),
it is possible to achieve a precision at the Heisenberg scaling, O(1/N), in estimating all three parameters ¢o, ¢1, and ¢, without
requiring any adaptation of the optical system. This scaling is achieved after we impose that the local oscillator phases of the
homodyne detection are experimentally tuned values of 61 and 6, of the asymptotic form

ki .
0,_y,+NSi, i=12, )
where y; = y;; £ 7 specifies the phases of the quadrature fields %;, ), at which the minimum variance is observed. In other words,
the local oscillator phases are detuned from y; by an additional term k; / Ny;, where k; is an arbitrary constant independent of Nj.

In the following section, we show that the Fisher information related to the variation of noise, F N , in Eq. (8), is sufficient to
achieve Heisenberg scaling precision for the estimation of the two unknown phases ¢; and ¢;. Additionally, by exploiting the
information contained in the variation of the signal, FS, we demonstrate that it is eventually possible to estimate also the BS
reflectivity parameter ¢ with Heisenberg scaling.

4 Three-parameter estimation

In this section, we focus on the simultaneous estimation of the three parameters ¢ = (¢, ¢1, ¢2) using the homodyne measurement
outcomes described earlier. As the FIM have contributions from both the signal and noise in Eq. (8), we will analyze these two
contributions separately. First, we obtain the information associated with the variation of the noise given by the second term FV
in the FIM 8 by substituting =~! and the derivatives of ¥ with respect to the parameters using Eq. (6), and we find that the only
nonzero elements of matrix F*V are the diagonal ones
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PN 2Ns(Ns +2)sin [2(1 — 61
2 T 4 Ny + /No/Ns +2cos [2(¢1 — 0P a0
N 2N(Ng +2)sin [2(¢2 — 62)]?

F3y = '
3 T+ Ny + /Ny /Ny +2c0s [2(d — 02)]2

To achieve Heisenberg scaling in the CRB of parameters, ¢»; and ¢, both elements in Eq. (10) must be of the order N, sz, which can be
reached by tuning the local oscillators in the homodyne detections according to the condition 9 with the minimum variance phase

y; of the measured quadrature field X;, with i = 1, 2. For a large number of photons, F' N asymptotically reads
0 0 0
128k2 N2
FN =0 (+16k3)? 0 . (11)
128k3 N2
0 0 (1+16k3)2

Now, we analyze the first contribution to the FIM 8, which is the information extracted from the variation of the displacement it

with respect to the parameters. By choosing k| = k» = k in the condition 9, FS asymptotically reads (see Appendix C)
8NN,
S o0 00
F° = 0 00 12)

0 00

where all orders smaller than O(N2), which do not contribute to the Heisenberg scaling, are neglected. To estimate all three parameters
b0, P1, and ¢, simultaneously at the Heisenberg-limited sensitivity, we consider the total FIM F = F S+ FNin Egs. (11) and (12):

8N, N
1+16k2 128]?21\]2 0
F = 0 m 0 . (13)
0 0 128%% N?
(1+16k2)?
The CRB in Eq. (7) then reads
1(1+16k%)
Ad)2 > (AGCRBY2 — = , 14
(Ago)™ = (Agg ™7) 8NN, (14)

1(1+16k2)°

Ab? > (AGCRBY — = i
( d)l) _( ¢] ) v 128k2N52

(15)

1(1+16k2)°

A 2 > A CRB\2 =

(16)
and gives the Heisenberg scaling in all three parameters simultaneously. The FIM F in Eq. (13) is diagonal to leading order in O(N?),
implying that each of the three parameters can be estimated with the Heisenberg scaling precision independently. In other words,
achieving Heisenberg scaling for one parameter does not affect the estimation of the others. We also observe that for k = 1/4, the
prefactors for the uncertainties of both ¢ and ¢, are minimized.

This demonstrates that the precision for estimating all three parameters achieves Heisenberg scaling in the asymptotic limit. In
particular, the estimation of the parameters ¢1 and ¢ reaches this scaling with a precision of A¢i2) = O(1/Ny), regardless of the
intensity of the coherent state, as it depends solely on the number of squeezed photons. On the other hand, the estimation of ¢q also
achieves the Heisenberg scaling provided that the average photon numbers in both the coherent state (N.) and the squeezed state
(N;) are proportional to the total average photon number N = N; + N,. The precision is optimal when N, = Ny = N/2,i.e., when
averagely half of the input photons are coherent and half are squeezed, yielding A¢y = O(1/N). We note that in our model, the two
squeezed inputs remain separable after the beam splitter, resulting in the output covariance matrix X being independent of the beam
splitter reflectivity ¢9 and depends only on the phases ¢ and ¢,. Consequently, the Fisher term F' N, which arises from variation of
¥, encodes solely the phase shift information, whereas the term F, originating from derivatives of the mean vector i, allows the
estimation of the reflectivity ¢o with Heisenberg scaling.

The Cramér-Rao bounds in Eqgs. (14)—(16) are asymptotically saturated through the use of maximum likelihood estimators,
thus achieving the desired Heisenberg scaling precision. The analytical form of the maximum likelihood estimators (MLEs) for
parameters ¢, ¢1 and ¢, is

<130MLE = arctan|: _[Zl :|, a7
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Fig. 2 Maximum likelihood
estimation of parameters ¢q
(green continuous line), ¢1 (red
dashed line), and ¢, (blue dotted
line) as a function of the number
of measurements v. (a) Relative
bias and (b) saturation of the CRB
for the estimated parameters
obtained from the maximum
likelihood estimation. We notice
in panel (a) that ¢ is already
unbiased for a very small number
of experimental iterations v (see
appendix E). The CRB in

Eqgs. (15) and (16) is saturated,
reaching already a ratio

Adi /A CRB close to 1.05 (ie.,
within 5% of the CRB) for
number of experimental iterations
v = 100 and saturates the bounds
for a number of repetitions of the
measurement already of the order
of 500. The CRB for ¢y is already
saturated for even a very small
number of iterations v (see
appendix F). Here, we take the
values of ¢g, 1,2 = /5, /3,
7/4, jal?=5and Ny = 5

Fig. 3 Maximum likelihood
estimation of the parameters ¢,
¢1 and ¢» as a function of total
number of photons N, with equal
average number of squeezed and
coherent photons,

N = Ny = N/2.(a) Bias in the
estimated parameters ¢ (green
continuous line), ¢ (red dashed
line), and ¢, (blue dotted line); (b)
Heisenberg scaling in the
uncertainty for all the parameters,
A¢; = O(1/N)withi =1, 2, 3.
In (b), the uncertainty in the
estimation of ¢ (green squares),
¢1 (red asterisks) and ¢ (blue
circles) are compared with the
CRBs of ¢q (black continuous
line) and ¢, > (black dashed line)
derived in Egs. (14)~(16), for _

k = 1/4. The uncertainties A¢; in
the estimator ¢; approach the
CRB already for a relatively small
number N of photons. Here, we
take the value of ¢g, 1,2 = /3,
/7, /8, and the sample size

v = 1000
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and a detailed calculation is provided in Appendix D. In Figs. 2 and 3, the precision of such estimators is analyzed in terms of
the number of probe photons and experimental repetitions. In particular, Fig. 2(a) plots the relative bias (]E[¢, — ¢i)/¢; for each
parameter as a function of the measurement repetitions, where IE[qb,] is the expected value of the estimator ¢l, and ¢; is the true
value of the parameter, with i = 0, 1, 2. Figure 3(a) shows the bias as a function of the average photon number N. Figures 2(b)
and 3(b) depict the uncertainties A¢; in comparison with the CRBs.

The results demonstrate that the estimators ¢ and ¢, are asymptotically unbiased and achieve the CRB with Heisenberg scaling
for a number of measurement repetitions already of the order of 500. Notably, the estimator do is approximately unbiased for even
very small iterations and average number of photons (see Appendix E for a detailed calculation). The bias of Po is approximately
zero up to O(1/v2>N*) which remains negligible even for a relatively very small average number of input photons. (See the solid
green plot in Figs. 2(a)and 3(a)). Furthermore, the variance of the estimator ¢o asymptotically matches the CRB of the parameter
¢o in Eq. (14) up to first error correction term of O(1/v>N®), which is negligible even for very small values average number of
photons, saturating the CRB as shown in Figs. 2b and 3b (see Appendix F).

5 Conclusions

In this paper, we have presented a scheme that simultaneously estimates three unknown parameters with ultimate Heisenberg scaling
precision in a two-channel optical network, which is illuminated by both squeezed light and squeezed-coherent light sources at the
input. Homodyne measurements at both output ports allow us to reach the ultimate scaling irrespective of the values of the parameters,
and our scheme does not need any adaptation of the network. We show that the Heisenberg scaling of two phase parameters, ¢;
and ¢», is only given by the variation of the noise of the measurement, whereas the unknown reflectivity ¢g is extracted only
from the variation of the signal of the homodyne measurement. We also show that the CRBs are parameter-independent functions.
Additionally, we have demonstrated that the maximum likelihood estimator reaches the theoretical CRB with only a number of
experimental iterations of order 500, making the scheme experimentally feasible. While our analysis is based on the CRB and
employs maximum likelihood estimation, which is well-known to be effective in the asymptotic regime, alternative global and
Bayesian methods have been developed to address the inherent limitations of the CRB approach [53, 55-58]. Interestingly, the
parameter ¢9 shows an unbiased behavior and saturates the CRB already for very small average number of photons in the channel.
Achieving the ultimate quantum sensitivity in the estimation of three parameters simultaneously opens a new frontier in quantum
optical metrology. Recently, large optical squeezing has been demonstrated [59]. Although our scheme achieves three-parameter
Heisenberg scaling sensitivity in a lossless optical network, investigating the effects of losses and detector inefficiencies remains an
interesting direction for future work [60, 61].
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Appendix A Details of balanced Homodyne measurement outcomes

Here, we will derive the expressions for the mean vector j1 and the covariance matrix X, presented in Egs. (5) and (6), respectively,
associated with the outcomes of the homodyne measurements.
We can describe a 2-mode Gaussian state using its Wigner distribution function, defined as

1 T -1 4
W(z) = xp|:—§(z—d) r (z—d)j|, zeR", (A1)

1
— ¢
(2m)2/detT’

where d is the displacement vector and I" is the covariance matrix of the input state |r1) ® |«, r2) in Eq. (3). Here, r1 and r, are the
real squeezing parameters and o = |a|e™/? is a complex displacement amplitude. The covariance matrix and displacement vector
in phase space are given by

I = fdiag(e®,e™2,e7¥1,e722), d=+/2(0,0,0,la])’. (A2)
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The Wigner distribution W(z) of the state Ulr1) ® |, ry) after applying U obtained by rotating the initial Wigner distribution with
the orthogonal and symplectic matrix R associated with the unitary matrix U reads

_ (Re[U] —Im[U]
k= <Im[U] Re[U] ) (A3)

so that
I'y =RTRT, dy =Rd. (A4)

Finally, balanced homodyne detection with local oscillator phases 61,2 projects onto quadratures X;, g, . This can be implemented by
applying an additional unitary rotation U (0) = diag(e‘ie1 , e792) (o the state U |r1) ® |, r2), which introduces a phase e~% to each
element of the i-th row of U. Thus, the elements of the overall unitary matrix can be written as /p;;e' i =), where y;; = arg[U;;]
fori, j = 1, 2. The resulting joint outcome of the homodyne detection is a Gaussian distribution characterized by a mean vector
and a covariance matrix. The mean [t corresponds to the first two elements of the transformed displacement vector dy, given by

o= —/P2sin(y2 — 91))
= T T ) (A

and covariance matrix X given by the upper 2 x 2 block of I'y. Its components are explicitly given by:

1
Y= 5 [pl(cosh 2r1 + cos 2(y11 — 61) sinh 2r1) + pa(cosh 2 + cos 2(y12 — 1) sinh 2r2)],

1
Yoy = 5 [pz(cosh 2r1 + cos 2(y21 — 62) sinh 2ry) + pi(cosh 2rp + cos 2(y22 — 6;) sinh 2r2)],

JP1P2
X=X = T[

cos(y11 — y21 — 61 +62) cosh 2r; + cos(y11 + 21 — 61 — 62) sinh 2ry
+cos(y12 — y22 — 01 + 602) cosh 2ry + cos(y12 + y22 — 01 — 62) sinh 2r2]. (A6)

For the unitary matrix in Eq. (2) and equal input squeezings r| = r, = r, the expressions for iz and T in Egs. (A5) and (A6) reduce
respectively to Egs. (5) and (6) of the main text.

Appendix B Deriving the Fisher information matrix for Gaussian probability in Eq. (8)

In this appendix, for completeness, we derive the well-known FIM of a multivariate Gaussian distribution based on the joint
probability distribution of homodyne measurements [62]. In general, the FIM is defined by [54]

Fun = Epy[(3g,, 10g pp(¥)) (3p, log pe(¥))]. (B1)
To compute the FIM, we first evaluate the logarithmic derivatives of pg(X) given by
- 1 G-p's"'G-p
Pe(x) = znmexp[— 5 ]

where the mean vector [i and the covariance matrix ¥ are functions of the parameters ¢ = (¢o, @1, ¢2). This requires using the
properties of Gaussian integrals, which allow us to simplify the expectation values of polynomial terms involving (X — /i) up to
fourth order:

(B2)

Epg[(xi — pi)] =0,
Epy[(xi — id)(xj — 1)) = Zij,
Epg [(xi — pi)(xj — j)o — )] = 0,
Epy [(xi — pi)(xj — i)k — ) — )] = Sij Zua + Ziw Zjr + Sir S

(B3)

Substituting these results into the expression for F,, yields
1
4

+ 22: ((8¢,mﬁ7)2*1)i((8¢nﬁ7)2*1)jﬂ*3p¢ [ — pid(xj — )]

i,j=1

Foun = ~ (35, log Det[£1) (94, log Det[ 1)

2

(39, log Det[Z1) Y~ (3, =7 VEpy [(xi — pidxj — )]
i,j=1

1
+7
4
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2

1 _
+ 1(84’" log Det[X]) i]z::l(ad)m 21,],1)Ep¢ [ — pi)xj — )]

1 2
e ; 1(a¢,,, 2@, B By [(xi — 1)) — )0k — i) — ). (B4)
L, ] K=

Using Jacobi’s formula for the derivative of the determinant of a matrix

9, Det[X] 1 -1
2 = Tr[ 2y 2] = —Tr[8,, 27 2], B5
Dez] = ME 03] r[d, ] (BS)

we simplify Eq. (B4) as
T .1 _ _
Fm” = a‘pm I"LTE 13¢nM+ ETI'[E 1(8¢mE)E 1(8¢I12)]’ (B6)
—_— —
oy BN

mn

Here, the first term F tells how the mean of the homodyne outcome ji changes with the change in parameters, while the second
term FV arises from the derivatives of the covariance matrix X, which quantifies how the parameters affect the fluctuations of the
measurement outcome. The total FIM gives the complete information of the parameters encoded in a general Gaussian state.

Appendix C Evaluation of FS in equation (12)

To evaluate the value of FS in Eq. (12), we first calculate the derivatives of [t in Eq. (5) with respect to parameters ¢y, ¢ and ¢;:

. cos ¢ sin(f) — ¢1)
Yt = V2 (— sin g sin(8 — d)z))’

a¢>1ﬁ — ﬁa <_ sin ¢0 C(())S(@] - d)l))’ (C])

a¢2ﬁ=f2a( 0 )

— €08 ¢ cos(2 — ¢2)

By substituting the inverse of the covariance matrix ¥ in Eq. (6) and the derivatives of  in Eq. (C1) into Eq. (8), F' S reads

ANc cos”(go) sin®(@y—61) 4N sin’(w)sin’ (g —62) Ne sin(2¢o) sin[2(¢1 —61)] — N sin(2¢) sin[2(¢2 —62)]
14+ Ng++/Nyo/Ng+2 cos[2(p1 —01)] ~ 1+Ng++/Nya/Ns+2 cos[2(2—02)] 1+ Ns++/Nso/Ny+2 cos[2(p1 —01)]  1+Ns++/Ng+/Ny+2 cos[2(¢2—62)]
4N, sin®(w) sin®(¢r—62) 4N, sin%(¢g) cos® (¢ —61) 0 (C2)
14 Ng++/Ng+/Nyg+2 cos[2(¢p1 —61)] 14+Ny++/Ng /Ny +2 cos[2(¢1 —61)]
—Ne sin(2¢o) sin[2(¢2—)] 0 4N, cos*(g) cos”(¢a—th)
14 Ng++/Ngo/Nyg+2 cos[2(¢p2—62)] 14Ny ++/Nso/Ng+2 cos[2(¢2—62)]

After using the condition on the local oscillator in (9) and for a symmetric case, say k; = k» =k, F S can be written asymptotically
as

8NNy | O(N) Bk N, sin(2go) O(N®) —8kN. sin(2¢o) | O(N®)

o 1+16(k22 ) 1312?(2 e T+16k2
S 8kNe sin(2¢0) 0 32k” N, sin” (o)
Fo = ez T OWNT) NL(1+1682) . 0 i (C3)
—8kN, sin(2¢q) 0 32k N, cos*(¢g)
e TOWD) 0 N, (1+16K2)

and reduce to Eq. (12) up to O(N?).

Appendix D Maximum Likelihood Estimators
In this appendix, we find the maximum likelihood estimators (MLEs) saturating the CRBs as given in Eq. (7). Consider v repeated

independent measurements using two-homodyne detection of the quadratures X; g,, giving a set of outcomes {X, ..., X,}. The
likelihood function is expressed as

Lg|%1, ... %) = [ | pGil$), (D1)
i=1
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where p(X;|¢) represents the probability density function associated with the joint homodyne measurement described in Eq. (4). To
find the MLE ¢, we maximize the log-likelihood function log (L), and obtain

0 = Vg log L(@|%1, ..., ¥,)

¢=byLe
v
=V¢Zlogp<fi|¢>‘ )
i=1 ¢=PuyLE
M v 1 v
= | — =V, log(det[Z]) — =V, Y — ' E -
72 ¢ log(det[Z]) 7 ¢;(xz ) (X M)]¢=$MLE
[ v 1 d W oL
=| - T[=71 2] - 5V Y mETG - @G- M)T]} )
L i—1 ¢=bymLE
- v v
- 1 - . 1 _ .
= (Vgi)'= 1<v,u—Zx,->:| ) +§Tr|:V¢E 1<v2—2(x,-—u)(x,-—u)T>} o (D2)
L i=1 O=byLE i=1 O=byLE

Note that Eq. (D2) leads to three separate equations, corresponding to the derivatives with respect to ¢, ¢1 and ¢;. In general, these
equations are not analytically solvable. However, in the case discussed in the main text when squeezed amplitudes are equal, the
equations simplify, and the covariance matrix X becomes independent of ¢g, and therefore the derivative with respect to ¢g reduces
to

v

0= [(v¢oﬁ>T2‘1 (vﬁ - Zz)

} o (D3)
i=1 po=py'"*

which gives the estimator = % >"7_, X; for the mean ji. By utilizing Eqs. (5) along with the local oscillator conditions in Eq. (9),
where ki = k», this further simplifies as

ﬂ:@:_s"lqio :ga (D4)
[2%) 2 cos ¢o [2%)
leading to an explicit expression for the MLE of ¢ in Eq. (17) in the main text
$o MLE = arctan [— @] . (DS5)
2

However for the parameters ¢; and ¢,, both terms in Eq. (D2) in general contribute to the solution. Considering the asymptotic
behavior for large N, we find that under the local oscillator condition (9) 8¢l<2>ﬁ = O(N9), 8¢1(2)2_1 = O(N?, = ! = O(N),

% = O(N), and ji grows as O(N'/?). Consequently, the first term of Eq. (D2) scales as O(N), while the second term is of order
O(N?). Thus, for large N, second term dominant and Eq. (D2) can be written as

0= lTr|:V¢E_1 <vz =) G- G - ﬁ)Tﬂ o (D6)
2 ¢=buLE

i=1

This can be solved and provide the sample covariance matrix

by

I, 2o =7
=D G =G =@ (D7)
i=1

which is an estimator for the actual covariance matrix X. Substituting this into the above equation and equating the result to the
diagonal matrix ¥ in Eq. (6), we obtain the maximum likelihood estimators for ¢; and ¢, in Eqgs. (18) and (19) in the main text,

given by
- 1 2% 11 — cosh2r
¢1MLE = 01 + = | —2m +arccos| ————— | |, (D8)
2 sinh 2r
- 1 25, — cosh2
¢rMLE = 6 + —| —4m + arccos w s (DY)
2 sinh 2r

where ¥; ;j are the entries of the matrix S, It is worth noting that the estimators q31 and &2 in Egs. (18) and (19) give a good
approximation to the solutions of Eq. (D2), even for smaller values of N, also shown in Fig. 2 and Fig. 3 of the main text.
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Appendix E Unbiasness of estimator (1;0

In this appendix, we aim to show that the MLE $o = arctan [ — 1/ ;12] in Eq. (17) is approximately an unbiased estimator of the
parameter ¢9 = arctan [ — 1/ Mz], if the higher-order terms are negligible, where fi; and [ip are the sample means of bivariate
normal distribution and w1 and p, are the means of the marginal distribution.

We know that the sample means /i1 and /i, are unbiased estimators of the population means w1 and 7, respectively. To analyze
the unbiasedness of (]30, we begin by expanding f(ji1, flo) = arctan [—fi1/fi2] around (i1, (o) using a Taylor series expansion

- of . 9 N : i
fGs i) =f(ui )+ —| (i — )+ = (2 —p2)+5—=5|  (u—m)
dfi1 oft2 200y
H1,142 H1,M2 H1,142
192f 3 ) 2 N . .
+t-.=5 (o — p2)" + —=——= (11 — p1)(fi2 — p2) + higher-order terms. (ED)
295 311912
H1,142 H1,12
Taking the expectation of the above expression, we get
- of - - 2 - 2
ELf (a1, a2)) = fpr, m2) + — Elpr — ]+ = Elfz — p2l+ 5 —5 E[(a1 — p1)7]
i1 I 200y
1,142 1,02 1,12
19%f B ) 32 f . . .
+5—3 E[(ft2 — m2) ]+ ———= E[(11 — m1)(ji2 — p2)] + E[higher-order terms]. (E2)
203 11,2 On1df 1,2

Since i1 and [i; are unbiased estimators, E[j11 — u1] = 0 and E[fi; — wa] = 0, the first-order correction term vanishes, leading to
E[¢o] =~ arctan[—p1 /2] = ¢o. This shows that ¢g is an unbiased estimator to first order. Furthermore Eq. (E2) can be written as

~ 12 - H1p2 -
E[¢o] =¢o + ﬁvar[ﬂl] - ﬁVﬁI[Mz]
(1] + 13) (1] + 13)
ui—u3
MCOV[M , f12] + E[higher-order terms] (E3)
1 2

where Var[fi;] and Var[fi;] are the variances and Cov[ji;, ji2] is the covariance of the sample mean ft; and fi; and are directly
related to the population variance ¥ in Eq. (6) for a sample size v, reads

- 21 - pIY) U 212
Var[ji1] = - Var[jiz] = T,and Covlity, 2] = - (E4)

By substituting (1, i and X from Egs. (5) and (6), using the condition (9), into Eq. (E3), we can express ]E[¢~>o] as

(C2 — C1)sin (2¢0)

El¢o] = ¢o + NN,

1
+ Oz + -~ do. (ES)

where C(2) = (16k;(2) + 1)?/4. For the the case kj = ky = k. the bias E[¢o] — ¢o = O(1/v?N*) vanishes rapidly with increasing
v and N, and implies that the MLE ¢y is unbiased since the error term O(1/ VINY) is negligible. In particular, Figs. 2(a) and 3(a)
show ¢y is unbiased for a very small number of iterations v and small average photons N.

Appendix F Variance of the estimator do

Here, we will show that the CRB of the estimator ¢ is approximately saturated even for very small iterations and a small average
number of photons. To evaluate the asymptotic behavior of the CRB of ¢y, we first calculate the variance (A¢p)?, given by

(Ado)* = Eldg] — Eldol®
= E[(arctan |: - @])2] — E[arctan [ - @]]2

2 2
w1 * pa(ua — 2 arctan [ /ua)Var{ ] pi(uer + 2 arctan [/ p2]) Var( i)
= (arctan — | + 5 + 3% +
K2 (11 + 13) (W] +13)
-2 +2(u? — ) arctan Cov[ii1, [
g + 2y Mz)z " [;u/uz]) [t1, 2] + Elhigher-order terms])_
(1] +13)
Var[ 1 Var[ 1 2 _ u2Coviji, i 2
(arctan |: — ﬂ] + M]Mzz arg,uzl] - MMZZ arg,uzz] Hi Mé [z'uzl #al + E[higher-order terms]) . (F1)
M2 (u1+u13) (u1+u13) (u1+p3)
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Similar to the above calculation of E[¢] in Appendix E,~ by substituting p1, 2, and X from Egs. (5) and (6) and using the condition (9),

we can derive an asymptotic form of the variance (A¢g)?, which reads

(C1+C2)+(C1 = Ca)cos 2¢0) (€1 =) sin? (2¢)
4vN_.N; 16V2N2N2

(Agp)* = + O3NS +. ... (F2)

Here, we can see that even the term O(1/ v2N*%) is very small and the estimator is efficient neglecting O(1/v>N*). For the case
ki = ko = k, (Agp)? can be written as

1 16k% +1
v 8NNy

_L16k*+1

T 306 ~ L
(Ado)* = HOUVINO 4.~ s (F3)

this expression is the CRB of the parameter ¢ given in Eq. (14) in the main text. The asymptotic variance (Adp)? confirms that the
MLE for parameter ¢q saturates its CRB, since the higher-order error terms are negligible even for a very small number of iterations
v and small average number of photons N, as shown in Figs. 2b and 3b.
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