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Abstract

This thesis describes the simultaneous measurement of the top pair produc-

tion cross-section together with the Rb parameter in the lepton plus jets

channel with 1 fb−1 of the 2011 data at 7 TeV obtained with the ATLAS

experiment at the LHC. Events are categorized in 18 orthogonal channels,

depending on the lepton flavor (e or µ), the jet multiplicity (3, 4, or 5 jets)

and the b-tagging multiplicity (0, 1, or 2 tags).

With 1 fb−1 of luminosity, the tt cross-section measurement is limited by

systematic uncertainties and much effort has been put into trying to quan-

tify and, when possible, limit their impact on the overall measurement pre-

cision. The analysis also includes a measurement of Rb , which has not been

performed in ATLAS yet. The Rb parameter is related to the |VtX | mixing

matrix elements and, in combination with the single top cross section mea-

surement, can be used to set quasi model independent constraints on their

magnitudes. In addition, it is sensitive to new physics with heavy-flavour

content larger than the one predicted by the SM processes.
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Introduction

Ancient Greeks already postulated that matter is made out of small building blocks

or atoms, as Democritus called them. Major updates on particle physics came from

J. J. Thomson and the electron discovery in 1897 [2]. In the next decades more and more

understanding of the atomic structure and discoveries came along. Nuclei lost their

elementary character revealing the existence of protons and neutrons in Rutherford’s

experiment in 1911. In 1968 at SLAC, protons and neutrons were shown to contain

much smaller, point-like, particles named quarks [3] [4]. A particle “zoo” started to

emerge from colliders around the world and a theory was developed to give them a

common framework: the Standard Model (SM) [5] [6]. The SM as we know it nowadays

includes twelve elementary constituent particles: three charged leptons, three neutrinos

and six quarks. All of them have been discovered, the tau neutrino being the latest one

in 2000.

The SM explains three out of the four known fundamental forces: the electro-

magnetic, the weak and the strong forces. These forces are mediated via interaction

bosons [7]. They are the photon, the W ± and Z and eight gluons. Finally, the Higgs

boson is responsible to give mass to all particles. All of them, except the Higgs boson,

have been discovered and their properties measured precisely. However, on July, 4th

2012 CERN announced the discovery of a new particle with properties similar to those

of the Higgs boson [8].

According to the SM, the top quark decays almost 100% of the times into a W bo-

son and a b-quark, and the probability of this to occur is proportional to |Vtb|2 [9].

In this thesis we measure the fraction of tops decaying into a W boson and a b-
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1. INTRODUCTION

quark. This quantity is known as the Rb parameter and is defined as Rb =
B(t→Wb)
B(t→Wq) =

|Vtb|2
|Vtb|2+|Vts|2+|Vtd|2 , where Vtb, Vts and Vtd are the Cabibbo-Kobayashi-Maskawa (CKM)

matrix elements. Any deviation of Rb from the SM value can be used in combina-

tion with the single top cross section measurements to set quasi model independent

constraints on the magnitudes of the CKM matrix elements. In addition, it is sensi-

tive to new physics with heavy-flavor content larger than the one predicted by the SM

processes.

In this thesis we focus on the lepton plus jets top quark pair decay channel to

measure simultaneously the tt production cross-section and Rb. The reconstruction of

decay final states is extremely complicated since all detector elements are required to

detect them. They involve leptons (electrons or muons), light jets, b-jets and missing

transverse energy. There are other physics processes that have identical or similar final

state, mainly vector boson decays, but also single top and multi-jet processes, which

can, therefore, fake the top quark pair decay.

With 1 fb−1 of 2011 data the measurement is dominated by systematic uncertainties,

which have been studied carefully. σtt and Rb are obtained from a likelihood fit to the

reconstructed mass of the hadronic top. Using the profiling technique, the systematic

uncertainties are treated as free parameters, and therefore, with large enough samples,

can eventually be constrained by the data themselves.

This document is organized as follows. The SM is introduced in Chapter 2. Chap-

ter 3 is devoted entirely to top physics including the top observation, mass measure-

ments and production rates, among other topics. Chapter 4 contains basic information

about Monte Carlo techniques, and concepts like parton shower, hadronization, and un-

derlying event are introduced. In Chapter 5, the LHC accelerator and ATLAS detector

are described. Chapter 6 deals with object reconstruction, and includes the descrip-

tion of how particles are detected and reconstructed inside the ATLAS detector. The

main analysis and measurements are presented in Chapter 7. Conclusions are drawn

in Chapter 8.
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2

Theory

2.1 The Standard Model of Particle Physics

The entire universe is built from a plethora of particles. Matter seems to be made of

twelve building blocks or elementary particles, named leptons and quarks, and interacts

through four fundamental forces. The force carriers are also particles, called bosons.

These particles are governed by the rules of the Standard Model (SM). The SM aims

to describe the fundamental forces of our universe. These are the electromagnetic

force, which provides the attraction between electrons and nuclei to form atoms and

molecules; the weak interaction, which is behind the nuclear beta decays [10]; and the

strong force, which holds quarks together to form mesons and baryons, and also binds

nucleons together to form nuclei. Gravity, the weakest force in nature and negligible

at nuclear regimes, is not described in the SM.

2.1.1 Gauge Theories

Due to the phase (or gauge) invariance in quantum mechanics, quantum-mechanical

observables are unchanged under phase rotations of the wave functions. Since quantum-

mechanical equations of motion always involve derivatives of the wave functions, in

order to achieve local phase invariance one has to modify the equations of motion (and

the observables involving derivatives) by the introduction of additional fields.

Let us consider the Schrödinger equation as example. The quantum mechanical

state described by the complex wave function ψ(x) is invariant under a global phase

rotation ψ(x) → eiθψ(x). To have ψ(x) also invariant under a local phase rotation

3
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ψ(x) → eiθ(x)ψ(x), it is necessary to introduce the electromagnetic field Aµ(x) and

to replace the gradient ∂µ by the gauge-covariant derivative Dµ ≡ ∂µ + ieAµ, where

e is the charge of the particle described by ψ(x), and the field Aµ transforms under

phase rotations as Aµ(x) → Aµ(x) − 1
e∂µθ(x). The required transformation of the

field has the form of a gauge transformation in electrodynamics, and the covariant

derivative corresponds to the canonical replacement (pµ − eAµ) → i(∂µ + ieAµ), which

leads to the covariant form of Maxwell’s equations. Furthermore, the gauge invariance

of electromagnetism leads, via Noether’s theorem, to the conservation of the electric

charge.

Thus, the imposition of local symmetry requires the existence of interactions, and

can serve as a dynamical principle to the construction of interacting field theories.

2.1.2 The Standard Electroweak Gauge Theory

The electroweak gauge theory (EW) unified two of the four fundamental forces: the

electromagnetic and weak interactions. The relativistic quantum theory for the electro-

magnetic force (QED) was first written by Paul Dirac who, with many others, described

the quantization of the electromagnetic field and made possible, in principle, the com-

putation of any electromagnetic process [11]. QED is based on the U(1) gauge group.

By imposing gauge invariance, the existence of a gauge boson, the photon, is required

and the interaction with fermions is specified. However, computations are reliable only

at first order of perturbation theory making the theory unpredictable at higher orders.

Such pathologies are dealt with by means of the renormalization [12]. Renormalization

is the process where the divergencies found at high orders of perturbative calculation

are included into the theoretical constants at tree level. Once renormalized, QED is a

predictable theory for any fermion and its interaction with photons.

Electroweak interactions are the responsible for both nuclear β decays n → p +

e− + ν̄e and muon decays µ− → e− + ν̄e + νµ. Becquerel (1896) studied the decay

AZ →A (Z + 1) + β−. The apparent no conservation of energy in the interaction led

Pauli (1930) [13] to postulate the existence of a new (undetected at that time) particle,

the neutrino [14]. The muon decay can be explained from a quantum field theory

similar to QED, but in the muon decay the gauge field can not be a neutral boson, like

the QED photon, it has to be electrically charged. So there must be at least two more
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2.1 The Standard Model of Particle Physics

gauge bosons responsible for the weak interaction, and actually we will see that there

are three new bosons.

Given the fact that QED and the weak interaction have some similarities, it is

reasonable to think that the two interactions can be combined in the same framework.

Abdus Salam, Sheldon Glashow and Steven Weinberg worked on the unification in

1967 [5] [6].

Experiments with neutrinos in 1962 showed that the electronic neutrino and the

muon neutrino are different particles. The tau and tau neutrino were not discovered

until 1977 (Mark I Experiment, SLAC) [15] and 2000 (DONuT, Fermilab) [16], respec-

tively. In the SM, leptons are arranged in families:

(

νe
e−

)

,

(

νµ
µ−

)

,

(

ντ
τ−

)

.

Tab. 2.1 shows the mass and lifetimes of the leptons. All leptons have spin 1/2.

Table 2.1: Lepton masses and lifetimes [1].

Lepton Mass (c=1) Lifetime

e− 0.510998902(21) MeV > 4.6 × 1026 y (90% C.L.)

νe < 3 eV

µ− 105.658357(5)MeV 2.19703(4) × 10−6 s

νµ < 0.19 MeV

τ− 1776.99+0.29
−0.26 MeV 290.6 ± 1.1 × 10−15 s

ντ < 18.2 MeV

The EW interaction is based on the SU(2)L×U(1)Y symmetry group. Local invari-

ance in the SU(2)L group introduces ∗ three new gauge bosons for the weak interaction

(W± and Z) and one for U(1)Y (photon). The Lagrangian for the electroweak inter-

action is

LEW = −1

4
WµνW

µν − 1

4
BµνB

µν + ψ̄iγµDµψ (2.1)

∗A Lie group SU(n) has (n2
− 1) generators.
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the covariant derivative being

Dµ = ∂µ + igWµT + ig′(1/2)BµY (2.2)

where T and Y are the isospin and hypercharge operators, which can be represented

by Pauli matrices. W±
µ and Bµ can be expressed as

W±
µ =

1√
2
(W1µ ± iW2µ) (2.3)

and

igW3T3+ig
′ 1
2
BY = iA[g sin θWT3+g

′ cos θW
1

2
Y ]+iZ[g cos θWT3−g′ sin θW

1

2
Y ] (2.4)

The subindex L in SU(2)L means that only left-handed particles interact weakly.

Processes like beta decays only affect fermions with the spin in the opposite direction of

their motion. Right-handed particles can be seen as singlets in this group, and therefore

do not interact with the weak bosons.

At this stage, the main deficiency of the SM is the prediction of massless particles,

in contrast with the experimental measurements [17]. The solution to this problem will

be discussed in the next section.

2.1.3 Spontaneous Symmetry Breaking

Only massless vector fields are gauge invariant under local transformations of the EW

Lagrangian. Additional mass terms like m2WµWµ are not gauge invariant, and there-

fore can not be included directly in the Lagrangian to get masses for the (experimentally

measured to be massive) W± and Z bosons. The concept of spontaneous symmetry

breaking (SSB) [18] [19] was introduced in the EW theory to allow particles to acquire

mass while keeping the theory still renormalizable.

Let’s consider the Higgs potential for scalar particles V = µ2φ2+ 1
2λφ

4 with λ > 0. If

µ2 > 0 the above potential simply describes a scalar field with mass µ. The interesting

case occurs when µ2 < 0, because the minimum of the potential is not at φ = 0 but

at φ =
√

−µ2/λ, which is referred to as the vacuum expectation state of φ. Choosing

the correct expansion for the perturbative calculation around the minima of the Higgs

potential breaks the symmetry of the Lagrangian. Furthermore, some terms that give

6



2.1 The Standard Model of Particle Physics

masses to theW± and Z boson while ensuring that the photon remains massless appear

in the Lagrangian. This is what is called the Higgs mechanism.

2.1.4 Quantum Chromodynamics

In 1960’s a large amount of different hadrons were emerging from colliders. M. Gell-

Mann and Y. Ne’eman, independently, developed the Eightfold Way classification [20].

This conducted M. Gell-Mann and G. Zweig [21] [22] to the idea of quarks, elementary

particles “living” and interacting inside hadrons. Their theory only included three

quarks, the up, the down and the strange. Electron-proton collisions at the SLAC-

MIT experiment in 1968, showed that the proton contained much smaller particles and

was therefore not an elementary particle [23] [24]. These smaller particles were later

identified as quarks. An extension of the model (by Glashow and Bjorken) predicted

the existence of a new quark, the charm quark. In 1970, S. Glashow, J. Iliopoulos and

L. Maiani presented further motivations for the existence of the yet undiscovered charm

quark. Finally, in 1974, charm quarks were produced simultaneously by two teams, one

at SLAC, led by B. Richter, and the other at Brookhaven, under S. Ting. The charm

quarks were observed as bound charm-anticharm states. In summer of 1977, a team of

physicists led by Leon M. Lederman working on an experiment at Fermilab discovered

the upsilon particle, which is composed of a bottom-antibottom quark pair [25]. The

top quark was the latest to be discovered (1995) at the Tevatron, Fermilab [26] [27].

Thus, three families of quarks similarly to those of leptons can be structured as:

(

u

d

)

,

(

c

s

)

,

(

t

b

)

.

Table 2.2 shows the masses and charges of the quarks. All quarks have spin 1/2.

Quantum Chromodynamics (QCD) is the theory which describes the strong inter-

actions, built to explain the interactions among quarks to form mesons (combinations

quark-antiquark) and baryons (combinations of three quarks). Quarks and gluons carry

“color charge”, analogous to the electric charge in QED. The color charge was intro-

duced to explain how identical quarks could coexist inside hadrons without violating

the principle of exclusion of Pauli. QCD is a non-Abelian theory based in the SU(3)

Lie group, and predicts the existence of eight massless gauge bosons, named gluons.

Each quark has a color either red, blue or green (anti-quarks have anti-red, anti-blue

7
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Table 2.2: Quarks masses and charges [1].

Lepton Mass (c=1) Charge

u 2.3+0.7
−0.5 MeV 2/3

d 4.8+0.7
−0.3 MeV -1/3

c 1.275± 0.025 GeV 2/3

s 95± 5 MeV -1/3

t 173.5± 1.0 GeV 2/3

b 4.18± 0.03 GeV -1/3

or anti-green colors) and gluons are color-anticolor combinations. Thus, baryons are

built with three quarks of three different colors and mesons are color-anticolor combi-

nations. Quarks can not be observed isolated (they are not color-eigenstates) so from

the experimental point of view only hadrons can be studied.

The Lagrangian for QCD is

LQCD =
∑

flavour

q̄a(iγ
µ(Dµ)ab −mqδab)qb −

1

4
FA
µνF

µν
A (2.5)

where Dµ = ∂µ + igsA
α
µT

α is the covariant derivative, Tα are the Gell-Mann matrices,

γµ are the Dirac matrices, qa is the quark field of flavour a and mass mqa , and a and

b run over the six quark flavours. The coupling constant gs =
√
4παS is the parameter

of the theory giving the strength of the interaction. The field tensor FA
µν is given by

FA
µν = ∂AµG

A
ν − ∂Aν G

A
µ − gsfABCG

B
µG

C
ν , where fABC are the structure constants of the

SU(3) group, and A, B and C indices run over the eight degrees of freedom of the

gluon field. The third term of the field tensor is responsible for the non-Abelian nature

of QCD and describes the gluon self-interactions. The gluons self-coupling determines

the variation of the strong interaction strength with energy, and leads to the two main

characteristics of QCD: asymptotic freedom and confinement [28] [29]. At very high

momentum transfers, or equivalently at very short distances, the strong coupling is

weak. Inside the hadrons, quarks and gluons behave as nearly-free particles (asymptotic

freedom). On the other hand, and large distances or small momentum transfers, the

strong coupling grows, leading to the confinenement of quarks and gluons, which cannot

be observed as free particles: When two quarks become separated it is energetically

8



2.1 The Standard Model of Particle Physics

more efficient to create a new pair quark-antiquark. The newly created quarks and

antiquarks combine to form hadrons.

2.1.5 Quark Mixing and Cabibbo-Kobayashi-Maskawa Matrix

The fact that the number of families is bigger than one allows quark mixing. The

theoretical motivation for quark mixing is that gauge invariance allows non-diagonal

mass matrices, such that mass eigenstates of down-type quarks can be expressed as

rotations of weak eigenstates (weak eigenstates are the ones defined previously by the

gauge transformations [30]) ∗

d′ = d cos θc + s sin θc (2.6)

s′ = −d sin θc + s cos θc (2.7)

which means that the neutral-current for the up quark is

Jµ = ūγµ(1 + γ5)[d cos θc + s sin θc] (2.8)

With the existence of only the up, down and strange quarks, the weak eigenstate

s′ = −d sin θc + s cos θc would be uncoupled to the up quark, and the theory could not

account for strangeness-changing weak interactions such as the decay Λ → p+π−. This

motivated Glashow, Iliopoulos and Maiani (1970) to introduce the charm quark [32],

experimentally discovered in 1974 [33] [34].

In the three-family six-quark case, we have the Cabibbo-Kobayashi-Maskawa (CKM)

unitary matrix





|d′〉
|s′〉
|b′〉



 =





Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb









|d〉
|s〉
|b〉



 . (2.9)

After unitarity constraints, the CKM matrix can be described by four physical

independent parameters: three angles and one phase. The present knowledge of the

CKM matrix elements is [1]:

∗Note: if neutrinos are massless, the lepton mixing is unobservable [31].

9
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• |Vud|= 0.97425 ± 0.00022.

• |Vus|= 0.2252 ± 0.0009.

• |Vcd|= 0.230 ± 0.011.

• |Vcs|= 1.006 ± 0.023.

• |Vcb|= (40.9 ± 1.1) x 10−3.

• |Vub|= (4.15 ± 0.49) x 10−3.

• |Vtd|/|Vts|= 0.211 ± 0.006.

• |Vtb|= 0.89 ± 0.07.

Figure 2.1 sketches several processes that can be used to determine the values of

the different CKM matrix elements. We will discuss further |Vtb|, |Vts| and |Vtd| in the

following chapter.

Figure 2.1: Experimental determination of each of the CKM matrix elements.
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2.1.6 Incompleteness of the Standard Model

Even though the SM has been tested to a very high degree of accuracy (see Fig. 2.2)

it is not a complete theory because it leaves many questions unanswered. Why do we

have three families and why do their mass scales differ so much? Which is the origin

of the matter/antimmater asymmetry in the universe? Why are the electroweak and

Plank scales so different? What are dark matter and dark energy composed of?

One can hope that detailed studies of the top quark, the most massive elementary

particle discovered so far, will eventually help to solve some of the open questions of

the SM.
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Measurement Fit |Omeas−Ofit|/σmeas

0 1 2 3

0 1 2 3

∆αhad(mZ)∆α(5) 0.02750 ± 0.00033 0.02759

mZ [GeV]mZ [GeV] 91.1875 ± 0.0021 91.1874

ΓZ [GeV]ΓZ [GeV] 2.4952 ± 0.0023 2.4959

σhad [nb]σ0 41.540 ± 0.037 41.478

RlRl 20.767 ± 0.025 20.742

AfbA0,l 0.01714 ± 0.00095 0.01646

Al(Pτ)Al(Pτ) 0.1465 ± 0.0032 0.1482

RbRb 0.21629 ± 0.00066 0.21579

RcRc 0.1721 ± 0.0030 0.1722

AfbA0,b 0.0992 ± 0.0016 0.1039

AfbA0,c 0.0707 ± 0.0035 0.0743

AbAb 0.923 ± 0.020 0.935

AcAc 0.670 ± 0.027 0.668

Al(SLD)Al(SLD) 0.1513 ± 0.0021 0.1482

sin2θeffsin2θlept(Qfb) 0.2324 ± 0.0012 0.2314

mW [GeV]mW [GeV] 80.399 ± 0.023 80.378

ΓW [GeV]ΓW [GeV] 2.085 ± 0.042 2.092

mt [GeV]mt [GeV] 173.20 ± 0.90 173.27

July 2011

Figure 2.2: Comparison of the global fit of the electroweak SM results with direct mea-

surements. The rightmost graph shows the pulls or differences between the measurements

and the fit predictions divided by the measurements uncertainties. For almost all param-

eters, the deviation of the measurements from the predictions is within the uncertainties,

showing the good predictive power of the SM.
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3

Top Quark Physics

The D0 collaboration reports on a search for the Standard Model top quark in pp̄ col-

lisions at
√
s = 1.8 TeV at the Fermilab Tevatron. [...] The kinematic properties of

the excess events are consistent with top quark decay. We conclude that we have ob-

served the top quark and measure its mass to be 199+19
−21(stat.)± 22(syst.) GeV/c2 and

its production cross-section to be 6.4± 2.2 pb.

3.1 Top Quark

The above quotation shows a fragment of one of the articles that D0 and CDF [26] [27]

released on March 1995 on the observation of the top quark. This was another great

success of the SM predictions and also the completion of the third quark generation

family together with the bottom quark. The top quark is the heaviest particle discov-

ered so far, with basic properties of electric charge Q = +2/3 and isospin T3 = +1/2.

This chapter will review the most important characteristics of the top quark, from its

production in hadron colliders to its decays and various properties. The main back-

grounds to tt signal are described at the end of the chapter.

3.1.1 Top Production and Decays

The top quark pair production cross section in pp colliders (see Sec. 4.1) depends on

the parton density function (PDF), which describes the probability to find a parton i

inside the proton carrying a momentum fraction xi. To produce a top pair, xi should

13
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be of order 2mt√
s
, which amounts to approximately 0.05 at the LHC and 0.18 at the

Tevatron.

Figure 3.1 [35] shows the PDF of a proton measured at different Q2. Valence quarks

(u, d) dominate at large x and gluons (g) at low x. Sea quarks (ū, d̄, s, c, b) contribute

mostly at low x. At higher Q2, the gluon and sea quarks density increases with respect

to the valence quarks.
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Figure 3.1: Distributions of x times the PDF f(x) and their associated errors at two

differerent values of Q2 as a function of x.

At LHC the top pair production is dominated by gluon fusion processes (shown in

Fig. 3.2) which account for ∼ 85% of the total. The rest proceeds via quark-antiquark

annihilation (see Fig. 3.3). The total cross-section of top quark pair production in pp

colliders has been computed theoretically in perturbation theory to next to next to

leading order (NNLO) accuracy with a precision better than 10 % [36]:

σtt = 165+11
−16 pb at

√
s = 7 TeV.

Due to the generation mixing, the top quark can decay to Wd and Ws states, but

in the SM these final states are expected to be suppressed relative to Wb by the ratio
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3.1 Top Quark
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Figure 3.2: Born level Feynman diagrams contributing to top quark pair production.

The gluon annihilation is the dominating top pair production at the LHC, accounting for

85% of the total.

g

q

q̄

t

t̄

Figure 3.3: Born level Feynman diagrams contributing to top quark pair production.

The quark annihilation is the dominating top pair production at the Tevatron. At LHC it

contributes only about 15%.
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Figure 3.4: Top pair branching fractions, dominated by the “alljets” signature, where

the two W s decay to light jets.

of the square of the CKM matrix elements |Vts| and |Vtd| with respect to |Vtb|2 (see

Sec. 3.1.2.2).

Once the top pair has been produced, a classification of the final state can be made

depending on how the W decays (see Fig. 3.4):

• The fully hadronic final state, where the two W s decay hadronically, has almost

half of the phase space. This final state suffers from a large multi-jet background.

In addition it is difficult to trigger on it since there is no lepton nor missing

transverse energy present in the event. The signature for the “all jets” final state

are two high-pT jets corresponding to the b-jets since they are coming directly

from the top decays and are expected to have the highest pT, and four more

light-jets from the W decays.

• The lepton plus jets final state is the one we will use in this analysis. This decay

accounts practically for the remaining part of the phase space, as “e + jets”

accounts for ∼ 15 %, “µ + jets” for ∼ 15 % and “τ + jets” for ∼ 15 %. In the

electron and muon cases, it is characterized by the presence of two b-jets, one

high-pT lepton, missing transverse energy from the leptonic W decay, and two
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3.1 Top Quark

light jets from the hadronic W decay products. It is the best channel in terms of

signal over background ratio and statistics.

• The dilepton channel is the channel with the smallest branching ratio, ∼ 9 %. It

suffers from little background contamination when only electrons and/or muons

are present in the final state.

3.1.2 Top Properties

The SM fixes almost all the top quark properties. Therefore any experimental mea-

surement of those properties can be used to gain accuracy in our knowledge of the SM,

to set limits on new physics or to discover possible deviations from the theory yielding

to a new model. This section attempts to briefly discuss some theoretical implications

of different top quark properties that can be measured at the LHC detectors. For a

review on top quark see [37] [38].

3.1.2.1 Top Mass and Top Width

The top quark is the heaviest fundamental particle discovered so far. Before its obser-

vation at Tevatron its mass was already predicted via a fit to electroweak measurements

with an uncertainty of ∆mt/mt ∼ 6 %. On its discovery, CDF reported a top mass of

174 ± 10 (stat.)± 13 (syst.) GeV and D0 199 ± 20 (stat.) ± 22 (syst.) GeV. Since

then, the precision has improved: The top mass has been measured in September 2011

to be mt = 172.9 ± 0.6 (stat.)± 0.8 (syst.) GeV [39].

A precise measurement of the top mass is important. For example, the knowledge

of the top quark mass can help constrain the Higgs Boson mass ∗ via the processes

shown in Fig. 3.5.

W W

t

b

W W

W

H

W

H

W

Figure 3.5: Lowest order diagrams that correlate MW , Mt and MH

∗All masses are free parameters in the SM.
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3. TOP QUARK PHYSICS

The Yukawa coupling of the top quark, λt = 22/3G
1/2
F mt is of order one. This

raises the question of why is the top quark mass so different from the other quarks and

suggests that it may play a special role in the electroweak symmetry breaking.

The total width, or the corresponding lifetime, is a fundamental property of the top

quark that has not yet been measured very precisely. Among other parameters, the top

quark width depends on mt, mW and the strength of the left handed Wtb coupling,

|Vtb|. The total width predicted by the SM is Γt = 1.99+0.69
−0.55 GeV, and increases with

the top mass. This corresponds to a lifetime τ = 3.3+1.3
−0.9 × 10−25 s [40]. A precise

measurement of the top lifetime is also interesting because it can be used to constrain

couplings with a 4th generation b′ quark [41].

Unlike the b or c hadrons, that can be observed since they have long lifetimes, the top

quark is the only quark that decays before hadronization, so there is no phenomenology

of top hadrons. On the other hand, since it decays before it can hadronize, its spin is

propagated to its decay products.

3.1.2.2 The CKM Matrix Element Vtb

As it has been already mentioned, the dominant decay for the top quark is t → Wb,

which depends on |Vtb|. Other SM decays t → Ws and t → Wd suffer from small

branching ratios, proportional to |Vts| and |Vtd|, respectively. Using the unitary con-

ditions of the CKM matrix, one can obtain |Vtb| in an indirect way to be [ 0.9990 <

|Vtb| < 0.9992 ] at 90% C.L. The unitary assumption is mainly supported by three

experimental facts [42]:

• Measurements of |Vub| and |Vcb| in B mesons are in excellent agreement with

predictions obtained using lattice QCD calculations.

• The ratio
∆MBd

∆MBs
(since ∆MBq ∝ |V ∗

tbVtq|2 ) is in good agreement with the unitary

hypothesis allowing the ratio [0.20 < |Vtd|
|Vts| < 0.22] to be accommodated within

the unitary condition. It is worth mentioning that these decays come from loop

diagrams and can be modified by new physics contributions.

• Latest measurements from CDF and D0 collaborations give |Vtb| > 0.78 at 95 %

C.L., but this value is obtained from the square root of Rb = |Vtb|2
|Vtd|2+|Vts|2+|Vtb|2

assuming the unitarity of the CKM matrix.

18



3.1 Top Quark

The possibility that |Vtb| 6= 1 still exists. One example is the existence of new heavy

quarks, since the SM does not fix the number of quark families. Diverse extensions of the

SM predict the existence of such quarks, providing a new mixing matrix of dimensions

3 × 4, 4 × 4 or even larger.

Any deviation from unity on the direct |Vtb| measurement would open a window to

new physics processes [43]. For example, the strongest constraint on new models that

include a fourth generation quark comes from Rb, which restricts the allowed amount

of t - t′ mixing.

Latest |Vtb| measurements at Tevatron can be seen at [44] [45]. CDF measure Rb

alone, using lepton plus jets and dilepton data sets, whereas D0 perform a simultaneous

measurement of Rb and σtt in a lepton plus jets sample. Both measurements are derived

from the relative number of tt events with different multiplicity of identified b-jets. CMS

also reports an Rb measurement with a result not yet published [46].

3.1.2.3 Top Rare Decays

Flavour changing neutral currents (FCNC) are interactions that change the flavor of the

leptons without changing its electrical charge. They are present in the EW Lagrangian

only beyond tree level, and therefore suppressed by the GIM mechanism [32]. FCNC

involve decays like t → γ + u/c, t → Z + u/c or t → gluon + u/c. These decays are

good candidates for searches beyond the SM physics as several extensions of the SM

predict higher branching fractions for the top quark FCNC decays (see Tab. 3.1 [47]).

A summary of the LHC latest results can be found in [48] and [49].

3.1.2.4 Charge Asymmetry

As we have seen, in pp collisions at the LHC, the dominant mechanism for tt production

is gluon-gluon fusion, while the production via quark-antiquark annihilation is small.

Since the initial state is symmetric, the forward backward asymmetry is not a useful

observable. However, due to the qq̄ → tt̄(g) and qg → tt̄q processes, there is an

asymmetry in the differential distributions of the top and the antitop. QCD predicts at

LHC a small excess of centrally produced antitop quarks while top quarks are produced,

on average, at larger absolute rapidities. Fig. 3.6 shows the charge asymmetry, defined

as Ac = N(∆|y|>0)−N(∆|y|<0)
N(∆|y|>0)+N(∆|y|<0) , where ∆|y| is the difference between the absolute values
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Process SM QS 2HDM FC 2HDM MSSM /R SUSY TC2

t→ uγ 3.7× 10−16 7.5× 10−9 — — 2× 10−6 1× 10−6

t→ uZ 8× 10−17 1.1× 10−4 — — 2× 10−6 3× 10−5 —

t→ ug 3.7× 10−14 1.5× 10−7 — — 8× 10−5 2× 10−4 —

t→ cγ 4.6× 10−14 7.5× 10−9 ∼ 10−6 ∼ 10−9 2× 10−6 1× 10−6 ∼ 10−6

t→ cZ 1× 10−14 1.1× 10−4 ∼ 10−7 ∼ 10−10 2× 10−6 3× 10−5 ∼ 10−4

t→ cg 4.6× 10−12 1.5× 10−7 ∼ 10−4 ∼ 10−8 8× 10−5 2× 10−4 ∼ 10−4

Table 3.1: Theoretical values for the branching fractions of FCNC top quark decays

predicted by the SM, the quark-singlet model (QS), the two-Higgs doublet model (2HDM),

the flavour-conserving two-Higgs doublet model (FC 2HDM), the minimal supersymmetric

model (MSSM), SUSY with R-parity violation and the Topcolour-assisted Technicolour

model (TC2).

of the top and antitop rapidities and N is the number of events with ∆|y| positive or

negative, as measured by ATLAS using 1 fb−1 of data [50][51].

 [GeV]
tt
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C
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Figure 3.6: Unfolded asymmetries in two regions of m(tt) compared to the prediction

from Mc@nlo simulation. The error bands on the prediction include uncertainties from

parton distribution functions and renormalisation and factorisation scales.

This measurement disfavours models with a new flavour-changing Z ′ or W ′ vector

bosons that have been proposed to explain the measured Tevatron asymmetry.
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3.2 Backgrounds

3.2 Backgrounds

Due to the fact that only final state products such as leptons and jets are detected, any

process whose final state is similar or equal to that of tt can mimic a signal event. These

processes constitute the physics background. In addition, due to misidentification of

physical objects or due to the incomplete coverage of the detector around the beam

line such that particles of the final state escape without being detected, processes

with different final states can also mimic tt decays. They are known as instrumental

background.

3.2.1 Vector Boson Production Plus Jets

The main background process is W + jets production (Fig. 3.7). The inclusive cross-

sections for W and tt production differ by three orders of magnitude, but the require-

ment of additional jets will decrease the W cross-section. It becomes comparable to

the top pair cross-section when three jets are produced together with the W .

W
q

g g

g
g
q′

e

ν

g

g

eW

ν
q′

q

Q̄ Q̄

Figure 3.7: Sample diagrams for the seven-point loop amplitudes for qg → W q′ggg and

qQ̄→W q′ggQ̄, followed by W → eν.

The total rate forW + 4 jets is poorly predicted by LO event generators. To reduce

the uncertainties at high jet multiplicities, one can use the relation of the cross-sections

for W+ n jets and W + (n+1) jets, known as Berends scaling [52]:

α =
σ(W+(n+1)−jets)

σ(W+(n)−jets)
(3.1)

where α is αs at LO prediction.

NLO computations provide better absolute normalization and shape estimations

of differential observables. Therefore they give more confidence in the background
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estimations in the signal region. Although NLO processes are not straightforward to

compute, a huge improvement has been made in event generation, actually the first

hadron collider process with five final-state objects to be computed at NLO was W +4

jets.

Several generators of multiparton hard processes in hadron collisions supplement

the events generated using matrix elements with shower development, which accounts

for higher order corrections. The matrix elements at each parton multiplicity are calcu-

lated at a given order in perturbative calculation, typically tree level, and the different

multiplicity samples are combined into an inclusive sample by weighting them by their

corresponding matrix element cross section.

The addition of the parton shower to the inclusive sample might lead to a double

counting of events: if the parton shower produces an extra jet to an n-parton event,

this event will overlap with the contribution coming from the n + 1-parton sample.

Alpgen, the inclusive boson generator used in this analysis (see Section 7.1) uses the

MLM matching to remove overlapping contributions. It is based in the separation of the

phase space covered by the matrix element and that of the parton shower. The matching

proceeds in three steps: First, the inclusive sample is divided into the unweighted

exclusive samples. Then, the parton shower is applied to each exclusive sample. A

jet algorithm is run on the final parton configuration and the original n partons are

matched to a partonic jet if some condition (typically ∆R(jet, parton) < Rjet in cone

algorithms of radius R) is fulfilled. If all partons are matched and there are no extra

jets, the event is accepted. If the parton shower has produced a hard emission that

gives origin to an additional jet, the event is rejected. Finally, the events with different

jet multiplicities are combined into an inclusive sample. The strategy is modified in the

highest multiplicity sample, allowing more jets after parton shower than the original

number of partons, to make the combined sample really inclusive.

The inclusive Z contribution is of order ten times smaller than that ofW and, since

its final state is rather different than that of tt (two high-pT leptons or large Emiss
T

contributions) it is easier to suppress.

3.2.2 QCD Multi-jet Production

QCD multi-jet events are another important source of background due to their huge

cross-section. Although in principle their final state is different than that of tt signal,
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3.2 Backgrounds

they can contribute to the signal selection if the reconstructed missing energy in the

event is sufficiently large and a (fake) lepton is reconstructed. Thus, QCD multi-jet

background can arise from various sources:

• Jets mis-reconstructed as electrons if a relatively high fraction of their energy is

in the electromagnetic calorimeter.

• Photons inside jets undergoing conversions to electrons.

• Real electrons or muons produced in the decays of heavy flavour inside jets.

The muon case is simpler than the electron one since only semi-leptonic b-jet decays

or hadron decays in flight will lead to misidentification. These processes are difficult

to model, and data-driven techniques have been developed to extract this contribution

directly from data (see Sec. 7.5).

3.2.3 Single Top

Even though the single top production cross-section is smaller than that of tt , their final

states can be similar. There are three single top production processes in pp collisions:

t-channel with σt−chan = 64.2 ± 2.6 pb, W t-production with σWt−chan 15.6 ± 1.3 pb

and s-channel with σs−chan = 4.6 ± 0.2 pb [53] [54] [55] (see Fig.3.8).

3.2.4 Dibosons

Diboson production (W W , W Z , Z Z ) is the smallest background to top quark

pair production. The main contribution comes from W W , with one W decaying

hadronically and the other leptonically, and with additional jets produced via initial or

final state radiation [56].
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Figure 3.8: The Feynman diagrams for single top quark production: (a) and (b) t-channel,

(c) s-channel, and (d) associated production (Wt-channel).

24

FeynmanDiagrams/tchannel1.1
FeynmanDiagrams/tchannel2.1
FeynmanDiagrams/schannel.1
FeynmanDiagrams/Wtchannel.1


4

Event generation

Fig. 4.1 sketches the different processes occurring in a proton-proton collision. The main

process is the hard scattering, which takes place when two incoming partons collide

producing a given number of outgoing high transverse momentum partons. Before

and after the hard scatering, both initial and final states can radiate, processes known

as initial and final state radiation (ISR/FSR). Hard scattering and ISR/FSR involve

high momentum transfers and can be calculated perturbatively. The breakup of the

colliding protons which do not take part in the hard interaction can also interact. These

interactions are referred to as underlying event [57] [58]. The outgoing partons branch

into other partons in a cascade of quark-antiquark pairs and gluons in a process known

as parton shower. Due to the color connection, all these semi-hard interactions interfere

with the main event and have to be taken into account because they may influence the

observables of the final state. At the last stage of the parton shower, the final state

partons interact non-perturbatively to form color-neutral hadrons. This process occurs

at low energy scales and is known as hadronization or fragmentation. Finally, since

at LHC each colliding bunch contains around 1011 protons, there is a non-negligible

probability that one single bunch crossing may produce several separate events, called

pile-up events. The amount of pile-up events increases with the luminosity.
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Figure 4.1: Schematic representation of a hard interaction in a proton-proton collision,

where initial partons create the hard scattering which subsequently develops a parton

shower. The rest of the partons create the underlying event polluting the hard process and

making more difficult its reconstruction.

4.1 Hard Process

A typical hard process for top pair production can be seen in Fig. 4.2. Hard processes

involve large momentum transfers to produce heavy particles out of the initial par-

tons. These reactions can be described by perturbation theory. Using the factorization

theorem, the top quark pair production cross-section in pp collisions can be expressed

as

σtt̄(P1, P2) =
∑

i,j

∫

dx1dx2fi(x1, µ
2
F )fj(x2, µ

2
F )×

×σij→tt̄(x1, x2, αS(µ
2
R), Q

2/µ2F , Q
2/µ2R)

(4.1)

where f(xi, µF ) are the PDFs already introduced in Sec. 3.1, and σij→tt̄ denotes the

parton level cross section of the initial two-parton interaction to the two-parton final

state, in leading order (LO) approach. Both, the PDF and σij→tt̄ depend on the

momentum fraction of the initial partons, xi, and the factorization scale µF . Q2 is

the four-momentum transfer. The dependence of any observable on µF is given by the
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P1 P2

t

x1P1

t

x2P2

Figure 4.2: The predominant production mechanism of top pairs at LHC: gluons inside

two colliding protons annihilate to produce a top-antitop pair.

terms included in the perturbative expansion: the more terms are included, the weaker

the dependence on µF is.

The cross section for the hard scattering σij→tt̄ is calculated in powers of the strong

coupling constant αS , and describes the short distance interaction of the incoming

partons. This cross section depends directly on the matrix element squared of the 2→ 2

process, calculable from the sum over the Feynman diagrams at LO, shown in Figs. 3.2

and 3.3. For higher order diagrams, ultraviolet divergences can be isolated by the

renormalization procedure, which introduces the renormalization scale, µR. The choice

of µR is arbitrary, but in most MC generators it is common to choose µR = µF = Q2,

and to vary µR and µF , usually by using twice and half values of the scales, to estimate

the uncertainty associated by the choice.

4.2 Parton Showers

As we have seen, the hard process involves large momentum transfers and therefore the

partons involved in it emit QCD radiation in form of gluons. Since gluons themselves

also carry colour charges, they can emit further radiation, leading to the formation of

parton showers. Parton showers describe the evolution in momentum transfer from the

high scales associated with the hard process down to the low scales, of order 1 GeV,

associated with the confinement of the partons.

The parton interactions at first order in αS are described by three possible processes:

gluon radiation (q → qg), gluon splitting (g → gg) and quark pair production (g → qq̄).
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The Dokshitzer-Gribov-Lipatov-Altarelli-Parisi [59] [60] [61] splitting functions Pab(r)

describe the probability that a parton of type b radiates a quark or a gluon and becomes

a parton of type a, carrying a fraction r of the parton b momentum. The evolution of

the quark and gluon densities can be written as a function of the splitting functions. In

principle, the showers represent the higher-order corrections to the hard subprocess. In

practice, it is not feasible to calculate these corrections exactly and an approximation

scheme is used in which the dominant contributions are included at each order.

The splitting process i → j + k cannot take place with all partons on their mass-

shells. The dominant contributions will come from configurations in which the virtual-

ities are strongly ordered, with the parton nearest to the hard process farthest from its

mass shell and the virtualities falling sharply as the shower evolves away from it. The

upper limit on the initial virtuality is set by some momentrum transfer scale q2 < Q2,

and the shower is terminated when the virtualities reach the hadronization scale, q2 ∼
1 GeV.

Parton showers are built on soft and collinear approximations, while many of the

observables we are interested in are explicitly sensitive to hard wide-angle emissions

and multi-jet final states, which can only be described accurately with the help of high-

order matrix elements. Also, they can not be extended arbitrarily far to the infrared

region where QCD becomes strong interacting.

4.3 Hadronization

QCD perturbation theory is valid for the description of the partons outgoing from the

hard scattering process. But with increasing distance, the strong interaction becomes

very strong and the perturbative approach breaks down. In this regime, quarks and

gluons combine to form the colorless hadronic final state. Final hadrons are collimated

in a small angular region in the direction of the original parton. In such region a

jet can be defined, aiming to collect the parton’s daughters and therefore conserving

the original parton kinematic properties. Since the hadronization process cannot be

calculated from perturbative QCD, it has to be modeled and subsequently tuned to

data.

Two main hadronization models are currently in use: the string model and the clus-

ter model. The main difference among the two is that the former transforms partonic
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systems directly into hadrons, while the latter employs an intermediate stage of cluster

objects, with a typical mass scale of a few GeV.

The string method is based on the assumption of linear confinement. Let’s consider

the production of a back-to-back quark pair. As the quarks move apart, a colour flux

tube stretches between them, as seen in Fig. 4.3 (a). When the quarks move further

apart from the creation vertex, the potential energy stored in the string increases, and

the string may break by the production of a new quark pair, so that the system splits

into two colour-singlet systems. If the invariant mass of either of these systems is large

enough, further breaks may occur (Fig. 4.3 (b)). At the end of the process, the string

has broken into a set of quark-antiquark pairs that fragment into hadrons.

Figure 4.3: (a) A flux tube is created when two quarks are pulled apart. (b) Schematic

representation of the string algorithm: Motion and breakup of a string system where

diagonal lines are (anti) quarks and horizontal ones snapshots of the string field.

The cluster model is based on the preconfinement propertiy of parton showers, which

leads to colour-singlet parton clusters with a mass distribution independent of the scale

Q and the nature of the hard process. To leading order in Nc (number of colors) gluons

can be represented by pairs of colour-anticolour lines as seen in Fig. 4.4. Clusters are

formed of nearby quarks while remaining gluons are split into quark-antiquark pairs.

Each cluster decays into hadrons depending on the phase space available to the decay

products.

The MC samples employed in this thesis use Pythia, based on the string model,

or Herwig, based on the cluster model, as fragmentation models.
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Figure 4.4: Color structure of a parton shower to leading order in Nc.

4.4 Underlying Event

The beam-beam remnants are what is left over after a parton is knocked out of each of

the two initial beam hadrons. Thus, the underlying event arises from collisions between

those partons that do not directly participate in the hard process, but contribute to

the final state. Their interaction happens at low transfer momentum and involves

flavour and color connections to the hard scattering, therefore it cannot be descibed

perturbatively.

30

4/figures/clustermodel.eps


5

LHC and ATLAS Detector

This chapter briefly introduces CERN’s accelerators and the ATLAS detector layout

and sub-systems. CERN, the European Organization for Nuclear Research founded in

1954, is one of the largest centers for scientific research of the world. At CERN, the

biggest and most complex scientific instruments are used to study the basic constituents

of matter, the fundamental particles. Accelerators boost beams of particles to high

energies before they are made to collide with each other or with stationary targets.

Detectors observe and record the results of these collisions.

5.1 LHC Machine

The Large Hadron Collider (LHC) [62] is located in a tunnel of a circumference of 27

km, as deep as 175 m beneath the Franco-Swiss border near Geneva, Switzerland. It

is designed to collide opposing particle beams of either protons or heavy ions at up to

14 TeV.

On September 10th 2008, the proton beams were successfully circulated in the main

ring of the LHC for the first time, but nine days later operations were halted due to

a magnet quench incident resulting from an electrical fault. The following helium gas

explosion damaged over 50 superconducting magnets and their mountings, and contam-

inated the vacuum pipe. On November 20th 2009 beams were successfully circulated

again, with the first recorded proton - proton collisions occurring three days later at

the injection energy of 450 GeV per beam. On March 30th 2010, the first collisions

took place between two 3.5 TeV beams, setting the world record for the highest-energy
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particle collisions in accelerators, and the LHC began its planned research program. In

2012 the energy has been increased to 4 TeV per beam.

5.1.1 The Accelerator

Protons are obtained by removing electrons from hydrogen atoms. Prior to being

injected into the main accelerator, the particles are prepared by a series of systems

that successively increase their energy. The first system is the linear particle accelerator

LINAC 2 [63] generating 50 MeV protons, which feeds the Proton Synchrotron Booster

(PSB)[64]. There the protons are accelerated to 1.4 GeV and injected into the Proton

Synchrotron (PS)[65], where they are accelerated to 26 GeV. Finally the Super Proton

Synchrotron (SPS)[66] is used to further increase their energy to 450 GeV before they

are at last injected into the main ring. Here the proton bunches are accumulated,

accelerated to their peak 3.5 TeV energy, and finally circulated for 10 to 24 hours while

collisions occur at the four interaction points. The CERN’s accelerator complex can be

seen in Fig. 5.1.

The PS has a circumference of 628 m, 277 conventional electromagnets, including

100 dipoles to bend the beams round the ring, and it operates at up to 25 GeV. The

SPS is the second largest machine in the CERNs accelerator complex. Measuring nearly

7 km in circumference, it takes particles from the PS and accelerates them to provide

beams for the LHC, the COMPASS experiment and the CNGS project. The SPS has

1317 conventional electromagnets, including 744 dipoles to bend the beams round the

ring, and it operates at up to 450 GeV.

The LHC 3.8 m wide concrete-lined tunnel, constructed between 1983 and 1988, was

formerly used to house the Large Electron Positron Collider. It contains two adjacent

parallel beamlines (or beam pipes) that intersect at four points, each containing a

proton beam, which travel in opposite directions around the ring. 1,232 dipole magnets

keep the beams on their circular path, while 392 additional quadrupole magnets are used

to keep the beams focused, in order to maximize the chances of interaction between the

particles in the four intersection points, where the two beams will cross. In total, over

1,600 superconducting magnets are installed, most of them weighing over 27 tones.

Approximately 96 tones of liquid helium are needed to keep the magnets, made of

copper-clad niobium-titanium, at their operating temperature of 1.9 K, making the

LHC the largest cryogenic facility in the world at liquid helium temperature.
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Figure 5.1: CERN accelerator complex

The LHC physics program is mainly based on proton-proton collisions. However,

shorter running periods, typically one month per year, with heavy-ion collisions are

included in the program. While lighter ions are considered as well, the baseline scheme

deals with lead ions. The aim of the heavy-ion program is to investigate the quark-gluon

plasma, which existed in the early universe.

5.2 ATLAS Detector

The overall detector layout is shown in Fig.5.2. The magnet configuration is based

on an inner thin superconducting solenoid surrounding the inner detector cavity, and

large superconducting air-core toroids consisting of independent coils arranged with a

an eight-fold symmetry outside the calorimeters. A precise description of the lay-out
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Figure 5.2: Overview of the ATLAS detector.

is given in the following sections. The radial extension of the different subdetectors is

summarized in Tab. 5.1. A summary of their coverage and expected resolution is shown

in Tab. 5.2.

Table 5.1: Summary of the ATLAS subdetectors, magnets and beam pipe radial extension

in the barrel.

Detector component Radial extension (m)

Beampipe 0.029 < R < 0.036

Inner detector (envelope) 0 < R < 1.15

Solenoid 1.23 < R < 1.28

EM calorimeter 1.4 < R < 2

Hadronic calorimeter 2.28 < R < 4.25

Toroids 4.7 < R < 10.05

Muon spectrometer 5 < R < 10

5.2.1 Magnet System

The ATLAS superconducting magnet system is an arrangement of a central solenoid

(CS) providing the inner detector with magnetic field, surrounded by a system of three

large air-core toroids generating the magnetic field for the muon spectrometer. The
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Table 5.2: Summary of the ATLAS subdetectors coverage and expected resolution.

Detector component |η| Coverage Resolution

Measurement Trigger

Inner detector < 2.5 σpT/pT = 0.05%pT ⊕ 1%

Calorimeters

Electromagnetic < 3.2 < 2.5 σE/E = 10%/
√
E ⊕ 0.7%

Hadronic barrel/end-cap < 3.2 σE/E = 50%/
√
E ⊕ 3%

Hadronic forward 3.1 < |η| < 3.9 σE/E = 100%/
√
E ⊕ 10%

Muon spectrometer < 2.7 < 2.4 σpT/pT = 10% at pT = 1 TeV

overall dimensions of the magnet system are 26 m in length and 20 m in diameter. The

two end-cap toroids (ECT) are inserted in the barrel toroid (BT) at each end and line up

with the CS. They have a length of 5 m, an outer diameter of 10.7 m and an inner bore

of 1.65 m. The CS extends over a length of 5.3 m and has a bore of 2.4 m. The unusual

configuration and large size make the magnet system a considerable challenge requiring

careful engineering. The CS provides a central field of 2 T with a peak magnetic field

of 2.6 T at the superconductor itself. The peak magnetic fields on the superconductors

in the BT and ECT are 3.9 and 4.1 T, respectively. The performance in terms of

bending power is characterized by the field integral
∫

Bdl, where B is the azimuthal

field component and the integral is taken on a straight line trajectory between the inner

and outer radius of the toroids. The BT provides 2 to 6 Tm and the ECT contributes

with 4 to 8 Tm in the 0.0-1.3 and 1.6-2.7 pseudorapidity ranges respectively. The

bending power is lower in the transition regions where the two magnets overlap. The

position of the CS in front of the EM calorimeter demands a careful minimization of the

material in order to achieve the desired calorimeter performance. As a consequence,

the CS and the LAr calorimeter share one common vacuum vessel, thereby eliminating

two vacuum walls.

5.2.2 Inner Detector

The layout of the inner detector (ID) is shown in Fig. 5.3. It combines high-resolution

detectors at the inner radii with continuous tracking elements at the outer radii, all

contained in the CS, which provides a nominal magnetic field of 2 T.
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The momentum and vertex resolution requirements from physics call for high-

precision measurements to be made with fine-granularity detectors, given the very large

track density expected at the LHC. Semiconductor tracking detectors, using silicon mi-

crostrip (SCT) and pixel technologies offer these features. The highest granularity

is achieved around the vertex region using semi-conductor pixel detectors. The total

number of precision layers must be limited because of the material they introduce,

and because of their high cost. Typically, three pixel layers and eight strip layers are

crossed by each track. A large number of tracking points is provided by the straw

tube tracker (TRT), which provides continuous track-following with much less material

per point and a lower cost. The combination of the two techniques gives very robust

pattern recognition and high precision in both φ and z coordinates. The straw hits

at the outer radius contribute significantly to the momentum measurement, since the

lower precision per point compared to the silicon is compensated by the large number

of measurements and the higher average radius. The relative precision of the different

measurements is well matched, so that no single measurement dominates the momen-

tum resolution. This implies that the overall performance is robust. The high density of

measurements in the outer part of the tracker is also valuable for the detection of pho-

ton conversions and of B0 decays. The latter are an important element in the signature

of CP violation in the B system. In addition, the electron identification capabilities of

the whole experiment are enhanced by the detection of transition-radiation photons in

the xenon-based gas mixture of the straw tubes. The outer radius of the ID cavity is

115 cm, fixed by the inner dimension of the cryostat containing the LAr EM calorime-

ter, and the total length is 7 m, limited by the position of the end-cap calorimeters.

Mechanically, the ID consists of three units: a barrel part extending over ± 80 cm,

and two identical end-caps covering the rest of the cylindrical cavity. The precision

tracking elements are contained within a radius of 56 cm, followed by the continuous

tracking, and finally the general support and service region at the outermost radius. In

order to give uniform η-coverage over the full acceptance, the final TRT wheels at high

z extend inwards to a lower radius than the other TRT end-cap wheels. In the barrel

region, the high-precision detector layers are arranged on concentric cylinders around

the beam axis, while the end-cap detectors are mounted on disks perpendicular to the

beam axis. The pixel layers are segmented in R, φ and z, while the SCT detector uses

small angle (40 mrad) stereo strips to measure both coordinates, with one set of strips
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in each layer measuring φ. The barrel TRT straws are parallel to the beam direction.

All the end-cap tracking elements are located in planes perpendicular to the beam axis.

The strip detectors have one set of strips running radially and a set of stereo strips at

an angle of 40 mrad. The continuous tracking consists of radial straws arranged into

wheels.

Figure 5.3: Overview of the ATLAS inner detector.

The layout provides full tracking coverage over |η| < 2.5, including impact parame-

ter measurements and vertexing for heavy-flavour and τ tagging. The secondary vertex

measurement performance is enhanced by the innermost layer of pixels, at a radius of

about 4 cm, as close as is practical to the beam pipe. The lifetime of such a detector

will be limited by radiation damage, and may need replacement after a few years, the

exact time depending on the luminosity profile. Physics studies have demonstrated

the value of good b-tagging performance during all phases of the LHC operation, for

example in the case of Higgs and supersymmetry searches.

5.2.2.1 Pile-up in the ID

The number of inelastic proton-proton interactions per bunch crossing follows a Poisson

distribution with mean value µ, which depends on the beam intensity, the increasing

emittance ∗ and also varies between bunches. The value of µ increased from five at

∗ The emittance is a measure for the average spread of particle coordinates in position and mo-

mentum phase space.
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the start of the fill in early 2011, to more than 15 by the end of the year, as shown in

Fig. 5.4. The design specifications of the ID are 25 interactions per bunch crossing.

In 2012 the peak number of iterations will be greater than 30. Although pile-up has a

significant impact in many areas, the detector design and reconstruction algorithms are

sufficiently robust to maintain good performance in such a high pile-up environment.

In data µ is calculated using the following formula:

µ =
L× σincl
nbunch × fr

(5.1)

where L is the instantaneous luminosity, σincl the total inelastic cross-section, nbunch the

number of colliding bunches and fr the LHC revolution frequency. The uncertainty on

µ depends on the uncertainties on the luminosity and the total inelastic cross-section.

The first ATLAS measurement of the total inelastic cross section at
√
s = 7 TeV was

60.3 ± 2.1 mb, measured for ξ > 5 × 10−6, where ξ = M2
x/s is calculated from the

invariant mass, Mx, of hadrons selected in the kinematic range Mx > 15.7 GeV.

During 2011, the proton bunches were separated by 50 ns, corresponding to twice

the LHC design bunch spacing. The impact of the interactions from the same bunch

crossing, referred to as in-time pile-up, can be measured from the number of recon-

structed vertices on an event-by-event basis. The impact of interactions from neigh-

bouring bunch crossings or out-of-time pile-up, has a much smaller effect due to the

timing resolution of the ID.

5.2.2.2 Pixel Detectors

The pixel detector is designed to provide a very high-granularity, high-precision set of

measurements as close to the interaction point as possible. The system provides three

precision measurements over the full acceptance, and mostly determines the impact

parameter resolution and the ability of the ID to find short-lived particles such as B

hadrons and τ leptons.

The system consists of three barrels at average radii of ∼ 4, 10, and 13 cm, and five

disks on each side, between radii of 11 and 20 cm, which complete the angular coverage.

The system is designed to be highly modular, containing approximately 1,500 barrel

modules and 700 disk modules, and uses only one type of support structure in the

barrel and two types in the disks.
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Figure 5.4: The mean number of interactions per bunch crossing in 2011 data.

5.2.2.3 Semiconductor Tracker

The SCT system is designed to provide eight precision measurements per track in

the intermediate radial range, contributing to the measurement of momentum, impact

parameter and vertex position, as well as providing good pattern recognition by the

use of high granularity.

The system is an order of magnitude larger in surface area than previous generations

of silicon micro-strip detectors, and in addition must face radiation levels which will

alter the fundamental characteristics of the silicon wafers themselves. The barrel SCT

uses eight layers of silicon micro-strip detectors to provide precision points in the Rφ

and z coordinates, using small angle stereostrips to obtain the z measurement. Each

silicon detector is 6.36×6.40 cm2 with 768 readout strips of 80 µm pitch. Each module

consists of four single-sided p-on-n silicon detectors. On each side of the module, two

detectors are wire-bonded together to form 12.8 cm long strips. Two such detector

pairs are then glued together back-to-back at a 40 mrad angle, separated by a heat

transport plate, and the electronics is mounted above the detectors on a hybrid. The

readout chain consists of a front-end amplifier and discriminator, followed by a binary

pipeline which stores the hits above threshold until the level-1 trigger decision. The

end-cap modules are very similar in construction but use tapered strips, with one
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set aligned radially. To obtain optimal η-coverage across all end-cap wheels, end-cap

modules consist of strips of either 12 cm length (at the outer radii) or 6-7 cm length

(at the innermost radius). The detector contains 61 m2 of silicon detectors, with 6.2

million readout channels. The spatial resolution is 16 µm in R φ and 580 µm in z, per

module containing one R φ and one stereo measurement. Tracks can be distinguished

if separated by more than 200 µm.

5.2.2.4 Transition Radiation Tracker

The TRT is based on the use of straw detectors, which can operate at the very high

rates expected at the LHC by virtue of their small diameter and the isolation of the

sense wires within individual gas volumes. Electron identification capability is added

by employing xenon gas to detect transition-radiation photons created in a radiator

between the straws. This technique is intrinsically radiation hard, and allows a large

number of measurements, typically 36, to be made on every track at modest cost.

However, the detector must cope with a large occupancy and high counting rates at

the LHC design luminosity.

Each straw is 4 mm in diameter and is equipped with a 30 µm diameter gold-plated

W-Re wire, giving a fast response and good mechanical and electrical properties for

a maximum straw length of 144 cm in the barrel. The barrel contains about 50,000

straws, each divided in two at the centre. In order to reduce the occupancy they are

read out at each end. The end-caps contain 320,000 radial straws, with the readout

at the outer radius. Thus, the total number of electronic channels is 420,000. Each

channel provides a drift-time measurement, giving a spatial resolution of 170 µm per

straw. The distinction between transition-radiation and tracking signals is obtained

on a straw-by-straw basis using separate low and high thresholds in the front-end

electronics.

The TRT provides additional discrimination between electrons and hadrons, with

e.g. a pion rejection factor at pT = 20 GeV varying with η between 20 and 100 at 90 %

electron efficiency.

5.2.3 Calorimeters

A view of the ATLAS calorimeters is presented in Fig. 5.5. The calorimetry consists

of an electromagnetic (EM) calorimeter covering the pseudorapidity region |η| < 3.2, a
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hadronic barrel calorimeter covering |η| < 1.7, hadronic end-cap calorimeters covering

1.5 < |η| < 3.2, and forward calorimeters covering 3.1 < |η| < 4.9.

The EM calorimeter is a lead/liquid-argon (LAr) detector with accordion geometry.

Over the pseudorapidity range |η| < 1.8, it is preceded by a presampler detector,

installed immediately behind the cryostat cold wall, and used to correct for the energy

lost in the material (ID, cryostats, coil) upstream of the calorimeter. The hadronic

barrel calorimeter is a cylinder divided into three sections: one central barrel and two

identical extended barrels. It is based on a sampling technique with plastic scintillator

plates (tiles) embedded in an iron absorber. At larger pseudorapidities, where higher

radiation resistance is needed, the intrinsically radiation-hard LAr technology is used

for all the calorimeters: the hadronic end-cap calorimeter, a copper LAr detector with

parallel-plate geometry, and the forward calorimeter, a dense LAr calorimeter with

rod-shaped electrodes in a tungsten matrix. The barrel EM calorimeter is contained

in a barrel cryostat, which surrounds the ID cavity. The solenoid which supplies the

2 T magnetic field to the ID is integrated into the vacuum of the barrel cryostat and

is placed in front of the EM calorimeter. Two end-cap cryostats house the end-cap

EM and hadronic calorimeters, as well as the integrated forward calorimeter. The

barrel and extended barrel tile calorimeters support the LAr cryostats and also act

as the main solenoid flux return. The approximately 200,000 signals from the LAr

calorimeters leave the cryostats through cold-to-warm feedthroughs located between

the barrel and the extended barrel tile calorimeters, and at the back of each end-cap.

The electronics up to the digitization stage will be contained in radial boxes attached

to each feedthrough and located in the vertical gaps between the barrel and extended

barrel tile calorimeters.

5.2.3.1 Electromagnetic Calorimeter

The EM calorimeter is divided into a barrel part ( |η| < 1.475) and two end-caps (1.375

< |η| < 3.2). The barrel calorimeter consists of two identical half-barrels, separated by

a small gap (6 mm) at z = 0. Each end-cap calorimeter is mechanically divided into

two coaxial wheels: an outer wheel covering the region 1.375 < |η| < 2.5, and an inner

wheel covering the region 2.5 < |η| < 3.2. The EM calorimeter is a lead LAr detector

with accordion-shaped kapton electrodes and lead absorber plates over its full coverage.

The accordion geometry provides complete φ symmetry without azimuthal cracks. The
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Figure 5.5: Overview of the ATLAS calorimeters.

lead thickness in the absorber plates has been optimized as a function of η in terms

of EM calorimeter performance in energy resolution. The LAr gap has a constant

thickness of 2.1 mm in the barrel. In the end-cap, the shape of the kapton electrodes

and lead converter plates is more complicated, because the amplitude of the accordion

waves increases with radius. The absorbers have constant thickness, and therefore the

LAr gap also increases with radius. The total thickness of the EM calorimeter is > 24

radiation lengths (X0) in the barrel and > 26 X0 in the end-caps.

5.2.3.2 Hadronic Calorimeters

The ATLAS hadronic calorimeters cover the range |η| < 4.9 using different techniques

best suited for the widely varying requirements and radiation environment over the

large η-range. Over the range |η| < 1.7, the iron scintillating-tile technique is used

for the barrel and extended barrel tile calorimeters and for partially instrumenting

the gap between them with the intermediate tile calorimeter (ITC). This gap provides

space for cables and services from the innermost detectors. Over the range 1.5 < |η| <
4.9, LAr calorimeters were chosen: the hadronic end-cap calorimeter (HEC) extends

to |η| <3.2, while the range 3.1 < |η| <4.9 is covered by the high-density forward

calorimeter (FCAL). Both the HEC and the FCAL are integrated in the same cryostat

as that housing the EM end-caps. An important parameter in the design of the hadronic
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calorimeter is its thickness: it has to provide good containment for hadronic showers

and reduce punch-through into the muon system to a minimum. The total thickness

is 11 interaction lengths (λ) at η = 0, including about 1.5 λ from the outer support,

which has been shown both by measurements and simulation to be sufficient to reduce

the punch-through well below the irreducible level of prompt or decay muons. Close to

10 λ of active calorimeter are adequate to provide good resolution for high energy jets.

Together with the large η-coverage, this will also guarantee a good missing transverse

energy measurement, which is important for many physics signatures and in particular

for SUSY particle searches.

5.2.3.3 Tile Calorimeter

The large hadronic barrel calorimeter is a sampling calorimeter using iron as the ab-

sorber and scintillating tiles as the active material. The tiles are placed radially and

staggered in depth. The structure is periodic along z. The tiles are 3 mm thick and the

total thickness of the iron plates in one period is 14 mm. Two sides of the scintillating

tiles are read out by wavelength shifting (WLS) fibres into two separate photomultipli-

ers (PMTs).

The tile calorimeter is composed of one barrel and two extended barrels. Radially

the tile calorimeter extends from an inner radius of 2.28 m to an outer radius of 4.25 m.

It is longitudinally segmented in three layers, approximately 1.4, 4.0 and 1.8 interaction

lengths thick at η = 0. Azimuthally, the barrel and extended barrels are divided into

64 modules. In η, the readout cells, built by grouping fibres into PMTs, are pseudo-

projective towards the interaction region. The resulting granularity is ∆η × ∆φ =

0.1×0.1 (0.2×0.1 in the last layer). The total number of channels is about 10,000.

The calorimeter is placed behind the EM calorimeter and the solenoid coil. The total

thickness at the outer edge of the tile-instrumented region is 9.2 λ at η = 0.

The barrel cylinder covers the region η < 1.0. A vertical gap of 68 cm width provides

space for cables from the ID, feedthroughs, and service pipes for the EM calorimeter

and the CS; it also houses front-end electronics for the EM calorimeter. The extended

barrel covers the region 0.8 < η < 1.7. The azimuthal segmentation is as for the barrel,

but the radial segmentation differs for the second and third layers. The thickness of the

calorimeter in the gap is improved by the ITC, which has the same segmentation as the

rest of the tile calorimeter. It is composed of two radial sections attached on the face
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of the extended barrel. The outer section, 31 cm thick, starts at the outer radius and

covers 45 cm in radius. It is followed by the inner section which is 9 cm thick and extends

over 45 cm to lower radii. The ITC is extended further inwards by a scintillator sheet,

covering the inner part of the extended barrel and extending to the region between the

LAr barrel and end-cap cryostats over 1.0 < η < 1.6. This scintillator samples the

energy lost in the cryostat walls and dead material. It is segmented in three sections

of ∆η = 0.2. The signals produced by the scintillating tiles and collected by the WLS

fibers are fast. The PMTs have low dark current and are also fast (rise time and

transit time of a few ns). The shaper transforms the current pulse from the PMT into

a unipolar pulse of FWHM of 50 ns.

5.2.3.4 Liquid-Argon Hadronic End-cap Calorimeters

Each HEC consists of two independent wheels, of outer radius 2.03 m. The upstream

wheel, built out of 25 mm copper plates farther from the interaction point, uses 50 mm

plates. In both wheels, the 8.5 mm gap between consecutive copper plates is equipped

with three parallel electrodes, splitting the gap into four drift spaces of about 1.8 mm.

The readout electrode is the central one, which is a three layer printed circuit, as in the

EM calorimeter. The two layer printed circuits on either side serve only as high-voltage

carriers. Such a scheme has the same behaviour as a double gap of 4 mm, but without

the drawbacks associated with very high voltage (typically 4 kV instead of 2 kV), and

ion build up in larger gaps.

Each wheel is built out of 32 identical modules, assembled with fixtures at the

periphery, and a central ring. The central (buried) layer of the readout boards features

a pad structure which defines the transverse readout granularity. The other layers are

made out of a high resistivity coating, with a typical surface resistance of 1 MΩ per

square.

Primarily in order to limit the capacitance seen by a single preamplifier, and thus to

allow for a fast response, only two gaps are grouped together at the pad level. Miniature

coaxial cables running between the sectors carry signals to the preamplifier boards

located at the wheel periphery. Output signals from (typically) four preamplifiers are

summed together on the same board. A buffer stage drives the output signal up to the

cold-to-warm feedthroughs.
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Cells defined in this way are fully projective in azimuth, but only pseudo-projective

in η. However, the detector envelope is cylindrical, for the sake of mechanical simplicity.

To minimize the dip in the material density at the transition between the end-cap and

the forward calorimeter (around |η|= 3.1), the end-cap EM calorimeter reaches |η|= 3.2,

thereby overlapping the forward calorimeter.

5.2.3.5 Liquid-Argon Forward Calorimeter

The FCAL is a particularly challenging detector owing to the high level of radiation it

has to cope with. In ATLAS, the forward calorimeter is integrated into the end-cap

cryostat, with a front face at about 4.7 m from the interaction point. Compared to lay-

outs with a forward calorimeter situated at much larger distances from the interaction

point, the survival of such a calorimeter in terms of radiation resistance is clearly more

difficult. On the other hand, the integrated FCAL provides clear benefits in terms of

uniformity of the calorimetric coverage as well as reduced radiation background levels

in the muon spectrometer.

The FCAL consists of three sections: the first one is made of copper, while the other

two are made out of tungsten. In each section the calorimeter consists of a metal matrix

with regularly spaced longitudinal channels filled with concentric rods and tubes. The

rods are at positive high voltage while the tubes and matrix are grounded. The LAr in

the gap between is the sensitive medium. This geometry allows for an excellent control

of the gaps which are as small as 250 µm in the first section. While the construction of

the copper section does not present special difficulties, the construction of a tungsten

calorimeter was a rather new and challenging task. After successful assembly of several

prototypes, a technique was chosen based on the assembly of small sintered tungsten

alloy pieces. The overall density (including the LAr) of a section built in this way, with

375 µm gaps, is 14.5 g/cm3.

Particular care is needed to support the FCAL in the end-cap cryostat such that the

sensitive area is extended down to an angle as small as possible. An external structural

tube carries the weight of the forward calorimeter, and withstands the pressure on the

cryostat end-walls, while the central cryostat tube near the beam pipe has no structural

role. In terms of electronics and readout, four rods are ganged on the detector, and

the signal is carried out by polyimide insulated coaxial cables. The total number of

channels is 3,584.
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5.2.4 Muon Spectrometer

The conceptual layout of the muon spectrometer is visible in Fig. 5.6. It is based on the

magnetic deflection of muon tracks in the large superconducting air-core toroid mag-

nets, instrumented with separate trigger and high-precision tracking chambers. Over

the range η 6 1.0, magnetic bending is provided by the large barrel toroid. In the

1.4 6 η 6 2.7 region, muon tracks are bent by two smaller end-cap magnets inserted

into both ends of the barrel toroid. Over 1.0 6 η 6 1.4, usually referred to as the

transition region, magnetic deflection is provided by a combination of barrel and end-

cap fields. This magnet configuration provides a field that is mostly orthogonal to

the muon trajectories, while minimizing the degradation of resolution due to multiple

scattering. The anticipated high level of particle fluxes has had a major impact on

the choice and design of the spectrometer instrumentation, affecting required perfor-

mance parameters such as rate capability, granularity, ageing properties and radiation

hardness. Trigger and reconstruction algorithms have been optimized to cope with the

difficult background conditions resulting from penetrating primary collision products

and from radiation backgrounds, mostly neutrons and photons in the 1 MeV range, pro-

duced from secondary interactions in the calorimeters, shielding material, beam pipe

and LHC machine elements.

In the barrel region, tracks are measured in chambers arranged in three cylindri-

cal layers (stations) around the beam axis; in the transition and end-cap regions, the

chambers are installed vertically, also in three stations. Over most of the |η|-range,
a precision measurement of the track coordinates in the principal bending direction

of the magnetic field is provided by monitored drift tubes (MDTs). At large pseu-

dorapidities and close to the interaction point, cathode strip chambers (CSCs) with

higher granularity are used in the innermost plane over 2 < η < 2.7, to withstand the

demanding rate and background conditions. Optical alignment systems have been de-

signed to meet the stringent requirements on the mechanical accuracy and the survey

of the precision chambers. The precision measurement of the muon tracks is made in

the R-z projection, in a direction parallel to the bending direction of the magnetic field;

the axial coordinate (z) is measured in the barrel and the radial coordinate (R) in the

transition and end-cap regions. The MDTs provide a single-wire resolution of 80 µm

when operated at high gas pressure (3 bar) together with robust and reliable operation
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thanks to the mechanical isolation of each sense wire from its neighbours. The trigger

system covers the pseudorapidity range η 62.4. Resistive plate chambers (RPCs) are

used in the barrel and thin gap chambers (TGCs) in the end-cap regions. The trigger

chambers for the ATLAS muon spectrometer serve a threefold purpose:

• Bunch crossing identification, requiring a time resolution better than the LHC

bunch spacing of 50 ns.

• A trigger with well-defined pT cut-offs in moderate magnetic fields, requiring a

granularity of the order of 1 cm.

• Measurement of the second coordinate in a direction orthogonal to that measured

by the precision chambers, with a typical resolution of 510 mm.
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Figure 5.6: Schematic view of the muon spectrometer in the x-y (top) and z-y (bottom)

projections.
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5.3 Trigger and Data-acquisition System

The ATLAS trigger and data-acquisition (DAQ) system is based on three levels of online

event selection. Each trigger level refines the decisions made at the previous level and,

where necessary, applies additional selection criteria. Starting from an initial bunch-

crossing rate of 40 MHz (interaction rate of ∼109 Hz at a luminosity of 1034 cm−2s−1),

the rate of selected events must be reduced to ∼200 Hz for permanent storage.

The level-1 (LVL1) trigger makes an initial selection based on reduced-granularity

information from a subset of detectors. High transverse-momentum (high-pT) muons

are identified using the trigger chambers, RPCs in the barrel, and TGCs in the end-

caps. The calorimeter selections are based on reduced-granularity information from all

the calorimeters (EM and hadronic; barrel, end-cap and forward). Objects searched

for by the calorimeter trigger are high-pT electrons and photons, jets, and τ -leptons

decaying into hadrons, as well as large missing and total transverse energies. In the case

of the electron/photon and hadron/ τ triggers, energy isolation cuts can be applied. It

is designed for an average output rate of 75 kHz, with an upper limit of 100 kHz.

Figure 5.7: Block diagram of the Trigger/DAQ system.

The LVL2 trigger makes use of region-of-interest (RoI) information provided by the

LVL1 trigger. This includes information on the position (η and φ) and pT of candidate

objects (high-pT muons, electrons/γ, hadrons/τ , jets), and energy sums (Emiss
T vector
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and scalar ET value). The RoI data are sent by LVL1 to LVL2, for all events selected

by the LVL1 trigger, using a dedicated data path. Using the RoI information, the LVL2

trigger selectively accesses data from the ROBs, moving only the data that are required

in order to make the LVL2 decision. The LVL2 trigger has access to all of the event

data, if necessary with the full precision and granularity. It is expected that LVL2 will

reduce the rate to ∼1 kHz. The latency of the LVL2 trigger is variable from event to

event and is in the range 40 ms.

The Event Filter (EF) aims to reduce the event rate to roughly 200 Hz. Since in

the EF the available event processing time is of the order of four seconds, the offline

analysis procedures (such as algorithms, calibrations and alignments) can be used.

The readout system receives and stores temporally the data in local buffers. The

data associated to a RoI is requested by the L2 trigger. Events selected by the L2

are transferred to the event-building system, and later to the EF for the final selection,

after which the selected events are moved to permanent storage at the CERN computer

center. The events are written to inclusive data streams based on the trigger type

according to the HLT. There are four primary streams: Egamma, Muon, JetTauETmiss

and MinBias. The ATLAS trigger menu defines trigger chains, which start from a L1

item and specify L2 and EF signatures and prescaling values. A trigger signature

is each of the features that yield to trigger decision, usually identifying a particle

candidate or event properties. There are between 200 and 500 triggers defined in the

trigger chain, such that only 1 in N events passing the trigger causes an event to be

accepted at that trigger level. L1 items are named in capital letters starting with

”L1 ”, containing info on the kind of object selected ( ”MU”, ”EM”, ”MET”, etc. )

the energy threshold passed and some information on the isolation. For example, the

item L1 EM14 means that an electromagnetic object was found that passed a 14 GeV

threshold. EF signatures use non-capital names specifying better the kind of object

and identification passe: EF e15 medium is the signature of an electron object that

passes a transverse energy threshold of 15 GeV and the medium identification at EF.
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5.4 Luminosity Measurement

The luminosity of a pp collider can be expressed as

L =
Rinel

σinel
(5.2)

where Rinel is the rate of inelastic collisions and σinel is the pp inelastic cross section.

Knowing the revolution frequency (fr) and the number of bunches that cross at the

interaction point (nb), the above expression can be rewritten as

L =
µnbfr
σinel

(5.3)

where µ is the average number of inelastic interactions per beam crossing. Thus, the

instantaneous luminosity can be determined by any method that measures the ratio

µ/σinel.

To assess and control the systematic uncertainties affecting the absolute luminos-

ity measurement, ATLAS compares the measurements of several luminosity detectors

(LUCID and BCM among them), most of which use more than one counting technique.

Knowing the efficiency for one inelastic pp collision to satisfy a given event selection

criteria (ǫ), the average number of pp collisions which satisfy that event selection is

µvis = ǫµ, and we can rewrite

L =
µvisnbfr
σvis

(5.4)

where σvis ≡ ǫσinel is the visible cross section, and acts as calibration constant which re-

lates the measurable quantity µvis to the luminosity L. In the limit µvis much smaller

than one, µvis ≈ N
NBC

, where N is the number of events passign the selection crite-

ria that are observed during a given time interval, and NBC is the number of bunch

crossings in that same interval.

To calibrate the counting techniques, one can use the absolute luminosity as ob-

tained from measured accelerator parameters:

L =
nbfrn1n2
2πΣxΣy

(5.5)

where n1 and n2 are the number of protons on each colliding bunch, and Σx and Σy

are the widths of the horizontal and vertical beam profiles. Σx and Σy are measured
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in the so-called van der Meer scans. In these scans, the beams are separated by steps

of a known distance first in the horizontal and then in the vertical direction. These

measurements yield two bell-shaped curves, with maximum at zero separation, from

which one extracts Σx and Σy. The luminosity at zero separation is obtained from

Eq. 5.5, and σvis is extracted from Eq. 5.4 using the measured values of L and µvis. In

ATLAS van der Meer scans are used to obtain the absolute calibration both for online

monitoring and offline analysis.
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Object Reconstruction

6.1 Track Reconstruction

Tracks are reconstructed in the ID using a sequence of algorithms [67]. The inside-out

algorithm is the baseline algorithm designed for the efficient reconstruction of primary

charged particles. Primary particles are defined as particles with a mean lifetime greater

than 3 × 10−11 s. The inside-out algorithm starts from 3-point seeds in the silicon

detectors and adds hits moving away from the interaction point using a combinatorial

Kalman filter. Ambiguities in the track candidates found in the silicon detectors are

resolved, and tracks are extended into the TRT. The tracks reconstructed by the inside-

out algorithm are required to have transverse momentum pT > 400 MeV .

In a second stage, a track search starts from segments reconstructed in the TRT

and extends them inwards by adding silicons hits, which is referred to as back-tracking.

Back-tracking is designed to reconstruct secondaries, which are particles produced in

the interactions of primaries. Finally, tracks with a TRT segment but no extension

into the silicon detectors are referred to as TRT-standalone tracks. There is a sig-

nificant impact from pile-up on both back-tracking and TRT-standalone tracks. The

increasing detector occupancy due to pile-up can confuse the pattern recognition al-

gorithm such that the track is not correctly reconstructed. Increased occupancy can

lead to an increase of combinatorial fake tracks, i.e. reconstructed tracks which could

not be matched to either a primary or secondary particle. However, fake tracks can

be minimized by tightening the quality requirements on reconstructed tracks. A set of

robust requirements is therefore defined by selecting tracks with at least nine hits in
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the silicon detectors (pixel+SCT) and exactly zero holes in the pixel detector. A hit

is a measurement point assigned to a track and a hole is a non-existing but expected

measurement point for a given track trajectory. For 2011 data only seven silicon hits

and at most two holes in the pixel detector were required.

The track reconstruction efficiency is defined as the fraction of primary particles

with pT > 400 MeV and |η| < 2.5 matched to reconstructed tracks. The matching crite-

rion is based on the fraction of hits on the track in each sub-detector that were produced

by the primary particle. The contributions from each sub-detector are weighted by a

scale factor to account for the differences in the expected number of hits per track and

the contribution of each hit to the reconstructed track parameters.

6.2 Vertex Reconstruction

The reconstruction of the interaction vertex is based on the reconstruction of charged-

particle tracks in the ATLAS ID. The reconstruction of primary vertices is organized

in two steps:

• The primary vertex finding algorithm, dedicated to associate reconstructed tracks

to the vertex candidates.

• The vertex fitting algorithm, dedicated to reconstruct the vertex position and its

corresponding error matrix. It also refits the associated tracks constraining them

to originate from the reconstructed interaction point.

The reconstructed tracks fulfilling the following quality requirements are used for

the primary vertex reconstruction:

• pT > 150 MeV ,

• |d0| < 4 mm,

• σ(d0) < 5 mm,

• σ(z0) < 10 mm,

• at least 4 hits in the SCT detector,

• at least 6 hits in the pixel and SCT detectors.
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where d0 and z0 denote the transverse and longitudinal impact parameters of tracks

with respect to the center of the luminous region, and σ(d0) and σ(z0) denote the cor-

responding uncertainties as estimated in the track fit. The luminous region in ATLAS

is determined during a physics run, typically every 10 minutes, by applying an un-

binned maximum likelihood fit to the distribution of primary vertices recorded in this

period of time, where the same primary vertex reconstruction algorithm is used, but

without applying the beam-spot constraint. The selection criteria are based on impact

parameters to remove a good fraction of tracks originating from secondary interactions.

According to PYTHIA MC, the above requirements are fulfilled by more than 80 % of

the reconstructed tracks corresponding to primary particles.

The Iterative Vertex Finding approach works as follows:

• Reconstructed tracks compatible with originating from the interaction region are

pre-selected according to the criteria listed above.

• A vertex seed is found by looking for the global maximum in the distribution of z

coordinates of the tracks, computed at the point of closest approach to the beam

spot center.

• The vertex position is determined using the adaptive vertex fitting algorithm,

which takes as input the seed position and the tracks around it. The adaptive

vertex fitter is a robust χ2-based fitting algorithm which deals with outlying

track measurements by down-weighting their contribution to the overall vertex χ2.

The down-weighting is performed progressively, while the fit iterations proceed

according to a fixed number of steps.

• Tracks incompatible with the vertex by more than approximately seven standard

deviations are used to seed a new vertex. The compatibility of the track to the

vertex is expressed in terms of a χ2 with 2 degrees of freedom. The present cut

is χ2 > 49. This procedure is repeated until no unassociated tracks are left in

the event or no additional vertex can be found. The very loose cut of χ2 > 49 is

intended to reduce the number of single vertices split into two due to the presence

of outlying track measurements.
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In standard reconstruction, the parameters of the beam-spot are used both during

the finding step to preselect compatible tracks, and during the fitting step to constrain

the vertex fit. The transverse beam-spot in the 7 TeV runs varied between approxi-

mately 60 µm for the first run to about 30 µm for the later runs with squeezed beams.

A small increase in the width during the fills due to the growth in emittance of the

beams was also observed. The longitudinal bunch length results in a luminous region

size of approximately 20 to 40 mm, depending on the machine parameters. In the

vertex fit, the beam-spot constraint has a significant impact on vertices reconstructed

out of very few tracks. There the transverse resolution is dominated by the beam-spot

information. The typical resolution of a low multiplicity vertex (> 100 µm) is in fact

significantly worse than the transverse beamspot width (30-60 µm). However, in the

z direction, the length of the luminous region has no visible effect on the longitudinal

resolution of the primary vertices, which is determined from the intrinsic longitudinal

track resolution of the primary tracks; the only effect of the beam-spot constraint is to

remove far outliers. The level of expected (in-time) pile-up is sufficiently low, with an

average number of interactions per bunch crossing of less than 0.2, so that it is expected

to have no significant impact on the vertex resolution.

6.3 Electrons

The standard electron reconstruction procedure is based on clusters reconstructed in

the EC, which then are associated to tracks of charged particles reconstructed in the

ID [68]. This algorithm has been developed to allow for an optimal reconstruction of

the four-momentum of electrons in the full momentum and pseudorapidity range and

for any luminosity. Information from both detectors is used to allow electrons to be

identified with the lowest possible amount of backgrounds, keeping in mind that the

optimal point between identification efficiency and background rejection depends on

the analysis. Electron reconstruction begins with the creation of a preliminary set of

seed clusters. Seed clusters with energies above 2.5 GeV are formed by a sliding window

algorithm, with a window size of 3× 5 in η/φ middle layer cell units (0.025×0.025).

After an energy comparison, duplicated clusters are removed from nearby seed clusters.

In the region of the tracker detectors (|η| <2.5), an electron is defined by the existence

of one or more reconstructed tracks matched to a seed cluster. The track-to-cluster
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matching thus forms the central part of the electron reconstruction. Reconstructed

tracks are matched to seed clusters by extrapolating them from their last measurement

point to the second layer of the calorimeter. The impact point η and φ coordinates

are then compared to the corresponding seed cluster η and φ in that layer. If their

difference is below a certain threshold then the track is considered matched to the

cluster.

There is an inherent ambiguity between a prompt electron and a converted photon,

since both objects are characterized by the existence of tracks pointing to an elec-

tromagnetic cluster. In the current reconstruction strategy, objects that have tracks

matched to seed clusters will subsequently be treated as electrons. As a result almost all

converted photons will be handled as electrons during this stage of the reconstruction

and end up in the electron container. This results in a significant contamination of the

electron sample by converted photons but on the other hand ensures a high electron

reconstruction efficiency. The particle identification criteria will be able to select the

prompt electrons from the original electron candidates sample.

Electromagnetic showers characterized by tracks matched to the seed cluster are

considered as electron candidates. The electromagnetic cluster is then recomputed

using a 3×7 (5×5) sliding window in η/φ middle layer cell units in the barrel (end caps).

A 3×5 seed cluster size is explicitly chosen to be a subset of the final electromagnetic

cluster sizes and, with a 2.5 GeV threshold, improves the reconstruction efficiency of

low energy clusters and lowers the duplicate cluster rate. Several corrections to the

reconstructed cluster energy are then applied. Finally the electron four-momentum

is computed using in addition the track information from the best track matched to

the original seed cluster. The energy is computed as a weighted average between the

cluster energy and the track momentum. The φ and η directions are taken from the

corresponding track parameters unless the track contains no silicon hits, in which case

η is provided by the cluster η-pointing. In cases where the track has only TRT hits,

the φ position is taken from the track and the η is provided by the cluster η-pointing.

6.4 Muons

The ATLAS detector is optimized for muon identification, with an efficiency greater

than 95% and a fractional momentum resolution better than 3% over a wide transverse
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momentum range and raising to 10% at pT = 1 TeV. Muon momenta are independently

measured in the ID and the MS (see Sec. 5.2.4).

6.4.1 Muon Identification Strategies

In ATLAS four kinds of muon candidates are distinguished depending on the way they

are reconstructed:

• Stand-alone muon: The muon trajectory is only reconstructed in the MS. The

muon momentum measured in the MS is corrected for the parametrized energy

loss of the muon in the calorimeter, to obtain the muon momentum at the in-

teraction point. The direction of flight and the impact parameter of the muon

at the interaction point are determined by extrapolating the spectrometer track

back to the beam line.

• Combined muon: The momentum of the stand-alone muon is combined with the

momentum measured in the ID. The muon trajectory in the ID also provides

information about the impact parameter of the muon trajectory with respect to

the primary vertex.

• Segment tagged muon: A trajectory in the inner detector is identified as a muon

if the trajectory extrapolated to the MS can be associated with straight track

segments in the precision muon chambers.

• Calorimeter tagged muon: A trajectory in the ID is identified as a muon if the

associated energy depositions in the calorimeters are compatible with the hypoth-

esis of a minimum ionizing particle.

6.5 Jets

Data and MC simulation jets are reconstructed using the anti-kt [69] algorithm with

distance parameters R = 0.4 (or R = 0.6) using the FASTJET software [70]. The input

to calorimeter jets can be topological calorimeter clusters (topoclusters) or calorimeter

towers. Only topoclusters or towers with a positive energy are considered as input to

jet finding.
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6.5.1 Topological Calorimeter Clusters

Topological clusters are groups of calorimeter cells that are designed to follow the

shower development taking advantage of the fine segmentation of the ATLAS calorime-

ters. The topoclusters formation algorithm starts from a seed cell, whose signal-to-noise

ratio is above a threshold of S/N > 4. The noise is estimated as the absolute value

of the energy deposited in the calorimeter cell divided by the RMS of the energy dis-

tribution measured in events triggered at random bunch crossings. Cells neighbouring

the seed (or the cluster being formed) that have a S/N of at least two are included

iteratively. Finally, all calorimeter cells neighbouring the formed topocluster are added.

The topocluster algorithm efficiently suppresses the calorimeter noise.

The topocluster algorithm also includes a splitting step in order to optimize the

separation of showers from different close-by particles: All cells in a topocluster are

searched for local maxima in terms of energy content with a threshold of 500 MeV.

This means that the selected calorimeter cell has to be more energetic than any of its

neighbours. The local maxima are then used as seeds for a new iteration of topological

clustering, which splits the original cluster into more topoclusters. A topocluster is

defined to have an energy equal to the energy sum of all the included calorimeter cells,

zero mass and a reconstructed direction calculated from the weighted average of the

pseudorapidities and azimuthal angles of the constituent cells. The weight used is the

absolute cell energy and the positions of the cells are relative to the nominal ATLAS

coordinate system.

6.5.2 Calorimeter Towers

Calorimeter towers are static, ∆η × ∆φ = 0.1×0.1, grid elements built directly from

calorimeter cells. ATLAS uses two types of calorimeter towers: with and without noise

suppression. Calorimeter towers based on all calorimeter cells are called non-noise-

suppressed calorimeter towers in the following. Noise-suppressed towers make use of

the topoclusters algorithm, i.e. only calorimeter cells that are included in topoclusters

are used. Therefore, for a fixed geometrical area, noise-suppressed towers have the

same energy content as the topoclusters. Both types of calorimeter towers have an

energy equal to the energy sum of all included calorimeter cells. The formed Lorentz

four-momentum has zero mass.
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6.5.3 Jet Energy Scale Calibration

Jets are reconstructed at the electromagnetic scale, which is the basic signal scale

for the ATLAS calorimeters. It accounts correctly for the energy deposited in the

calorimeter by electromagnetic showers. This energy scale is established using test-

beam measurements for electrons in the barrel and endcap calorimeters. The absolute

calorimeter response to energy deposited via electromagnetic processes has also been

validated in the hadronic calorimeters using muons, both from test-beams and produced

in-situ by cosmic-rays. The energy scale of the electromagnetic calorimeters has been

finally corrected using the invariant mass of Z → ee events from collision events.

The goal of the jet energy scale (JES) calibration is to correct the energy and mo-

mentum of the jets measured in the calorimeter to those of the jets at the hadronic

scale. The hadronic jet energy scale is on average restored using data-derived correc-

tions as well as calibration constants derived from the comparison of the reconstructed

jet kinematics to that of the corresponding truth level jets in MC studies. The jet

energy scale calibration is then validated with in-situ techniques.

The jet energy calibration corrects for detector effects that affect the jet energy

measurement:

• Partial measurement of the energy deposited by hadrons (calorimeter non-compensation).

• Energy losses in inactive regions of the detector (dead material).

• Energy deposits from particles not contained in the calorimeter (leakage).

• Energy deposits of particles inside the true jet that are not included in the recon-

structed jet.

• Signal losses in calorimeter clustering and jet reconstruction.

Presently, ATLAS uses a simple calibration scheme that applies jet-by-jet correc-

tions as a function of the jet energy and pseudorapidity to jets reconstructed at the

electromagnetic scale. This calibration scheme (called EM+JES) allows a direct eval-

uation of the systematic uncertainty and is therefore suitable for physics analysis. The

additional energy due to multiple proton-proton collisions within the same bunch cross-

ing (pile-up) is corrected before the hadronic energy scale is restored, such that the

derivation of the jet energy scale calibration is factorised and does not depend on the
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number of additional interactions measured. The EM+JES calibration scheme consists

of three subsequent steps as outlined below and detailed in the following subsections:

• Pile-up correction: The average additional energy due to additional proton-proton

interactions is subtracted from the energy measured in the calorimeters using

correction constants obtained from in-situ measurements.

• Vertex correction: The direction of the jet is corrected such that the jet originates

from the primary vertex of the interaction instead of the geometrical centre of

the detector.

• Jet energy and direction correction: The jet energy and direction as recon-

structed in the calorimeters are corrected using constants derived from the com-

parison of the kinematic observables of reconstructed jets and those from truth

jets in MC simulation.

6.5.3.1 Pile-up Correction

As the level of in-time pile-up increases, the average total energy deposition in the

calorimeter also increases. This increase is assumed to be completely independent of

the hard-scattering activity and thus independent of the jet pT.

The traditional approach is that pile-up contributes as uncorrelated, soft and diffuse

background. An offset correction is derived from minimum bias data as a function of

the number of reconstructed primary vertices, NPV , the jet pseudorapididy, η, and the

bunch spacing τ , because previous bunch crossings can also affect the energy measure-

ment.

The correction applied to the jet transverse energy (ET) can be written as Ecorrected
T =

ET −O(η,NPV , τbunch). The aim of the offset correction is to render the jet calibration

independent of the instantaneous luminosity.

6.5.3.2 Vertex Correction

Initially, calorimeter jets are reconstructed using the geometrical centre of the ATLAS

detector as reference to calculate the direction of jets and their constituents. For each

event, the jet four-momentum is corrected such that the direction of each topo-cluster

points back to the primary hard-scattering vertex. The kinematic observables of each
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topo-cluster are recalculated using the vector from the primary vertex to the topo-

cluster centroid as its direction. The raw jet four-momentum is then redefined as the

vector sum of the topo-cluster four momenta.

6.5.3.3 Jet Energy Correction

The final step in the EM+JES jet calibration restores the reconstructed energy to the

energy of the MC truth jet. The calibration is derived using all isolated calorimeter jets

that have a matching isolated truth jet within ∆R = 0.3. The final JES calibration

is first parametrized as a function of uncalibrated jet energy and η. The detector

pseudorapidy is used rather than the origin-corrected η used in the analyses, since

it more directly correspond to a region of the calorimeter. The EM-scale jet energy

response (Rjet
EM = Ejet

EM/E
jet
truth) can be seen in Fig. 6.1 for various energy- and ηdet-

bins.
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Figure 6.1: Average simulated jet response at the electromagnetic scale as a function of

the detector pseudorapidity ηdet in bins of EM+JES calibrated jet energy. The inverse of

the response shown in each bin is equal to the average jet energy scale correction

6.5.3.4 Jet Direction Correction

After the previous corrections, the jet η is further corrected for a bias due to poorly

instrumented regions of the calorimeter. In these regions topo-clusters are reconstructed

62

6/figures/JetCalibfig_JES_vs_eta_Binning.eps


6.5 Jets

with a lower energy with respect to better instrumented regions. This causes the

jet direction to be biased towards the better instrumented calorimeter regions. The

correction is very small (∆η < 0.01) for most regions of the calorimeter, but larger in

the transition regions.

6.5.4 Jet Energy Scale Uncertainty

The JES uncertainty is one of the largest uncertainties in almost all analysis in ATLAS.

It is derived combining information from the single hadron response in-situ and single

pion test-beam measurements, uncertainties on the material budget of the ATLAS de-

tector, the description of the electronic noise, and the MC modelling used in the event

generation. The JES systematic uncertainty is determined in the central barrel region

|0.3 < η < 0.8|. The uncertainty for jets beyond this region uses the previous uncer-

tainty as baseline and adds a contribution from the relative calibration with respect

to the central region. This choice is motivated by the good knowledge of the detector

geometry in the central region, and by the use of test-beam measurements available

only for the extension of the Tile calorimeter barrel. The considered contributions to

the JES systematic uncertainty are the following:

1. Uncertainty in the JES calibration. After the inclusive jet MC sample is cali-

brated, the jet energy and pT response still shows slight deviations from unity at

low pT (non-closure). The systematic uncertainty due to the non-closure of the

nominal JES calibration is taken as the larger deviation of the response in either

energy or pT from unity.

2. Uncertainty on the calorimeter response. The uncertainty of the calorimeter re-

sponse to jets can be obtained from the response uncertainty of the individual

particles constituting the jet. The in-situ measurement of the single particle re-

sponse significantly reduces the uncertainty due to the limited knowledge of the

exact detector geometry, in particular that due to the presence of additional dead

material, and the modelling of the exact way particles interact in the detector [71].

3. Uncertainties due to the detector simulation. Discrepancies between the simulated

noise and the real noise in data can lead to differences in the cluster shapes and

to the presence of fake clusters, which affect the jet reconstruction. Also the JES
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is affected by possible deviations in the material description as its calibration has

been derived to restore the energy lost under the assumption of the geometry

simulated in the MC simulation. Simulated detector geometries that include

systematic variations of the amount of material have been designed using test-

beam measurements in addition to 900 GeV and 7 TeV data.

4. Uncertainties due to the event modelling in the MC generators. The contributions

to the JES uncertainty from the modelling of the fragmentation, the underlying

event and other parameters of the MC event generator are obtained by comparing

samples based on ALpgen+Herwig+Jimmy and the Pythia Perugia 2010

tune [72] [73].

5. Uncertainties due to the relative calibration of the endcap and forward regions.

The relative jet calorimeter response and its uncertainty is studied by comparing

the transverse momentum of a well-calibrated central jet and a jet in the forward

region in events with only two jets at high transverse momenta (dijets). This

uncertainty is uncorrelated with the previous listed and it is treated accordingly

[74] [75].

6. Pileup. In-time pile-up can produce additional energy deposits that are recon-

structed within the jet. The uncertainty in the pile-up corrections can be obtained

by varying certain analysis choices and by studying the jet response with respect

to the transverse momentum of track jets as a function of the number of primary

vertices. This uncertainty is uncorrelated with the previous listed and it is treated

accordingly [76].

7. Flavor. The fragmentation differences between jets initiated by a quark and jets

initiated by a gluon lead to a flavor dependence in the JES. Because the flavor

content of the different samples varies, this difference results in an additional

flavor-dependent term in the JES uncertainty. This uncertainty is uncorrelated

with the previous listed and it is treated accordingly [77].

8. Close-by jet effects. The presence of any jets nearby could cause a difference in

the jet response, resulting in an additional JES systematic uncertainty [78].

Fig. 6.2 shows the fractional JES systematic uncertainty.
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Figure 6.2: Fractional JES systematic uncertainty as a function of pT for jets in the

pseudorapidity region 0.3< |η| <0.8 in the calorimeter barrel. The total uncertainty is

shown as the solid light blue area. The individual sources are also shown, with uncertainties

from the fitting procedure if applicable.

6.5.5 B-tagging

The ability to identify jets containing b-hadrons is crucial for this analysis, not only

because it leads to a clearer separation between signal and background, but to be able

to measure the Rb parameter. A b-jet originates from a b-quark, which produces a

b-hadron after fragmentation. B-jets have several characteristic properties that can be

utilized to separate them from jets coming from the hadronisation of light quarks. The

most important property is the relatively long lifetime of b-hadrons, of about 1.5 ps.

This leads to a measurable flight length of a few millimeters before their subsequent

decay.

The decay of the b-hadrons also can be identified inclusively by measuring the

impact parameters (IP) of tracks coming from their decay, that is, the distance from

the point of closest approach of the track to the interaction vertex. The IP is a signed

quantity, which is positive if the point of closest approach lies upstream with respect

to the jet direction and negative in the other case. The ATLAS tracking system allows

the tracks to be measured efficiently and with good accuracy within a pseudorapidity
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range of |η| < 2.5 and down to pT = 400 MeV. For a central track with pT = 5 GeV,

which is typical for b-tagging, the transverse momentum resolution is around 75 MeV

and the transverse impact parameter resolution is about 35 µm.

The position of the primary interaction point of the proton-proton collision defines

the reference point with respect to which impact parameters and vertex displacements

are measured. The reconstruction of primary vertices relies on the reconstructed tracks

and consists of two stages: first, the vertex finding, which associates reconstructed

tracks to the vertex candidates, and second, the vertex fitting, which reconstructs the

vertex position and its error matrix. To ensure a good resolution on the vertex position,

the primary vertex must be reconstructed from at least five tracks.

Flavor tagging algorithms are defined based on decay lengths, impact parameters,

secondary vertices properties and properties of the leptons reconstructed inside the

jet. They provide as output a tagging weight, which specifies the probability for a

jet to be of a certain flavor. The tagging algorithm used in this analysis, JetFitter-

Comb results from the combination of two simpler algorithms, IP3D and JetFitter.

The IP3D algorithm uses a likelihood ratio technique in which input variables are com-

pared to predefined smoothed and normalized distributions for both the b- and light-

jet hypotheses, obtained from MC simulation. The distributions are two-dimensional

histograms of the signed transverse and longitudinal impact parameter significances,

taking advantage of the correlations between the two variables. The JetFitter algorithm

exploits the topology of weak b- and c-hadron decays inside the jet. A Kalman filter is

used to find a common line on which the primary vertex and the b- and c-vertices lie, as

well as their position on this line, giving an approximated flight path for the b-hadron.

With this approach, the b- and c-hadron vertices are not necessarily merged, even when

only a single track is attached to each of them. The combination of JetFitter and IP3D

is based on artificial neural network techniques with MC simulated training samples

and additional variables describing the topology of the decay chain. Fig. 6.3 shows the

distribution of the JetFitterComb output weight for experimental and simulated data.

The shape in experimental data is closely reproduced by the simulation, except in the

negative weight region which is dominated by light jets where the impact parameter

resolution is poor. In all cases, the tagging rate predicted by the simulation agrees with

experimental data to within 20%.
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Figure 6.3: Distribution of the output of the IP3D+JetFitter tagging algorithm for

experimental data (solid black points) and for simulated data (filled histograms for the

various flavors). Jets are from the inclusive leading jet sample. The ratio data/simulation

is shown at the bottom of the plot.

6.5.5.1 Calibrating the b-tag Efficiencies and Mistag Rates

In order for b-tagging to be used in physics analysis, the efficiency with which a jet

originating from a b-quark is tagged by a b-tagging algorithm needs to be measured.

The probability of incorrectly tagging a jet originating from a light-flavour quark or

gluon as a b-jet is referred to as the mistag rate [79]. The b-tag efficiencies and mistag

rates depend not only on the kinematic variables (η and pT) of the jets, but also on other

quantities such as the fraction of jets in the sample originating from gluons. Currently,

there is no explicit measurement of the c-tag efficiency available in ATLAS. As both the

b- and c-tag efficiencies are dominated by decays of long-lived heavy flavour hadrons,

they are expected to show a similar behaviour. However, the systematic uncertainty

for the c-tag efficiency scale factor is increased by a factor of two, which is considered

to be a conservative value based on simulations.

There are different methods to extract the b-tag efficiency [79]:

1. The prelT method uses templates of the muon momentum transverse to the jet

67

6/figures/JetFitterweight.eps


6. OBJECT RECONSTRUCTION

axis to fit the fraction of b-jets before and after b-tagging to extract the b-tag

efficiency.

2. The D∗µ method explicitly reconstructs the b→ XµD∗ → XµD0(→ Kπ)π decay

to obtain a pure sample of b-jets to which the b-tagging algorithm is applied to

extract the b-tag efficiency.

3. The tt counting methods count the number of events after tt event selection that

have zero, one or two b-tagged jets to extract the b-tag efficiency and the tt

production cross-section.

4. The tt kinematic selection method selects a high-purity tt sample and extracts

the b-tag efficiency from the number of tagged jets together with the expected

sample composition.

There are also different approaches to measure the mistag rate:

1. The SV0 mass method uses the mass distribution of reconstructed secondary

vertices, together with knowledge about the b- and c-tag efficiencies, to determine

the fraction of light-flavour jets before and after tagging and hence the mistag

rate.

2. The negative tag method counts the rate at which secondary vertices with negative

decay length significance or tracks with negative impact parameter significances

are present in the data and then applies corrections, based on simulation, to

translate this negative tag rate into a measurement of the mistag rate.

In the prelT method, which is used to calibrate the tagger used in this analysis,

the number of b-jets before and after tagging can be obtained for the subset of all

b-jets containing a reconstructed muon using the variable prelT , which is defined as

the momentum of the muon transverse to the combined muon plus jet axis. Muons

originating from b-hadron decays have a harder prelT spectrum than muons in c- and

light-flavour jets. Templates of prelT are constructed for b-, c- and light-flavour jets

separately, and these are fitted to the prelT spectrum of muons in jets in data to obtain

the fraction of b-jets before and after requiring a b-tag. The fit is done by adjusting

the relative contributions of the b-, c- and light-flavour templates such that their sum
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Figure 6.4: (Left-) Examples of prelT templates for b-, c- and light-flavour jets. The b-

and c-templates have been taken from simulation whereas the light-flavour template has

been obtained from data. (Right-) Examples of template fits to the prelT distribution in

data before b-tagging.

best describes the prelT shape in data, as shown in Fig. 6.4. Having obtained the flavour

composition of jets containing muons from the prelT fits, the b-tag efficiency is defined

as

ǫdatab =
f tagb ·N tag

fb ·N
· C, (6.1)

where fb and f tagb are the fractions of b-jets in the pretagged and tagged samples of

jets containing muons, and N and Ntag are the total number of jets in those two sam-

ples. The factor C corrects the efficiency for the biases introduced through differences

between data and simulation in the modelling of the b-hadron direction and through

heavy flavour contamination of the prelT template for light-flavour jets.

The systematic uncertainties affecting the prelT method are mainly those that change

the shapes of the prelT templates used to fit the sample composition. They can either

have a direct impact on the prelT distribution, or they can indirectly affect the prelT

distribution by changing the sample composition or the kinematics of the sample.

1. The prelT Template Statistics. To assess the systematic uncertainty due to the lim-

ited statistics available to build the prelT templates, 1000 pseudo-experiments were

carried out. For each pseudo-experiment, a complete set of pseudo-templates was
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created by varying each bin in each template according to a Gaussian distribution

with a width reflecting the limited template statistics, and these pseudo-templates

were fited to the prelT distribution in data. The RMS of the b-tag efficiency distri-

bution of those 1000 pseudo-experiments is taken as the systematic uncertainty.

2. Modelling of the b-Hadron Direction. In principle the muon direction resolution

also affects prelT , but as the muon angular resolution is much higher than that of

the jet, the uncertainty associated with this is negligible.

3. Non-b-Jet Templates The light-flavour template is obtained from a light-flavour

enriched data sample. This template has been compared to a template of muons

in light-flavour jets in simulation, and a good agreement was found. However,

an influence on the measured efficiency can arise from b-jet contamination in

the light-flavour template. The bias introduced by it is corrected for in the final

result, and the result of a variation by 25% of the b-jet contamination is taken as

systematic uncertainty.

4. Modelling of b- and c-Production. In data, b-jets can be produced via several

mechanisms: flavour creation, flavour excitation and gluon splitting. In the latter

case the angle between the two b-quarks can be so small that both of them end

up within the same reconstructed jet. Such b-jets, containing two b-quarks, have

a larger probability of being b-tagged than those containing just one b-quark. If

the ratio of double-b-jets to single-b-jets is different in data and simulation that

would therefore bias the efficiency scale factor measurement. The systematic

uncertainty associated with the b-production is estimated by varying the ratio

of double-b-jets to single-b-jets in simulation and seeing how much that changes

the b-tag efficiency. The systematic uncertainty associated with the c-production

is estimated in the same way, namely by varying the ratio of double-c-jets to

single-c-jets in simulation and seeing how much that changes the b-tag efficiency.

5. Modelling of b-Decays. The muon momentum spectrum in the b-hadron rest-

frame, denoted as p*, directly affects the shape of the prelT distribution for b-jets.

Uncertainties in the modelling of the p* spectrum have to be taken into account

and propagated through the analysis.
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6. b-Fragmentation. An incorrect modelling of the fragmentation in simulation can

affect the momentum spectrum of the muons from b-decays and thus alter which

muons pass the selection criteria. To investigate the impact of fragmentation, the

prelT templates were rederived on a simulated sample where the fraction of the b-

quark energy carried onto the b-hadron, xb, was changed by 5%. The prelT fits were

then redone on data using these altered prel templates, and the difference in the

b-tag efficiency between this and the default scenario was taken as a systematic

uncertainty.

7. Muon pT Spectrum. The muon pT spectrum is softer in data than in simulation.

To estimate the effect of this mismodelling on the prelT measurement, the mea-

surement is repeated after reweighting the muon pT spectrum in simulation to

agree with that in data.

8. Fake Muons in b-Jets. The prelT templates for b-jets are obtained from the simu-

lated QCD µ-jet sample where a muon with pT> 3 GeV is required at generator

level. This filter will suppress b-jets containing a fake muon rather than a muon

from the b-decay. The fraction of fake muons in the prelT templates built from these

samples is therefore likely to be lower than in data. To investigate the impact

of fake muons on the b-tag efficiency measurement, the prelT fits were performed

using b-templates with an increased fake muon fraction.

9. Jet Energy Scale. A jet energy scale in simulation that is different from that in

data would bias the pT spectrum of the simulated events used to build the prelT

templates. The corresponding systematic uncertainty is obtained by scaling the

pT of each jet in the simulation up and down by one standard deviation, according

to the uncertainty of the JES, and refitting the data with the modified b- and

c-templates as well as rederiving the b-tag efficiency in simulation.

10. Scale Factor for Inclusive b-Jets. The prelT method can only measure the b-tag effi-

ciency in data for b-jets with a semileptonic b-hadron decay. As these jets always

contain the high-momentum and typically well-measured muon track, whereas the

hadronic b-jets do not, the b-tag efficiency will be different for these two types of

b-jets. The efficiency scale factor derived as the ratio between the semileptonic

b-tag efficiency in data and simulation is assumed to be identical for hadronic
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b-jets. To investigate the validity of this assumption, the ratio of the weighted

averages of the b-tag efficiency for semileptonic and inclusive jets was derived in

both data and simulation. The deviation of the double-ratio SFµ→inc
data /SFµ→incl

sim

from one was taken as systematic uncertainty.

11. Pileup and Other Time Dependent Effects. The sensitivity to changing conditions

such as the increase in the average number of additional interactions in later

run periods has been studied. The b-tag efficiency was found to not depend

significantly on the number of primary vertices in the event.

6.6 Missing Transverse Energy

In a collider event the missing transverse momentum is defined as the momentum

imbalance in the plane transverse to the beam axis, where momentum conservation

is expected. Such an imbalance may signal the presence of unseen particles, such as

neutrinos. The vector momentum imbalance in the transverse plane is obtained from

the negative vector sum of the momenta of all particles detected in the collision and is

denoted as missing transverse momentum, Emiss
T .

A precise measurement of Emiss
T is essential for physics at the LHC. A large Emiss

T is

a key signature for searches for new physics processes such as supersymmetry (SUSY)

or extra dimensions. The measurement of Emiss
T also has a direct impact on the quality

of a number of measurements of SM physics, such as the reconstruction of the top-quark

mass in tt events.

The Emiss
T reconstruction includes contributions from energy deposits in the calorime-

ters and muons reconstructed in the muon spectrometer. The two Emiss
T components

are calculated as:

Emiss
x(y) = Emiss,calo

x(y) + Emiss,µ
x(y) . (6.2)

Low pT tracks are used to recover low pT particles which are missed in the calorime-

ters, and muons reconstructed from the inner detector are used to recover muons in

regions not covered by the muon spectrometer. The two terms in the above equation

are referred to as the calorimeter and muon terms.
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6.6.1 Calculation of the Emiss
T Calorimeter Term

The Emiss
T reconstruction uses calorimeter cells calibrated according to the recon-

structed physics object to which they are associated. Calorimeter cells are associated

with a reconstructed and identified high-pT parent object in a chosen order: electrons,

photons, hadronically decaying τ -leptons, jets and muons. Cells not associated with any

such objects are also taken into account in the Emiss
T calculation. Their contribution,

named Emiss,CellOut
T hereafter, is important for the Emiss

T resolution.

Once the cells are associated with objects as described above, the Emiss
T calorimeter

term is calculated as follows:

Emiss,calo
x(y) = Emiss,e

x(y) + Emiss,γ
x(y) + Emiss,τ

x(y) + Emiss,jets
x(y)

+Emiss,softjets
x(y) + Emiss,calo,µ

x(y) + Emiss,CellOut
x(y)

(6.3)

where each term is calculated from the negative sum of calibrated cell energies inside

the corresponding object, as:

Emiss,term
x = −

Nterm
cell
∑

i=1

Ei sin θi cosφi

Emiss,term
y = −

Nterm
cell
∑

i=1

Ei sin θi sinφi

(6.4)

where Ei, θi and φi are the energy, the polar angle and the azimuthal angle, respectively.

The summations performed are over all cells associated with specified objects in the

pseudorapidity range |η| < 4.5.

Because of the high granularity of the calorimeter, it is crucial to suppress noise con-

tributions and to limit the cells used in the Emiss
T sum to those containing a significant

signal. This is achieved by using only cells belonging to three dimensional topological

clusters, with the exception of electrons and photons for which a different clustering

algorithm is used. The various terms in Eq. 6.3 are described in the following:

• Emiss,e
x(y) , Emiss,γ

x(y) , Emiss,τ
x(y) are reconstructed from cells in clusters associated to

electrons, photons and τ -jets from hadronically decaying τ -leptons, respectively;
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• Emiss,jets
x(y) is reconstructed from cells in clusters associated to jets with calibrated

pT > 20 GeV .

• Emiss,softjets
x(y) is reconstructed from cells in clusters associated to jets with 7 GeV<

pT < 20 GeV;

• Emiss,calo,µ
x(y) is the contribution to Emiss

T originating from the energy lost by the

muons in the calorimeter. This term is calculated differently from isolated and

non-isolated muons, with non-isolated muons defined as those within a distance

∆R =
√

(∆η)2 + (∆φ)2 < 0.3 of a reconstructed jet in the event.

• Emiss,CellOut
x(y) term is calculated from the cells in topoclusters which are not in-

cluded in the reconstructed objects.

6.6.2 Calculation of the Emiss
T Muon Term

The Emiss
T muon term is calculated from the momenta of muon tracks reconstructed

within |η| < 2.7 :

Emiss,µ
x(y) = −

∑

muons

pµx(y) (6.5)

where the summation is over selected muons. In the region |η| < 2.5, only well-

reconstructed muons in the muon spectrometer with a matched track in the ID are

considered. The matching requirement considerably reduces contributions from fake

muons. These fake muons can sometimes be created in events where some particles

from very energetic jets punch through the calorimeter into the muon system.

The pT of an isolated muon is determined from the combined measurement of the ID

and MS, taking into account the energy deposited in the calorimeters. In this case the

energy lost by the muon in the calorimeters (Emiss,calo,µ
x(y) ) is not added to the calorimeter

term to avoid double counting of energy.

For a non-isolated muon, the energy deposited in the calorimeter cannot be resolved

from the calorimetric energy depositions of the particles in the jet. The muon spec-

trometer measurement of the muon momentum after energy loss in the calorimeter is

therefore used, so the Emiss,calo,µ
x(y) term is added to the calorimeter term. Only in cases

in which there is a significant mismatch between the spectrometer and the combined
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measurement, the combined measurement is used and a parameterized estimation of

the muon energy loss in the calorimeter is subtracted.

For higher values of pseudorapidity (2.5 < |η| < 2.7), outside the fiducial volume of

the ID, there is no matched track requirement and the muon spectrometer pT alone is

used for both isolated and non-isolated muons.

Aside from the loss of muons outside the acceptance of the muon spectrometer

(|η| < 2.7), muons can be lost in other small inactive regions (around |η| = 0 and

|η| ∼ 1.2) of the muon spectrometer. The muons which are reconstructed by segments

matched to ID tracks extrapolated to the muon spectrometer are used to recover their

contributions to Emiss
T in the |η| ∼ 1.2 regions.

75



6. OBJECT RECONSTRUCTION

76



7

Simultaneous measurement of

the top quark pair production

cross-section and Rb

Within the SM, top quarks are predicted to decay to a W boson and a b-quark nearly

100% of the time, and the decay topologies are determined by the decays of the W

bosons. A precise measurement of the ratio Rb = B(t → Wb)/B(t → Wq) with q

either a d−, s− or b− quark, is sensitive to the hierarchy among the Vtq Cabibbo-

Kobayashi-Maskawa (CKM) matrix elements since:

Rb =
B(t→Wb)

B(t→Wq)
=

|Vtb|2
|Vtb|2 + |Vtd|2 + |Vts|2

. (7.1)

This measurement, in combination with the measurements of the single top quark

production cross-section in the different modes, would allow model-independent con-

straints on the magnitudes of the different Vtq CKM elements [43]. This measurement

can thus help test several extensions of the SM, like vector-like quarks or sequential

fourth generation models, in which the 3× 3 CKM submatrix does not appear unitary.

Furthermore, a precise measurement of the top quark pair (tt̄) production cross-section

(σtt) allows precision tests of quantum chromodynamics (QCD), whose predictions for

σtt are now at the level of 10% [80]. In addition, tt production is an important back-

ground for physics beyond the SM, and new physics may also give rise to additional tt

production mechanisms or modifications of the top quark decay channels.
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7.1 Data and Simulated Samples

MC simulation samples are used to develop and validate the analysis procedures, to

calculate the acceptance for tt events, and to evaluate the contributions from some

background processes and some sources of systematic uncertainty. After event gener-

ation, all samples have been processed with the GEANT4 simulation of the ATLAS

detector [81], reconstructed and passed through the same analysis chain as the data.

For the generation of tt signal the NLO generator Mc@nlo v3.41 [82] is used with

an assumed top-quark mass of 172.5GeV and with the NLO parton density function

(PDF) set CTEQ66 [83]. Mc@nlo is interfaced with Herwig for fragmentation. This

sample was generated with a value Rb = 1, i.e. with the two t-quarks decaying to

Wb. In order to measure Rb, two additional samples have been generated modifying

the original one by (i) changing the decay chain of one of the t-quarks to be Wq with q

either a d- or a s-quark or (ii) changing the decay chain of the two t-quarks to be Wq.

This is accomplished by weighting the events such that they are b tagged at the correct

rate for the desired decay mode (WbWq or WqWq). While this procedure allows to

correctly account for the jet flavor as far as b-tagging rate is concerned, it does not

take into account any small difference in selection efficiency between the different types

of events (WbWb, WbWq or WqWq). In order to estimate a suitable correction, a

dedicated MC sample was generated using Protos [84], including top quark decays

to Wb, Wd and Ws with branching ratios of 50%, 25% and 25%, respectively. More

information about the procedure is explained in Sec. 7.7.

For W/Z boson production in association with multiple jets, Alpgen v2.13 [85] is

used, which implements the exact LO matrix elements for final states with up to 6 par-

tons∗. Using the LO PDF set CTEQ6L1 [83], the following backgrounds are generated:

W+jets events with up to 5 partons, Z+jets events with up to 5 partons and with the

dilepton invariant mass mℓℓ > 40GeV. For the W+jets processes, separate samples are

generated that include bb̄ and cc̄ quark pair production at the matrix element level. In

addition, a separate sample containing W+c+jets events is produced. The overlap be-

tween the W+light jets and W + bb̄ samples is approximately 4%. An overlap removal

procedure is applied to avoid double counting. For the small background of single-top

∗The ‘MLM’ matching scheme of the Alpgen generator is used to remove overlaps between the n

and n+ 1 parton samples with parameters RCLUS=0.7 and ETCLUS=20GeV.
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production Mc@nlo is used, invoking the ‘diagram removal scheme’ [86] to remove

overlaps between the single-top and the tt final states. Diboson WW+jets, WZ+jets

and ZZ+jets events were generated with Herwig. Unless otherwise noted, all events

are hadronised with Herwig using Jimmy for the underlying event model. Details on

generator and underlying event tunes used for these samples are given in [87].

The LHC instantaneous luminosity varied by several orders of magnitude during this

data-taking period, reaching a peak of about 1.3 × 1033 cm−2s−1. At this luminosity

an average of about 8 extra pp interactions are superimposed on each collision event.

Pile-up corresponding on average to 6 extra events is added to the MC simulation. A

small pile-up uncertainty is considered to cover the remaining mismatch in the observed

number of reconstructed primary vertices between data and MC.

7.2 Object Selection

The reconstruction of tt events makes use of electrons, muons, jets, and of missing

transverse energy, which is an indicator of undetected neutrinos. The events selected

for analysis were triggered by a single-lepton trigger. The electron trigger requires a

level-1 electromagnetic cluster with transverse energy ET > 14 GeV. A more refined

electromagnetic cluster selection is required in the level-2 trigger, and a match between

the selected calorimeter electromagnetic cluster and an ID track is required in the event

filter. The full trigger chain is L1 EM14, L2 e20 medium and EF e20 medium. The muon

trigger starts by requiring a pT > 10 GeV track in the muon trigger chambers at level-

1, matched to a muon of pT > 18 GeV reconstructed in the precision chambers and

combined with an ID track. The full trigger chain is L1 MU10, L2 mu18 and EF mu18.

The following criteria are used to define the selected objects in the events:

• Electrons are defined as electromagnetic clusters consistent with the energy de-

position of an electron in the calorimeters and with an associated well-measured

track. Candidates are selected in the ElectronAODCollection collection, ob-

tained with the calorimeter-seeded reconstruction algorithm (author == 1 ||

3), passing the ElectronTight requirements. Electrons are required to satisfy ET

> 25 GeV (ET = Ecluster/ cosh(ηtrack)) and |ηcluster| < 2.47, where ηcluster is the

pseudorapidity of the calorimeter cluster associated with the candidate. Candi-

dates in the barrel to endcap calorimeter transition region at 1.37< |ηcluster| < 1.52
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were excluded. Also, in order to suppress the background from photon conver-

sions, the track is required to have an associated hit in the innermost pixel layer.

Finally, the electron candidates are required to be “isolated”: the transverse en-

ergy deposited in the calorimeter towers in a cone∗ of size ∆R = 0.2 around

the electron position is corrected to take into account the leakage of the electron

energy. The remaining ET is required to be less than 4 GeV.

• Muon candidates are reconstructed from track segments in the different layers

of the muon chambers. These segments are combined starting from the out-

ermost layer, with a procedure that takes material effects into account, and

matched with tracks found in the inner detector. Candidates are selected in

the MuidMuonCollection collection, fulfilling the Tight and Combined require-

ments (author==MuonParameters::MuidCo). The final candidates are refitted

using the complete track information from both detector systems, and required

to satisfy pT > 20 GeV and |η| < 2.5. Additional hit requirements are:

1. Number of hits in the B layer > 0 if the track does not cross a dead region.

2. Number of pixel hits plus number of crossed dead pixel sensors > 1.

3. Number of SCT hits plus number of crossed dead SCT sensors ≤ 6.

4. Number of pixel holes plus number of SCT holes < 2.

5. Sum of TRT hits and TRT outliers > 5 and TRT outliers/(TRT hits + TRT

outliers) < 0.9 for |η| < 0.9.

6. TRT outliers/(TRT hits + TRT outliers) < 0.9 if TRT hits > 5 for |η| ≤ 0.9.

Finally, muon candidates are required to be isolated by requiring the calorimeter

energy in a cone of ∆R = 0.3 to be less than 4 GeV, and the analogous sum

of track transverse momenta in a cone of ∆R = 0.3 to be less than 4 GeV.

Additionally, muons are required to have a distance ∆R greater than 0.4 from

any jet with pT > 20 GeV, further suppressing muons from heavy flavour decays

inside jets.

∗∆R =
√

(∆η)2 + (∆φ)2
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• Jets are reconstructed with the anti-kt algorithm [69] (∆R = 0.4) from topo-

logical clusters [88] of energy deposits in the calorimeters, calibrated at the elec-

tromagnetic scale appropriate for the energy deposited by electrons or photons.

These jets are then calibrated to the hadronic energy scale using a correction

factor which depends upon the pT and η obtained from simulation. If the closest

object to a selected electron is a jet with a separation ∆R < 0.2 the jet is re-

moved to avoid double-counting of electrons as jets. The jet energy scale (JES)

uncertainty is found to vary from 2 to 7% as a function of jet pT and η. The jet

energy resolution (JER) and jet finding efficiency measured in data are applied

to all MC samples.

Jets are considered b-tagged if the JetFitterCOMBNN b-tagging algorithm returns

a “weight” value above the threshold of -1.25, which corresponds to about 80%

tagging efficiency and 25 light-jet rejection factor for simulated tt events.

• The missing transverse energy (MET RefFinal em tight) is constructed from

the vector sum of calorimeter energy deposits, resolved into the transverse plane.

Cells not associated to muons, electrons with pT > 10 GeV, jets and soft jets

are included at the EM scale. The electrons, muons and jets used in the missing

transverse energy (Emiss
T ) calculation are used consistently with the definitions

and uncertainties stated above.
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7.3 Monte Carlo Correction Factors

Since discrepancies between data and MC may appear, scale factor (SF) and efficien-

cies have been measured to achieve a better agreement among them. An extensive

explanation can be found in Ref. [89]. The measurements use samples of Z → ll and

W → lν decays, extracted from the same datasets used for the top-quark analyses. The

ratio of the efficiencies obtained in data and MC samples is used to measure the SF

to correct the tt MC acceptance. These SF account for mis-modellings of the detector

and differences of reconstruction and identification performance in MC with respect to

those in data. The efficiency of the electron and muon reconstruction, triggers, electron

identification and isolation requirements are measured within the egamma and muon

combined performance groups [90][91]. The muon channel deserves a special mention,

since the HLT has an inefficiency due to a configuration bug.

The measurements of the electron and muon energy scale and resolution have been

performed in a kinematic range comparable to that in top events. The energy scale

is determined by constraining the peak position of the di-lepton invariant mass distri-

bution in Z → ll events and parametrizing it as a function of the lepton η. This is

done using data for the electron sample and MC simulated events for the muon sample.

Although the energy resolution is well known in ATLAS, an additional constant term

is needed in MC to correctly reproduce the line shape of the Z peak measured in data.

The analogous SF for b-jets are provided by the b-tagging working group, defined

as the ratio of heavy-flavor efficiencies in data (ǫData
F lavor(pT, η)) over MC (ǫMC

Flavor(pT, η))

for different jet flavors as a function of jet pT and η. For each jet in the analysis, a

weight is computed to correct the jet tagging rate in MC to that in data. If the jet is

tagged the jet weight is defined as the SF:

wjet = SFFlavor(pT, η) =
ǫData
F lavor(pT, η)

ǫMC
Flavor(pT, η)

(7.2)

whereas if the jet is not tagged the weight is:

wjet =
1− ǫData

F lavor(pT, η)

1− ǫMC
Flavor(pT, η)

=
1− SFFlavor(pT, η)ǫ

MC
Flavor(pT, η)

1− ǫMC
Flavor(pT, η)

(7.3)
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The latter form in Eq. 7.3 is preferred since dependencies of ǫMC
Flavor(pT, η) on event

topology are expected to be small, and SFFlavor(pT, η) can be measured in di-jet control

samples [92].

7.4 Event Selection

Events that pass the trigger selection are required to contain one and only one recon-

structed lepton with ET > 25 (pT > 20 GeV) in the electron (muon) channel, match-

ing the corresponding high-level trigger object in the electron case. Events tagged as

electron-muon overlap are removed from the sample. Selected events are required to

have at least one offline-reconstructed primary vertex with at least five tracks, and

events are discarded if any jet with pT > 20 GeV is identified as out-of-time activity or

calorimeter noise. The Emiss
T is required to be larger than 35 (20) GeV in the electron

(muon) channel and the transverse leptonic W mass is required to be larger than 25

GeV (60 GeV - Emiss
T ) in the electron (muon) channel. The latter requirement is re-

ferred to as the triangular cut. The requirements are stronger in the electron channel

to suppress the larger multi-jet background. Finally, events are required to have three

or more jets with pT > 25 GeV and |η| < 2.5. Subsamples of the above samples are

defined with the additional requirements that none, one or at least two of the jets with

pT > 25 GeV are tagged as b-jet. The selected events are then classified by the num-

ber of jets and b-tagged jets per event fulfilling these requirements. The division into

different number of jets will help reducing uncertainties related to the jet energy scale,

whereas the separation into different b-tagged jets is necessary to measure Rb. Tabs. 7.1

and 7.2 show the number of selected events in the different jet multiplicity bins used

in the analysis. For an inclusive selection see Appendix A. The signal and background

estimates are obtained from MC simulation samples except the QCD multi-jet back-

ground estimate, which is obtained from data as described in the next section. The tt

signal includes the lepton plus jets and the dilepton final states.
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Table 7.1: Selected events in the electron channel split up according to jet and b-tag

multiplicity. Scale factors obtained from the asymmetry analysis have been applied to the

W+jets samples. The quoted uncertainties are statistical.

0 b-tag 3 jets 4 jets ≥ 5 jets

tt 278.7 ± 3.1 168.3± 2.4 92.9 ±1.8

QCD multi-jet 1515.9 ± 30.5 429.6 ± 15.6 136.8 ±8.9

W+jets 11791.6 ± 120.2 2962 ± 57 1148 ± 28

Z+jets 1294.2 ± 23.5 391.6 ± 11.4 154.8 ±7.9

Single top 87.5 ± 3.4 27.6 ± 1.0 7.8 ±0.9

Diboson 188.1 ± 6.0 42.6 ± 2.4 7.8 ±0.9

Predicted 15156.0 ± 126.5 3843.0 ±47.7 1087.8 ±25.4

Observed 15322 3628 1214

1 b-tag 3 jets 4 jets ≥ 5 jets

tt 1237.0 ± 6.5 939.9 ± 5.7 594.5 ±4.6

QCD multi-jet 695.3 ± 27.7 263.1 ± 17.5 107.8 ±11.9

W+jets 3320.9 ± 56.3 1071.6 ± 17.5 361.2 ±14.7

Z+jets 227.6 ± 10.1 115.1 ± 3.64 60.3 ±5.1

Sing. top 323.5 ± 6.5 106.2 ± 2.5 38.0 ±2.0

Diboson 64.3 ± 3.5 17.9 ± 1.0 4.0 ±0.8

Predicted 5868.5 ±64.3 2513.8 ±25.8 1165.6 ±20.3

Observed 5632 2349 1212

≥ 2 b-tag 3 jets 4 jets ≥ 5 jets

tt 1349.2 ± 6.8 1644.6 ± 7.6 1410.3 ±7.1

QCD multi-jet 61.9 ± 13.1 32.7 ± 12.6 0 ±10.6

W+jets 453.1 ± 19.5 227.0 ± 8.6 122.8 ±9.1

Z+jets 14.7 ± 2.6 14.4 ± 0.7 13.3 ±2.4

Sing. top 163.6 ± 4.7 91.5 ± 2.5 47.9 ±2.3

Diboson 10.9 ± 1.2 4.3 ± 0.4 1.2 ±0.5

Predicted 2053.3 ±25.1 2014.5 ±17.2 1580.0 ±16.0

Observed 2012 1969 1716
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Table 7.2: Selected events in the muon channel split up according to jet and b-tag

multiplicity. Scale factors obtained from the asymmetry analysis have been applied to the

W+jets samples. The quoted uncertainties are statistical.

0 b-tag 3 jets 4 jets ≥ 5 jets

tt 431.7 ± 3.5 266.6 ± 2.8 150.6 ±2.1

QCD multi-jet 2730.7 ± 42.8 630.5± 19.6 182.1 ±10.2

W+jets 25244.0 ± 189.6 5315.2 ± 79.6 1507.7 ±35.1

Z+jets 2051.9 ± 26.4 562.1 ± 13.5 172.8 ±7.2

Single top 145.6 ± 3.9 44.0 ± 1.9 12.5 ±1.0

Diboson 353.5 ± 7.4 80.1 ± 3.5 17.7 ±1.6

Predicted 30957.4 ±196.4 6898.4 ±83.2 2043.4 ±37.4

Observed 31060 6822 1908

1 b-tag 3 jets 4 jets ≥ 5 jets

tt 1936.9 ± 7.3 1556.0 ± 6.5 989.1 ±5.3

QCD multi-jet 1331.3 ± 26.0 411.5 ± 14.1 156.8 ±8.6

W+jets 6872.4 ± 82.6 1931.5 ± 38.4 728.9 ±21.2

Z+jets 457.6 ± 12.9 174.9 ± 7.8 69.9 ±4.7

Sing. top 535.1 ± 7.4 166.9 ± 3.9 56.3 ±2.2

Diboson 123.0 ± 4.4 32.3 ± 2.3 8.8 ±1.2

Predicted 11256.4 ±88.3 4273.1 ±42.4 2009.8 ±24.1

Observed 11051 4332 2123

≥ 2 b-tag 3 jets 4 jets ≥ 5 jets

tt 2136.7 ± 7.6 2753.2 ± 8.7 2394.7 ±8.3

QCD multi-jet 221.8 ± 10.8 100.1 ± 7.5 74.9 ±6.4

W+jets 943.5 ± 33.1 429.1 ± 20.3 233.9 ±14.9

Z+jets 38.9 ± 3.7 21.8± 2.77 18.5 ±2.4

Sing. top 295.1± 5.7 149.1 ± 3.8 77.5 ±2.5

Diboson 22.4 ± 1.7 7.0 ± 0.9 2.4 ±0.6

Predicted 3658.4 ±36.3 3460.3 ±23.8 2802.0 ±18.5

Observed 3656 3363 2899

Figure 7.1 shows the jet multiplicity in the electron and muon channels, respectively,

for a data sample where all the selection criteria have been applied. Fig. 7.2 shows the

tagged jet multiplicity for events fulfilling all the selection criteria and having at least

four jets. Appendix B includes the reconstructed leptonic transverse W mass, the

missing transverse energy, the lepton pT and η, the leading and second leading jet pT ,
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and the number of primary vertices distributions for each jet and b-tag multiplicity bin.

Finally, Figs. 7.3 and 7.4 show the three-jet invariant mass mjjj (defined in Sec. 7.6)

distributions in the electron and muon channel, for the 3-, 4-, and ≥ 5- jet and 0-, 1-

and ≥ 2 b-tagged samples. All figures show the selected data as points overlaid on the

SM expectation (histograms). As mentioned previously, the expectation for both signal

and background is obtained from MC simulation, except the QCD multi-jet background

estimate, which is obtained from data. One can observe that data agree nicely with

the expectation in all these distributions.
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Figure 7.1: Jet multiplicity in the electron (top) and muon (bottom) channels for the

events passing all the selection criteria. The data (dots with error bars) are compared to

the expectation. Scale factors obtained from the asymmetry analysis have been applied to

the W+jets samples.

87

figures/nJets/nJets_full_electrons.eps
figures/nJets/nJets_full_muons.eps


7. SIMULTANEOUS MEASUREMENT OF THE TOP QUARK PAIR
PRODUCTION CROSS-SECTION AND RB

E
ve

nt
s

1000

2000

3000

4000

5000

6000

7000

-1 L dt = 1 fb∫
Data

 MC@NLOtt
W+jets
Z+jets
Single top
QCD
stat. uncertainty

b-jet Multiplicity

0 1 2≥0.9
0.92
0.94
0.96
0.98

1
1.02
1.04

E
ve

nt
s

2000

4000

6000

8000

10000

12000

14000

-1 L dt = 1 fb∫
Data

 MC@NLOtt
W+jets
Z+jets
Single top
QCD
stat. uncertainty

b-jet Multiplicity

0 1 2≥0.8
0.85
0.9

0.95
1

1.05
1.1

1.15

Figure 7.2: Tagged jet multiplicity in the electron (left) and muon (right) channels for the

events passing all the selection criteria and having at least four jets. The data (dots with

error bars) are compared to the expectation. Scale factors obtained from the asymmetry

analysis have been applied to the W+jets samples.
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Figure 7.3: Three-jet invariant mass in the 0- (top), 1- (medium) and ≥ 2- (bottom) b-jet

multiplicity bins in the electron channel. The data (dots with error bars) are compared to

the expectation. Scale factors obtained from the asymmetry analysis have been applied to

the W+jets samples.
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Figure 7.4: Three-jet invariant mass in the 0- (top), 1- (medium) and ≥ 2- (bottom) b-jet

multiplicity bins in the muon channel. The data (dots with error bars) are compared to

the expectation. Scale factors obtained from the asymmetry analysis have been applied to

the W+jets samples.
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7.5 Background Evaluation

7.5 Background Evaluation

The main backgrounds to tt signal events in the single lepton plus jets channel arise

from W -boson production in association with jets (in which the W decays leptonically)

and from QCD multi-jet production. The latter background can arise from various

sources: (i) jets can be mis-reconstructed as electrons if a relatively high fraction of

their energy is in the electromagnetic calorimeter (ii) real electrons or muons can be

produced in the decays of heavy flavour hadrons inside jets (iii) photons inside jets

can undergo conversions to electrons. Relatively smaller backgrounds also arise from

Z+jets, diboson and single top production.

The small backgrounds are estimated from MC simulation (see the description of

the different MC samples in Sec. 7.1) normalized to the latest theoretical predictions.

The W+jets background shape is estimated from MC simulation. Data driven cross-

checks were performed and data was found to agree with the MC predictions within

the uncertainties [93]. Since the normalization of the W+jets background is difficult

to predict in the high jet-multiplicity bins, we use the data/MC scale factors obtained

in the W+jets asymmetry analysis [94]. These scale factors are 0.833 in the 3-jet bin,

0.879 in the 4-jet bin and 0.866 in the 5-jet bin. A global scale factor, common to all jet

bins, will be obtained from a fit to the three-jet invariant mass of candidate hadronic

top decays (see next Section).

The multi-jet background is very difficult to predict from MC simulation so a data

driven approach to measure it is used instead, called the matrix method (MM). The

leptons used in our event selection have tight isolation requirements, obtained by lim-

iting the amount of energy surrounding the lepton. In addition to these ‘tight’ leptons,

a second sample of ‘loose’ leptons is defined by removing the isolation criteria for

the muons and lessening the ElectronTight requirement to be ElectronMedium for

the electrons. Finally, the isolation requirement is loosened: the leakage-corrected and

pileup-corrected EtCone20 is required to be< 6 GeV instead of< 3.5 GeV. Additionally,

MET RefFinal em medium is used in the loose selection instead of MET RefFinal em tight.

Any lepton sample is composed of ‘prompt’ (real) leptons (from W or Z decays)

and ‘non-prompt’ (fake) (e.g. from heavy-flavour hadrons decays or jets misidentified

as electrons). We assume that the tight sample is the final selection used in the anal-

ysis. Both selections, loose and tight, include contributions from events with real and
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misidentified leptons:

N loose = N loose
real +N loose

fake ,

N tight = ǫrealN
loose
real + ǫfakeN

loose
fake , (7.4)

where ǫreal(ǫfake) represents the probability for a real (fake) lepton that satisfies the

loose criteria, to also satisfy the tight ones. From previous equations, one can write

N tight
real =

ǫreal
ǫreal − ǫfake

(N tight − ǫfakeN
loose) (7.5)

N tight
fake =

ǫfake
ǫreal − ǫfake

(ǫrealN
loose −N tight). (7.6)

This set of equations allows us to estimate the number of events in the tight sample.

Defining the ’loose-not-tight’ events as N loose−not−tight = N loose−N tight one can rewrite

Eq. 7.6 as

N tight
fake =

ǫreal · ǫfake
ǫreal − ǫfake

N loose−not−tight +
ǫfake(ǫreal − 1)

ǫreal − ǫfake
N tight. (7.7)

And from here an event-by-event weighting of the complete data sample can be

applied. For events that fulfill the loose but fail the tight requirements the weight is:

ωloose-not-tight =
ǫreal · ǫfake
ǫreal − ǫfake

, (7.8)

and for those that fulfill the tight requirement the weight is:

ωtight =
ǫfake(ǫreal − 1)

ǫreal − ǫfake
. (7.9)

ǫreal is measured from data using samples dominated by leptonically decaying Z-

bosons. By defining control samples dominated by QCD multi-jet events, one can

measure the efficiency ǫfake for a non-isolated lepton to pass the tight isolation cuts.

Two different control regions are defined: 5GeV < Emiss
T < 20GeV for electrons and

5GeV < Emiss
T < 15GeV for muons. Any significant dependence of the efficiencies on

the kinematics or on the topology must be parametrized. In the case of the muons,
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these dependencies are on the muon η, leading jet pT and minimum ∆R(µ, j). The

contamination of the QCD control regions by ’prompt’ leptons from W , Z and tt

events is determined by an iterative method which combines MC simulation and data

driven estimates, as shown in Eq. 7.10 and more extensively in Ref. [95].

N tight
corr = N tight −N tight

W+jets,MC −N tight
Z+jets,MC −N tight

tt,MC

N loose
corr = N loose −N loose

W+jets,MC −N loose
Z+jets,MC −N loose

tt,MC

(7.10)

The final results are the QCD background predictions as a function of the lepton

η, φ, pT and the different jet multiplicity bins. The systematic uncertainties related to

the MM procedure include statistical error on the determination of ǫreal and ǫfake, the

different control regions used to determine ǫfake, and the different parametrizations. A

conservative 50% uncertainty correlated among all jet bins, is assigned to this estimate

in the untagged bins. An additional uncorrelated 50% is uncertainty added to the

b-tagged bins [95].

7.6 Likelihood Fit

To extract σtt̄ and Rb we perform a binned likelihood fit (Eq. 7.12) to the three-

jet invariant mass mjjj distribution of candidate hadronic top decays, defined as the

combination of three jets having the highest vector sum pT , in the selected data sample

(Ddata) to a weighted sum of templates corresponding to the three tt samples, (Dbb
tt̄ ,

D
bq
tt̄

and D
qq
tt̄
, where q represent d- or s-type quarks, see Sec. 7.7), W+jets (DW ), QCD

(DQCD), and the rest of physics backgrounds, single top, Z+jets, and diboson (Dother):

Ddata = ktt̄ ×
(

R2
b D

bb
tt̄ + 2Rb(1−Rb)D

bq
tt̄
+ (1−Rb)

2
D

qq
tt̄

)

+

kW+jets ×DW + kQCD ×DQCD + kother ×Dother.
(7.11)

The factor ktt multiplies the corresponding nominal cross-section of the tt signal and

a scaling factor of one would correspond to the nominal SM prediction 164.6 pb [80].

The other k’s factors provide the different amount of backgrounds in the selected data

sample. The template shape describing tt events is taken from simulation, as well as

the shapes describing W+jets and minor backgrounds like single top, Z+jets and di-

boson processes. The template shape for QCD multi-jet background has been derived
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from data, as explained in the previous Section, and is then not affected by physics

modelling and JES uncertainties.

To avoid statistical fluctuations in the templates where b-tagging is required and to

improve the stability of the fit and the determination of the systematic uncertainties,

we apply a per-jet tagging probability to the untagged templates to obtain the tagged

templates shape. Their overall normalization, though, is obtained from the yields

obtained after the full event selection, i.e. after applying b-tagging, is applied (see

Appendix C).

We perform a simultaneous fit of ktt̄, kW+jets and Rb. The factor kQCD is set to

one, such as to reproduce the number of multi-jet events predicted by the data-driven

method (Sec. 7.5) in each channel. The coefficient kother is set to one, corresponding

to the SM expectation. The uncertainties on kQCD and kother factors are propagated

to the final result of the fit and the corresponding systematics evaluated.

The high jet-multiplicity bins in the b-tagged samples are the ones where we expect

to collect most of the tt signal, as seen in Tabs. 7.1 and 7.2. Nevertheless, the sensitivity

of the fit to the tt cross-section depends also on how well the W+jets normalization

is fixed by the fit. As the W background level in the ≥4-jet sample is relatively low,

it is not stringently constrained by the fit of the ≥4-jet tagged sample only. Further

constraint is obtained by fitting simultaneously the three-jet exclusive sample that

contains a larger fraction of W+jets events and still a sizable amount of tt events. The

inclusion of the three-jet exclusive sample in the fit adds about 60% signal. Thus, to

provide the maximum sensitivity, we perform a combined fit of nine samples for the

electron and nine samples for the muon channels: 3-jet, 4-jet and ≥5-jet, and zero-tag,

1-tag and ≥2-tag. The fit method takes into account the full correlation of systematic

uncertainties from both normalization and shape across processes as well as channels.

In this analysis, most of the systematic variations due to external factors are not

simply used to test the bias of the fit due to these factors, but enter directly in the

minimization process of the likelihood as parameters of the fit [96]. Compared to

a standard likelihood function, the “profile” likelihood function adds to the fitting

function a set of nuisance parameters −→α , one for each systematic error:

−2 lnL(ktt̄, kW+jets, Rb,
−→α ) ∝ −2

i=Nbins
∑

i=0

ni ln(µi)− µi +

j=Nsyst
∑

j=0

α2
j (7.12)
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with:

µi = µi(ktt̄, kW+jets, Rb ,
−→α ) (7.13)

The nuisance parameters control the size of the corresponding systematic uncertain-

ties and their fitted value corresponds to the amount that better fits the data. Each

nuisance parameter is assumed to be Gaussian-distributed around the nominal value of

zero and with width one. A fitted value of ±1 corresponds to the ±1σ variation given

in the input for the corresponding systematic uncertainty. The addition of nuisance

parameters to the fit allows to effectively check and constrain in situ the systematic

uncertainties using the data themselves. The uncertainty on the fitted values of the

nuisance parameters defines the 68% confidence level (CL) range in which the variation

of the systematic uncertainty is compatible with data. In the case that the given ±1σ

variation is significantly different from what data uncertainties allow, the uncertainty

on the associate nuisance parameter is rescaled to the range covering the 68% CL. It

should be noted that the nuisance parameters of the systematic uncertainties are all

fitted together in the minimization process, taking into account the correlation among

them in the variation of the yields and mjjj shape. As a consequence, the contribution

of the single systematic uncertainties to the fitted quantities becomes ill-defined. How-

ever, the total uncertainty is still well-defined because it is determined directly in the

fitting process.

Extensive tests to check the goodness of the method have been performed. Among

them the linearity of the measured quantities, σtt̄ and Rb as a function of their true

input values. Good linearity and no bias are observed for all fitted quantities, as can

be seen in Figs. 7.5 and 7.6.
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Figure 7.5: Measured ktt, kW+jets and Rb as a function of the true input ktt. The top

plot shows the difference between measured and true ktt to better appreciate the errors.
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plot shows the difference between measured and true Rb to better appreciate the errors.
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7.7 How to Measure Rb

To measure Rb we need tt simulated samples with the top quark decaying not only to

Wb, but also to Wtd and Wts. Since the Mc@nlo generator only includes the Wb

final state ∗ we make use of the Protos generator. Protos stands for PRogram for

TOp Simulations [84]. It is a LO generator for some new physics processes involving

top quarks, but it also includes anomalous Wtq vertices. The ones relevant for this

analysis are the ones within the SM, which can be written as Wtd, Wts and Wtb.

The samples we use include lepton plus jets and semileptonic final states. They use

the CTEQ6 PDFs and Q = mt as factorization scale, and are interfaced with Pythia

for fragmentation purposes. They are generated with 25% of Wtb-Wtb, 50% of Wtb-

Wtq and 25% of Wtq-Wtq events, where q is a light down-type quark. In addition to

the b-tagging multiplicity, that obviously depends on the final state, either Wtb-Wtb,

Wtb-Wtq or Wtq-Wtq, we can expect a small increase on the average Emiss
T of the

event since only b-quarks can decay semileptonically [97]. Since the samples are very

small (2K events each) they can not be used in the analysis directly. Furthermore, the

LO approximation they use is not good enough. Nevertheless, they are very useful to

check that the modification done on the Mc@nlo MC to include t→Wq decays works

properly. Finally, these samples allow us to evaluate the small differences in selection

efficiency between the different event types (WbWb, WbWq or WqWq), shown in

Table 7.3.

Table 7.3: Selection efficiencies for the different Protos decays, compared to that of

Mc@nlo.

3-jet ex 4-jet ex 5-jet in

Protos WbWb 0.0203±0.0006 0.0233±0.0007 0.0207±0.0006

Protos WbWq 0.0204±0.0005 0.0229±0.0005 0.0210±0.0004

Protos WqWq 0.0209±0.0006 0.0220±0.0007 0.0221±0.0007

Mc@nlo WbWb 0.02927±0.00004 0.03017±0.00005 0.02508±0.00004

The differences in the reconstructed three-jet invariant mass forWtb-Wtb,Wtb-Wtq

and Wtq-Wtq events can be seen in Fig. 7.7.

∗ Herwig crashes when generating the Wtd and Wts couplings.
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The procedure to modify the Mc@nlo generator so that it contains events with

Wtq decays is straightforward, we just transform some b-jets of the event into light-jets

depending on the final state. To “create”Wtq-Wtq events, we transform the two leading

b-jets into light-jets. To “create” Wtb-Wtq events, we transform one of the two leading

b-jets into a light jet randomly, so that if the first one is not transformed we transform

the second. To transform a b-jet into a light-jet we apply a weight to it which depends

on whether the jet is tagged or not. For tagged jets the weight is w = SFlight·ǫMC
light / ǫ

MC
b ,

and for untagged jets the weight is w = (1−SFlight · ǫMC
light) / (1− ǫMC

b ), where SFlight is

the light-jet data/MC scaling factor, which depends on η and pT , and ǫMC
light (b) is the

tagging efficiency for light (b) jets in MC [92]. (See Eq. 7.2 and 7.3)

To check this procedure, we apply this strategy to the Protos Wtb-Wtb sample

itself. The “created” tagging efficiencies are compared with the true ones in Tab. 7.4.

We see a good agreement between the true and “created” efficiencies in the Wtq-Wtq

sample and small differences in the Wtb-Wtq sample.

The tagging efficiencies for the true and “created” Protos samples are compared in

Fig. 7.8. Finally, Fig. 7.9 shows the tagging efficiencies for “created” Mc@nlo samples.
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Table 7.4: Protos b-tagging efficiencies. The central column shows the efficiencies

of the true Wb-Wb, Wb-Wq and Wq-Wq samples, whereas the right column shows the

efficiencies of the “created” Wb-Wq and Wq-Wq samples. We quote the efficiencies for

the 0-tag exclusive, 1-tag exclusive and 2-tag inclusive samples normalized to the 0-tag

inclusive tagging efficiency for every decay type. The table shows a tt dominated sample,

4 jets exclusive in the muon channel.

Bin True samples “Created” samples

Wb−Wb

0 tag ex / 0 tag in 0.059/1.018 = 0.057 –

1 tag ex / 0 tag in 0.355/1.018 = 0.349 –

2 tag in / 0 tag in 0.603/1.018 = 0.592 –

Wb−Wq

0 tag ex / 0 tag in 0.478/2.201 = 0.217 0.202/0.901 = 0.224

1 tag ex / 0 tag in 1.319/2.201 = 0.599 0.508/0.901 = 0.564

2 tag in / 0 tag in 0.396/2.201 = 0.180 0.191/0.901 = 0.212

Wq −Wq

0 tag ex / 0 tag in 0.747/1.062 = 0.704 0.639/0.949 = 0.673

1 tag ex / 0 tag in 0.284/1.062 = 0.267 0.274/0.949 = 0.289

2 tag in / 0 tag in 0.030/1.062 = 0.028 0.036/0.949 = 0.038
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Figure 7.7: Reconstructed three-jet invariant mass for the different types of top decays.

The red line corresponds to true bb decays, the blue line to true bq decays and the green

line to true qq decays. Electron and muon samples are shown together to increase the

statistics in the plots.
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samples. The events are required to contain exactly four jets.
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7.8 Systematic Uncertainties

7.8 Systematic Uncertainties

The following sources of systematic uncertainties have been included in the fit via

nuisance parameters:

• Lepton reconstruction, identification and trigger: The reconstruction and

identification of leptons as well as the efficiency of the trigger chain with which

they are recorded differ between data and MC. Appropriate SF, derived using

“tag-and-probe” techniques on Z → l+l−(l = e, µ) data and MC are applied to

the leptons in the MC simulation to correct for these effects. For each source of

uncertainty, the quadratic sum of the statistical and the systematic uncertainty

on the SFs is taken as systematic uncertainty. In the same manner, the muon

momentum scale and resolution, as well as the electron energy calibration scale

and resolution in MC, are smeared to match what is observed in data. The

uncertainties associated with the smearing are taken into account to generate

modified templates. For the muons, the ID and the MS smearings are varied

separately. These uncertainties have been taken into account as normalization

factors only accounting for 2.5 % for electrons and +1.0 % - 5.6 % for muons.

This uncertainty appears in the following tables and figures under the labels

ElectronFactors and MuonFactors.

• JES: The JES and its uncertainty have been derived combining information from

test-beam and LHC collision data and from simulation, (see Sec 6.5.4). In the pre-

vious measurement with 35 pb−1 of data, the JES was conservatively determined

with individual ”up” and ”down” templates. With the present larger sample

(1035 pb−1) a more sophisticated approach is desirable to improve the overall

precision. To that end, the JESUncertainty-00-03-04-01 package, which pro-

vides the individual sources of JES uncertainty as explained in Ref. [98], has been

used. The contributions considered suitable for profiling are: Flavor-content,

pile-up, close by jets, bJES and JES envelope.

– Flavor content. The fragmentation differences between jets initiated by

quarks or gluons lead to a flavor dependence in the JES [77].
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Figure 7.10: JES ± 1 σ variation in the nine channels used in the analysis for the muon

channel.

– Pile-up. The energy of the jet can include energy that does not come from

the hard scattering collision, but is instead produced in the multiple proton-

proton interaction within the same bunch crossing [98].

– Close-by jets effects. The presence of any jets nearby could cause a difference

in the jet response, resulting in an additional JES uncertainty [78].

– bJES. The estimated b-jet specific JES uncertainty depends on the pT of the

jets and decreases from 2.5% for jets in the 20-40 GeV range to 0.76% for

jets with pT above 600 GeV. The four-momenta of jets in MC matched to

true b-quarks are scaled up and down according to their pT to produce the

up and down variated templates [99].

– Envelope. Includes the rest of the components (the calorimeter uncertainty

from single particles propagation, the cluster noise thresholds from data, the

Perugia 2010 tunes, the uncertainty due to the MC samples used (Alpgen

+ Herwig + Jimmy), the uncertainty due to the calibrarion of the endcap

with respect to the central region, and the non-closure of numerical inversion

constants) added in quadrature [98]. The variation of this uncertainty can

be seen in Fig. 7.10.
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The different components of the JES uncertainty appear in the following tables

and figures under the labels JES FLAVOR, JES PILEUP, JES CLOSEBY, bJES and

JES respectively.

• Jet energy resolution (JER): The JER observed in data is slightly worse

than that in the MC simulation. The nominal samples are smeared according to

the quadratic difference between the data uncertainty and the MC resolution as

obtained from the JERUncertaintyProvider tool, which provides the expected

fractional pT resolution for a given jet as a function of its pT and η. This uncer-

tainty is one-sided by definition, as jets in MC cannot be under-smeared. Only

an “up variation” template is computed and the corresponding “down variation”

is obtained by applying a symmetrical variation to the nominal template. This

uncertainty appears in the following tables and figures under the label JER.

• Jet reconstruction efficiency (JRE): The JRE accounts for the difference

between data and MC in the reconstruction efficiency of calorimeter jets with

respect to tracks jets, measured with a tag-and-probe method in QCD dijet events.

This difference amounts to approximately 0.4% (depending on the pT of the jet)

for low pT jets (pT < 35 GeV) and remains within uncertainties for larger pT

jets. Thus, samples where 0.4% of the jets with pT smaller than 35 GeV are

randomly discarded are created and used to build modified references. Only an

“up variation” template is computed and the corresponding “down variation” is

obtained by applying a symmetrical variation to the nominal template. The effect

of this uncertainty is negligible and has been removed.

• Heavy- and light- flavour tagging: This is one of the most important sys-

tematic uncertainties to take into account because of the high correlation be-

tween Rb and the b-tagging efficiency in the signal region. Different taggers

(SV0, JetProb, JetFitterCombN) and working points (60%, 70% and 80% b-

tagging efficiency) have been studied. This analysis uses the JetFitterCombNN

tagger at the 80% efficiency working point. A single nuisance parameter is not

enough to take into account all the dependencies, so we split the uncertainty

into thirteen different nuisance factors, mainly those that change the shapes

or the sample composition, as explained in Sec. 6.5.5 and more extensively in
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Ref. [79]. The different components of the flavor tagging uncertainty appear

in the following tables and figures under the labels BCtag bhadrondirection,

BCtag LighTemplateModelling, BCtag JetEnergyScale, BCtag BDecay,

BCtag Gluon Splitting C, BCtag Gluon Splitting B, BCtag Muon Reweighting,

BCtag SF inclusive jets, BCtag Stats pT 3, BCtag Stats pT 4 and BCtag Ltag,

respectively.

The BCtag BFFragmentation, BCtag FakeMuons, BCtag BDecay up down, BCtag Stats pT 1

and BCtag Stats pT 2 have negligible contributions and are not included in the

tables. Fig. 7.11 shows the BCtag ± 1 σ variation.
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Figure 7.11: Global BC-tagging ± 1 σ variation in the nine jet bins for the muon channel.

Note that this uncertainty is not the one used in the analysis. The breakdown into 13

different component is used instead.

• Missing transverse energy determination To account for this effect a 10%

flat uncertainty, correlated to both the cell-out and soft jet terms of the Emiss
T , is

applied and the Emiss
T is recomputed. This is done using the Top MET Tool. The

effect of this uncertainty is negligible and has been removed.

• Effect of the Liquid Argon hole: During a period of the 2011 run, there was

a hardware problem in the liquid Argon calorimeter - several front end boards
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(FEBs) sttoped working - creating a hole in the acceptance region. For the

affected data, events are discarded if a jet is close to that region. This procedure

is applied to both data and MC in the relevant period (runs 180614 to 185352).

The pT threshold for jet removal is set to 20 GeV. For data, this threshold is

determined using the jet pT corrected to account for the energy lost in the dead

FEBs, whereas for MC, which does not have the hardware failure, the regular jet

pT is used. This means that there is a systematic uncertainty associated with the

veto. The MET Cleaning Utils tool is used to perform the events removal. The

systematic uncertainty associated to removing the hole is obtained by running

the tool with the jet pT threshold varied by ±4 Gev, i.e. at 16 and 24 GeV. The

effect of this uncertainty is negligible and has been removed.

• Backgrounds normalization: The amount of W+jets in the selected data

sample is obtained by the fit, thus it is not subject to systematic uncertainty.

On the other hand, both the QCD multi-jet background and the small back-

grounds (Z+jets, diboson production and single top) are fixed in the fit to their

expectations. We repeat the fit varying these fixed expectations by their un-

certainties which amount to 50% for QCD multi-jet background untagged, and

100 % for QCD multi-jet background tagged scenarios, 100% to Z+jets, 10%

for single top [100] [101] and 5% for diboson production [93], respectively. The

uncertainties are taken as fully correlated between jet bins, but uncorrelated

between the e+jets and µ+jets channels. The different components of back-

grounds normalization uncertainty appear in the following tables and figures

under the labels Xsect singleTop, Xsect Zjets, Xsect DB, QCDnorm corr ele,

QCDnorm corr ele btag, QCDnorm corr mu and QCDnorm corr mu btag, respec-

tively.

• Berends scaling: As mentioned in Section 7.5 the normalization of the W+jets

background is difficult to predict in the high jet multiplicity bins. We use the

MC predictions and rescale the contributions in the 3-, 4- and ≥5-jet bins by the

scale factors obtained in the W+jets asymmetry analysis [94]. Furthermore, we

determine the W+jets absolute normalization directly in the fit. On the other

hand, the amount of the W+jets production in the different jet multiplicity bins

could be obtained from the 2-jet bin by exploiting the fact that the ratio ofW +n
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toW+n+1 jets is expected to be constant as a function of n [102]. This ratio has

a spread around its central value of 24%, which we use as additional systematic

uncertainty once in the 4-jet bin and twice in the 5-jet bin. This uncertainty

appears in the following tables and figures under the label Wjets Berends.

• W+jets heavy flavour content: There is an overlap between the W+jets

generic samples and the specific W + bb̄, W + cc̄ and W + c MC samples in the

sense that some final states appear in both samples. This overlap is removed

by means of the HFOR tool, which removes the following events: i) Those with

heavy flavour generated from the matrix element and those in which the heavy-

flavour quark-pairs are not matched to one reconstructed jet in theW+jets generic

samples. ii) Those in which the heavy-flavour quark-pairs are not matched to one

reconstructed jet in the W + c samples. iii) Those in which bb̄ pairs are not

matched to one reconstructed jet and those in which cc̄ pairs are matched to one

reconstructed get in the W + cc̄ samples. iv) Those in which bb̄ pairs are matched

to one reconstructed jet in W + bb̄ samples.

TheW+jets heavy flavour content has been measured in data withW events with

exactly two jets by studying the properties of secondary vertices inside jets. Based

on these results, the MC predictions for a W -boson produced in association with

b- or c-quark pairs have been scaled by a factor 1.63 ± 0.76, while the W -boson

produced in association with a c-quark has been scaled by a factor 1.11 ± 0.35,

keeping the total integral of events (light flavour + heavy flavour) constant. To

estimate the effect of the uncertainty on the heavy fraction, modified templates

are created by varying the fraction ofW+bb̄,W+cc̄ andW+c events up and down

by the above uncertainties. In addition, a 25% uncorrelated uncertainty is added

to account for the uncertainty on the extrapolation of the above scale factors -

measured in the 2-jet bin - to higher jet multiplicity bins. The uncertainties on the

W +bb̄ andW +cc̄ fractions are treated as fully correlated, and both uncorrelated

with respect to that on theW+c fraction. The different components of the heavy

flavour content uncertainty appear in the following tables and figures under the la-

bels Wjets HFQQ, Wjets HFC, Wjets HFQQ 3ex, Wjets HFQQ 4ex, Wjets HFQQ 5in,

Wjets HFC 3ex, Wjets HFC 4ex and Wjets HFC 5in, respectively.
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• Initial and final state radiation (ISR/FSR): To evaluate the uncertainty due

to ISR and FSR, five samples are generated using the AcerMC generator [103]:

one at nominal value of ISR/FSR and four additional samples generated with

more or less ISR or with more or less FSR. The fit is repeated using as tt signal

these samples and the systematic uncertainty is taken as the maximum difference

between the nominal AcerMC fit and the ISR/FSR variated ones. ISR and FSR

are treated as independent sources of uncertainty. These uncertainties appear

in the following tables and figures under the labels ttbar ISR and ttbar FSR,

respectively.

• Signal generator: The fit using the default MC@NLO tt signal MC is com-

pared to a fit where the tt signal has been generated with the Powheg MC [104]

and Alpgen [85]. For the comparison both generators are interfaced to Her-

wig/Jimmy for hadronization. This uncertainty appears in the following tables

and figures under the labels ttbar NLO 1 and ttbar NLO 2.

• Fragmentation model: The uncertainties on the parton shower simulation are

assessed by changing the fragmentation model applied to the same tt signal MC:

Powheg events are hadronized with either Herwig/Jimmy or Pythia and we

apply the relative difference between the two to the Mc@nlo sample. This un-

certainty appears in the following tables and figures under the label ttbar Frag.

The following sources of systematic uncertainties have been evaluated separately by

means of pseudo-experiments (PE):

• QCD multi-jet modelling: The QCD multi-jet templates are replaced by al-

ternative data-driven templates, obtained from a data sample requiring reversed

lepton identification criteria, keeping the same normalization, to assess the un-

certainty due to the QCD-multijet shape modelling.

• W+jets background modelling: The shapes of the W+jets templates are

taken from the Alpgen MC generator. This generator can be tuned with sev-

eral parameters, which are varied to estimate the uncertainty due to the W+jets

background shape. The variations include a different choice of the Q2 scale using

the option iqopt=3, as well as a different setting for the minimum transverse
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momentum of the parton jets used by Alpgen, ptjmin = 10. Only an “up vari-

ation” template is computed and the corresponding “down variation” is obtained

by applying a symmetrical variation to the nominal template. Instead of recon-

structing large sets of MC events with the different settings, we reweight the

nominal samples with weights derived in a generator-level study.

• Parton distribution functions (PDF): The recommedations of the PDF4LHC

working group to evaluate the uncertainties due to the PDFs are followed. The

quoted value is the one obtained in the 700 pb−1 analysis [105].

• Monte Carlo statistics: To assess the effect of the limited MC statistics used

to build the templates, 1000 PE have been generated varying the content of each

bin by Gaussian fluctuations of the bin error. The RMS of the distributions of

the fitted ktt̄ and Rb are taken as systematic uncertainties.

• Uncertainty on the procedure to generate Wq events:

The procedure to generate Wb-Wq and Wq-Wq events from Mc@nlo, explained

in Sec. 7.7, has an associated uncertainty. This uncertainty has been evaluated

from 100 PSE using the original Protos samples as a pseudo-data and the modi-

fied Protos samples as a reference. This check has been done for different values

of Rb close to unity. The procedure uncertainty is estimated to be 2% between Rb

= 0.7 and Rb = 1. This error will be added in quadrature to the final uncertainty.

Tab. 7.5 presents the a priori expected results on the profile likelihood. The ex-

pected uncertainties have been estimated running 40 pseudo-experiments, together with

the complete set of nuisance parameters and uncertainties. The expected results of the

ensemble testing show no bias in the measured σtt̄, kW+jets, Rb and the nuisance pa-

rameters. As we will see in next Section, the a priori expected uncertainties are well

compatible with the measured ones. Finally, Fig. 7.12 shows the expected correlation

matrix.
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Figure 7.12: Correlation matrix for the electron and muon combined fit (40 Pseudo-

experiments) with Rb allowed to vary.
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Table 7.5: Expected results of the fit with 1035 pb−1. The α factors correspond to the

values of the nuisance parameters that better fit the data and the ∆α’s to the ranges

covering the 68 % confidence level. The expected results show no bias.

kttbar 1.004 0.054/-0.048

kWjets 0.997 0.054/-0.050

Rb 1.009 0.031/-0.035

Systematic α ∆α

ElectronFactors -0.064 0.850/-0.855

MuonFactors 0.065 0.481/-0.452

Lumi -0.039 0.868/-0.853

QCDnorm corr ele 0.036 0.397/-0.418

QCDnorm corr ele btag -0.007 0.290/-0.254

QCDnorm corr mu -0.017 0.601/-0.647

QCDnorm corr mu btag 0.013 0.392/-0.269

Xsect singleTop 0.065 0.939/-0.947

Xsect Zjets 0.040 0.258/-0.262

Xsect DB -0.000 1.002/-0.977

Wjets Berends 0.010 0.088/-0.089

Wjets HFQQ 0.001 0.368/-0.395

Wjets HFC -0.006 0.759/-0.782

Wjets HFQQ 3ex -0.033 0.626/-0.647

Wjets HFQQ 4ex -0.042 0.593/-0.613

Wjets HFQQ 5in 0.077 0.665/-0.684

Wjets HFC 3ex 0.008 0.793/-0.817

Wjets HFC 4ex 0.023 0.904/-0.913

Wjets HFC 5in -0.037 0.938/-0.947

ttbar ISR -0.015 0.079/-0.074

ttbar FSR -0.021 0.110/-0.123

bJES -0.092 0.494/-0.462

JES 0.016 0.143/-0.157

JES FLAVOR -0.046 0.314/-0.332

JES PILEUP 0.018 0.226/-0.200

JES CLOSEBY -0.070 0.221/-0.230

JER -0.035 0.258/-0.245
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Systematic α ∆α

BCtag bhadrondirection -0.034 0.891/-0.852

BCtag LightTemplateModelling -0.073 0.855/-0.788

BCtag JetEnergyScale 0.008 0.903/-0.991

BCtag BDecay 0.072 0.774/-0.869

BCtag Gluon Splitting C -0.084 0.800/-0.738

BCtag Gluon Splitting B -0.027 0.864/-0.866

BCtag Muon Reweighting 0.057 0.834/-0.812

BCtag SF inclusive jets 0.105 0.780/-0.751

BCtag Stats pT 3 0.038 0.888/-0.901

BCtag Stats pT 4 0.017 0.826/-0.862

Ltag 0.092 0.718/-0.810

ttbar NLO 1 -0.034 0.176/-0.179

ttbar NLO 2 0.023 0.118/-0.122

ttbar Frag -0.042 0.160/-0.182
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7.9 Results

Considering all the sources of systematic uncertainties mentioned in the previous Sec-

tion, the data are fitted for the fraction of tt andW+jets events, Rb, and the magnitude

of the nuisance parameters.

The result of the fit is shown in Tab. 7.6 for the fit that allows Rb to vary. Fig-

ures 7.13 and 7.14 show the three-jet invariant mass distributions after the fit for the

selected data superimposed on the SM prediction. The tt and W+jets contributions

have been scaled, and the shapes of the MC samples have been morphed, in accordance

with the results of the fit. In Appendix F dispersion of the expected errors of the nui-

sance parameters and the fitted value in data are shown. The fits for the electron and

muon data samples separately are shown in Appendix D for the fit where Rb is allowed

to vary. The fit result for the case when Rb is fixed to one is shown in Appendix E.

Fig. 7.15 shows the correlation matrices for the fit where Rb is allowed to vary.

Finally, Fig. 7.16 shows the fitted values of the nuisance parameters for the Rb allowed

to vary fit together with the values corresponding to the separate fits to the electron

and muon data samples.
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Table 7.6: Fit to electron and muon combined data with Rb free.

kttbar 1.024 0.059/-0.054

kWjets 1.052 0.065/-0.062

Rb 1.002 0.034/-0.042

Systematic α ∆α

ElectronFactors -0.201 0.912/-0.924

MuonFactors 0.615 0.549/-0.552

Lumi 0.114 0.985/-0.992

QCDnorm corr ele -0.210 0.468/-0.452

QCDnorm corr ele btag -1.224 0.276/-0.306

QCDnorm corr mu 0.276 0.711/-0.697

QCDnorm corr mu btag -0.775 0.216/-0.207

Xsect singleTop 0.388 0.966/-0.977

Xsect Zjets 0.754 0.285/-0.283

Xsect DB -0.108 1.004/-0.995

Wjets Berends -0.185 0.092/-0.095

Wjets HFQQ 0.715 0.407/-0.402

Wjets HFC 0.162 0.786/-0.790

Wjets HFQQ 3ex 0.408 0.657/-0.670

Wjets HFQQ 4ex 0.324 0.624/-0.621

Wjets HFQQ 5in -0.297 0.677/-0.672

Wjets HFC 3ex -0.412 0.849/-0.819

Wjets HFC 4ex 0.357 0.891/-0.907

Wjets HFC 5in 0.181 0.944/-0.960

ttbar ISR -0.102 0.079/-0.103

ttbar FSR -0.104 0.111/-0.108

bJES 0.481 0.378/-0.416

JES -0.587 0.121/-0.090

JES FLAVOR 0.908 0.187/-0.214

JES PILEUP 0.400 0.173/-0.341

JES CLOSEBY 0.096 0.323/-0.269

JER -0.370 0.039/-0.037
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Systematic α ∆α

BCtag bhadrondirection -0.142 0.798/-0.822

BCtag LightTemplateModelling 0.200 0.789/-0.762

BCtag JetEnergyScale -0.040 0.804/-0.817

BCtag BDecay 0.039 0.767/-1.041

BCtag Gluon Splitting C -0.406 0.746/-0.710

BCtag Gluon Splitting B -0.105 0.835/-0.820

BCtag Muon Reweighting 0.229 0.770/-0.798

BCtag SF inclusive jets 0.558 0.759/-0.791

BCtag Stats pT 3 -0.027 0.810/-0.838

BCtag Stats pT 4 -0.216 0.828/-0.789

Ltag 0.409 0.706/-0.796

ttbar NLO 1 0.399 0.263/-0.249

ttbar NLO 2 0.265 0.182/-0.185

ttbar Frag -0.109 0.158/-0.164
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Figure 7.13: Results of the fit to combined data with Rb allowed to vary: Three-jet

invariant mass in the 0- (top), 1- (medium) and ≥ 2- (bottom) b-jet multiplicity bins in

the electron channel. The data (dots with error bars) are compared to the expectation.

The shapes of the MC samples are morphed according to the results of the fit.
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Figure 7.14: Results of the fit to combined data with Rb allowed to vary: Three-jet

invariant mass in the 0- (top), 1- (medium) and ≥ 2- (bottom) b-jet multiplicity bins in

the muon channel. The data (dots with error bars) are compared to the expectation. The

shapes of the MC samples are morphed according to the results of the fit.
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Figure 7.15: Correlation matrix for the electron and muon combined data fit with Rb

allowed to vary.
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7.9 Results

Table 7.7 summarizes the results of the fits shown in this section and Appendices E

and D.

Table 7.7: The measured ktt̄, kWjets and Rb are shown for the fit to the electron and muon

samples separately and for the combined fit. The top row shows the result corresponding

to Rb set to one and the three bottom ones to the results for Rb allowed to vary.

Data sample ktt̄ kWjets Rb

e or µ + jets 1.024+0.059−0.053 1.052+0.065−0.061 1

e + jets 1.008+0.067−0.063 1.104+0.076−0.074 1.011+0.033−0.037

µ + jets 1.083+0.151−0.135 1.148+0.109−0.104 0.943+0.082−0.041

e or µ + jets 1.024+0.059−0.054 1.052+0.065−0.062 1.002+0.034−0.042

Finally, Tab. 7.8 shows the values of the systematic uncertainties that have been

computed outside the fit. To that purpose, 100 pseudo-experiments have been run with

the same settings of the profile fit but changing one of the models at a time.

Table 7.8: Systematic uncertainties computed outside the fit for the Rb free scenario.

Data sample ktt̄ (%) Rb (%)

QCD multijet modelling -0.2 +0.7

W+jets iopt3 -0.7 +3.2

W+jets ptjmin1 +0.8 +2.0

PDF +1.0 +1.0

MC Statistics +0.7 +0.6

Procedure Wq events +2.0 +2.0

Total 2.6 4.5

Including the out of profile systematics of Tab. 7.8, the final result for the cross-

section measurement in the Rb free scenario is:

ktt = 1.024± 1.3%(Stat.)+5.9
−5.4%(Syst.)± 2.6%(Out.) (7.14)
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Rb = 1.00± 1.0%(Stat.)+3.4
−4.2%(Syst.)± 4.5%(Out.) (7.15)

As mentioned in Sec. 7.6, the profile likelihood provides the total uncertainty on the

fitted quantities, but the contribution of each single uncertainty is not well defined as

the fit takes into account the correlation among the nuisance parameters in the mini-

mization process. To have an estimation of the relative importance of each systematic,

the fit is repeated fixing one nuisance parameter to its fitted value at a time and getting

the corresponding systematic uncertainty as the quadratic difference between the new

total error and the nominal one. The result of this exercise is shown in Tab. 7.9.
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7.9 Results

Table 7.9: Observed results of the fit with 1035 pb−1: The α factors correspond to the

values of nuisance parameters that better fit the data and the ∆αs to the ranges covering

the 68% confidence level. The expected results show no bias.

Nuisance parameters ∆k+
tt

∆k−
tt

∆R+

b ∆R−

b

Object selection

Lepton Factors(%) +2.6 -2.3 +0.1 -0.1

Jet Related systematics (%) +1.9 -1.2 +0.1 -1.4

Heavy-flavour tagging (%) +0.1 -1.0 +3.0 -4.0

Light-flavour tagging (%) +1.0 -0.1 +0.1 -0.9

Background rate

QCD multijet (%) +1.3 -0.4 +0.5 -1.2

Z+jets cross-section (%) +1.2 -0.9 +0.1 -1.2

Single top cross-section (%) +3.1 -0.2 +0.1 -1.1

Dibosons cross-section (%) +0.9 -0.1 +0.1 0.8

Background modelling

W + jets (%) +2.5 -2.2 +0.1 1.4

tt̄ signal modelling

Initial and Final state radiation (%) +1.1 -1.5 +0.1 -0.4

Fragmentation model (%) +1.5 -1.0 +0.1 -1.4

Signal generator (%) +2.0 -1.4 +0.1 -0.8

Luminosity

Luminosity (%) +4.1 -3.6 +0.1 -0.9

Total of profiled systematics (%) +5.9 -5.6 +3.4 -4.2

Out of profile

W+jets iopt3 (%) +0.7 -0.7 +3.2 -3.2

W+jets ptjmin1 (%) +0.8 -0.8 +2.0 -2.0

PDF (%) +1.0 -1.0 +1.0 -1.0

MC Statistics (%) +0.7 -0.7 +0.6 -0.6

Procedure Wq events (%) +2.0 -2.0 +2.0 -2.0

Statistical Uncertainty (%) +1.3 -1.3 +1.0 -1.0

Total Uncertainty (%) +6.4 -6.2 +5.6 -6.1
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8

Conclusions

With a data sample of 1035 pb−1 taken with ATLAS during the first half of the 2011

run, and performing a profile likelihood fit to the three-jet invariant mass distribution,

we have measured the tt cross-section and the fraction of top- to bottom-quark decays

to be:

σtt̄ = 169.0+2.1
−2.1(stat.)

+10.7
−10.2(syst.) pb

and

Rb = 1.00+0.01
−0.01(stat.)

+0.06
−0.06(syst.),

respectively.

The measurement is dominated by systematic uncertainties. Several cross-checks of

this measurement are performed: the results of the likelihood applied to the individ-

ual electron and muon channels are in good agreement with each other and with the

combined result. A measurement of σtt̄ only was also obtained by fixing Rb = 1 in the

fit, and the fitted result is also in good agreement with the nominal result. Finally, the

fitted values are in good agreement with the theoretical predictions.
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Appendix A

Inclusive selection

Table A.1: Selected events split up according to jet multiplicity in the electron channel.

Scale factors obtained from the asymmetry analysis have been applied to the W+jets

samples. The quoted uncertainties are statistical.

= 1 jet = 2 jets = 3 jets = 4jets ≥ 5 jets

tt̄ 338.45 ± 3.41 1473.70 ± 7.13 2864.59 ± 9.92 2751.25 ± 9.75 2098.27 ±8.66

QCD 14583.27 ± 110.16 7344.57 ± 67.26 2445.02 ± 37.67 738.32 ± 21.12 237.17 ±13.37

W+jets 245522.55 ± 860.04 64307.45 ± 319.43 15577.50 ± 134.56 3648.54 ± 58.40 1171.33 ±28.38

Z+jets 5639.36 ± 49.14 3723.53 ± 39.99 1540.08 ± 25.74 520.58 ± 14.89 228.41 ±9.69

Single top 843.58 ± 13.27 1057.51 ± 13.58 574.69 ± 8.75 224.63 ± 5.00 93.94 ±3.19

Dibosons 893.80 ± 13.56 795.25 ± 12.72 263.74 ± 7.11 65.76 ± 3.54 14.25 ±1.48

Total prediction 267821.00 ±868.67 78702.01 ±329.48 23265.63 ±142.87 7949.08 ±64.89 3843.36 ±34.14

Data 265572 76498 22966 7946 4142

Table A.2: Selected events split up according to jet multiplicity in the muon channel.

Scale factors obtained from the asymmetry analysis have been applied to the W+jets

samples. The quoted uncertainties are statistical.

= 1 jet = 2 jets = 3 jets = 4jets ≥ 5 jets

tt̄ 484.82 ± 3.64 2182.15 ± 7.71 4507.15 ± 11.07 4575.71 ± 11.16 3534.25 ±9.99

QCD 38056.50 ± 189.89 16310.95 ± 109.34 4593.82 ± 54.49 1235.84 ± 27.28 451.22 ±16.13

W+jets 584786.10 ± 1726.98 144881.02 ± 542.22 33081.07 ± 209.54 7684.10 ± 91.01 2473.14 ±43.58

Z+jets 26940.23 ± 97.94 8835.92 ± 55.70 2550.45 ± 29.63 758.86 ± 15.86 261.26 ±8.92

Single top 1554.47 ± 16.19 1824.34 ± 16.11 975.27 ± 10.16 360.15 ± 5.72 146.58 ±3.45

Dibosons 1726.00 ± 16.96 1613.66 ± 16.23 498.80 ± 8.78 119.26 ± 4.24 28.94 ±2.07

Total prediction 653548.19 ±1740.31 175648.03 ±556.46 46206.56 ±219.22 14733.91 ±97.22 6895.38 ±48.53

Data 662922 173866 45767 14517 6930
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Figure A.1: Jet multiplicity in the electron (top) and muon (bottom) channels for the

events passing all the selection criteria except the requirement on the minimum number of

jets. The data (dots with error bars) are compared to the expectation.
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Control Plots
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B. CONTROL PLOTS
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Figure B.1: Leptonic W transverse mass in the 0- (top), 1- (medium) and ≥ 2- (bottom)

b-jet multiplicity bins for the electron data sample. The data (dots with error bars) are

compared to the expectation. Scale factors obtained from the asymmetry analysis have

been applied to the W+jets samples.
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Figure B.2: Leptonic W transverse mass in the 0- (top), 1- (medium) and ≥ 2- (bottom)

b-jet multiplicity bins for the muon data sample. The data (dots with error bars) are

compared to the expectation. Scale factors obtained from the asymmetry analysis have

been applied to the W+jets samples.
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Figure B.3: Missing transverse energy in the 0- (top), 1- (medium) and ≥ 2- (bottom)

b-jet multiplicity bins for the electron data sample. The data (dots with error bars) are

compared to the expectation. Scale factors obtained from the asymmetry analysis have

been applied to the W+jets samples.
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Figure B.4: Missing transverse energy in the 0- (top), 1- (medium) and ≥ 2- (bottom)

b-jet multiplicity bins for the muon data sample. The data (dots with error bars) are

compared to the expectation. Scale factors obtained from the asymmetry analysis have

been applied to the W+jets samples.
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Figure B.5: Electron transverse momentum in the 0- (top), 1- (medium) and ≥ 2-

(bottom) b-jet multiplicity bins. The data (dots with error bars) are compared to the

expectation. Scale factors obtained from the asymmetry analysis have been applied to the

W+jets samples.
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Figure B.6: Muon transverse momentum in the 0- (top), 1- (medium) and ≥ 2- (bottom)

b-jet multiplicity bins. The data (dots with error bars) are compared to the expectation.

Scale factors obtained from the asymmetry analysis have been applied to the W+jets

samples.
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Figure B.7: Electron pseudorapidity in the 0- (top), 1- (medium) and ≥ 2- (bottom) b-jet

multiplicity bins. The data (dots with error bars) are compared to the expectation. Scale

factors obtained from the asymmetry analysis have been applied to the W+jets samples.
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Figure B.8: Muon pseudorapidity in the 0- (top), 1- (medium) and ≥ 2- (bottom) b-jet

multiplicity bins. The data (dots with error bars) are compared to the expectation. Scale

factors obtained from the asymmetry analysis have been applied to the W+jets samples.
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Figure B.9: Leading jet transverse momentum in the 0- (top), 1- (medium) and ≥ 2-

(bottom) b-jet multiplicity bins for the electron data sample. The data (dots with error

bars) are compared to the expectation. Scale factors obtained from the asymmetry analysis

have been applied to the W+jets samples.
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Figure B.10: Leading jet transverse momentum in the 0- (top), 1- (medium) and ≥ 2-

(bottom) b-jet multiplicity bins for the muon data sample. The data (dots with error bars)

are compared to the expectation. Scale factors obtained from the asymmetry analysis have

been applied to the W+jets samples.
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Figure B.11: Second leading jet transverse momentum in the 0- (top), 1- (medium) and

≥ 2- (bottom) b-jet multiplicity bins for the electron data sample. The data (dots with

error bars) are compared to the expectation. Scale factors obtained from the asymmetry

analysis have been applied to the W+jets samples.
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Figure B.12: Second leading jet transverse momentum in the 0- (top), 1- (medium) and

≥ 2- (bottom) b-jet multiplicity bins for the muon data sample. The data (dots with error

bars) are compared to the expectation. Scale factors obtained from the asymmetry analysis

have been applied to the W+jets samples.
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Figure B.13: Number of primary vertices in the 0- (top), 1- (medium) and ≥ 2- (bottom)

b-jet multiplicity bins for the electron data sample. The data (dots with error bars) are

compared to the expectation. Scale factors obtained from the asymmetry analysis have

been applied to the W+jets samples.
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Figure B.14: Number of primary vertices in the 0- (top), 1- (medium) and ≥ 2- (bottom)

b-jet multiplicity bins for the muon data sample. The data (dots with error bars) are

compared to the expectation. Scale factors obtained from the asymmetry analysis have

been applied to the W+jets samples.
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Appendix C

Tagging Rate Factor Method

The stability of the fit depends on having reasonably smooth templates, built with

samples large enough such that the statistical fluctuations of the templates are small.

This can be problematic in the case of small backgrounds, where few events survive

the event selection, or in general at high jet and/or b-tag multiplicities. Having high

statistics templates is also important for the systematically variated templates, because

we want to measure real systematic shape variations associated to a given effect instead

of pure random fluctuations.

To overcome this problem, we apply a tagging probability to the untagged templates

to obtain the tagged ones. The per-event tagging probability to have 0-, 1- or ≥2 b-tags

is obtained from the per-jet tagging rates, which depend on the flavour, η and pT of

the jet. For example, the probability to have a 1-tag event is computed as:

P (= 1 tag) =
∑

i

ǫi
∏

j 6=i

(1− ǫj)

where ǫi is the tagging probability of jet i.

The agreement between the original templates, obtained after full event selection,

and the ones obtained with this tagging method is good, both in yield, typically better

than 5%, and shape. The tagged templates are finally normalized to the yields obtained

after full event selection.

Figure C.1 shows the comparison of templates for the Z+jets samples in the 3-jet

0-tag and 5-jet 2-tag bins obtained after full event selection or applying the tagging

method.

145



C. TAGGING RATE FACTOR METHOD
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Figure C.1: Three-jet invariant mass in the (left) 3-jet 0-tag and (right) 5-jet 2-tag bins.

The solid red lines show the shapes obtained with this weighting method, whereas the

original shape is shown in blue points with error bars. The ratio of the nominal over the

varied templates is also shown.
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Appendix D

Fits for electron and muon

channel
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Figure D.1: Correlation matrix for the electron data fit with Rb allowed to vary.
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D. FITS FOR ELECTRON AND MUON CHANNEL
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Figure D.2: Correlation matrix for the muon data fit with Rb allowed to vary.

148

Appendix/figures/Rbfree_MUON_correlation_matrix.eps


Table D.1: Fit to the electron data with Rb allowed to vary.

kttbar 1.008 0.067/-0.063

kWjets 1.104 0.076/-0.074

Rb 1.011 0.033/-0.037

Systematic α ∆α

ElectronFactors -0.042 0.998/-0.998

Lumi -0.052 0.985/-1.004

QCDnorm corr ele -0.960 0.616/-0.694

QCDnorm corr ele btag -1.384 0.734/-0.599

Xsect singleTop 0.271 0.983/-0.988

Xsect Zjets 0.558 0.393/-0.346

Xsect DB -0.082 1.001/-0.999

Wjets Berends 0.153 0.145/-0.149

Wjets HFQQ 0.297 0.581/-0.585

Wjets HFC 0.661 0.928/-0.951

Wjets HFQQ 3ex 0.057 0.729/-0.728

Wjets HFQQ 4ex 1.013 0.678/-0.687

Wjets HFQQ 5in -0.904 0.750/-0.752

Wjets HFC 3ex 0.306 0.916/-0.926

Wjets HFC 4ex 0.019 0.967/-0.961

Wjets HFC 5in 0.189 0.984/-0.993

ttbar ISR -0.095 0.086/-0.120

ttbar FSR -0.161 0.155/-0.176

bJES 0.850 0.478/-0.536

JES -0.675 0.171/-0.119

JES FLAVOR 1.319 0.236/-0.242

JES PILEUP -0.011 0.402/-0.338

JES CLOSEBY 0.352 0.225/-0.376

JER -0.516 0.065/-0.059
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D. FITS FOR ELECTRON AND MUON CHANNEL

Systematic α ∆α

BCtag bhadrondirection -0.116 0.991/-0.991

BCtag LightTemplateModelling 0.284 0.921/-0.934

BCtag JetEnergyScale -0.039 0.979/-0.962

BCtag BDecay 0.053 0.875/-1.082

BCtag Gluon Splitting C -0.271 0.851/-0.851

BCtag Gluon Splitting B -0.113 0.983/-0.963

BCtag Muon Reweighting 0.187 0.974/-0.961

BCtag SF inclusive jets 0.342 0.876/-0.923

BCtag Stats pT 3 0.015 1.004/-0.977

BCtag Stats pT 4 -0.202 0.942/-0.933

Ltag 0.304 0.970/-0.978

ttbar NLO 1 0.500 0.316/-0.304

ttbar NLO 2 0.311 0.222/-0.224

ttbar Frag 0.122 0.254/-0.290
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Table D.2: Fit to the muon data with Rb allowed to vary.

kttbar 1.083 0.151/-0.135

kWjets 1.148 0.109/-0.104

Rb 0.943 0.082/-0.041

Systematic α ∆α

MuonFactors -0.117 1.010/-0.987

Lumi -0.076 1.007/-0.993

QCDnorm corr mu -0.045 0.810/-0.764

QCDnorm corr mu btag -1.191 0.361/-0.410

Xsect singleTop 0.030 0.993/-0.984

Xsect Zjets 0.596 0.587/-0.598

Xsect DB -0.016 1.000/-0.999

Wjets Berends -0.036 0.119/-0.125

Wjets HFQQ 0.963 0.544/-0.535

Wjets HFC 0.099 0.923/-0.916

Wjets HFQQ 3ex 0.136 0.720/-0.726

Wjets HFQQ 4ex 0.295 0.653/-0.645

Wjets HFQQ 5in 0.064 0.740/-0.736

Wjets HFC 3ex -0.147 0.908/-0.893

Wjets HFC 4ex 0.173 0.948/-0.955

Wjets HFC 5in 0.051 0.985/-0.987

ttbar ISR -0.239 0.149/-0.138

ttbar FSR -0.075 0.151/-0.144

bJES 0.137 0.426/-0.426

JES -0.495 0.201/-0.139

JES FLAVOR 0.852 0.233/-0.280

JES PILEUP 0.212 0.236/-0.469

JES CLOSEBY -0.015 0.407/-0.363

JER -0.447 0.052/-0.049
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D. FITS FOR ELECTRON AND MUON CHANNEL

Systematic α ∆α

BCtag bhadrondirection 0.050 0.841/-0.973

BCtag LightTemplateModelling 0.097 0.951/-0.958

BCtag JetEnergyScale 0.169 0.908/-1.027

BCtag BDecay -0.641 1.461/-0.944

BCtag Gluon Splitting C 0.010 0.815/-1.019

BCtag Gluon Splitting B 0.348 1.071/-1.302

BCtag Muon Reweighting -0.220 1.232/-1.033

BCtag SF inclusive jets 0.172 1.032/-0.704

BCtag Stats pT 3 0.024 0.868/-0.994

BCtag Stats pT 4 0.291 1.010/-1.272

Ltag 0.240 0.932/-0.982

ttbar NLO 1 0.513 0.573/-0.488

ttbar NLO 2 0.308 0.534/-0.627

ttbar Frag -0.266 0.225/-0.242
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Appendix E

Fit with Rb set to one
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Figure E.1: Correlation matrix for the electron and muon combined data fit with Rb

fixed to one.
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E. FIT WITH RB SET TO ONE

Table E.1: Fit to electron and muon combined data with Rb fixed to 1.

kttbar 1.024 0.059/-0.053

kWjets 1.052 0.065/-0.061

Rb 1.000 0.000/0.000

Systematic α ∆α

ElectronFactors -0.198 0.910/-0.926

MuonFactors 0.610 0.550/-0.550

Lumi 0.112 0.986/-0.991

QCDnorm corr ele -0.218 0.461/-0.445

QCDnorm corr ele btag -1.229 0.273/-0.302

QCDnorm corr mu 0.277 0.707/-0.699

QCDnorm corr mu btag -0.776 0.215/-0.208

Xsect singleTop 0.379 0.950/-0.971

Xsect Zjets 0.753 0.284/-0.283

Xsect DB -0.108 1.003/-0.996

Wjets Berends -0.185 0.091/-0.095

Wjets HFQQ 0.712 0.401/-0.400

Wjets HFC 0.158 0.776/-0.789

Wjets HFQQ 3ex 0.406 0.658/-0.668

Wjets HFQQ 4ex 0.325 0.623/-0.622

Wjets HFQQ 5in -0.297 0.675/-0.673

Wjets HFC 3ex -0.408 0.847/-0.821

Wjets HFC 4ex 0.356 0.889/-0.908

Wjets HFC 5in 0.178 0.941/-0.961

ttbar ISR -0.102 0.079/-0.103

ttbar FSR -0.104 0.111/-0.108

bJES 0.481 0.376/-0.395

JES -0.588 0.121/-0.090

JES FLAVOR 0.908 0.186/-0.214

JES PILEUP 0.398 0.174/-0.341

JES CLOSEBY 0.098 0.323/-0.270

JER -0.370 0.039/-0.037
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Systematic α ∆α

BCtag bhadrondirection -0.130 0.784/-0.800

BCtag LightTemplateModelling 0.201 0.787/-0.766

BCtag JetEnergyScale -0.030 0.789/-0.821

BCtag BDecay 0.004 0.737/-0.713

BCtag Gluon Splitting C -0.393 0.708/-0.688

BCtag Gluon Splitting B -0.095 0.800/-0.826

BCtag Muon Reweighting 0.215 0.758/-0.755

BCtag SF inclusive jets 0.537 0.681/-0.728

BCtag Stats pT 3 -0.018 0.801/-0.826

BCtag Stats pT 4 -0.207 0.786/-0.801

Ltag 0.409 0.706/-0.799

ttbar NLO 1 0.400 0.262/-0.250

ttbar NLO 2 0.264 0.182/-0.185

ttbar Frag -0.112 0.152/-0.156
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Appendix F

Nuisance Parameters

Uncertainty Distributions
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F. NUISANCE PARAMETERS UNCERTAINTY DISTRIBUTIONS
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Figure F.1: Distribution of the uncertainties of the fitted nuisance parameters. The

histogram corresponds to 40 PSE and includes both the up and down uncertainties. The

fitted values on data are shown by the vertical lines for the up (red) and down (green)

uncertainties.
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