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Abstract

This thesis is devoted to studies of quantum field theories with dynamical fields
in the vector, matrix or tensor representations of O(NN) symmetry groups. These
models provide interesting classes of exactly solvable models that can be examined
in detail and give insights into the properties of other, more complicated quantum
field theories.

The introduction to the thesis reviews the general ideas about why such systems
are interesting and exactly solvable. The different classes of Feynman diagrams
which dominate the large N limits are exhibited. The introduction is partially
based on work [1] with Igor R. Klebanov and Preethi Pallegar.

Chapter 2 is based on work [2] with Igor R. Klebanov, Preethi Pallegar, Gabriel
Gaitan and Kiryl Pakrouski. It is dedicated to the study of quantum Majorana
fermionic models. The refined energy bound is derived for these models. We study
these models numerically, analytically and qualitavely. All of these results hint that
the vector quantum mechanics undergoes second order phase transition and has a
limiting temperature in the large N limit.

Chapter 3 is based on papers [3, 4] with Igor R. Klebanov, Simone Giombi,
Grigory Tarnopolsky and Shiroman Prakash. It is dedicated to the search of a stable
bosonic tensor and SYK-like theories in higher dimensions. We propose two models:
prismatic and supersymmetric that have a positive potential and therefore these
theories should be stable unlike the bosonic tensor models with quartic tetrahedral
interactions.

Chapter 4 is based on papers [5, [6] with Igor R. Klebanov and Christian Jepsen.
It studies the properties of RG flow and bifurcations that could arise in this case.
We consider a theory of symmetric traceless matrices in d = 3 — € dimensions
and analytically continue the rank of these matrices to fractional values. At some
values of N we managed to find a fixed point whose stability matrix has a pair of
purely imaginary eigenvalues. From the theory of ordinary differential equations
it is known that it corresponds to Hopf bifurcation and that at some values of

N a stable limit cycle exists, that we also find numerically. Such an approach is

il



extended to the case of O(N) x O(M) group, where it is shown that a homoclinic

RG flow exists, which starts and terminates at the same fixed point.
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1 Introduction

In all branches of theoretical and experimental physics, people deal only with approx-
imations to the real world. One of the main reasons for this is because we do not have
full knowledge about the fundamental laws of physics. Thus, classical mechanics is an
approximation to the quantum mechanics, and maybe quantum mechanics is an approx-
imation to some other more fundamental theory. In some limits this fundamental theory
reduces to quantum and classical mechanics. For instance, we use classical mechanics to
describe the phenomena that occur at scales of everyday life, while quantum mechanics
could be used to describe the physics of the hydrogen atom. Other approximations hap-
pen because we do not posses the complete information about the system in question.
In a condensed matter experiment we do not have the detailed knowledge about micro-
scopoc structure of a crystal — we do not know the exact distance between the 1000th
and 1001st atom, what isotope the 2021st atom in a lattice is and etc. However, some of
this information is not actually necessary for our purposes. Under the assumption that
these minute details do not have a drastic effect on the larger-scale phenomena, we can
neglect such exact knowledge.

One can think that we have listed all possible approximations that could arise in a
physical problem and as soon as we remove them we could describe and solve any natural
phenomenon. But there is another obstacle. Namely, the inability of humans to solve
some problems. As Alexander Markovich Polyakov noted, ”dogs are very smart, but they
still can not solve simple linear equations”. Maybe there are some limits for human mind
[7]. Hence, if we pose a precise mathematical problem or a physical model with a given
framework of fundamental laws perhaps we will still be unable to solve the problem. For
example, we may not prove the Goldbach’s Conjecture [§] or solve three body problem
in classical gravity [9] .

The only problems that human mind could comprehend entirely are linear problems
and a few non-linear models. And if we constrained ourselves only to these problems,
which we can solve exactly, we would not be able to describe the natrual world around

us. However, the real physics sometimes can be modeled as a small perturbation of an
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Figure 1.1: Three different large N limits and theirs ”graphical” representations.

exactly solvable model. On this basis, a successful description, or at least qualitative
understanding, can be builtEl. Therefore developing interesting and solvable models, or
considering systems in some limits, where they can be solved, is one of the most funda-
mental endeavors of modern theoretical physics.

One of the earliest ideas of theoretical physics is, that models, in the limit of a large
number of degrees of freedom, are much simpler than those containing a small number
of degrees of freedom and can therefore be effectively solved. This happens because in
the limit of a large number of degrees of freedoms, the common behavior of the system
averages allowing us to disregard local fluctuations and other microscopic details. The
embodiment of this principle is the famous central limit theorem, wherein we start from
some unknown distribution and in the limit of large number we always end up with
a Gaussian distribution. Another example of this idea can be found in the theory of
second-order phase transitions. In this case, we assume that in the thermodynamic limit
the system is described by some universal behavior and is not sensitive to the internal
structure of the system. Therefore considering models with a large number of degrees
of freedom, and successfully solving them could help us better understand how to solve
problems of quantum field theory, as well as theoretical physics more broadly.

Usually people considered only two such systems with large numbers of degrees or

'Sometimes, we do not have even such a luxury, thus the fractional quantum hall effect already
considers a complicated interaction without any approximations.



large N models, namely, vector and matrix large N models. Both of these models were
quite important as tests for AdS/CFT correspondence and as key to understaning of low
dimensional quantum gravity or string theory. Recently, people managed to generalize
this approach to so called tensor models that give a quite different large N model, that is
much simpler than the matrix one and more complicated than the vector large N limit.
Therefore it gives some interesting new limits that could give some hints on the structure
of the large N systems (see fig. . In this section we will briefly review the main results

about systems with vector, matrix and tensor large N limits.

1.1 Vector Models

In 1952 Berlin and Kac introduced the generalized Ising model (see fig. , where
the spin has N components and constrained to have length S-S =N [10, T1]. The

Hamiltonian of this model is:
H=-Y 1J;5-5, (1.1)
7]

at N = 1 the model reduces to a usual Ising model. This model posseses an exact solution
at large V. This happens because the local fluctuations are suppressed in comparison to

the collective behaviour. We will show it considering the model ([L.1)) in the continium

limit at d = 2 [12} [13]. Namely, by rescaling 7i; = \%V we get

— N =\2 22
E—ﬁ(ﬁun) , no=1. (1.2)

We introduce an auxilary field a(z) into the action, that imposes the condition 72 = 1

N, N,
E—ﬁ(a,m) +ﬁa(n 1).



Figure 1.2: Generalized Ising model, where the each site has a N-component vector of
length v/N.

This action is quadratic in 77 and hence we can integrate out the field 7. The effective

action reads as

N 2, - i d
Seﬁ“:—E (Trlog(—@u—l—za) +X/d xa),

since the quantum averages are computed with the weight e~ in the large N we can
use saddle point approximation to evaluate the partition function for the action (1.1J).
Moreover, one can see that the number of degrees of freedom N plays the role of inverse
of Plank constant % and therefore % controls quantum corrections. Then only classical
solution of the action contributes to the dynamics of the generalized Ising model. Thus

varying the equation (|1.1)) we get the following equation for the field a:
GMz,x) =), or ——log— = )\ (1.3)

where G4 (x, ) is a regularized propagator of a free scalar field in 2 dimensions with mass
ia(x), that could depend on the coordinates. For simplicity we assume that « is constant
throughout space-time (one can strictly show it from the eq. (1.3))). Introducing cut-off

A we get the value of a:

a=iep| -5 (1.4)



We can easily read off the dependence of A on the cut-off A and get the beta-function
for this model in the large N limit and we see in the large N limit the model is
described by a free massive scalar field. It happened again because we considered the
limit of large numbers of degrees of freedom, that drastically simplified the analysis of
the system. Therefore we could expect the same type of simplification for other large
N vector theories. Namely, that the local fluctuation are suppressed while the collective
behaviour is described by some classical model and % corrections could be considered as
quantum corrections.

While in the case of the 7 model it is quite hard to see this % structure in terms of
diagrams we can show it in the example of just O-dimensional mechanics of a real vector.

Namely, we want to study the following integral

A
2= [donexp |5t - 3 ()] (15)

In the spirit of quantum field theory we will assume that A is small and approximate the

exponent by its Taylor series. It gives the following rules for drawing Feynman diagrams

mwzmz,wﬁ~><< (1.6)

Each loop of field ¢ contributes a factor of N, and therefore to get large N limit we
should maximize the number of loops at the given level of perturbation theory or in front
of the coupling constant A\. To proceed further we need so-called Euler formula. This
formula comes from computing Poincare-Hopf index of triangulation of Riemann surface
of genus g by some graph. Namely, if a graph drawn on a Rieman surface of genus g then

the number of vertices V', edges F and faces F satisfy the following linear relation
e=V-FE+F=2-2g. (1.7)

Then let us consider some graph in this vector model that has V' vertices or dashed

lines. Let F}, be the number of loops created by the field ¢, each contributing a factor of



Figure 1.3: One of the leading diagrams that give dominant contribution to the partition
function of the scalar vector model. The dashed lines correspond to the propagation of
an auxilary field o and the dashed lines to the real fields ¢;.

N to the amplitude. Then we can shrink each of the matter loop and get a graph that
has Fy vertices, V' edges and F' faces spanned by dashed lines. By Euler formula we get

Fy =2 —2g+V — F faces. Then the given graph will contribute as
A ~ )\VN272Q+V7F — ()\N)V ]\]’1725]7(}771)7 (18)

if one introduces a rescaled coupling A,z = AN in the large N limit only planar diagrams
with exactly one face F' = 1 contribute.The last means that the graph should be tree. A
tree graph can always be drawn on a plane. Hence F' = 1 is a necessary and sufficient
condition for the diagram domination. An example of such a diagram could be seen in
the fig. sometimes such a diagrams are called ”snails” [14] or ”cacti” [15].

The scaling suggests that the partition function behaves as log Z ~ N fy + .. ..
Let us get the fy from the summation over all possible tree diagrams. One can notice
that tree diagrams are just a semiclassical approximation of some quantum model. Since

in our case there could be vertices of any valence the action of such a model is

3 oo
So=——0"+> apo”, (1.9)
k=0

AtH

where the normalization of the "kinetic term” comes from the fact the propagator of an

auxillary field o is induced by an interaction term of the original model. It is easy to see



that the coupling ”constants” are a; = % The action reads as

3
Sy = ———0c% +log(1 + o), (1.10)
Ate

It would be interesting to derive this action in the same fashion we derived an effective

action for the 7-model. We again introduce an auxiliary variable o, so that

o N k ik ;
Z (M) =/ Hdgbj/daexp (—23)\]\;02 _¢ (;+ZU)) : (1.11)
—00 =1 t

After performing the Gaussian integral over ¢/ we find

Z00m) = / do exp (g liﬁ log(1+ a)D | (1.12)

Ate

that coincides with the action we derived aboive. In large N the integral is dominated

by the saddle point

60 1
— = ) 1.13
M 1+o ( )

The solution of this quadratic equation which matches onto the perturbation theory is

1 + 2MtH 1
o(\rr) = 23 , (1.14)
and we find to all orders in \;p,
> 1 2k
\p) = g ) ——— . 1.1
folhun) ;< ) T+ 16" < k) (113

In this series the coefficients decrease, so it is convergent for sufficiently small |A;y|. This
is one of the advantages of the large N limit — the functions that appear order by order
in 1/N have perturbation series with a finite radius of convergence.

The next subleading contribution comes from the planar diagrams with F' = 2 and
g = 0. The subleading diagrams are shown in the fig. and will be studied in the

following sections.



Figure 1.4: Examples of fat graphs in Yang-Mills theory. The graph on the left side could
be drawn on a sphere, while the graph on the right could be drawn only a torus.

1.2 Matrix Models

The natural generalization of the previous model is to consider the dynamical matrices.
This idea was originally proposed by ‘t-Hooft in 1973 [16] and comes from the study of
the Yang-Mills theory. Namely, the dynamical degrees of freedom in this case are a d-
dimensional vector of hermitian matricies of size N x N. The propagator of this field

is
(AR Ay~ ghy €0 (1.16)

and the interaction terms are

1 1
trAi ~ trAf; ~ (1.17)
9vym 9vym

Graphically each Feynman diagram could be drawn as a fat graph (see fig. . It is
easy to see that each of these fat graphs could be drawn only on a Riemann surface of a
particular genus.

Again each face gives a factor of N. And if we have a graph with V' vertices and E

edges this graph comes with the following amplitude

E-V

A~ glTVINT = N2729 (62 N) (1.18)



Figure 1.5: The triangulation of the plane generated by a 0-dimensional model (|1.19)

Introducing g3, N = gZ; the factor of N depends only on the genus of the surface and

the dominant contribution is given by the planar diagrams while the other contributions

1
N

are suppressed. It gives quite interesting picture — the < corrections are given by the
topological expansion in terms of Riemann surfaces. Thus # corrections are given by the
graphs that could be drawn on torus and etc. Each of the graphs would be a triangulation
of such a surface and if we fine tune the coupling constant we would expect second order
phase transition that make this triangulations smooth and give some 2d surface (see
fig. . From this computation one can suggest that the actual dynamical degrees of
freedom are strings (that sweep some smooth surface in 4 dimensional space-time) and
after some suitable transformation or smart computation we can derive the action for
these strings as it was shown in the case of vector models. But still we do not know how
it should work. Thus, we still are not able to solve the Yang-Mills theory, even though
we get a nice interpretation of the large N limit.

But as in the case of the vectors we can consider the zero dimensional model [17].
Namely,

1
Z(g) = /dHij exp <—§ tr H? — %trH“) , H=H, (1.19)

this model has U(N) invariance H — UTHU, UTU = 1 would leave the action unchanged.
Naively, we could have make a U(N) transformation and make the action quite trivial
UIT{H Uy = diag (K1, ..., ky). But the measure changes and adds some additional terms to
the action. To take this into account we should compute the Fadeev-Popov determinant

[18]. We pick the following gauge conditions



Va = ]_,_]\/v7 [H, da] = 0, (da)ij = 5ia5ija (120)

under a small gauge transformation U ~ 1 — iA, AT = A the matrix H changes as

H — H +i[A, H]. Therefore we need to find the eigenvalues of the following equation
[da, [H, AH = /\A, ((5@ — (5aj) (HJZ' — Iij) Aij = )\AZJ (121)

The eigenvectors are A;; = Aj; = 0,405, with eigenvalues k, — k. The product of these

eigenvalues gives a Fadeev-Popov determinant. So we come to the following action

/Hdma exp (2210g|/<;a — RKp| — Z { 294m;1]> : (1.22)

a<b

rescaling k, — VNz,,g — %& we get

Z(girr) /Hdmaexp (2210g|xa a:b|—NZ {2 22 gt_H 4}) (1.23)

a<b

In the large N limit we should study a saddle point:

2 1 a3
il — Ta 1.24
Nbaéaxa—% ot gy (1.24)

if one introduces an eigenvalue destiny p(z) = + > 6(z — z,) we get

= — — 1.25
T —y 5 T 9 TS (1.25)

][ p(y)dy z°

dyp(y)

To solve this equation we introduce an analytic function pa(z) = [ 222 s

. By construction
this function is analytic everwhere except of the points where p(x) # 0 and at z = oo it

should behave

palz) ~—+..., (1.26)

10



if the density is non-zero the analytic function p(z) has a cut and the jump across it

defines our function

Impa(z) = mp(x), (1.27)

and the equation ([1.25]) gives the real part of the function along the cut

3

Repa(2) = 6(Im(pa(2)) (5 n gtHf—Z) (1.28)

From this representation we can deduce the form of our analytic function and therefore
solve the equation (1.25)). First we notice that p(z) is non-zero only on a finite interval.
Indeed, otherwise the equation (|1.28]) would state that near the cut the analytic function
palz=1z) =5+ gtHg + imp(z) that is unbound as © — oo and it would mean that p(z)
violates . Therefore, we must conclude that there is some number M > 0, such
that if |x| > M then p(z) = 0.

We know that for a continuous function supp p(x) = Uses a;, b;], for physical reasons
we assume that there is only one cut [a,b]. The function pa(z) = pa(z) — 5 — gtH% =
+ip(z) is purely imaginary on the cut and equal to zero at ps(a) = pa(b) = 0. Hence
the function §(z) = % does not have a cut and analytic in the whole complex
plane. One can notice |j4(z)| < C'|z|* for big enough z the function j(z) must be just

a simple polynomial of degree 2 by Liouville theorem. Hence the analytic function must

be of the following form

23

pa(z) = §+gtHE+ (b—2)(z—a) (d* + ez + f), (1.29)

and by comparing with large z expansion (|1.26)) we can find the unknown coefficients and

finally get

3 2
_Zz Yo SN S Y )| _ g ¥it2g—1
pa(z) 2+gtH12+ 2 —a GiH —5 "5 ) @ P )

(1.30)

11



that predicts famous Wigner-Semicircle for eigenvalues distribution of a random matrix

in the large N limit

plx) =va®—22 (g m—2+1+a29t—H (1.31)
19 T 9 24 '

1.3 Tensor Models

The natural generalization of the considered above models is a tensor model. We
started with vector models — a model where the fundamental degrees of freedom with
one index, then we generalized to the matrix one — models where the fundamental
degrees of freedom having two index. The next logical step is to consider model with
dergrees of freedom 1), having three indicies [19, 14, 20), 21, 22, 23]. For example, we

can consider the following model of Majorana fermions

S:/dt[id}abcaﬁwabc—i—‘/(?ﬁabc)], azl,...,Nl,b:1,...,N2,c:1,...,]\73, (132)

naively the theory has O(N)? = O(N;) x O(Nz) x O(N3) symmetry. But if there is
no interaction term, the kinetic term actually does not feel the presence of three index
structure in the field. We can introduce the multiindex I = (abc) and see that a kinetic
term has O(N7NyN3) symmetry. Therefore the actual symmetry of the system depends
on the interaction term V' (tu.). If we restrict otherselves to quatric operators that are
singlets under the action of O(N)? group (see fig. (1.6)) we get only 3 independent

operators. The two "trivial” operators are

Ods = Jds (wabcwabc)2 = 07 Op = gpwabcwabc’wa’b’cwa’b/t:’7 (133)

2

e = 0 but we can still consider such an

that we used that for grassman variables v
operator if 1. was a real valued non-grassmanian field. As one can see the first operator
also respects the O(N;NyN3) symmetry while the second one respects the symmetry
O(N1N32) x O(N3). Therefore they would be described by the type of the models discussed

above. Actually, one can show that these operators have vectorial large N limit.

12



(a) (b) ()

Figure 1.6: Diagrams of the double-trace operator (a), one of the pillow operators (b)
and a tethrahedral opeartor (c).

To get a model that would have the O(N)?3 that is smaller than the above considered

groups we should considered a little bit more complicated interaction

Ot = gt¢abc¢ab’c’ ¢a’bc’¢a’b’c7 (134)

one can see that each field in this interaction is connected by index contraction with
other field. And the diagramatic expansion will be drastically different from the one
considered in the case of vector and matrix models. Namely, one can show that the
model is enhanced by so called melonic diagrams [23], [19]. The simple proof for the case
of the interaction could be found in [19].

Let us find the scaling of the coupling constants for these interactions in the large N

limit. Thus let us consider the following interaction

g
Ht = thalblclq/jalbgczl/}azblczw(lgbgcl ) (135)

which is illustrated in fig. [1.6]

One can study this model perturbatively and find that indeed in the large N limit
the melon diagrams dominates. The melonic diagrams are quite important for the study
of Sachdev-Ye-Kitaev (SYK) model [24, 25]. The SYK model describes the interaction
of Majorana fermion by a random quartic interaction. In contrast to the SYK model the
tensor models do not contain disorder and therefore could be generalized to any dimension
and field content. Also it allows the use of the usual tools of Quantum Field Theory such

as e-expansion. Hence, we will also consider the tensor analog of the SYK model, where

13



the Majorana fermions are tensors with interaction (|1.34]).

We can prove that only melonic diagrams dominate in the large N limit. Let us study
the vacuum Feynman graphs of this theory and take turns erasing the strands of
a given color. We would get fat graphs similar to the one studied for the matrix models.
To get maximal scaling, the remaining double-line diagrams are planar, since increasing
their genus decreases the number of loops [22, 19]. If such a double-line diagram has n
separate connected components, then the Euler theorem states that the number of index

loops is given by
fro =200+ v, and  frgpg = 2Npg0g + Ve + 0y (1.36)

where v; and v, are the numbers of the tetrahedral and pillow vertices, respectively. Since
the pillow vertex ([1.6) becomes disconnected when the green strands are erased, we find

that the number of separate components of the red-blue graph satisfies
ey < 14w, . (1.37)

On the other hand, the tetrahedral vertex stays connected when red or blue strands
are erased, so that n,, = ny, = 1. These numbers are independent of v; because the

tetrahedral vertex stays connected when any color is erased

frb:fr+fb§2+vt+20p7
frg:fr+fg:2+vt+vpa

fbg:fb+fg:2+vt+vp- (138)
Adding these equations, we find that the mazimum total number of closed loops is

3
fr+h+f=3+ ivt + 2v, . (1.39)
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This means that the maximum weight of a graph is N3\*)\,". Here
\=gN? )\, =g,N? (1.40)

are the quantities which must be held fixed to achieve a smooth large N limit. These
scalings apply to any rank-3 tensor theory with O(N)3 symmetry and quartic interactions
22, 19, 26] 7|

The discussion above shows that the simplest melonic large N limit applies to the
gp = 0 model which has a purely tetrahedral interaction. The tetrahedron vertex stays
connected when the strands of one color are erased and becomes a connected double-line
vertex, which is found in the O(N) x O(N) symmetric matrix model with a single-trace
interaction g, tr(MM7™)% TIn the O(N)? model, the tetrahedral vertex is the unique
quartic vertex which is maximally single-trace.

There also some hints that these melonic limits also exist if one considers the fields
Yape to be some irreducible tensor representation of a group O(N) [27]. Now one can
wonder, what would happen if we consider models with much more complicated groups
O(N)4=1. Apparently, one can show that these models fall into one of these considered
above groups.So let us now perform a similar analysis in the large N limit of O(N)??
symmetric tensor models corresponding to higher even values of ¢. To achieve the simplest
large N limit we will consider only the maximally single-trace interaction vertices [2§],
which stay connected whenever any ¢ — 3 colors or indices are erased. The unique such
interaction vertex for ¢ = 6 is shown in fig. [I.77 When colors i and j are left, the
double-line vertex is of the kind found in a O(N) x O(N) symmetric matrix model with
the single-trace interaction gtr(MM7)%/2. Since this interaction is single-trace, the two-
color graph may be drawn on a connected Riemann surface of genus g;;, and we have the
constraint

fij+U—€:2—2gij , (141)

2In the special case of quantum mechanics of Majorana fermions 4., the pillow operators are simply
the quadratic Casimir invariants of the O(N) groups. It is possible to show that their maximal values
in the Hilbert space are of order N°. This means that the energy shift for such states due to the pillow
operator is ~ g,N® ~ A\,N3. The fact that this scales as the number of degrees of freedom, N3, is a
confirmation that the scaling is correct.
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where e and v are the total numbers of the edges and the vertices. Since the graphs may
be non-orientable, the possible values of the genera, g;;, are 0,1/2,1,.... Using e = qv/2

and summing over all choices of remaining two colors we find

D fi=(a-1g=-2)+@—Dg—24v-2) g;. (1.42)

1<j 1<j

Since
Zfij q_ Zfl — ftotal 5 (143)
i<j
we find
_ (a—1(g—2)
frotal = q— 1+ , po; Zgw . (1.44)

1<J
The maximum possible weight of a vacuum graph with v vertices, corresponding to all
gij = 0, 1s
N\ (1.45)

and the large-N limit needs to be taken with
A = gN(@Da-2)/4 (1.46)

held ﬁxedﬁ We see that the large-N partition function of the O(N)?~! tensor model has
the structure

lim N'"7InZ = f()) . (1.47)

N—oo

Now we sketch a proof that the model with a maximally single-trace interaction vertex
possesses the melonic dominance in the large N limit — for such an operator, forgetting
any ¢ — 3 indices leads to a single-trace operator (a diagrammatic representation of this
for ¢ = 6 is shown in fig. . A more rigorous proof, which is however restricted to

cases where ¢ — 1 is prime, was given in [2§].

3This large-N scaling is the same as in the Gurau-Witten model [20, 23] for ¢ flavors of rank ¢ — 1
tensors.

16



—_
—_

6 ~—L]] 2 6 (\/2
N
AN
5 WC§3 5 (\3
4

4

Figure 1.7: The vertex becomes single-trace if we keep any two colors.

As we have shown, the graphs giving the leading contribution in the large N limit

have g;; = 0, i.e., any choice of the double-line graph is planar. In this case we find

frotal = q — 1 + Wv . (1.48)

Let us show that there is a loop passing through only 2 vertices and use the strategy
analogous to that in the ¢ = 4 case [19]. Let f, denote the number of loops passing
q(q—1)

through r vertices. Since there are 55— strands meeting at every vertex, we find the

sum rules

Zfr = ftotal s err = MU . (149)

Combining these relations, we find

2(1—rq2_q2) fr=q—1. (1.50)

T

Assuming that there are no snail diagrams, so that f; =0, we haveﬁ

om0 (452 1)1 as

For ¢ > 6 the sum on the RHS of this equation is greater than zero. This implies that

4Indeed, for any snail diagram, some of the double-line subgraphs must be non-planar. For ¢ = 6
this can be seen in fig. by connecting a pair of fields and checking that some of the double-line
propagators need to be twisted, thus causing non-planarity. For example, when connecting fields 1 and
3 the blue-green propagator clearly contains such a twist.
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Figure 1.8: A basis pair of vertices that is connected by a pair of propagators.

there is a loop passing through exactly two vertices. We shall call them a basis pair of
vertices. Without a loss of generality one can assume that these vertices can be drawn as
in fig. [1.§ Also, for convenience we will number the fields in the vertices as in fig. [1.8
We can say that this loop, passing through two vertices, is a pair of bare propagators
that connects the outputs with numbers 1, with 1z and 2, with 2g, see fig. Now let
us choose any other field in the left vertex, ar, in the range from 3, to ¢, (for instance,
we choose 3). Let us erase all colors except for (1.,37) and (3.27). We can make a
permutation of vertices such that the output will be between the first and second outputs
(see fig. . However, the same does not hold for the right vertex; for example, between
the 1z and 2y there could be another number of the field r;, that must be non-zero.
Because the double-line graph constructed out of the colors (1.,3,) and (3.2,) should
be planar, the output 37, on the left vertex can be connected only with these r; outputs.
It cannot be connected with the other fields, and these r; fields in the right vertex could
be connected only to this field 37, on the left (for example, in fig. the field 37, can be
connected only to the fields 3g, 5, 4r in order for the graph to be planar). From this we
derive that for each field on the left we must assign a subset of the fields on the right.
These subsets do not intersect with each other in order for the graph to be planar for any

choice of the pairs of colors. From this we have
q

> ra=q-2. (1.52)

a=3
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Figure 1.9: Because we consider a maximally single-trace operator, we can erase all
except two colors and have a single-trace vertex. If they are connected to each other by
two propagators, then the most general structure could be only the one shown in this
figure. For the output 3 in this case we assign the number r3 = 3.

Since r, > 1, this equation implies r, = 1. Therefore, each output on the left is connected
to the one on the right with a one-to-one correspondence. Thus, each ribbon graph,
which is made by removing any set of ¢ — 3 colors, is planar. The graph has the structure
depicted in fig. for ¢ = 6, where G; are propagator insertions. We can connect the
ends of these structures to get four other maximal vacuum diagrams and apply the same

reasoning to them. From this one can see that the maximal graph must be melonic.

Figure 1.10: Any maximal graph for ¢ = 6 must be of this form. G; are arbitrary
propagator insertions.
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Figure 1.11: The graphic representation of Dyson-Schwinger equation for ¢ = 4 melonic
theory.

Thus, we have shown that, in order for a graph to have the maximal large-N scaling,
it must be melonic. It is also not hard to see [28 29] that, if we take two MST interaction
vertices and connect each field from one vertex with the corresponding field in the other,
we will find the maximal large-N scaling. This completes the argument that, for any
MST interaction vertex, a graph has the maximal large-N scaling if and only if it is
melonic.

Therefore, if have a MST interaction the system in the large N limit is dominated by
the melonic diagrams. The proof provided above is purely combinatorial, therefore the
same applies to any theories: in any dimension with any field content. As soon as the
system provides a MST interaction in the large N limit we would get a melonic theory.
Apparently, such melonic theories were firstly discussed in the context of the superfluidity
[30], where it was shown that such theories are conformal even in the subleading orders
in the perturbation theory. The problem in such a theories, that there some diagrams
that give big corrections to the conformal solutions and therefore is no longer applicable.
But one can check that in the tensor models this diagrams are suppressed in the large N
limit and we have a nearly conformal field theory [19].

Here for simplicity we consider again a O-dimensional model

_ dd)abc
V2T

1 A
Z A —_— 2 —|— E— /ol Ihe! Iy ]_
( ) exXp |: 9 ¢abc 4N% ¢abc¢ab [& ¢a be ¢a b c:| ’ ( 53)

then we can use Dyson-Schwinger equation for this model. Namely, we notice that

1 d¢abc 0 ( |: 1 9 A :|>
0= a'b o €X 5 Pabe + — abePab’' ! Pa'be! Pav! ¢ —
Z(gt) vV 2T agba/bxc, art b 2¢ b 4N%¢ bePab' ! Parbe! Part
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Odlog Z
8z _,

=N° - N°G +4 =
G dlog A

(1.54)

The equation for GG is easy to deduct from the diagramatic expansion of melonic theory

(see fig. (L.11)

G(\) =14+ NG\,

wl—=

2)é 1 (9X* 4 /BIA® — 23X9)
(9A + /STXE — 23)0) 253502

a»:—(g

substituting it in the relation for Z(\) we get

Z(\) ) 1 4n + 1
- n)\ n7 n T S a4 1 A\
N3 Z 2 2 8n(4n + 1) ( n )

n=1

, (1.55)

(1.56)

Some of the results of this thesis were presented at the quantum field theory seminar

in Columbia University, New York University California Institute of Technology and

Moscow State University and at the conference ”Quantum Gravity in Paris 2019”.
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2 Majorana Quantum Mechanics

Strongly interacting fermionic systems describe some of the most challenging and
interesting problems in physics. For example, one of the big open questions in condensed
matter physics is the microscopic description of the various phases observed in the high-
temperature superconducting materials. Models relevant in this context [31), 32 [33]
include the Hubbard [34] B35] and ¢ — J models [36]. The Hamiltonians of these models
include the quadratic hopping terms for fermions on a lattice, as well as approximately
local quartic interaction terms. The analysis of such models often begins with treating a
quartic interaction term as a small perturbation. In the cases when such an expansion is
not possible, for example, the fractional quantum Hall effect, one typically has to resort to
numerical calculations. Fortunately, there are also fermionic systems which can be solved
analytically in the strongly interacting regime, when the number of degrees of freedom
is sent to infinity. Such large N systems include the Sachdev-Ye-Kitaev (SYK) models
[37, 25], 138, 39, 24, 40] (see also the earlier work [41, 42]). The SYK models have been
studied extensively in the recent years; for reviews and recent progress, see [43], [44] [45].

The simplest of them, the so-called Majorana SYK model [25] 40], has the Hamiltonian
H = Jijuiiyy, which describes a large number Ngyk of Majorana fermions v; (we
assume summation over repeated indices throughout this work). They have random
quartic couplings J;;i; with appropriately chosen variance. A remarkable feature of this
model is that, in the limit where Ngyx — o0, it becomes nearly conformal at low energies.
The low-lying spectrum exhibits gaps which are exponentially small in Ngyk. In further
work, models consisting of coupled pairs of Majorana SYK models [46], 47, [48], as well
as the SYK chain models [49] 50], have produced a host of dynamical phenomena which
include gapped phases and spontaneous symmetry breaking. In addition to the terms
quartic in fermions, they can include quadratic terms which describe hopping between
different SYK sites.

Another class of solvable large N fermionic models are those with degrees of freedom
transforming as tensors under continuous symmetry groups [23, [19] (for reviews, see

[14, 51]). A simple example [19] is the O(N)? symmetric quantum mechanics for N3
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Majorana fermions .. In these tensor models the interaction is disorder-free, so the
standard rules of quantum mechanics apply. Interestingly, the large N limit is similar to
that in the SYK model because in both classes of models the perturbative expansion is
dominated by the “melonic” Feynman diagrams, which can be summed [20, 52} 53] 54!
5ol 56l 22 57, 58] 28, 29, 3], [T, 59, 4]. Since the Hubbard and t-J models do not have any
random couplings, the disorder-free tensor models may be viewed as their generalization,
and it is interesting to investigate if they can incorporate some interesting physical effects
in a solvable setting. One possibility is to interpret the three indices of the tensor Y.,
where a,b,c = 1,..., N, as labeling the sites of a 3-dimensional cubic lattice [60]. Then
the tensor models may perhaps be interpreted as non-local versions of the Hubbard model.
[19] It is also natural to generalize the Majorana tensor model of [19] to the cases where
the indices have different ranges: a = 1,... Ny, b = 1,... Ny, ¢ = 1,... N3; then the
model has O(N;) x O(Ny) x O(N3) symmetry [61, 62] (see also [63, 28]). The traceless

Hamiltonian of this model is [19, [62]
H = g¢abc¢ab’c’¢a’bc’¢a’b’c - %NlNQN?; (Nl - N2 + NS) ’ (21)

where {Vupe, Voo } = daw O deer. If the ranks N; are sent to infinity with fixed ratios,
then the perturbation theory is dominated by the melonic graphs. However, it is also
interesting to consider the cases where one or two of the IV; are not sent to infinity.
Such models with O(N) x O(2)? and O(N)? x O(2) symmetry were studied in [62] and
were shown to be exactly solvable, with the integer energy spectrum in units of g. The
O(N) x O(2)? model has the familiar vector large N limit, where gN = X is held fixed. A
closely related vector model, which we also study in this paper, has Majorana variables

ar, I =1,...,4, and symmetry enhanced to O(N) x SO(4):

HO(N)xSO(4) = gGIJKLwalwaJwa’K¢a’L . (2-2)

The O(N)? x O(2) model, which may be viewed as a complex fermionic matrix model

[62], has the ‘t Hooft large N limit where all the planar diagrams contribute (similar
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fermionic matrix models were studied in [64] 65]).

In this paper we will carry out further analysis of the fermionic vector and matrix
models. In particular, we study the large N densities of states p and analyze the resulting
temperature dependence of the specific heat. In the matrix model case, the density
of states is smooth and nearly Gaussian, which is a rather familiar behavior. In the
large N vector models, we instead find a surprise: for a wide range of energies we find
logp ~ —|E|/\ plus slowly varying terms. The approximately exponential growth of
the density of states, discussed long ago in the context of hadronic physics and string
theory [60] [67], leads to interesting behavior as the temperature approaches the Hagedorn
temperature, Ty = \. In the Majorana vector models we indeed find critical behavior as
the temperature is tuned to A, with a sharp peak in the specific heat. In the formal large
N limit, the specific heat blows up as (T — T)~2. This means that Ty is the limiting
temperature, and it is impossible to heat the system above it. However, at any finite
N, no matter how large, the specific heat does not blow up, so it is possible to reach
arbitrarily large temperatures. Thus, our model provides a demonstration of how the
finite N effects can smooth the Hagedorn transition.

In section 2.2 we study the O(N) x O(2)? symmetric vector model. We find that
the density of states exhibits exponential growth in a large range of energies, and match
this with analytical results. In section [2.3| we study a related vector model, where the
symmetry is enhanced to O(N) x SO(4). In this case, we obtain simple closed-form
expressions for the large N density of states, free energy, and specific heat. In section
[2.4] we consider the fermionic matrix model with O(N)? x O(2) symmetry and find that
the spectrum now exhibits a nearly Gaussian distribution for sufficiently large N. In
appendix A we study the structure of the Hilbert space of the above models, and derive

the Cauchy identities from simple physical arguments.
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2.1 Bound on the energy spectrum

In this section we present an energy bounds for the Hamiltonian (2.1). We note the

following relation

1
H = g Z [wabca habc] s habc = Zatwabc - wab/c’wa/bc’wa’b’ca (23)

abc

then if we have an arbitary singlet density matrix pg, that is invariant under the O(Ny) x
O(N3) x O(Ns) rotations. One of the way to build it is to consider some representation
R of the O(N7) x O(N3) x O(N3) in the Hilbert space H with a basis |e;) ,i = 1..dim R.
Then we can define the following density matrix

dimR
1 1
- Meil, trpr=1, ph=-——=pr. 24
@ dimR;‘€><e| ton PR dimR"® (24)

It is easy to see, that this density matrix is invariant under rotations OTprO = pr for
any O € O(N;) x O(N3) x O(N3). We can calculate the expectation value of the energy

for this density matrix as
E = tr [,OSH] = gNlNgNg tr [ps [¢111, hlll“ s (25)

where the sum over the repeated indexes does not depend on the indexes a, b, c. Therefore
we can fix theirs value to be just some specific value and carry out the summation. Let
us note that by symmetry argument we have tr [ps1111] = tr [pshi11] = 0. Then we can
estimate the trace in the formula with the use of Heisenberg uncertantiy principle, we

have

tr [ps [Y111, han]] < 2\/“” [pstiy] tr [Pshhhm] (2.6)

1
tr [psw%ll] tr [pshillhlll] = 5 tr [ps¢ab1walcw1bcwlb’c/wa/lc/wa’b/l} 5 (27)
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where we have used that 3, = % Because the density matrix p is a singlet we can

rotate indexes back to get

2
E? <

SO [ : ]
t Sh h(lc . 2.
= 2N Ny Ny 2 T | Ps"abeltab (2.8)

The square of the operator hg,. can be expressed as a sum of Casimir operators due to
the virtue of the anticommutation relations. That gives us the bound on the energies of

states in representation R [62]:

3

> (Vi +2)CF) " 29)

8

9
Pl < VNN (NN V4 N N

where C* is the value of Casimir operator in the representation R. For the singlet states
this gives

[B| < SNiNoNo(NiNo Ny + NP + N7 + N7 —4)/2. (2.10)

Since C; > 0 this bound applies to all energies. Let us note that for N3 = 2 the square

root may be taken explicitly:
|E|N3:2 < gN1N2(N1+N2)- (2.11)
For the case when N; = Ny = N3 = N and N > 2 the bound is:
1E| < Epouna = %N?’(N +2)VN -1 (2.12)

In the large N limit, Eypuna — JN?/4, which is the expected behavior of the ground state
energy; in the melonic limit it scales as N3. This answer is off by 25 percent from the
numerical result for the ground state energy in the SYK model [68]: Fy ~ —0.16.J Ngyk,
that is believed should give the ground state energy of a tensor model. We can compare
how this bound works for O(4)3 model [69]. The refined bound [62] for this representation
gives |Eya4)| < 724/5 ~ 160.997, while the actual lowest state in this representation has
E ~ —140.743885. That is in a good agreement.
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2.2 The O(N) x O(2)? model

Let us consider the Hamiltonian in the case Ny = N, Ny, = N3 = 2, so that
it has O(IV) x O(2) x O(2) symmetry. We may think of one of the O(2) symmetries as
corresponding to charge, and the other O(2) as the third component of spin S,. The first
index of ¥4, which takes N values, can perhaps be interpreted as a generalized orbital
quantum numberﬂ It will be convenient to think of the last two indices as one composite
index taking four values (I € {(11), (12), (21),(22)}). Thus, we have Majorana fermions
1oy with anticommutation relations {1, ¥ps} = dapdrs. Hence, the Hilbert space of this
problem, according to the results of the appendix, has a simple decomposition in the

irreducible representations of the SO(N) x SO(4) group

T
H= > [How) @ [(tma/1) Joa), (2.13)

Ncﬂmax:((Q)N/Q)
where [u|¢ stands for a representation of the group G described by the Young Tableaux
w. In the Hilbert space of our model, the Young Tableaux of SO(N) contains at most 2
columns and N/2 rows. In terms of fermions 1,7, the Hamiltonian (2.1)) may be rewritten

as

H = gEIJKL¢aI¢aJ¢a’K¢a’L - 29 [(¢ab1¢ab2)2 - (¢alc¢a20)2} . (214)

The last two terms are the charges of the two O(2) groups, which break the SO(4)
symmetry of the first term containing the invariant tensor €;;x7. Each of the terms has a
simple action on each of the terms of (2.13)), since O(2) x O(2) C O(4) could be thought
of as the Cartan subalgebra of O(4), and we know how the Cartan subalgebra acts in the

representations of O(4). The normalized generators of the SO(4) group have the form

Jrr = Yartbar, (2.15)

SWe are grateful to Philipp Werner for this suggestion.
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and can be used to split the lie algebra so(4) into the direct sum of the two su(2) algebras,
which we have labeled by + and —, as follows:

1 1 1 1 1 1
Kf = §J01 + §J237 Ky = §J02 + §J317 K;E - §J03 + 5‘]12' (2.16)

It is easy to see that both sets K" and K; comprise an SU(2) algebra, and thus the
representations of the two SU(2) groups with spins /2 and @_/2, respectively, fully
determine the representation of the SO(4) group. One can derive the following algebraic
relation:

g g
§€IJKL1/1aI¢aJ¢a'K1/Ja/L = §€IJKLJIJJKL =

=19y [(K7)" = (K7)’] = 9[Q:(Q: +2) - Q-(@-+2].  (217)

where we have used that (K B )2 is the quadratic Casimir operator and we know its value
in each of the representations of SU(2). It is also interesting to notice that from (2.16)

we have

77babl¢ab2 = 2Kf7 ,lvbalc'l/]aZc = 2K1_ (218)

This allows one to rewrite the Hamiltonian only in terms of the SO(4) representations.
If we have a representation with SU(2) spins (Q+/2,Q_/2), then all eigenvectors with

definite K;° are the eigenvalues of Hamiltonian with energies

E(Q4, Q- q+,0-) = 9 [Q+(Q+ +2) — Q_(Q-+2) +2¢° —24¢7 ],

K |Qx, qx) = 4+ 1Q+, qx) - (2.19)

The degeneracy of such a state is determined by the dimension of the corresponding
SO(N) representation. Because we know the structure of the Hilbert space (2.13)), we can
determine the complete structure of the spectrum. If we have a SO(N) representation

with a Young tableaux p consisting of two columns of the length p; > ps > 0, the
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corresponding representations of SO(4) have Q@ = N — puy — po, Q- = 3 — 2, and the

dimension of the representation of SO(N) is [70]

(Q+ + 1)(Q- + 1)NY(N + 2)!

NerQ_), <N+Q+7Q_+2>, (N7Q++Q_+2>| (N+Q++Q_+4>,'
2 : 2 : 2 : 2 :

(2.20)

dim (Q,Q-) = <

From this one can see that each set of pairs of non-negative integers (Q, Q) whose sum
is constrained to take values N, N — 2, N — 4, ... appears once. This formula allows us
to study the density of states in the vicinity of the ground state and of £ = 0.

The ground state (Ey = —gN (N + 2)) corresponds to the choice of @y =0,Q_ = N,

thus g, = 0 and the spectrum in its vicinity has the form,
E=29¢> —gN(N +2), deg=dim(N,0)=1, —N<gqg_ <N. (2.21)

The states immediately above the ground state are labeled by ¢_ and the gap between
them is of the order g ~ % The next excited states correspond to the choice ), > 0. The
gap between such states and the ground state is of the order AE ~ gN ~ X and is finite
in the large N limit, but the dimension of the representation is of the order dim ~ N9+
and diverges in the large N limit. Immediately above the ground state (0E ~ A, @, = 0)

the density of states may be approximated as

E
T'(E) = {# of states: By < E+ Eg} = {# of ¢_ :29¢> —gN(N +2) < E+ Ey} ~ 1/%,

o dr I

A
E)= — ~ /— E~—. 2.22

On the other hand, near E = 0, the logarithm of the density of states exhibits an unusual
cusp-like behavior shown in figure 2.1 Another remarkable feature is its approximately
linear behavior for a large range of energies.

For |E|/X of order 1, the dominant contributions come from the states with large

charges Q1 ~ v/ N > 1. In this regime we can apply the Stirling approximation to the
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Figure 2.1: The logarithm of the density of states of the O(N) x O(2)? vector model,

shown for N = 100. For comparison, the large N result (2.25]) is shown with a dashed
line.

factorials in ([2.20)) to obtain

(2.23)

2 2
dmﬂ@+m2>av?NQ+@em)(—giiigi).

N

To obtain the density of states in the large N limit, we introduce the variables t+ =

Qi q+

T Ut = and r = % Then we have

00 00 t4 t_
p(x) ~ /t+dt+ /t_dt_e_tz—_ti / duy / du_d (z 415 — 2 +2u> —2u3) . (2.24)
0 0 -t —t_

This may be evaluated if we first perform the integrals over Ty = t%:

px) ~ / du, / du_ /dT+/dT_e_T_T+5 (m + T, —T_ 4 2u* — 21&) ~
oo IS w2 w2
+ —
o [awer Rl [ dud ] -
0 NC

_ 1 el 1
=e "R (—53052‘53’) + E\/ |$|G(1]; (

11
2°2

zyx\) , (2.25)
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Figure 2.2: The cactus diagrams, which are of order N, vanish due to the Majorana
nature of the variables. The “necklace” diagrams, are not equal to zero and give the
leading contributions in the large N limit, which are of order N°.

where the last term involves the Meijer G-function. The formula ([2.25)) is in good agree-
ment with the numerical results (see figure 2.1). Expanding p(z) near x = 0 we see

that

1
plr) ~1+ 1 (2 log % + 27y — 1) r? (2.26)

which exhibits a singularity at = 0: p”(0) diverges, signaling a breakdown of the
Gaussian approximation of the density of states. We also note that, for = > 1, p(z) ~
||z,

We can present an argument for why the density of states is not Gaussian near the

origin. The high temperature expansion of the free energy is:
tre ™ = F =" (=1)"" B treon [H"] . (2.27)
n=1

The quantity on the right-hand side of may be computed with the use of Feynman
diagrams. For vector models, the “cactus” or “snail” diagrams, shown in figure [2.2]
typically dominate in the large N limit [14], 15]. However, in our problem they vanish
due to the Majorana nature of the variables. Therefore, for any connected part, the trace
begins with the subleading term

1
7 teon [H"] = N°Cy + N~'Cy + ... (2.28)
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It is easy to see that C comes from the necklace diagrams in figure 2.2 which give

o =3 OV (D) 229

where the factor of % comes from the symmetries of the necklace diagrams. These necklace
diagrams may be interpreted as trajectories of a particle propagating in one dimension.
Introducing the ‘t-Hooft coupling A = g/N and taking the large N limit while keeping A

finite, we calculate the free energy,

F = > (52)’f (14 (2—1)k) — —% (log(1+ BA) +log(l — BA)) = _% log [1— (BA)?].

(2.30)

The inverse Laplace transformation with respect to /3 yields the density of states log p(E) ~
a— % From this one can derive that the distribution must have a Laplace-like form,
and this agrees with the numerical results.

Let us review the physical effects of the approximately exponential behavior of p. In

the canonical ensemble, the partition function as a function of inverse temperature [ is
Z = / dEp(E)e PP (2.31)
0

where we define E = E — E, to be the energy above the ground state. If p(E) ~ eE/TH,
then Z diverges for § < By, where Sy = 1/T}y; this is the well-known Hagedorn behavior.
For our vector model, the Hagedorn temperature is Ty = A. However, the divergence
is cut off by the fact that p(F) grows approimately exponentially only from some initial
value Ey up to some critical value E,, as shown in figure . The contribution to Z from
this region of energies is

e~ (B—Bm)Eo0 _ o—(B—Bm)E.
ZHagedorn ~ 5 5
- MPH

(2.32)

The presence of the denominator produces a logarithmic term in the free energy, but
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Figure 2.3: The plot of specific heat C for the O(N) x O(2)? model, as a function of
temperature T'/\, for N = 50,100, 150. The specific heat has a pronounced peak which
gets closer to T/\ =1 as N grows.

it is cut off by the numerator before it diverges. It follows that the specific heat C' =
—Td?F/0T? may be approximated by

1 SE? . .
C = +

(e T Caren))

where §F goes to infinity in the large N limit and the second term vanishes. Thus, for
large enough N, there should be a clear peak in the specific heat. This simple analytic
argument for the existence of a peak is supported by the numerical plots of specific heat
shown in figure [2.3] For any finite N, the height of the peak in C' is finite, so that it is
possible to heat the system up to any temperature. However, in the formal large N limit,
the specific heat blows up as (T — Tx) 2 so the Hagedorn temperature is the limiting

temperature. This shows that the finite N effects smooth out the Hagedorn transition.

2.3 The O(N) x SO(4) model

In this section we study the simpler vector model where we retain only the first term
in the Hamiltonian (2.14). The symmetry is then enhanced to O(NN) x SO(4) symmetry.
Since SO(4) ~ SU(2) x SU(2), we can think of one of the SU(2) groups as corresponding
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to the spin of the fermions. From the previous section we know that the spectrum of
the model may be expressed in terms of the two SU(2) spins, Q)+ /2, where ()1 are non-
negative integers whose sum is constrained to take values NN — 2, N — 4,.... The

energies and their degeneracies are:

E(Q+,Q-) = 9[Q+(Q+ +2) —Q-(Q-+2)] = 9(Q4 — Q)(Q+ + Q- +2) ,

deg(Q4,Q-) = <N*Q;7Q_) ((S:Qﬂ: 1@)25?) —i(_]i);]flgv;;)'(NJrQHQ +4>, .

(2.34)

The ground state corresponds to Q4+ = 0,Q_ = N; it has energy Fy = —A(N + 2) and
degeneracy N + 1. For the series of states Q4 = m, ) = N — m, where m are positive
integers much smaller than N, we find the excitation energies F,, — Ey ~ 2mA\. These
states are equally spaced in the large NV limit, and their degeneracies behave for large N

as . Thus, the density of states p(E) near the lower edge grows as ~ ~ N5, This

(m+1

edge behavior does not have a smooth large N limit; it is very different from the random
matrix behavior ~ v/E — E which is observed in the SYK model.

Just like for the O(N) x O(2)? model, we find that the large N limit of the O(N) x
SO(4) model has a nearly linear behavior of the logarithm of density of states for a certain
range of E/)\ (see figure . Let us study this function more precisely near the middle
of the distribution, following the procedure used in the previous section. We include the
contributions of representations where Q1 ~ /N, and introduce variables 4 = Q4 / V'N.
The energy is then given by £ = A (x T ) Using the Stirling approximation for the

factorials in ([2.34]), we find that the density of states is

/ dx+/ dv_asx’e” (@i+22) g (E=X(a5 —22)) . (2.35)

This integral can be evaluated in closed form:

p(E) =22V 5'2 K (|£A|> : (2.36)

where K is the modified Bessel function, and the normalization is such that p integrates
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log(p) log(p)
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Figure 2.4: The logarithm of the density of states for the O(200) x SO(4) (on the left)
and O(300) x SO(4) (on the right) models with Hamiltonian (2.2)). For comparison, the
large N result (2.36) is shown with a dashed line.

to the total number of states, 22V. Plotting (2.36)), we see that in the range where
N=Y|E|/A(N, it is close to the numerical results in figure 2.4 The expansion of (2.36)

near the origin,

1 1 E
p= 22NE (1 + Z(Zlog % + 27 — 1)2* + O(log ]x\x4)) , T= (2.37)
shows that p”(0) diverges. The reasons for this unusual behavior in the large N limit

were discussed in the previous section. We also note that p ~ |z|/2e71*l for |z| > 1.

The approximation (2.36]) can be used to get the large N limit of the free energy:

F(T) = —Tlog Z(T) — ;Tlog (;—Z _ 1) | (2.38)

up to an additive term linear in 7. The specific heat diverges at the Hagedorn temperature

TH = )\7
_T82F B 32 (T2 + )\2)
or? (T2 — >\2)2

C(T) = (2.39)

Note that this is of order N for T' < Ty, as usual for the Hagedorn transition. For a
finite IV, the divergence is cut off, but the peak is prominent; see figure [2.5]
We can write the Hamiltonian (2.2)) in terms of complex fermions by introducing the

following operators:

1 1

Cal = % (¢a1 + iwcﬂ) 5 Cq1 = E (wal - i,’vbcﬂ) 5
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Figure 2.5: The plot of specific heat C' for the O(N) x SO(4) model, as a function of
temperature 7'/\, for N = 50, 100, 150. The peak in specific heat gets closer to T'/\ =1
as N increases.

Ca2 = % (Va3 + i1haa) Ca2 = % (Va3 — 11a4) (2.40)

We may think of @ = 1,... N as a 1-dimensional lattice index, so that there are two

complex fermions at each lattice site. The lattice Hamiltonian is then non-local{f

—

2
gN _gN* - L
HO(N)XSO(4) = _T - T + 9Ca1Ca2Ch1Ch2 + g (Z Ja) ) Jo = Caa0apCaf -

(2.41)

It is then not surprising that this model exhibits a phase transition in the large N limit:
it corresponds to the limit where the lattice becomes infinitely long.
For the Hilbert space of the model containing fermions );;, the quadratic Casimirs of

the SO(N) and SO(4) symmetry groups satisfy the constraint [62],
1
C7OMN L oW — SV (N +2). (2.42)

In later sections we will be interested in the SO(NV) invariant states, and (2.42)) implies

that these states must have 05 °W — N (% + 1). The corresponding representations of

6This Hamiltonian should be contrasted with the local fermionic O(N) chains, where there are N
fermions at each lattice site.
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SU(2) x SU(2) have spins j, =0,j_ = N/2 or j; = N/2,j_ = 0. The first set of N + 1
states has the lowest energy, while the second set of N + 1 states has the highest energy.
In total there are 2N + 2 states which are SO(N) invariant.

We may also work in terms of complex fermions c,;, (2.40)), which are naturally acted
on by SU(N) x SU(2) x U(1). The SU(N) acts on the first index, SU(2) on the second,
and U(1) by overall phase rotation. On the Hilbert space constructed this way, the

quadratic Casimirs satisfy the constraint [62]

N +2

CéqU(N) i CQSU(2) =~ (N? - Q?), (2.43)

where @ is the U(1) charge. This implies that the SU(N) invariant states with @) = 0
must be in the spin N/2 representation of SU(2). Therefore, there are N + 1 such states.
There are also two SU(N) x SU(2) invariant states, which have ¢ = £N. Thus, the
total number of SU(N) invariant states is N + 3.

We can generalize such a model to the case of O(N) x SO(2M) with the Hamiltonian

M9
H = ZMMEjlmszwalh %m e 'wanQNI—lwanQJVI' (2'44)

This may be expressed via the higher Casimirs operators of the SO(2M) group. For the
case of M =1 we would have a simple model O(N) x SO(2),

. . — N ¢al =+ Z.@DaZ
H =1g€;:040a0; = 20100q1Wa2 = 29 | CoCa — — |, €= ——7—. 2.45
9€ij¥aitha; JVa1¥a2 = 29 ( 5 ) NG (2.45)
The spectrum consists of half-integers running from E = —% + ¢ and the degeneracy
deg(E) = ﬁ corresponds to the representation of the fully antisymmetric tensors.

2.4 Fermionic matrix models

In this section we study the fermionic matrix models with O(N;) x O(N3) x O(2)

symmetry [62]. They contain 2N; Ny Majorana fermions that are coupled by the Hamil-
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tonian
H = gwabc¢ab’c’¢a’bc’¢a’b’c - gNlNQ (Nl - NZ + 2) . (246)

The direct numerical diagonalization of this Hamiltonian is hampered by the exponential
growth of the dimension of Hilbert space as 2™, For N; = N, = 6 it is ~ 7-10'°, while
for Ny = Ny = 8 it is ~ 2 - 10'® states. For the former we were able to carry out Lanczos

diagonalization giving the wave functions and energies of the lowest few states.
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Figure 2.6: The spectrum for Ny = Ny = 8 and N; = N, = 10 on the top and the bottom
row. One can see that the spectrum is Gaussian, but split into two branches. The fit is
quite close to the theoretical predictions.

Fortunately, the Hamiltonian (2.46)) may be expressed in terms of the U(1) charge @,
the Casimir operators of the SO(N;) symmetry groups, as well as of the SU(N;) group

which acts on the spectrum [62]:

2 1
H=-2g <4C§U(Nl) — ;0N L ofonE) 4 FQQ + (N2 — N1)Q — ZN1N2<N1 + Nz)) :
1
(2.47)

This analytical expression allows us to proceed to higher values of N;. In general, all the
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energy eigenvalues are integers in units of g, but finding their degeneracies requires some
calculations via the group representation theory.

For N; = Ny = N, we find that near F =~ 0 the density of states may be approximated
by the Gaussian:

log p(E) = N?lo oo L E 2 (2.48)

where A\ = gN is the ‘t-Hooft coupling, which is held fixed as N — oo. We find nice
agreement, which is shown for Ny = Ny = 8 and N; = Ny, = 10 in figure and for
Ny = Ny =9 in figure 2.7

To demonstrate the validity of this approximation, let us compute

tr [H"
W / P(E) tr[1] (2.49)
This may be computed via the path integral
tr [H"] r
r
tr [1] == /D¢ab H"™ exp —/dT ¢ab(7_) 87¢ab(7> . (250)

0

Therefore we can use standard Feynman techniques with the propagator (Yuptay) =
%(5aa/(5bb/ and H as an interaction vertex. Since H has the form of a single-trace operator
in the large N limit, this product is dominated by the planar diagrams and moreover by

the disconnected parts. From this point of view one can see that

tr[H*"]  (2n)! , ,  tr[H?
w[l] 2l OB Where o= omyr = A H (2:51)

Then one can invert (2.49) and get that p(E) is the Gaussian distribution

o(E) \/Q;_O%exp (—%) (2.52)

The second moment, %, is easy to compute using the diagrammatic technique: o% =
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g2 (N* — N3) ~ (AN)?. To get the higher order corrections to the distribution function,
we can continue calculating the energy moments, or we can instead simply compute the
free energy and perform the inverse Laplace transformation to get the energy distribution.

To be more precise, the free energy is defined as
F(B) = —logtre " = —log/dEp(E) e PE. (2.53)

This gives us a formula to compute F'(/3) as a sum of the connected diagrams with H as

an interaction vertex

F(B) =) _Btr(H")y, = B2tr (H?), + B tr (H") 0 + .- (2.54)
n=1

Continuing this function to imaginary temperatures § — i, we can use the inverse
Fourier transform
p<E) — /;l_ﬁei/BEe_F(i/B) o Z_ﬁeiﬁEe_ﬂQtr<H2>con_’84tr(H4)con+m. (255)
s 7T

This integral can be calculated with the use of general diagrammatic technique, where

iE is the source for the energy, tr(H?)qo, is the propagator, and tr (H*)__ and the higher

con

correlators are the vertices. By using these procedures we can compute the connected

contribution. It is easy to compute the leading contributions to the connected trace of

H4

(trHY) = (tr HY) =3 (tr H?)? =8¢'N° . (2.56)

After that we can restore
] E) = N?1 2—12— L E = gN? 2.57
ogp(FE) = og 2%~ oNz® +..., =gN-°z . (2.57)

Comparing this expression with the numerical data we find a nice agreement between

these two formulas.
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Figure 2.7: The spectrum for Ny = N, = 9. As one can see it has the same features as
for Ny = Ny = 8 and N; = Ny = 10, but there is no separation between the even and
the odd energy sectors. It could indicate that this difference has a purely group theoretic
explanation.
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Figure 2.8: The specific heat as a function of temperature for the O(N)? x O(2) matrix
model with N = 10. The low-temperature peak is due to the discreteness of the spectrum.
At higher T, the specific heat falls off polynomially with the power a = €S — _1 98,

dlogT
close to that predicted by the analytic result (2.60)).
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Let us note the splitting between the even and the odd energies, which is seen in figure

but absent in figure These two sets of energies are distinguished by the value of
Pe = (—1)2(66,7%,) (2.58)

The trace of this operator counts the difference between the number of these branches.
The trace of this operator over the whole space can be computed via the representation
theory and is equal to tr Po = 9INZ-N+1

We can study the thermodynamic properties of the matrix model in a similar fashion

as in the case of the vector models. The behavior of the system would be analogous to a

system of the spins in an external magnetic field. The partition function is

7 2 2 \2 )\2N2
Z(T) = / dEe™T e 33N ~ ¢ 572 , F=-TlogZ(T) = o (2.59)
and the heat capacity C' is
PF  N2N?
C=-T—=—. 2.60
o1? T2 (2.60)

This behavior is nicely captured by the numerical results shown in figure 2.8 Note that
the peak near Theax ~ g ~ % is due to the discreteness of the spectrum; it may be seen
if we consider the contributions coming only from the ground state and the first excited

state.

2.5 Decomposing the Hilbert Space

In this section we will review the structure of the Hilbert space of the O(N;) x
O(N2) x O(2) symmetric Majorana models. We will study the irreducible representation
of this algebra, which is spanned by 2 x N; x N, Majorana fermions .. subject to

the anticommutation relations (2.46]). To simplify the structure we introduce the Dirac
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fermions by combining two Majorana fermions,

Cab = % <¢ab1 + iwalﬂ) s Cap = % (¢ab1 - i¢ab2) 5

{Caba Ea’b’} - §aa’5bb’7 {Caln ca’b’} = {Eabu Ea’b’} =0. (261)

These relations respect the larger symmetry group U(Ny), X U(Nz),, and could be con-
sidered as symmetries of the Hilbert space, in contrast to the Hamiltonian ([2.46|) which
does not respect these symmetries. We can now try to decompose the Hilbert space in
terms of the representations of these unitary groups using the character theory [71]. We
notice that the generator of the U(N;y), and U(N,), groups could be rewritten in the

following form

1
2

_ 1 _
;}z’ [Cab, Ca/b] ) <]’]5 - _T£’ [Cab7 Cab’] ) (262)

JA
T 2

where Tﬁl’/B are hermitian matrices and can be considered as elements of the u(N;) algebra.
Then the operators Jf‘ B are the corresponding representations of these elements of the
u(lV;) algebra. Hence, a general element of the U,(/N7) x U,(Ny) group, acting on the

Hilbert space, is
g=e"", pylg) = exTamlacanl, (2.63)

Therefore we can compute the trace of this operator in the Hilbert space, and it is equal

to the following:
xn(THTP) =t (e%T;z/ [Ca-Carsl+5T) [aab,cab,]> . (2.64)

We can study this trace rigorously and expand this exponent to compute the trace order
by order. Since the T4® are hermitian matrices, we can diagonalize the matrix by some

unitary transformation of the Hilbert space. Therefore, we can just consider the case
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where the matrices T4 are diagonal
Th = 2abawrs Thy = YO (2.65)
This gives the following formula for the character
X (a, ys) = tr (egza,b<xa+yb>[aabvcad> _ (2.66)

Since each of the N1 Ny pairs cap, Cap and [Cap, cap) acts diagonally on the Hilbert space,

the trace for each of the ab effectively decouples from the rest making the computation

straightforward,
N1,N2 _ —
XH ({L‘O“ yb) = H (6*%($a+yb) +e % Ia+yb)> H 2 cos |: a yb:| . (267)
a,b=1 a,b=1

One can see that this integral has the correct normalization, because if , = y, = 0 we
restore the dimension of the space and yy = 2V as it should be. We can decompose
this product in terms of the Schur polynomials, which are the characters of the irreducible
representations of U(N;). Fortunately, this problem is easily solved with the use of the

dual Cauchy identity [72]

Ny,N2

H (e,%’(%wb) + 6%(1a+yb)> — Z Sx (eixa) Syr (eiyb) 7 (2.68)
ab=1 AC(N?)

where the X is the Young Tableaux and AT is the transpose. Therefore the Hilbert space
has a very simple decomposition in terms of the U(N;) groups. To each Young tableaux
A C (N®) with no more than N; columns and N, rows we assign only one U,(Ny)
representation; this state is an irreducible representation for the second unitary group
described by the transposed Young Tableaux A™: H =~ vV A @ [AT].

Our original problem came from the study of the Hamiltonians and the anticommu-
tation relations respecting the O(N;) group, instead of the unitary group U(N;). Since

O(N;) C U(N;) we can simply decompose each of the representations [A] of the U(N;) into
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irreducible representations of O(XV;). This problem was successfully solved by Littlewood

in 1947 [73] and he obtained the following result [74],

Moo = Y. & ulilow (2.69)

1,0<=\,0€A

where [Ny (v,) and [p]on,) are representations of the U(N;) and O(NNV;) groups described by
Young Tableaux A, and As is the set of all Young Tableaux with an even number of rows,
and cg\# is a Littlewood-Richardson coefficient. While this rule gives a nice procedure
for the decomposition of the Hilbert space in terms of the irreducible representations of
O(N;), it complicates the analytical understanding of the structure of the Hilbert space.

It is interesting to notice that if, instead of complex fermions ¢, we considered Majo-

rana fermions ,,, we can compute the partition function to get the following character,

Xulway) = [ (¢ + e e ). (2.70)

We can deduce this structure heuristically. Note that, because of the Fermi-nature
of each state A of the O(2n) representation, we must include the correspondence A C
((N1/2)?2/2)). One can compute the dimension of all of these representations and find
that it is equal to the full Hilbert space. This gives a new dual Cauchy identity for

orthogonal Schur polynomials,

Z ox(T)o((n, jayvar2 pay (YY) = H (zi+ ;" 4y + yfl) : (2.71)

It is easy to show that this is true just from the definition of the orthogonal characters.
First of all, we notice that the charater of O(2n) in the even case has the following form

[71, [75],

det( Aj+n— ]+x'*()\j+nfj)>

ox(z) = M _

Qo det<”3+gg(””>

(2.72)
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Then we notice that if we denote the length of rows in the diagram ((N;/2)2/2)/)\) as
{4, the numbers p; +m —1, \; +n — j comprise a permutation o € S,, of the numbers I,, =
{0,1,...,n+m — 1}. Therefore, we just need to sum up all over possible permutations

of the set I,,. This gives us

Z OA(:E)O((Nlm)(Nz/?)/)\)/ (y) = 5 ; (2.73)

a
AC(n™) 0

where o(A\) = ¢ ({0,...,n—1}) o(A) = ¢ ({n,...,n +m — 1}). This could be rewritten

using the Laplace rule for calculating determinants. We find that,

Z aa)x('r)aj\(y) =A (:El + 1‘1_1,.%2 + x2_17 s YL — yl_lv sy T Yn — yrjl) =
O'ESTL
B n,m B B
= ag(z)ao(y) H (xz tr, +yty; ) . (2.74)
i=1,5=1

The relation (2.71)) directly follows. This concludes the proof of the structure of the
O(2n) x O(2m) model. We can present a direct computation to show that this relation

works for the O(4) x O(2) model. The content of the Hilbert space is

H:'®E+D®D+H®- (2.75)

The characters of this representations are

0(2)X = 17 Xl:‘:l‘l—f—xl_l, Xm:l’%"’l‘fz
OM4):x.=1, XD:y1+yf1+yz+y51, XH=2+y1yz+y1y21+y11y2+y11y21-

(2.76)

Substituting these into the character of the Hilbert space we get

1 1 1 1
xXe=\|\n1+—+upn+—)|(z1+—+y2+—|. (2.77)
1 Y1 21 Y2
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As one can see, the representation of the one-dimensional fermions gives a very power-
ful tool for proving famous combinatorial equalities. It would be interesting to expand
these ideas for other groups, say Sp(/N), and to generalize it for the case of MacDonald

polynomials [72].
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3 RG Flow and ¢ expansions

3.1 Prismatic Model
3.1.1 Introduction

In recent literature, there has been considerable interest in models where the degrees
of freedom transform as tensors of rank 3 or higher. Such models with appropriately
chosen interactions admit new kinds of large /N limits, which are not of 't Hooft type and
are dominated by the so-called melonic Feynman diagrams [20], 54, 22] 23], [19]. Much of
the recent activity (for a review see [14]) has been on the quantum mechanical models of
fermionic tensors [23, 19], which have large N limits similar to that in the Sachdev-Ye-
Kitaev (SYK) model [37, 25, [39, 24, [76], [77, 140, [7§].

It is also of interest to explore similar quantum theories of bosonic tensors [19] 26, [79].

In [19, 26] an O(N)? invariant theory of the scalar fields ¢ was studied:

Lo abey2 , 9
S4 = /ddx (§<a,u¢ b )2 + aOtetra) )

Oretra = ¢a1b101 ¢a1b202 ¢a2b102 ¢a2b261 ) (3‘1)

This QFT is super-renormalizable in d < 4 and is formally solvable using the Schwinger-
Dyson equations in the large N limit where gN3/? is held fixed. However, this model has
some instabilities. One problem is that the “tetrahedral” operator Oieia is not positive
definite. Even if we ignore this and consider the large N limit formally, we find that in
d < 4 the O(N)? invariant operator ¢**“¢** has a complex dimension of the form +ic(d)
[26] [] From the dual AdS point of view, such a complex dimension corresponds to a scalar
field whose m? is below the Breitenlohner-Freedman stability bound [84,[85]. The origin of
the complex dimensions was elucidated using perturbation theory in 4 —e dimensions: the
fixed point was found to be at complex values of the couplings for the additional O(N)3
invariant operators required by the renormalizability [26]. In [26] a O(N)® symmetric

theory for tensor ¢ and sextic interactions was also considered. It was found that

"Such complex dimensions appear in various other large N theories; see, for example, [80, 81} [82] [83].
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Pbedegabede iy real in the narrow range dei < d < 3, where

the dimension of operator
derit &~ 2.97. However, the scalar potential of this theory is again unstable, so the theory
may be defined only formally. In spite of these problems, some interesting formal results
on melonic scalar theories of this type were found recently [86].
AN (N 00 =
—
N N~/ =
g1

92 93 94 95 96 g7 98

Figure 3.1: Diagrammatic representation of the eight possible O(N)? invariant sextic
interaction terms.

In this paper, we continue the search for stable bosonic large N tensor models with
multiple O(N) symmetry groups. Specifically, we study the O(N)3 symmetric theory of

scalar fields ¢?¢ with a sixth-order interaction, whose Euclidean action is

Sﬁ — /ddI <é(aﬂ¢abc)2 + %¢a1b101¢a1b202¢a26102¢a3b301¢a3b203¢a2b303) . (32)

This QFT is super-renormalizable in d < 3. When the fields ¢®¢ are represented by
vertices and index contractions by edges, this interaction term looks like a prism (see
figure 11 in [19]); it is the leftmost diagram in figure Unlike with the tetrahedral
quartic interaction , the action is positive for g; > 0. In sections and
, we will show that there is a smooth large N limit where ¢; N3 is held fixed and
derive formulae for various operator dimensions in continuous d. We will call this large
N limit the “prismatic” limit: the leading Feynman diagrams are not the same as the
melonic diagrams, which appear in the O(N)? symmetric ¢° QFT for a tensor ¢ [26].
However, as we discuss in section the prismatic interaction may be reduced to a
tetrahedral one, , by introducing an auxiliary tensor field x*.

The theory may be viewed as a tensor counterpart of the bosonic theory with
random couplings, which was introduced in section 6.2 of [79]. Since both theories are
dominated by the same class of diagrams in the large N limit, they have the same

Schwinger-Dyson equations for the 2-point and 4-point functions. We will confirm the
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conclusion of [79] that the d = 2 theory does not have a stable IR limit; this is due to
the appearance of a complex scaling dimension. However, we find that in the ranges
281 < d < 3 and d < 1.68, the large N prismatic theory does not have any complex
dimensions for the bilinear operators. In section |3.1.5[ we use renormalized perturbation
theory to develop the 3 — € expansion of the prismatic QFT. We have to include all
eight operators invariant under the O(N)? symmetry and the S3 symmetry permuting
the O(N) groups; they are shown in figure and written down in . For N > N,
where Nt &~ 53.65, we find a prismatic RG fixed point where all eight coupling constants
are real. At this fixed point, € expansions of various operator dimensions agree in the
large N limit with those obtained using the Schwinger-Dyson equations. Futhermore, the
3 — € expansion provides us with a method to calculate the 1/N corrections to operator
dimensions, as shown in , . At N = N the prismatic fixed point merges
with another fixed point, and for N < N both become complex.

In section we discuss the d = 1 version of the model . Our large N solution
gives a slightly negative scaling dimension, Ay, ~ —0.09, while the spectrum of bilinear

operators is free of complex scaling dimensions.

3.1.2 Large N Limit

To study the large N limit of this theory, we will find it helpful to introduce an

auxiliary field ¢ so tha

1 1
S = /dd[E (§(au¢abc)2 + %¢a1b161¢a1b202¢a2b162xa2b201 . §Xabcxabc> ] (33)

where g ~ |/g,. Integrating out ¢ gives rise to the action 1' The advantage of
keeping x ¢ explicitly is that the theory is then a theory with O(N)? symmetry dominated
by the tetrahedral interactions, except it now involves two rank-3 fields; this shows that
it has a smooth large N limit. Thus, a prismatic large N limit for the theory with one

3-tensor ¢ may be viewed as a tetrahedral limit for two 3-tensors.

8If we added fermions to make the tensor model supersymmetric [19, [79, 87, 88] then x?*¢ would be
interpreted as the highest component of the superfield ®¢¢.
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Let us define the following propagators:

(6(p)o(q)) = 2m)¥6%(p+ q)G(p), (x(p)x(@)) = 2m)*6%(p+q)F(p).  (3.4)

In the free theory G(p) = Go(p) = #, and F(p) = Fy = 1. In the strong coupling limit
the self-energies of the fields are given by the inverse propagators: G(p)™' = X4 and
F(p)~' = X,. The Schwinger-Dyson equations for the exact two-point functions can be
written as:

dlqd?k

@ ¢ — 4= HE@CERFE),
dlqd?k

(2)2d

F(p) = Fy+¢*N°F, /

Gp) = Golp) +36°N*Gol(p) / Gy —q— WF@CKCD),  (35)

and represented in figure 3.2

Figure 3.2: Diagramatic representation of the Schwinger-Dyson equations. Solid lines
denote ¢ propagators, and dashed lines denote y propagators.

Multiplying the first equation by F; ! on the left and F(p)~! on the right, and likewise

for the second equation we obtain:

-1 _ -1 2 ddqddk
Fo) = R - [ GRG0 -0 - GG,
d . Jd
6wt = Gul) ! -3¢ [ GG —a-WFWG®.  (30)

where \2 = N3g% ~ N3g;. We have to take the large N limit keeping A\? fixed. In the IR
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limit, let us assume

G(p) = 4 F(p) = .

= I%’
a is related to the scaling dimension of ¢, A, via a = d/2 — A,.
For what range of a and b can we drop the free terms in the gap equations above?

In the strong coupling limit we require b < 0 and a < 1. Since b = —3a + d, we have

d/3 < a < 1. In terms of Ay, we then find

30+ A, =d, d/2—1<A,<d/6. (3.7)

Notice that, if we had the usual kinetic term for the x field, the allowed range for A,
would be larger. Therefore, our solution may also apply to a model with two dynamical
scalar fields interacting via the particular interaction given above.

The gap equation is finally:

o)t = =¥ [ GG —a - KG@6®m),
G = o [ TG —a - PG, 39

Dimensional analysis of the strong coupling fixed point actually does not fix a: we get
b = —3a + d from the first equation and a = —2a — b + d from the second equation.
Let us try to solve the above equations, in the hope that numerical factors arising from
the Feynman integrals may determine a. The overall constant A is not determined from
this procedure, but note that [A] = 3 — d, and therefore A ~ )\%. This procedure is
analogous to solving an eigenvalue equation, and perhaps it is not surprising that we have
to do this, since a solution for a also determines the anomalous dimension of a composite
operator ¢*. We then find

—1 (2m)%d

F(p) = —
9 A3X2 Ly(a,a)Lq(2a — d/2,a) p?’

(3.9)
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where

d/2 — a)[(d/2 — b)D(a + b — d/2)

I'(
La(a,b) = 7? : 1
ala,b) = ()T (B)T(d —a —0) (3.10)
The condition that must be satisfied by a is then:
Li(2a —d/2,d — 3a)
=1. A1
Lq4(2a —d/2;a) (3:11)
In position space, the IR two-point functions take the form
I'd/2—a) A
= 3.12
G(x) 72927 (q) (22)Be (3.12)
I'(d/2 —b) (27)% 1
F = . 3.13
(z) /2221 (b) A3N2L4(a, a)Lq(2a — d/2, a) (x2)1—34s (3.13)
In terms of Ay, (3.11)) may be written as
1T(4 = 3A,)T (=% + 3A,)T(Ap)D(d — A

T BD(F - A)N(—5 + AgT(BAI (A~ 34,)

It can be verified numerically that that solutions to (3.14]) within the allowed range
(3.7) do exist in d < 3. For example, for d = 2.9 we have the solution shown in Figure
B3

Ay~ 0456, A, ~1531. (3.15)

For d = 2.99, we find A, = 0.495, and d = 2.999, Ay = 0.4995, consistent with the 3 — ¢
expansion (3.36)). For d = 2, (3.11]) simplifies to

33045 —1)2 = (Ay — 1) (3.16)

The solution Ay = 1—13 (4 — \/§) lies within the allowed range |) while the one with
the other branch of the square root is outside it.
For d < 2 we find multiple solutions within the allowed range (3.7)), as shown for d = 1

in figure . One of the solutions gives Ay = 0; this produces singularities in the large
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£(2.9, Ag)

‘ ‘ ‘ ‘ ‘ ‘ A
0.455 0.460 0.465 0.470 0.475 0.480 ¢

Figure 3.3: Solving (i3.14]) for d = 2.9.

N dimensions of scalar bilinears, and we will not use it. The other solution,

Ay~ —0.09055, A, ~1.2717 (3.17)

appears to be acceptable. Although A, > % it still violates the unitraity bound, since
A, is negative. We note that there is also a positive solution A, ~ 0.225, which lies

outside of the allowed range (although it would be allowed if the x field was dynamical).

f('l, A¢)
3,
2,
Pap
‘ s A
-0.5 -04 -0.1 0.1 ¢
1t
-2+t

Figure 3.4: Solving (3.14)) for d = 1.

There is an interesting transition in behavior which happens at d = d. where there is
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a double root at A, = 0. The critical dimension d. is the solution of

2+ demeot(dem/2) + de(y +9(de)) =0 . (3.18)

Its numerical value is d. = 1.35287. For d slightly above d. one of the solutions for A, is
zero, while the other is positive; we have to pick the positive one. However, for d slightly
below d. one of the solutions for A, is zero, while the other is negative. Special care may

be needed for continuation to d < d.; in particular, for studying the d = 1 case.

3.1.3 Bilinear Operators

There are three types of scalar bilinears one can consider, which are of the schematic
form: A = ¢(£-0)%(0?)"¢p, B = ¢(¢ - 9)*(0%)"x and C = x(£ - 9)*(9?)™y, where £ is an
auxiliary null vector introduced to encode the spin of the operators, ¢ - 0 = /0, and
0* = 0"0,. We note that there is mixing of operators of type A and C. It is easy to
convince oneself that there is no mixing with the B operators by drawing a few diagrams.

Let us consider a bilinear of type B, of spin s and scaling dimension A, for which

there is no mixing. The three-point functions take the form [89] O0]:

aoc aoc Qs
(¢ ’ (z1)x ’ (z2) Bs(23;€)) = ’U(B)<;c1,x2,x3) T T rFA, Ay T+A><3—A¢ AptA—7
L3y 32 L12 (3.19)
s T—A¢—AX

— Uﬁﬁ)(aﬁ, T2) = (T12 - )71y ;

where 7 = A — s is the twist of the bilinear, £ is the null polarization vector, ()3 is the
conformally invariant tensor structure defined in [89] 00] and we took the limit 3 — oo in
the second line. The eigenvalue equation, obtained using the integration kernel depicted

schematically in figure [3.5 is

Vs (21, 22) = 3)\2/ddydsz(x2,y)G(y, 2)2G(2, 21)vs (Y, 2) (3.20)
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Figure 3.5: The integration kernel for type B bilinears.

When s = 0, we have:

1
|22 — y[PAx]y — 2[PReH TRz — 2B

|71 — | TReTXTA = 312133)\2/ddyddz (3.21)

which translates into

,L(34,)sin (37(d = 6A4)) T (3 — Ay) T (=2 +3A, + 1) T (5 — Ay) T (3(d — A —2A,))
(AT (54 Ag) T (52 + Ay)
= 1. (3.22)

9P (d, A)

d®2.9,a)

Zia

Figure 3.6: The spectrum of type B bilinears in d = 2.9. The red lines correspond to
asympotes at 2n + Ay + A, = 2n + 1.98747.

We can solve equation ([3.22)) numerically to find the allowed scaling dimensions for

type B operators in various dimensions. In d = 2.9 the type B scaling dimensions are

Ap = 2.30120; 4.00173; 5.99214; 7.98983; 9.98891; ..., (3.23)

as shown in figure [3.6 In the pure ¢ language, the first one can be identified with the
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tetrahedral operator. The type B scaling approach the asymptotic formula

Ap = 2n+ Ay + A, =2n + 1.98747 . (3.24)

For example, for n = 54 we numerically find A = 109.98749, which is very close to (3.24)).

For spin s > 0 the eigenvalue equation is:

VS [ e [FAG—AEA g 352 d,, id ((y—2)-&)°

(&l = R D e e e
(3.25)

Note that the spectrum of type B bilinears does not contain the stress tensor, which is

of type A/C.

Processing the equation we have the following condition for the allowed twists of

higher spin bilinears:

g P(d, T, s) =

T8 sin (3r(d — 6A)) T (4~ A, T (~4 + 88, + )T (3(d— 28, ~ 7)) T (s~ Ay + )

(AT ($+ 285 — 5T (s +As+3)
—1.

Using this equation one can find the allowed twists of spin-s type B bilinears. For
example, the spectrum when s = 2 and d = 2.9 is found from figure to be 7 =
2.08, 3.99, 5.99, 7.99, ..., which approach A, + A, + 2n = 1.99 + 2n from above.

We find that the spectrum of type B bilinear appears to be real for all d < 3. However,
there are ranges of d where the spectrum of type A/C operators do contain complex
eigenvalues, as we discuss in the next section.

Let us now study the spectrum of bilinear operators of type A and C. As mentioned
earlier, by drawing a few diagrams (see figure one can see that these operators mix,
in the sense that the two-point function (A;Cs) # 0. Let 7 = A — s be the twist of

mixture of A and C' operators, which we denote as A,. From the three-point functions

o7

(3.26)



d®e9, 1,2

-

Figure 3.7: Solving equation (3.26) in d = 2.9 for the allowed twists of spin-2 type B
bilinears.

o0 0

Figure 3.8: The integration kernels K44, Kca and K z¢ respectively for mixtures of type
A and C bilinears.

(9 (1) 9" (w2) As(23; €)) and (x*"(21)x**(22) As(23;€)), we define

W (z,y) = e~y & D (2,y) = e~y & (3.27)

(=g 7 (o —yPA

We now define the following kernels, depicted schematically in figure 3.8}

Kaa™W] = 3/ddfvddyG(fc1,I)G(w27y)G(fv,y)F(w,y)vﬁﬁ)(x,y) (3.28)
KcalpW] = 3 / d*wd®yF (zy, ) F(22,9)G (2, y)*{? (2, y) (3.29)
Kacl'9] = 3/ddﬂ?ddyG(iCbfl’)G(ﬂﬁzay)G(ﬂ?ay)ng,Cr)(%y) (3.30)

Note the factor of 3, which appears from a careful counting of the Wick contractions.

The integration kernel gives rise to the following matrix

2K 4a[o W] /oW Ko@) foW ) 2K, K, (3.31)

KCA[’U(A)]/U(C) 0 K2 0
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The condition for it to have eigenvalue 1, which determines the allowed values of 7, is
W(d,7,s) =2K, + KsK5 =1 . (3.32)

Luckily, this condition is independent of the constant A, as one can see from the following

expressions,
_ 3(d = 6A,)T'(3Ay) sin (Ar(d — 6A4)) T(d — 3A,)T (£ = Ay)°T (Ay = )T (=4 + 5+ Ay + )
' 270 (A (d Ay — )T (3(d+2s — 24, +7)) ’
3w (30 )T (g — I'(d—38;—F)T (3(d+ 25 — 64, + 7))
2 AT (A)'T (5 — 3A¢) (38 = )T (=5 +s+300 +5) |

BAT N8R0~ (AL)T (A — )T (=4 + s+ Ay + I)
Ky="—1 . DT L (333)
T(§=8) T (d=As = 5)T (5(d+25 =245 +7))

Thus, the equation we need to solve is:

D(A)T (2= 3A0)°T (305 — )T (38, — 3)T (d— Ay — §)
3U(3A,)L (4 — A¢,) F(Ap—Z)T (=44 s+ Ay +2)T (3(d+25s— 204+ 7))

= 30(3A,)T (3A¢ — g) r (d —3A4 — Z) [ (3(d+2s—6As+ 7)) B

2/ T(—44s+30s+7)
d T
—or <§ - 3A¢> D(d — 3A,4)T <3A¢ - 5) . (3.34)

One can check that the stress-tensor, which has s = 2 and 7 = d — 2, appears in this
spectrum for any d.

The Schwinger-Dyson equations have a symmetry under A — d — A. In a given
CFT, only one of this pair of solutions corresponds to a primary operator dimension,
while the other one is its “shadow.” The s = 0 spectrum contains complex modes for
1.6799 < d < 2.8056. In d = 2.9 the graphical solution for the scaling dimensions in the

type A/C sector is shown in figure The lowest few are

A =1.064, 1.836, 2.9, 3.114, 4.912, 5.063, 6.913, 7.063, ... (3.35)

The eigenvalue at A = 2.9 is exact, and in general A = d is an eigenvalue for any d. The
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d®™2.9,A,0)

1UL

L |

Figure 3.9: The spectrum of type A/C scalar bilinears in d = 2.9. The green lines
correspond to the 2A, 4 2n asymptotics and the red ones to 2A4 + 2n asymptotics. We
see that the solutions are real, and approach the expected values as n — oo.

dA2.75, A, 0)

N

Figure 3.10: The spectrum of type A/C scalar bilinears in d = 2.75. The green lines
correspond to the 2A, 4 2n asymptotics and the red ones to 2A4 + 2n asymptotics. We
see that two real solutions are no longer present; they are now complex.

solution 1.836 corresponds to the shadow of 1.064. As d is further lowered, the part of
the graph between 1 and 2 moves up so that the two solutions become closer. In d = d;,
where d.;, ~ 2.8056, the two solutions merge into a single one at d/2 (for discussions
of mergers of fixed points, see [91), 92, 03]). For d < dg;, the solutions become complex
g + ia(d) and the prismatic model becomes unstable. The plot for d = 2.75 is shown in
figure [3.10]

For d < 1.68, the spectrum of bilinears is again real. The plot for d = 1.68, where
A, ~ 0.0867, is shown in figure At this critical value of d there are two solutions
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g™ (1.68, A, 0)

NIV

Figure 3.11: The spectrum of type A/C scalar bilinears in d = 1.68. The green vertical
lines correspond to the 2A, + 2n asymptotics; the red ones to the 2A4 + 2n asymptotics.

at d/2; one is the shadow of the other.

3.1.4 Large N results in 3 — ¢ dimensions

Let us solve the Schwinger-Dyson equations in d = 3—¢. The results will be compared

with renormalized perturbation theory in the following section. The scaling dimension of

% is found to be

1 € 20€3 472 72 12692 5672
A - _ 2 “v -~ o 4 o Temes 5 6 ) ]
¢ =3 2+6 3 +(9 +3)6 +(7C(3) o 5 )e +0 (°) . (3.36)

This is within the allowed range (3.7) and is close to its upper boundary. The scaling

dimension of x¢ is

472 12692 2
Ay =d—3A, = 3L 3 a0t (% + 7r2) -3 (7g(3) 12092 50w ) +0 (%) .

2 2 27 9
(3.37)
Let us consider the s = 0 type A/C bilinears. For the first eigenvalue we find,
976¢3 30320  327?
Ag=1—¢c+32 — 36 + ( 5 + 37r >e4—|—(9(65) . (3.38)

It corresponds to the scaling dimension of operator ¢®¢¢?¢, as we will show in the next
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section. The next eigenvalue is the shadow dimension d — Ase.

The next solution of the S-D equation is A = d = 3 — € for all d. While this seems to
correspond to an exactly marginal operator, we believe that the corresponding operator
is redundant: it is a linear combination of ¢®°9?¢®¢ and y*®°y%°. Similar redundant
operators with h = 1 showed up in the Schwinger-Dyson analysis of multi-flavor models

[77, 61]. They decouple in correlation functions [77] and were shown to vanish by the

equations of motion [6I]. The next eigenvalue is

1532 6392 45272
Aprism = 3+ €+ 6€* — 84 + (T + 107r2> et + (18((3) ——3 - 37T ) €+0 () .

(3.39)

It should correspond to the sextic prism operator (3.2)), which is related by the equations

of motion to a linear combination of ¢®¢92¢2¢ and y ¢y,

The subsequent eigenvalues may be separated into two sets. One of them has the

form, for integer n > 0,

40€
A, :5+2n—6+2e2—T€+

N (2(472 + 372 n(2n + 7)(n(2n + 7) + 11) + 18072 + 28212) €*

O(n+1)(n+2)(2n+3)(2n +5) +O(€). (340)

For large n this approaches 4 + 2n + 2A4, as expected for an operator of the form

$¢(9?)* "gete. The other set of eigenvalues has the form, for integer n > 0,

9 18 6 3
— — 10 ) €3 Y (3.41
nt2 2m43 2m+5 ntrll )€+O(€) (3:41)

Al = 5+2n+6—662+4(

For large m this approaches 2 + 2n + 2A,, as expected for an operator of the form
x¢(9?)tHHnyabe, These simple asymptotic forms suggest that for large n the mixing
between operators ¢¢(9%)2T¢% and y¢(9?)1 T approaches zero.

We can also use to derive the 3 — € expansions of the dimensions of type B

operators,

OB,n — Xabc(aﬂau)nqbabc 4. 7 (342)
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where the additional terms are there to make them conformal primaries. For n = 0 we

find

2848 + 2472
Apo =2+ 6e — 68€2 + %63 +0 (64) . (3.43)

This scaling dimension corresponds to the operator ¢y, which in the original ¢

language is the tetrahedron operator Oyen. For the higher operators we get

Apyp=4+46 —44e' + O (") | (3.44)
7, 331 199547 7r?
A —f_— 24 3 M 4 5 y
B2 =~0 5e+306 (2250 +15)6 +O(6), (3.45)
12, 9139 7581556 4>
Aps=8— =+ "¢ — 140 (d) , ete 3.46
5,3 T (77175+7)€+ (), ete (3:46)

Using the equations of motion, we can write Op 1, up to a total derivative, as a sum of
the three 8-particle operators shown in the leftmost column of figure 9 in [61]. In general,

for n > 0,
Apn=2n+2-2 . e€+0() (3.47)
’ n(2n+1)
which agrees for large n with the expected asymptotic behavior
Apn = 2n+ 08, + Ay =2n+2-28+0 () . (3.48)

Let us also present the e expansions for the higher spin bilinear operators which are

mixtures of type A and C. The lowest eigenvalue of twist 7 = A — s for spin s is

8(s2 —4)¢
70 :1—e+—(482_i
4¢3 (27 (1— 4s%) H,_1 — 25 (805> + s(54log(4) — 508) + 45) — 244 + 27log(4)>
2 4
+ 2 +0 (E )
3(1— 4s?)
(3.49)

where H,, is the harmonic number and the last two terms (as well as all higher-order
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terms) vanish when s = 2 as expected. In the large s limit, this becomes:

15
To—=1—e+é (2 ~ 52 + 0(5_3)) + 0O () . (3.50)
s
Comparing with (3.65]), we see that
1

This is the expected large spin limit [94] 95, [96], [97] for an operator bilinear in ¢, indicating
that for large spin the mixing with y bilinears is suppressed.

The next two twists are

B 8s(s + 2)€?
et i) 13
4e3
T S ds(s £ 2) 1 3)° ( — 4(405(s + 4) + 157)s” + 6(s + 27) — 277(4s(s +2) + 3)
—27(4s(s +2) + 3) log(4) — 27(4s(s +2) + 3)w(s + ;)) +0 ("), (3.52)
and
36
T =3+€+ (m—6) 62
4e3

4s(2s(20 4 56 + 9log4) — 105 + 36log 4
+<48(8+2)+3)2(s( s(20s(s 4+ 4) + 56 + 9log4) + 36log4)

+ 187(4s(s +2) + 3) + 18(4s(s + 2) + 3)w(s + ;) — 297 + 54 log 4) +0 ('),

(3.53)

where 9 (x) is the digamma function. In the large s limit, these take the form,

T —=3—€+e <2—%+O(s‘3)) +0 (€)
X 5 (3.54)
:2A¢+2+O(§),
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and

9
Ty —3+e+ € (—6—1——2—1—0(33)) +0 (€%
| y (3.55)
In general, for large spin we find the two towers of twists labelled by an integer n
A , 4063 4
T=2n+1—€e+2———+0() =20, +2n+ ...
3 (3.56)

¢ =M +3+e—62+0() =24, +2n+ ...

again in agreement with the expected asymptotics and suppression of mixing at large
spin.
We can similarly derive explicit results for spinning operators in the type B sector

using (13.26)). For the lowest two twists, we find

6 2¢ (3(2s +1)? (H L 1og(4)) 8% — 84s% — T2 — 34)

S

nE2to gt (25 + 1) +0(€)
= (2-2¢+0()) + O(é) ,
fe? 26 (9(23 +3)H, 1+ 8057 + 125(8 + log(8)) + 54 1og(2)) )
n=dm o T 3(2s + 3)? +0()
= (4 —26% + 4%63 - O(e‘*)) + 0(1) :
’ (3.57)

and higher twists may be analyzed similarly. One can see that these results are also in

agreement with the expected large spin limit 7,, = Ay + A, + 2n for fixed n.

3.1.5 Renormalized perturbation theory

In this section we use the renormalized perturbation theory to carry out the 3 — e
expansion for finite N. We will find a fixed point with real couplings, whose large N limit
reproduces the results found using the 3 — € expansion of the Schwinger-Dyson solution
in the previous section. This is an excellent check of the Schwinger-Dyson approach to
the prismatic theory.

To carry out the beta function calculation at finite N we need to include all the O(N)?
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Figure 3.12: The two-loop contribution to the beta-function.

invariant sextic terms in the action (as usual in such calculations, we ignore the quartic
and quadratic operators which are relevant in d = 3). The 11 such single-sum terms are
shown diagrammatically in figure 5 of [61]. We will impose the additional constraint that
the action is invariant under the permutation group S3; which acts on the three O(N)
symmetry groups. This leaves us with 8 operators: 5 single-sum, 2 double-sum and 1
triple-sum. They are written down explicitly in and shown schematically in figure
B.1] The first one and the most essential one for achieving the solvable large N limit is
the “prism” term ; it is positive definite and symmetric under the interchanges of
the three O(N) groups.

Our action is a special case of a general multi-field ¢° tensor theory:
d 1 abc au Labe 1 K1 AK2 JK3 LK4 LK5 (K6
S = d"z éauqs 8 ¢ + 59H1H2H3K4I€5H6¢ ¢ ¢ ¢ gb ¢ . (358)

The beta-functions and anomalous dimensions for such a general sextic coupling were
calculated in [98, 99]; see also [100], 10T] for earlier results on the O(n) invariant sextic
theory. The diagram topology contributing to the leading two-loop beta function is shown
in figure [3.12

In our case each index ki, ks ..., ke has three sub indices r; = (a;b;¢;). The coupling

Gryronsransne contains 8 different types of interactions

1 2 8
gﬁlﬁ2ﬁ3"f4ﬁ5’§6 = ngl£12€2ligfi4H5H6 + 92T1£1l)€253n4ﬁ5ﬁ6 + e + gSTé1L2!€3H4H,5HG Y (359)

which can be graphically represented as in figure Each tensor structure T,.glf,lwsm,%,%

consists of a sum of product of § functions, which are symmetrized over the colors (abc)
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and over the indices k1, ..., Kg.
The two-loop beta functions and anomalous dimensions for general N are given in the

Appendix. Let us use the large N scaling

g1 =180 (S7PeL | gagr = 180 (8m)e 0T
G35 = 180-(8n)26%%§ . gs= 180-(8n)265§; , (3.60)

which is chosen in such a way that all beta functions retain non-vanishing quadratic terms

in the large N limit:

Bi==201+25, o= —20+45 (301 +235) . Pz =—23s+123; ,

~ 5 2 B B B o ~ B B 5 5
f1=—24s + 3 (2(3G1 + 33)° + 32 + 12G1G5) . B5 = —2G5 + 451 (651 + J5)
Bs = =26 + 441 (341 + Js + 23s),  Br = —237 + 637

.4 L . . - o .
Ps = —2gs + 3 (5 + 49733 + 35 + 63 + 2G5 + 6596 + 391 (J5 + 66)) - (3.61)

The unique non-trivial fixed point of these scaled beta functions is at

g:=—12, g; =6, g;=3, gs=284 (3.62)
For this fixed point, the eigenvalues of the matrix gg; are
A\ =622 —2 —2 —2 —2 —2. (3.63)

That there are unstable directions at the “prismatic” fixed point also follows from the
solution of the Schwinger-Dyson equationsﬂ Using (3.38) we see that the large N dimen-
sion of the triple-trace operator (¢®¢¢€)3 is 3(1 — €) + O(e?), which means that it is

relevant in d = 3 — € and is one of the operators corresponding to eigenvalue —2. On the

9At finite N, using the beta functions given in the Appendix, we are able to find and study additional
fixed points numerically. The analysis of behavior of the beta-functions shows that they are all saddle
points and, therefore, neither stable in the IR nor in the UV.
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other hand, the prism operator is irrelevant and corresponds to eigenvalue 2. Another
irrelevant operator is Oyetrad™0®¢; from (3.43)) it follows that its large N dimension is
3+ 5e + O(e?), so it corresponds to eigenvalue 6.

We have also calculated the 1/N corrections to the fixed point (3.62):

- 6 18
gl:l_ﬁ—i_m—i_“"
§§:—42+@+8592+...
N N? ’
y 1848
g3 =6+ e +...,
5*254_@_’_16392_’_
A N e ce
=124 0 B0,
° N = N2 ’
§*=6+§—1320+
p N vz T
. 174 7080
g7=3+W+ N2 +...,
§§:84+6ﬁ2+30]%2204+... (3.64)
For the scaling dimension of ¢, we find from (3.85)):
A¢—%+7¢—%—§+62(1—1—]\2—1-%—1-...)+O(€3). (3.65)

In the large N limit, (3.65)) is in agreement with the solution of the S-D equation ([3.36)).

For the scaling dimension of ¢®¢¢%¢, we find

12 75
Ap=d—2+ v, =1—¢+ 32 (1_N+W+'”>+O(€3)' (3.66)

In the large N limit this is in agreement with (3.38)). In general, calculating the 1/N
corrections in tensor models seems to be quite difficult [102], but it is nice to see that
in the prismatic QFT the 3 — € expansion provides us with explicit results for the 1/N

corrections to scaling dimensions of various operators.
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The scaling dimension of the marginal prism operator is

e
Aprism :d—'—d_?l =3—€e—2e+4degi+...=3+e+0() (3.67)
g1
which is in agreement with (3.39)).
We have also performed two-loop calculations of the scaling dimensions of the tetra-

hedron and pillow operators; see the appendix for the anomalous dimension matrix. In

the large N limit, we find

Atetra = Q(d - 2) + Vtetra = 2 + 6¢€ + 0(62) 5

Apillovv = 2(d - 2) + Vpillow = 2 —2e+ 0(62) ) (368)

which is in agreement with the S-D result . Thus, we see that the large N 3 — € ex-
pansions from the Schwinger-Dyson approach have passed a number of 2-loop consistency
checks.

We have also solved the equations for the fixed points of two-loop beta functions
numerically for finite N. The results for the prismatic fixed point are shown in table [I}
These results are in good agreement with the analytic 1/N expansions for N > 200.

At N = N, where N =~ 53.65, the prismatic fixed point in 3 — € dimensions merges

N 91 | % | G5 | G 95 | 9 | 91 G | s/€
54 0.89 | -33.06 | 7.87 | 83.69 | -11.13 | 6.86 | 27.37 | 2047.16 | 0.80
100 | 0.94 | -37.56 | 6.23 | 55.35 | -11.53 | 6.28 | 5.98 | 212.08 | 0.89
200 | 0.97]-39.90 | 6.05 | 53.8 | -11.80 | 6.15 | 4.09 | 127.90 | 0.94
400 | 0.99 | -40.99 | 6.01 | 53.78 | -11.91 | 6.08 | 3.48 | 103.03 | 0.97
2000 | 1.00 | -41.81 | 6.00 | 53.94 | -11.98 | 6.02 | 3.09 | 87.45 | 0.99
5000 | 1.00 |-41.92 | 6.00 | 53.97 | -11.99 | 6.01 | 3.04 | 85.36 | 0.998
10000 | 1.00 | -41.96 | 6.00 | 53.99 | -12.00 | 6.00 | 3.02 | 84.68 | 0.999
100000 | 1.00 | -42.00 | 6.00 | 54.00 | -12.00 | 6.00 | 3.00 | 84.07 | 1.00

Table 1: The numerical solutions for the coupling constants defined in (3.60)
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with another fixed pointﬂ they are located at

G =089, 5 =-3290, § =824, § =09201,

§i=—11.15, g =700, §i=3533, g =3155.29. (3.69)

For N < Ngj both of them become complex. For example, for N = 53.6 the two complex

fixed points are at

§'=0.89—0.0002i, § =—32.80+0.04i, G =824+0.15i, g =091.98+ 3.51i,

gi = —11.15—0.014, g; =7.0040.06i, g =3519+3.61i, gi=3107.77 4 554.01
(3.70)

and at the complex conjugate values.

3.1.6 Bosonic Quantum Mechanics

The action for d = 1 describes the quantum mechanics of a particle moving
in N3 dimensions with a non-negative sextic potential which vanishes at the originH
Such a problem should exhibit a discrete spectrum with positive energy levels, and it is
conceivable that in the large N limit the gaps become exponentially small, leading to a
nearly conformal behavior. For moderate values of N, this quantum mechanics problem
may even be accessible to numerical studies.

Solving for the scaling dimensions of type A/C bilinears in d = 1, we find that the

low-lying eigenvalues are

A =1, 157, 2, 3.29, 4.12, 5.36, 6.14, 7.38, 8.15, 9.39, 10.15, 11.40,...  (3.71)

0This is similar, for example, to the situation in the O(N) invariant cubic theory in 6 — ¢ dimensions
[103] 104], where Nt ~ 1038.266. For general discussions of mergers of fixed points, see [91, 03].

1A very similar d = 1 model with a stable sextic potential was studied in [I05] [106] using the
formulation [63] where a rank-3 tensor is viewed as D matrices. It was argued [105] [106] that the sextic
bosonic model does not have a good IR limit. We, however, don’t find an obvious problem with the
prismatic d = 1 model because the complex scaling dimensions are absent for the bilinear operators. We
note that the negative scaling dimension , which we find for ¢, is quite far from the 1/6 mentioned
in [105] [106].
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The plot for the eigenvalues is shown in figure [3.13

g™, a)
4+

w

N
T

N\

AT O O
\ \2\ \ | | \ |
Figure 3.13: The spectrum of scalar type A/C bilinears in 1d. Red vertical lines are

asymptotes corresponding to —2A4 4 2n and green vertical lines are asymptotes corre-
sponding to —2A, + 2n.

—_—

The smallest positive eigenvalue, A = 1, is the continuation of the solution A = d
present for any d. As discussed in section , it may correspond to a redundant op-
erator. The next scaling dimension, A = 1.57317, may correspond to a mixture involving
o, The appearance of scaling dimension 2, which was also seen for the fermionic
SYK and tensor models, means that the its duaﬂ should involve dilaton gravity in AdS,
[T08), 109, 110}, 111].

Let us also list the type B scaling dimensions, i.e. the ones corresponding to operators
de02" % Here we find real solutions A = 1.01, 2.96, 4.94, 6.93,

For large excitation numbers n, the type A/C scaling dimensions appear to (slowly)
approach —2A4 + 2n and —2A, + 2n rather than 2A, + 2n and 2A, + 2n, as shown in
figure The type B scaling dimensions also appear to slowly approach —A4 — A, +2n
rather than A, + A, +2n. This is likely due to the fact that A, is negative. Further work
is needed to understand better the new features of the large N solution in the regime

where d < 1.35 and A, < 0.

120f course, as observed in [107, 61], there are important differences between the holographic duals of
tensor models and SYK models.
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3.1.7 Discussion

In this paper we presented exact results for the O(N)? invariant theory (3.2) in the
prismatic large N limit where g; N3 is held fixed. This approach may be generalized to
an O(N)P invariant theory of a rank-p bosonic tensor ¢ with odd p > 3. It has a

positive potential of order 2p:

Sy = [t (500 4 Loy (372

To solve these models in the large N limit where g; N? is held fixed, we may rewrite the

action with the help of an additional tensor field x:

1 1
S = /ddx <§(au¢abc)2 4 I%(#)al...apxal...ap - 5Xal...aanl...ap) ) (373)

For discussions of the structure of the interaction vertex with odd p > 3, see [19, 28, 29].
The models are tensor counter-parts of the SYK-like models introduced in [79];
therefore, the Schwinger-Dyson equations derived there should be applicable to the tensor
models. It would be interesting to study the large N solution of theories with p > 3 in
more detail using methods analogous to the ones used for p = 3.

In this paper we analyzed the renormalization of the prismatic theory at the two-loop
order, using the beta functions in [98] [99]. The general four-loop terms are also given
there, and it would be interesting to study the effects they produce. It should be possible
to extend the calculations to even higher loops by modifying the calculations in [I01] to
an arbitrary tensorial interaction, which we leave as a possible avenue for future work.
In this context, it would also be interesting to study the possibility of fixed points with
other large N scalings, perhaps dominated by the “wheel” interaction (go) of figure ,
in addition to the large N fixed point dominated by the prism interaction (g;) studied in
this paper.ﬁ

Another interesting extension of the O(N)? symmetric model is to add a 2-

component Majorana fermion %, so that the fields can be assembled into a d = 3

13A d = 0 theory with wheel interactions was studied in [112].
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N = 1 superfield
(I)abc _ ¢abc + e_wabc + e_exabc (374)

Then the prismatic scalar potential follows if we assume a tetrahedral superpotential
for @ [19]. Large N treatments of supersymmetric tensor and SYK-like models with
two supercharges have been given in [79, 88|, and we expect the solution of the N' = 1
super-tensor model in d < 3 to work analogously. An advantage of the tensor QFT
approach is that one can also develop the 3 — ¢ expansion using the standard renormalized
perturbation theory. In the supersymmetric case, it is sufficient to introduce only three

coupling constants:

W = glq)albl c1 parbacz pazbiez gazbacr
+ G ((I)al bici (I)al bico (I)agbgcl (I)angCQ + q)al bici (I)flzblcl (I)al baco q)angCQ + (I)fllblcl (I)al bacy q)agblcg (I)aszCQ)

+ ggq)alblq q)a1blc1q)a2b262q)a2b262 7 (3.75)

and it is possible to find explicit expressions for the beta functions and operator scaling
dimensions [I13]. Also, directly in d = 3 it is possible to couple the N" = 1 theory with the
above superpotential to O(N)g, X O(N)g, X O(N ), supersymmetric Chern-Simons gauge
theory with levels ky, ks, k3, and derive the corresponding beta functions for couplings g;

[113).

3.1.8 The two-loop beta functions and anomalous dimensions

In this Appendix we state our explicit two-loop results for the O(NN)? invariant theory

with the 8 coupling constants and interaction terms

%¢a1 bict ¢a1b202 ¢a26102 ¢a3bac1 ¢asb263 ¢a2b303 + %gﬁalbl c1 ¢a1b262 ¢a2b263 ¢a2b361 ¢a3b302 ¢a35103

+ 3g.36‘ (¢a1b101 ¢a2b101 (baleCQ ¢a2b203 ¢a3b302 ¢a3b303 + (balblcl ¢a1b201 ¢a25102 ¢a2b203 ¢a3b302 ¢a3b303

+ ¢a1b1c1 ¢a2b101 ¢a1b202 ¢a26302 ¢a3b203 ¢a3b303)

+ 3%746‘ (¢a1b101 ¢a1b102¢a2b202¢a2b203¢a3b303¢a3b301 + ¢a1b101 ¢a2b101 ¢a2b202¢a3b202¢a3b303¢a1b303
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+ ¢al bicy ¢a1 bacy ¢a2b262 ¢a2b352 ¢a3b383 ¢a3b1 63)

3956‘ (¢a1b101 ¢a1bzc2 ¢a2b102 ¢a3b261 ¢a2b363 ¢a3b363 + ¢a1b161 ¢a2b162 ¢alb252 gbaleCB ¢03b253 ¢a3()3(33

+ ¢a1 bicy ¢a2b2 c1 ¢a2b1 c2 ¢a1b2 c3 ¢03b302 ¢a3b3 03)

+ %Qsabc(éabc(ém bicy ¢a1 baca ¢a2b1 co (bagbgcl

+ g7 ¢abc¢abc(¢a1b1cl ¢a1b102 ¢a2b2c1 ¢a2b2cg + ¢a1blc1 ¢a2b1c1 ¢a1b202 ¢d2b202 + ¢d1b101 ¢d1b201 ¢a2b102 ¢a2b202)
3-6!

n %(¢abc¢abc)3 _ (3.76)
We find
1
B = —2g1€ + 370(37)° ((952, +3(g7 +892))N? + 3(3g2 + 4(2g1 + 392 + 496) g5 + 691 (g1 + 3g2)) N?

+2(3292 + (9091 + 7292 + 9695) g5 + 694(9g2 + 4g5) + 9(5g; + 69291 + 169691 + 89791 + 995
+249296))N + 295 (N (N + 6) + 55) + 2g3(9IN (g1 (N + 8) + 8g2) + 6g4(N + 6)

+2g5(N + 10)(2N + 5) 4+ 2(60g; + 6392 + 96gs + 16g7)) + 2(3693 + 36(591 + 392 + 295) 94
+ 8092 + 4g5(45g1 + 4(9g2 + 696 + 8g7)) + 3(349] + 12(Tgs + 4gs + 297 + 20g8)g1 + 2795

+ 12863 + 4859 + 207)) ) (3.77)

fo = — 2g9€ + g5(12g1 + g5)N? + 2(13g2 + 18(g1 + g2)g5 + 991(g1 + 294 + 87s) + 72g297) N

1
270(87)? (
+2g2(N(N +6) +19) + 295(3N(3g2(N + 4) + 8g1) + 6g4(N + 2) + 6g5(N + 6) + 309, + 3695
+ 32g7) + 2(36g; + 549291 + 969791 + 4595 + 127 + 2092 + 1294(391 + 992 + 295)

+ 12g5(4g1 + 392 + 89s) + 729297 + 7209298)> (3.78)

B3 = — 2g3€ + 5 (2(9§ + 8g2)N? + 3(692 + 129591 + 2792 + 5g2) N2 + 2(83¢% + 2(66¢,

1
270(87)

+ 639 + 4896 + 64g7)g5 + 9(291 + 392) (491 + 3g2) + 96(g1 + 392)g7) N + g5(N(N(2N + 31)
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= — 2g4€ +

= — 2¢5¢ +

+ 244) + 388) + 18¢g3(N(N + 16) + 12) + 12g4(3g1(N + 1)(N + 14) + g5(5N(N + 6) + 72)
+ (N +2)(9g2(N + 3) 4+ 8g7N) + 9696 + 64g7) + 4g3(3g4(N(N (N + 6) + 28) + 102)

+ N(gs5(11N + 74) 4 6(g1 + 392 + 4g7)N + 6691 + 7295 + 6096 + 84g7) + 194g;

+ 3(T1gy + 81gy + 32gs + 7697 + 120gg)) + 4(92g2 + 2(93g; + 909> + 7246 + 80g7)gs

+ 12897 + 9(7g; + 159291 + 995 + 24(g1 + g2)gs) + 144(g1 + 92)97)) (3.79)

1
270(87)2 <(9§ +8g7)N® + 4g5(3g1 + g5)N? + 6(3g; + 995 + 8(g1 + 392)97

+205(5g1 + 992 + 4(gs + 397)))N + 292(N(N(N + 7) + 34) + 113) 4+ 9g2(N(N + 2)* 4 52)

+ 4g3(992(N 4+ 2)* 4+ 3g1 (N 4+ 1)(N + 13) + N(ga(6N + 75) 4 g5(6N + 31) + 8g7(N + 4))

+ 16(3g4 + 595 + 696 + 597)) + 1294(3g1 (N + 12) 4 2g5(N(N + 6) + 13) + 8N (g7(N + 2) + 3g6)
+ 48gy + 4497 4+ 120gg) + 2(549% + 1629291 + 969791 + S1ga + 58g2 + 12842

+ 4g5(27g1 + 27gs + 24gs + 32g7))> (3.80)

g (310195 + 80507) N + 20007 + 9(302-+ g5)01 + 35(27g2 + g5 + 1697)) N°
+ (99g7 + 6(45g + 3595 + 3696 + 40g7)g1 + 8195 + 21692(gs + gs)

+ 4g5(21g5 + 4296 + 38¢g7))N + g5(N(5N + 52) + 161) + 3695 (N + 3)

+394(12g1 (N (N + 5) + 12) 4 g5(N(N(N + 6) + 52) + 132) + 6(N + 2)(4gsN + 99g2)

+ 9695 + 64g7) + 2g3(691(N (3N + 16) + 37) + 9g2(10N + 23) + N(g4(6N + 39)

+ g5(N(N 4+ 13) 4+ 97) + 24g6(N + 4)) + 6(23g4 + 3395 + 326 + 24g7)) + 27047

+ 24393 + 212g2 + 4329192 + 4449195 + 5049295 + 4329196 + 4329296

+ 384g596 + 3849197 + 2889297 + 3289597 + 7689697 + 72095gg)> (3.81)
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2
LY IRV (2(9597 +396(g1 +1298))N® + (6(99296 + 4(91 + 296)97)
270(87)

Bs = — 2g6€ +
+95(3g1 + 1296 + 1097 + T298))N* + (Tg3 + 2(3g1 + 992 + 1296 + 3297 + T29s)gs
+3(3g1 + 12(2g6 + g7 + 12g8)g1 + 4895 + 8(3g2 + 596)g7)) N + g2 (4N + 6)
+394(129: N + g5(N(N + 6) + 10) 4 4g7(N + 2) + 18¢5 + 60gs) + 295(6g1 (N + 4)
+ g5(N(N +6) + 19) + 3g6(N(N + 10) + 4) + 2g;N(N + 5) + 992 + 2194 + 18(g7 + 4gs))
+ 13g3 + 4897 + 369192 + 309195 + 189295 + 489196 + 729296 + 108g595 + 1209197

+ 369297 + 929597 + 1209697 + 43292958 + 1449595 + 12969698) (3.82)

Br = — 2g7¢ + 4(39596 + g7(2g3 + 394 + 3695))N? + (1093 + 24(g4 + 396

1
P
+2(g7 + 69s))gs + 795 + 3(995 + 8(396 + 2(g7 + 99s)) 94 + 8(597 + (91 + 392 + 295)97
+ (391 + 95)96)))N? + (997 + 549591 + 729691 + 2169791 + 48¢3 + 63¢5 + 22¢2 + 21645
+ 21692 + 2169296 + 2169596 + 1449297 + 160g597 + 5769697 + 144(3g1 + 992 + 595)gs
+ 694(6g1 + 1892 + 2195 + 3696 + 5297 + 72gs) + 493(391 + 992 + 3694 + 1995 + 4295
4+ 90g7 + 144g5))N + 2(27g7 + 3(9g2 + 2393 + 3094 + 12g5 + 48gs + 40g7 + 144g5) g1
+992(7g3 + 6(gs + 296 + 4g7)) + 2(31g5 + (81g4 + 50g5 + 114gs + 11297 + 216gg) g3

+ 5492 + 219§ + 108g§ + 9693 + 669596 + 1069597 + 1449697 + 72(2g5 + 997)9s

+34(17g5 + 3695 + 6697 + 7298)))) (3.83)

Ps = — 2gg€ + 2(95(2(3g6(N? + N 4 3) + 7gz(N + 1) + 36gs) + 3¢1) + 2(3g; N?

1
270(87r)2<
+ g7N? + 18g5(BN? + 22) + 397 N? + 129697 N* + 7295(g7(N? + N + 1) + 3gsN) + 99 N

+ 212N + 12g697N + g1(996N + 6g7) + 695 + 23g% + 99296 + 489697) + g5 (N + 1)
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+394(2(6g6N + g7(N(N + 3) + 5) 4+ 36gs) + 395)) + 953 (2N +9) + 4g3(394N + 3g6(2N + 5)

+2:(N(N +3) +7) + 3695 N + 2g5) + 92 + 39g§) (3.84)

and

Yo ; ((3g% + 992 + g2 + 392 + g2 4+ 1292 + 42 + 7292)NS + (692 + 2(3g1 + 992

T 12-902(87)°
+6(g4 + g5) + 897)gs + 993 + 593 + 127 + 5dg192 + 249195 + 249596 + 489697
+ 1294(g5 + 297) + 144g7gs) N® + (81g7 + 12(9g5 + 6ga + 595 + 1296 + 297)g1 + 8193
+ 3992 + 2792 + 5192 + 3692 + 84¢2 + 1089394 + 769395 + 729495 + 969396 + 1449496
+ 48¢596 + 809397 + 969497 + 88¢597 + 489697 + 3692(293 + g4 + 495 + 2g7)
+ 144(gs + g4 + 396 + g7)9s) N* + (1027 + 6(75g, + 47gs + 549y + 6495 + 2446
+ 68g7 + 24gs8) g1 + 54gs + 16093 + 17193 + 14397 + 12092 + 14897 + 432935 + 2889394
+ 3449395 + 3369495 + 3369396 + 2889496 + 3609596 + 3369397 + 3369497 4+ 2969597
+ 3369697 + 144(293 + 3(g4 + g5) + 97)gs + 1892(19¢g3 + 2494 + 1495 + 3296 + 1297 + 2498))]\73
+ 2(189¢g7 + 6(45g, + 58gs + 6694 + 49g5 + 7296 + H4gr + 108gs) g1 + 21695 + 17743
+ 189g; + 17693 + 21695 + 12097 + 3189394 + 3309395 + 3369495 + 3609396 + 2889476
+ 3129596 + 3289397 + 3129497 + 3729597 + 3369697 + T2(4gs + 4gs + 595 + 497) gs
+ 1892(17g3 + 19g4 + 2095 + 12g6 + 2697 + 12g5)) N? + 4(81g7 + 3(63g, + 63g3
+ 5194 + 64g5 + 6096 + T0g7 + 369s)g1 + 81ga + 8792 + 7293 + 9092 + 7297 + 9642
+ 2079394 + 1859395 + 1899495 + 1569396 + 2169496 + 2049596 + 1849397 + 1749497
+ 182¢g597 + 1689597 + 36(6g5 + 394 + 595 + 1296 + 497)gs + 992(23g3 + 18¢4 + 19¢5
+ 2496 + 1897 + 369s)) N + 4(48¢7 + (90g2 + 7893 + 909, + 84g5 + T2g6 + 60g7 + 72gs) g1
+ 4595 + 4395 + 5197 + 4297 + 48g7 + 5297 + 144493 + 729394 + 829395 + 789495 + 969396
+ 729496 + 729596 + 849397 + 969497 + 769597 + 969697 + 187g2(4gs + 594 + 595 + 4(g6 + 97))

+72(g3 + 294 + g5 + 297)gs)> (3.85)

At the two-loop level we also find the relation vy = 327,.
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We can study the anomalous dimensions for quartic operators

O1 = Oyetra = ¢a1b101 ¢a1b202 ¢a2b162 ¢a2b2017
1
02 - OpiHOW = 5 (¢a1b1c1 ¢a2b1c1 ¢a1b202¢a2b262 + ¢a1blc1 ¢a1bzc1 ¢a2blcz¢a2bzcz + ¢a1blc1 ¢a1b1cz¢a2bzc1 ¢a2b202)

O3 = Oqy = ¢a151€1¢a1b161 ¢azb262¢025262_ (386)

The matrix of anomalous dimensions for quartic operators can be written in the following

way
16 = =5 (20691 + 295 + 392 + 595 + 207 + 125) + 9u(N° + 12N +8) + (g5 + 396 + gr) N+
+992N? + 2g5N” + g3 (6N + N?))
= STE0E (2(992 + 993 + 694 + 11g5 + 1296 + 8¢7) + 691(6 + 3N + 2N?) + 3692 N + 692N+
+12g6(2N + N?) + 2g3(5N + N?) + g5(24N + 5N* + N?))
Ve = ﬁ (692 + 295 + 691N + go(8 + N?) + g5(2 + 2N + N?))
o ﬁ (2(12g1 + 992 + 11g5 + 1294 + 995 + 1296 + 8¢7) + gs N°+
+2(3g1 4 992 + 793 + 991 + 995 + 696 + 10g7)N + 2(3(g1 + g3 + 94) + g5)N?)
V= 2161%2 (6495 + 6694 + 62g5 + 48gs -+ 6097 + 72gs + 691 (N + 1)(N + 8) + 18go(4 + 2N + N?)+

+394(18N 4+ AN? + N*) + 2g3(2TN + 6N? + N?) + 4(6g6N + 4g7(2N + N?) + g5(10N + 3N?)))

V& = 5073 (693 + 694 + 4gs + 8g7 + 3g1 (N +2) + 992N + 595N + g7 N> + 3g4(N? + N)+

31

1
o = 3 (392 + 395 + 496 + 897 + 31N + g3(5 + 2N) + 694N + g5(N? + N)+

+4(g7N + 9gsN + g:N?) + 2g6(3N + N?))

7 = (691 + Tgs + 2496 + 2297 + 36gs + 295(5 + 3N + N?) + 3g4(5 4+ 3N + N?) + Tgs N+

1
216072
+12g6(N + N?) + 36gs(N + N?) + 2g:(13N + 3N? + N?)) (3.87)

The results for the quartic operator dimensions in the prismatic large N limit are listed

in (09,
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A consistent truncation of the system of eight coupling constants is to keep only gg
non-vanishing, since the triple-trace term is the only one which has O(N?3) symmetry.

Then we find

1
Bs = —2gge + ———g5(3N? +22) | Y

15(8)? SN+ 2)(N? +4), (3.88)

~ 1350(8n)

in agreement with [I01} [99]. Thus, there is a fixed point with

30(87)%e ,
=7 = =1,... . .
98 3N3 + 22 ) gz O? ? ) 77 (3 89)
At this fixed point,
2
0Bs/0gs = —2€ + ———g:(3N? +22) = 2¢ + O(€? 3.90

so the triple-trace operator is irrelevant. However, the other 7 operators appear to be

relevant for sufficiently large N. For example,

9B 295 20 2
9 =€l 24 —-—— . 91
da1 “Toene -\ 2t aENetay) TO) (3:91)

So, this fixed point has 7 unstable directions. Examination of 4-loop and higher correc-
tions [I0T), Q9] shows that the 3 — e expansions of operator dimensions at this fixed point
do not generally have a finite large N limit starting with order €. This is in contrast

with the prismatic fixed point where all the ¢ are non-vanishing and scale as (3.60)); as

a result, the large N limit is smooth.

3.2 Supersymmetric Model
3.2.1 Introduction

In recent literature, there has been strong interest in theories whose dynamical fields
are tensors of rank 3 or higher (for reviews, see [21], 114} [14]). Such theories possess

a number of interesting features. For example, only the melonic diagrams dominate in
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the large N limit, in contrast to the vector models, where only snail diagrams dominate
[14], and the matrix models, where all the planar diagrams survive in the large N limit.
This fact makes the tensor models similar to the famous Sachdev-Ye-Kitaev (SYK) model
[37, 25, 24]. The SYK model contains a disordered coupling constant, making it hard
to use standard tools of quantum field theory. The SYK model is believed to describe
quantum properties of the extremal charged black holes [109] 110, T11] and therefore may
help to serve as a toy model for understanding the AdS/CFT correspondence [115], 116,
117]. It is already used for understanding the properties of the traversable wormholes
[T18), [1T9] 46, 48]. While the tensor models [21] exhibit the same properties at the large N
limit, they do not have disorder therefore giving us hope that they can be understood at
finite N via standard techniques of quantum field theories. These techniques have already
brought many interesting results [120, 121, [52], 23], 19, [83], 106], 122, [123], 124], 125]. [126]
We shall consider a supersymmetric analogue of such theories, which has been recently
considered as a generalization of SYK model [127, [79, 87] or as a quantum mechanical
supersymmetric tensor model [88], 128 129, 130]. Here we will present a similar model
in continuous dimension d. We consider a minimal N = 1 supersymmetric model, where
we have some number of scalar superfields ®q.(z, ), and indices a, b, ¢ run from 1 to N.

These fields are coupled via a “tetrahedral“ superpotentia]@
1
S = /ddx d26 |:§ (Daq)abc)2 + gq)abcq)ab’c’q)a’bc/q)ab’c’ . (392)

This theory, which is renormalizable in d < 3, possesses O(N) x O(N) x O(N) sym-
metry rather than O(N?3) (the superpotential breaks such a symmetry, while the free
theory, of course, posses the O(N?3) symmetry). This model has been proposed in the
paper [19] as a generalization of the scalar melonic theory. It was proved that the non-
supersymmetric analogue of this theory has a so-called melonic dominance in the limit
when N — 00,9 — 0 but gV 3 is kept fixed [22]. The proof of this peculiar fact relies

on the combinatorial properties of the potential, and therefore is applicable in any di-

4Here we will refer to the appendix and the paper [I31] for the notations and the other helpful
formulas that will be used through the paper.
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mensions and in various theories, provided that the combinatorial properties are left the
same. In the case of the supersymmetric theories, the Feynman diagrams, written down
in terms of the components, look quite complicated and, at first glance, do not possesses a
melonic limit as in the case of scalar model or the SYK model. However, one can develop
a supersymmetric version of the usual Feynman diagrams technique and work explicitly
with the superfields ®,,. and see that the combinatorial and topological properties are
the same as in the case of the scalar tensor models. Therefore, the proof of the dominance
of melonic diagrams [23, [132] 19] 22| [133] is applicable in this case and the theory
also possesses a melonic dominance in the large N limit. We generalize the theory
where the tethrahydral term is replaced by ¢-valent maximally single-trace operator to
study models with different numbers of the internal propagators in each melon [28] 132].

The properties of such theories in the IR limit can be investigated by solving the
Dyson-Schwinger (DS) equations, which are drastically simplified if the theory is melonic.
Namely, the dominance of the melonic diagrams in the large N limit can be understood
as a suppression of the corrections to the vertex operators in the system of DS equations.
The solution of the DS equation in the IR yields a conformal propagator, suggesting that
the theory in the IR flows to the fixed point, which is described by some conformal field
theory. The existence of the stress-energy tensor with the correct dimension, and the
spectra of the operators confirm this hypothesis. Therefore, one can wonder whether it is
possible to describe such a transition from the UV scale (where we have a bare conformal
propagator determined by commutation relations) to the IR region by means of RG flow
and e expansion. Several attempts have been made towards this idea. For example, the
melonic scalar theory in 4 dimensions [26] has been considered at the second order of the
perturbation theory. For this theory, a melonic fixed point of RG flow was found, even
though the corresponding couplings are complex. The complex couplings indicate that the
theory is unstable. For example, the dimensions of some operators have imaginary part.
One of the reasons of instability could be that the potential is unbounded from below,
leading to the decay of the vacuum state. The theory (3.92)), being supersymmetric, lacks

such a disadvantage.

81



It is quite interesting that if one drops the fermionic part of the action and
integrates out the auxiliary field, the theory still possesses the melonic dominance in the
large N limit. Such a ”prismatic” theory was considered in the paper [3]. The solution
of this theory was found in the large NV limit and the RG properties were investigated at
two loops. As opposed to the standard melonic theory [26], the fixed point is real and
first order of € expansion recovers the exact solution in the large N limit.

In this paper we solve the model in the large N limit, assuming that the
supersymmetry is not broken and that in the IR region the theory is described by the
conformal propagator. The solution is found for general dimension d and general g-valent
MST potential [28, 132]. The dimension of the operators at given d and spin s can be
found as a solution of the corresponding transcendental equation. It is shown that at any

dimension d, there is always a stress-energy operator of dimension d and a supercurrent

1
2

operator of dimension d — 5, which indicates that the theory is indeed described by a
conformal field theory. While the model exists only in the fractional dimensions
between one and three dimensions, the counterpart SYK model with ¢ = 3 can work at
the integer dimension d = 3 and describe a good conformal field theory with the melonic
dominance in the large N limit. After that we derive a perturbation theory in 3 — ¢
dimensions of the theory to find a fixed point that could describe the IR solution
of the large N limit of the model . We find that the € expansion is consistent with
the exact large N solution up to the first order in e. The two-loop analysis also suggests
that the found melonic fixed point is IR stable.

The structure of the paper is as follows: in section two, we discuss the properties of
the theory in the large N limit. The dimensions of the operators are found and the
DS equation is solved in the superspace formalism. In section three, we consider ¢ = 3
supersymmetric SYK model and study the stability of such a theory. In section four,
we study the RG properties of the quartic super theories in 3 dimensions and compare
to the exact solutions in the large N limit. In section five, we discuss the possibility of

introducing higher order supersymmetry and speculate about the consequences of gaug-

ing the supersymmetric tensor models. The appendix provides supplemental materials
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Figure 3.14: A supersymmetric version of the Dyson-Schwinger equation for melonic
theories in the large N limit.

including the notations and useful formulas that are used throughout the paper.

3.2.2 Solution of the Large N Theory

In this section, we will try to find the solution of DS equations for the theory
in the large N limit. As mentioned in the introduction, the theory possesses a melonic
dominance in the large N limit. This means that only specific diagrams survive in
the large N limit, namely the ones generated recursively by the Dyson-Schwinger (DS)
equation (schematically depicted in the ﬁg.). The resulting equation for scalar or
fermion field theories was investigated analytically and numerically for many different
theories [24] [19] [30]. For example, the DS equation can be solved in the IR limit and the
solution possesses a conformal symmetry in that limit. In the case of the supersymmetric
theories, one of the important differences is that one can demand the solution to respect
supersymmetry. In order to do it manifestly the DS equation should be formulated in
terms of the superfields. Of course, one can do this calculation in terms of the components
as in the paper [88] and check that these two approaches give the same answers. To make
the discussion more general we consider the case where there are g—1 internal propagators
in the melon diagrams and suitable MST operator is considered [132]. The DS equation

in the supersymmetric case reads as

G(p;0,0") = Go(p; 0,0")+ (3.93)

-1 44
d®k;
+116)\ /d291 d*0, Go(p; 0, 61) /H G(ky; 01, 02)(2m) d(sd( Zk> (p; 02, 0),

where Gy(p; 6,0') is a bare superpropagator (3.164)), G(p; 8, 6') is an exact superpropagator

and g = AN 3 is a 't Hooft coupling. Analogously to the scalar case, we consider a
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conformal propagator as an ansatz for the solution. But if we also demand to preserve
supersymmetry and O(N) x O(N) x O(N) symmetry, that yields only one form of the
solution

D25(0 — 0')

<(I)abc(p7 e)q)a’b’c/(_pa 0/)> = 6aa/5bb’5cc’G(p; 9, 9,)7 G<p7 9, ‘9/) =A pZA 9

(3.94)

where A < Ay = 1 for the solution to be valid in the IR limit [I09] (namely, we can neglect
by bare propagator in comparison to the exact one G(jl(G*l,p — 0 ). Substituting the

ansatz in the DS equation (3.93]) we get

S0 —0) _D*%0-8),

7 7 (3.95)
9 0,) i [ dik; D25(0, — 05) D?5(05 — 0')
+AIN? / 220, a2, P00 =) H / _(2m)"5" Zk = T
=1

As soon as A < 1 we can neglect the LHS of the equation by the RHS in the limit
p — 0. After that one can integrate out Grassman variables using identities for the

superderivative to get

[ ds 1
A2 A : )6 k; —1. 3.96
[T fotgstens (5 5o e 96
This equation gives the dimension of the superfield to be A = d(q;—z)ﬁ and

>«i<q da=2) 9~ 1<;l__1 p(d_l_ﬂ>

q
22 Fq1<d 1>F d-1 %1+1>

(4w

A7 =

(3.97)

2 2
q dimensions because

The solution suggests that we cannot work directly in deit(q) =
the bare propagator is not suppressed in the IR limit and change the solution. For
example, for the case of tetrahydral potential ¢ = 4, dui = 3, therefore the tensorial
melonic theory is not conformal in 3 dimensions. Nevertheless, we can still study the

theory slightly below 3 dimensions and compare it with the e expansion.

If one chooses the case of ¢ = 3, the critical dimension is d.; = 4 and such a melonic
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theory should describe a conformal field theory in 3 dimensions. In the next section we
will review this model in more details.

We calculated the propagator in the momentum representation. One can carry
out the calculation in the coordinate space. With the use of the relation

ddk ikx )2 / ddkj ikx 1.8 01 2n10'0 0_/7H9L

the propagator in the coordinate representation is

d—1
B , 1T <—q ) r
— 2(d—1) = .
2, — 0,0] @ 4N (g _ d—1> r <d—1 _ %l I 1)

G(z,0,0) =

Another way to see that the dimension of the superfield is % is to rewrite the action

in terms of the components and impose the conditions Ay, = A, + %, then the action

contains a term

W(P) =d7= W(p) = ¢ = [W]=d= (¢ -2)A +28,=d, Ay = %-

(3.100)

The solution suggests that in the IR limit, the theory is described by some confor-
mal field theory (CFT). One of the interesting questions that one may ask is, what is the
spectrum of the bipartite conformal operators in this theory? The supersymmetric theory
has different types of the bipartite operators, as the prismatic one [3]. We should

consider these families separetly. The most simple ones have the following structure [79]
Virp = ®(2,0)0"®(z,0), Vpp = &(x,0)0"D*®(z, ). (3.101)

These operator should be considered as a collection of operators with different spins and
dimensions, that transforms through each other when the supersymmetry transformations

are applied. For instance, these operators could be rewritten in the terms of components
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Figure 3.15: The corrections to the bipartite conformal operator can be summed with
the use of the Bethe-Salpeter equation. The diagrams should be considered to be in the
superspace.

(3.157) as

Vir(z,0) = ¢(2)0"¢(x) + ¢(2)0"* ()00 + 0 (¢()0"F(2) + O"¢(2) F(2) + ¢ (2)0"P(x))
Vip(z,0) = 90" + (FO" + 0" Fpo + (7"9)a0,0"¢ + (4"0")a0,0"¢) 67+

+6? (0,000, + iy 9,9 + FO'F) . (3.102)

A similar set of the operators was considered in the paper [79] in 2 dimensions and [88]
in 1 dimension. Later we shall compare the results of these papers with the continuous
solution for arbitrary d. We can try to put more D? in to get more familes, but
with the use of the identity (D?)? = [, one can descend these operators to the BB or FF
series. That’s why we can consider only these two families to get the whole spectrum of
bipartite operators with the lowest component having spin s = 0.

As usual, the corrections to the bilinear operators in the large N limit are given by
the ladder diagrams (but again, in comparison to [109, 19], these diagrams should be
considered to be in superspace). We assume the following ansatz in momentum space for

the three-point correlation function for these families,

o s0—0
GFFu;aeq::o@T¢(—heyp@;9»::7%;:ﬂg,
, . DX%(0—¢
G (h.0.0) = (Vip(~k. )0 (k) = 20020 (3.103)

where we have set the operators Vg, Vrr to be at infinity and made a Fourier transfor-

mation with respect to the spatial coordinates, and Ay is the corresponding dimensions
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of the operator. The derivation of the equations for the dimensions Ay is just a straight-
forward generalization of the analogous calculation for the scalar model [19] or the SYK
model [24]. Here we will show the derivation of such equation for the BB operators.

The addition of one step of the ladder can be considered as the action of the kernel

operator,
K = K(p,k;0,0',01,0,) =
q—2
ddqi DQ(S(Ql — 02) D25(9 — 01) DQ(S(QQ — 9’)

=1

(3.104)

We act on the (3.101]) by one step of the ladder,

d'k
(2m)4

(KGBB)(]?,Q,Q/) :/d201d202/ K(p,k;@,@’,el,ﬁg)GBB(kz,Hl,92). (3105)

The Grassman variables can be integrated out with the use of identities from the section

3.2.6l After that we are left with a simple integral

(KGgp)(p,0,0") =

q—2

d’k dq; 1 1 ded
(2m)d 1_[1 (Qﬁ)dqiz_A AV 28282 (2m)% (Z g —(p— k)) =

= (qg—1)AIN*D?*5(0 — ") /

= g (Av) Gpa(p,0,0"), (3.106)

where

In order for the operator to be primary, the equation gg(Ay) = 1 must hold. An
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Figure 3.16: The dimension of the operator ®? as a function of the dimension. As d — 1
the dimension goes to zero.

analogous equation can be written for the Vrpr operator, but one can see that

gr(Av) = gp (Ay — 1), (3.108)

This suggests that we might build a bigger multiplet and enhance the supersymmetry
to be N = 2 (later we shall see that this does not actually happen, because there is no
additional fermionic counterparts to finish supermultiplet).

From now on we shall consider the case only ¢ = 4 to get 3 — € expansion unless
the other is specified. Thus, we can get the e expansion in the large N limit of the ®?2

operator

2424
Ag> =1+ e+ 3e* — %63 + O(e"). (3.109)
The plot of the Ag2 as a function of the dimension is depicted in the figure Analo-

gously we get the dimension of ® D?® operator

w2 4+ 24 3

Apprg =2+ €+ 3€* — e+ O(eh). (3.110)

We can discuss dimensions of non-singlet operators of the form ®,,.®,.. The equation
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for the dimension of this operator can be rewritten as
98(Bawr) = q— 1, (3.111)

where a factor ¢ — 1 appears from the combinatorics [61], and A, is the dimension of

the operator. The € expansion near three dimensions for ¢ = 4 has the following form

2

_ L, 74 4
Ngw =1 5€ T 51€ + O(eY). (3.112)

Later, we shall show that the solution coincides with the ¢ expansion in the second level
of perturbation theory.
From this, the next step would be to study the spectrum of the higher-spin operators.

A generalization for the higher spin operators is
Vip=®(2,0)00,, ...0,.®(z,0), Vig=®(x,0)00,,...0,D*®(z,0), (3.113)

with the corresponding modifications for the ansatz. For example, for higher spin spec-

trum of the BB operators the ansatz is

D20 — 0k, ...k,
O(—k,0)D(k,0')) = (kAv+l§:ﬁ be (3.114)

Gil...uS,BB(ka 0, 9/) = <Vs

Hi1p2...ps, BB

In this case we consider an arbitrarily chosen null-vector £# and consider the convolution
of the ansatz (3.114)) with the vector £. After that one can integrate out the Grassman

variables and carry out the integration over the real pace with the use of a relation [26]:

/d%_ﬁlﬁi_:Wﬂwg—@+$F@—6ﬂ%a+ﬂ—@(ayy 15
IQO((LC - y)QB F(Q)F /B)F(d —|— S — o — /8) y20l+25—d' .
Eventually, the equation for the dimension at given spin s reads as
g5(d, Ay, s) = (3.116)
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Figure 3.17: The dimension of the operator ®* can be found graphically. The plot of
k(h) is drawn for the case of d = 2.5

T <2+d2(;1—2)> T ((q—ll(d—l)) T (il _ é _ %) T (1 _ %l . % + %l + AV2+5>
) 1

d d—1 d—1 (g—1)(d—1) Ay —s d 1 d Ay+s
|<1_§+T>|<_>|<‘1 — V2 >|<_2 L_a _V2 )

q

One would expect that there is a solution at any d and s = 2 with A = d, because of the
existence of the stress-energy tensor. However one cannot find this solution. The reason
is quite simple. First of all, there is no stress-energy tensor in the field decomposition
of the BB and FF operators. Second, the stress-energy tensor has a superpartner S
(corresponding to supertranslations) that has spin %, and therefore to find it we should

consider a whole different family of operators, with lowest component being a Rarita-

Schwinger field . Namely, let us consider a Fermi conformal primary operator
VBFp1..piznys (T,0) = 0271 (2, 0) Do ®(, 6), (3.117)

where the odd number of the space-time derivatives should be inserted to get a primary

operator. Indeed, if we consider a zero number of the derivatives

abc

1
VBF - (I)abcDoz@abc = §Da (cI)Q ) 5 (3118)

it is just a descendant of the FF operator. To get a supercurrent multiplet we have to

project the operators (3.117)) on the specific component. The ansatz for the three-point
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function has the following form

(Vir®d(k, 0)(—k,0)) = %. (3.119)

The derivation of the equation for the spectrum of the dimensions is straightforward

1 1
gBF(d> AV7S) = —9gB (d7 AV - 57 s — 5) = ]-7 (3120)

where the spin should be chosen to be of the form s = 2n — % Now we can try to find
the stress-energy momentum and its partner. And indeed at any d,q and s = % there
is an operator with dimension A = d — % that corresponds to the usual stress-energy
supermultiplet.

At this point one can wonder whether the current J,., responsible for the O(N)’s
transformations, is a primary operator. The supersymmetric multiplet containing the
current should be also a Fermi supermultiplet with spin s = 1/2 (this operator is not a
singlet operator and therefore is not applicable). The current should satisfy the

equation [61]
ad 1
gBF(da Ay, 3) = ggBF(d, Ay, 8) =1, (3.121)

at any d and ¢ there is always a solution Ay = d—3/2. One can see that the dimension of
square of this operator is given by the direct sum of the dimensions A ;7 = 2Ay = 2d — 3.
This operator becomes relevant when A ;; = 2d — 3 < d — 1, where minus 1 comes from
the accounting the dimension of the superspace. From this one can see the operator
becomes marginal in d = 2 and relevant as d < 2. This extra marginal operator in d = 2
may destabilize the CFT. The only exception is the case N = 1, where the theory does
not have any continuous symmetry and has superpotential ®*. In d = 2 this theory flows
to the m = 4 superconformal minimal model, which has central charge ¢ = 1. [[¥]

The relation (3.116]) can be thought as a generalization of the equation for the kernel at

15T would like to thank I.R.Klebanov for pointing out these facts.
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2 dimensions derived by Murugan et al. [79]. In this case they introduced two dimensions,

h = % and h = A; 5 and one can check that

- B S = T2(1—1/q)0(1/q — )T (1/q+ h)
K = geld = R = T R g r e - BrG - 1)

(3.122)

which coincides with the equation (7.17) in [79].

The relation also shows that if there is a scalar bilinear multiplet with di-
mension h, there is no BF operator with higher spin and the dimension A = A + %
This shows that we cannot complete the A/ = 2 supermultiplet and the enhancement
does not happen. It is interesting that there is an argument in d = 1 stating that it
actually must happen. Basically, it comes from the fact that group of diffeormorphims
of supertransformations in 1-dimension comprises the N' = 2 superalgebra [79)].

Finally we discuss the dimension of the quartic operators, because there is a funda-
mental relation between their dimensions and the eigenvalues of the matrix 2_5;' We can
find the dimensions of some quartic operators in the large N limit. For example, in the
matrix models the anomalous dimension of a double trace operator is just the sum of the

anomalous dimensions of the corresponding single trace operators. By the same analysis,

we get that the anomalous dimension of the double trace operator is

Ags = 2Ag2 = 2+ 2¢ + O(€?). (3.123)

Analogous analysis gives that

Apillow = 200 = 2 + O(€?). (3.124)

Finally, the dimension of the tetrahedral operator can be determined as the dimension of

the operator @44 D%® g (namely, it follows from the equations of motion) and it gives us

Ateira = 2 + € + O(€2). (3.125)
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One can try to study the behaviour of the model near 1 dimension. The case of
d = 1 supersymmetric tensor models was considered recently (see [88]). It was found that
the supersymmetry is broken in the IR region. The easiest way to see this is to assume a
conformal ansatz and plug it in the DS equation (3.93). The solution suggests A = 0 in
one dimensions, but constant or logarithm function do not satisfy the DS equation. The
conformal solution found in [88] shows, that the dimensions of the superfield components
are not related to each other by usual supersymmetric relations. It might be the case that
for the system in 1 dimensions the conformal solution does not describe the true vacuum
state, while the true vacuum respect supersymmetry and the propagators exponentially
decays at large distances. It might be shown by studying the stability of the conformal
solution in a way described in [48] for two coupled SYK models.

Also, if one consider a limit d — 1 in the equations derived in the previous sections,
the propagator does not have a smooth limit in 1 dimension and the kernel is equal to the
constant }Ei gp(d,h,s) = —1. The last fact confirms that in 1 dimension the conformal
IR solution does not respect the supersymmetry. But, in the vicinity of dimension 1,
everything works fine. Thus, one can study the 1 + € expansion. We shall consider the
case of tensor models and set ¢ = 4. For example, the dimension of the ®? operator is

72 3¢(3) 2 3¢(3)

Aqﬂ — € — @63 + TEAL + 0(65)7 A@Dmp =1+¢€— 4—863 + 1—664 + 0(65).

(3.126)
And the dimension of the colored operators ®.,.P .4 1S

3 37% 5 9C(3) 4 5
Aaa’ = ZE — ﬁ(f + 786 + O(E ) (3127)

It would be interesting to derive this results by considering a one dimensional supersym-
metric melonic quantum mechanics and lift the solution to 1+ € dimenion. Or just derive
these results starting with the conformal solution found in one dimension [88] and show

that in higher dimensions the supersymmetry is immediately restored.
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3.2.3 Supersymmetric SYK model with ¢ =3 in d =3

In the previous section we mostly work with the tensor models in non-integer dimen-
sions. The main problem that did not allow us to work directly in 3 dimensions was that
the critical dimension for such a interaction is d., = % = 3, meaning that directly at
3 dimensions the conformal IR solution does not work. Nevertheless, if one considers

= 3 case the critical dimension becomes d., = 4 and therefore should work perfectly
in 3 dimensions. Unfortunately, we do not know any ¢ = 3 tensor model and in order
to somehow study this melonic model we shall consider a SYK like model with disorder,

which is a special case of the models [79).

Thus, we shall try to study the following model

J2
>:W,7;7j7k:17...,N, (3128)

)

S = /dde’ d2t9 |:% (D(I)I)Q + Cijkq)iq)jq)k y <C2]k

where we consider a quenched disorder for the coupling Cj;,. One might worry, that such
a theory violates the causality, because the field Cjj;, is assumed to have the same value
across the space-time and therefore the excitation of such a field changes the value of it
everywhere, thus violating causality. But the procedure of quenching requires firstly to
fix the value of Cj;;, that makes the theory casual and after that average over this field.
It means that we can not excite the field Cj;, and violate casuality.

This model is similar to the tensor one considered in the previous section, because
again only melonic diagrams survive in the large N limit, but with two iternal propagators
in each melon. Therefore the formulas derived in the previous section are applicable in
this case and with the replacement of A — J and setting ¢ = 3 we can recover the large

N solution of this model. For example, the propagator in this case is

B \ 1

G(x,0,0) = ——, B =—F7——,
|$u _ 9/%9|§ 12v/373 J2

(3.129)

and the dimension of the field ®; is A = % Again the spectrum of the operators could

be separated into three sectors, described in the previous section. The equation for the
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BB operators is determined by the equation

g (h,s) = — 2) : (3.130)

where s is the spin and should be chosen even. One can try to find the spectra of low

lying states (3.18)

[©2],_ys =0 h = 1.69944, 3.42951, 5.38013, 7.36259, 9.354, . ..
[Da(®2)]p_ys = 1/2 h = 2.19944, 3.92951, 5.88013, 7.86259, 9.854, . . .
[0, 8,,,®],_, 5 = 2 h = 3.51911,5.39016, 7.3654, 9.35514, 11.3496, . . .

[Do(®0,,0,,®)],_o5 =5/2 | h=4.01911,5.89016, 7.8654,9.85514, 11.8496, . ..

It is easy to see that the spectrum has the following asymptotic behavior at large spins
4
h =~ §—|—2n+s—|—(’)(1/n,1/s),n—>oo,s—)oo.

On a principal line h = g + 2 the kernel is complex, it is connected to the fact that there
is no well-defined metric in the space of two-point functions [79]. Therefore there is no
problems with the complex modes, that could possibly destroy the conformal solution in
the IR [48]. Thus ¢ = 3 supersymmetric SYK model is stable at least in the BB channel.
Also one can check there are no additional solutions to the equation g%%(h, s) = 1in
the complex plane except the ones on the real line. The spectrum of the FF operators
coincides with the spectrum of the BB operators but shifted with A — h + 1, therefore
we don’t have to worry about the instabilities of the theory in this sector.

Analogous calculations could be conducted for the BF series

1 1
g5 (h.5) = ~ g5 (h — 505 5) , (3.131)
where the spin s should be in the form s = 2n — % One can notice that there is
a solution g%%(5/2,3/2) = 1 corresponding to the existence of the supercurrent and

energy momentum tensor (the energy momentum is not seen directly because it belongs

to the supermultiplet of the supercurrent, but if one studies the theory in terms of the
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Figure 3.18: Plots for g5 (h, 1) and g5 (h, 0) that can help to understand the structure
of the spectrum of the the theory (3.128 m
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components, he or she will of course find the energy momentum tensor). There is a list

of some low lying operators in the FF sector (3.18|)

[0,2D,®],_, s=3:h=25,4.76759,6.79738,8.80934, 10.8157, . ..

2

[Dy (8,8 D,®)],_, s=2:h=3,526759,7.20738,9.30934, 11.3157, . ..

(000,20, 8D @],y | s =1 :h=4.15398,6.28752,8.30627,10.3143,12.3189, . ..

(0,003 D (PDa®)],_, | 5 =4 : h = 4.65398, 6.78752, 8.80627, 10.8143, 12.8189), . ..

The spectrum has the following form asymptotic behavior

5
h%6+2n+8+(9(1/n,1/3),n—>oo.

The kernel is again complex on the principal line, but if one chooses s = % there would
be an additional solution of the equation g5% = 1 at h = 1 + 0.4964, but as soon as
it is not on the principal line and s is not permissible we do not have to worry about
this complex mode and expect that it could break the conformal solution. Thus this

q = 3 supersymmetric SYK model could provide us with a conformal field theory that
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is melonic and stable at integer dimensions. It would be interesting to study the 4 — €

expansion for this model, where it will be close to its critical dimension.

3.2.4 3 — ¢ expansion

In this section, we continue the investigation of the supersymmetric tensor model
from the point of view of the € expansion. The calculation is similar to the ones
performed in the papers |26, [3, 134]. We include all possible O(NN)? symmetric marginal
interactions that respect the supersymmetry. Thus the superpotential has the following

form

W<(I)) =0 q)abcq)ab’c’q)a’bc’q)a’b’c‘l’
[P 5 \2
+§ ((I)abc(ba/bcq)ab’c’q)a’b’c’ + (I)abc@ab’cq)a’bc/q)a’b’c + q)abcq)abc’q)a’b’cq)a’b’c’) + g3 ((I)abc) )

(3.132)

where we imposed a symmetry under the exchange of the colors. In comparison to the
"prismatic” theory [3], which has 8 coupling constants, the supersymmetric theory has
only 3; this is a significant simplification.

Let us first consider the general renormalizable d = 3 theory of N' = 1 superfields ®?,
1=1,...n:

Yiiki
4!

D,0,0,P, | , (3.133)

S[®,] = /d3xd20 [%(Dq)i)? +

where Y;;x is a real symmetric tensor. Adapting the results from [135] [136], we find that
the two-loop corrections to the gamma and beta functions are

(2) _ Ly Y
Yab 3(87r)2 ajkl Y bkl

1
5,524 = WY;]M (YikiaYoedi + YirwYedai + YikicYacdi + YiriaYaves) +

2
+ (877')2 (Yanom%fomynfcd + Yanom}/;:f()mynfbd + }/;LnomYdfomYnfbc+

+Y;mom}/cfomynfad + Y;momY’dfomYnfac + }/;nomYdfomYnfab> . (3134)
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These two-loop results are closely related to those in a non-supersymmetric theory with
Yukawa coupling in‘jkﬂ/ﬂW Pr e (see [136]), except the supersymmetry requires Y;;i to
be fully symmetric.

Substituting Y;;z; corresponding to the superpotential (3.132)), we find from (3.134)):

P ]
Yabe,a'b/'c! = 5aa’ 5bb’ 560’ Y

1
A = o3 [12g291(1 + N 4+ N?) + 6g5(2 + N°) + 3g7(2 + 3N + N%)+

+¢5(5 4 9N + 3N? + N?) 4 369301 N + 12g3g2(1 + N + N?)] (3.135)
and

2
br=—eq+ g5 (691 (1295 (N? +11) + g5(N® 4+ 6N? + 30N + 29) + 12¢392(2N* + 5N +5)) +

+9g; (N? + 12N + 8) + 18¢7 (g2(4N? + TN + 16) + 24gsN) + 295 (g2(2N? + 13N + 24) + 72g5)) ,

2
By = =€+ 5 (92 (7295 (N? +11) + g5(TN® 4+ 36N + 162N + 194) + 369392((5N° + 9N + 16)) +

+54g7 (N? + N +4) + 18¢7 (92(N? 4+ 3N? + 27N + 26) + 18¢5(N +2)) +
+18g2g1 (92(TN? + 21N + 32) + 48¢3(N + 1)),
2
By = —egs + 5 (108g3 (N? +4) + 2529295 (N* + N + 1) 4+ Tg5(N? + 3N +5)+

+18g7 (295 (N? + 3N +2) + go (N> + N +4)) +27¢; N + +12g595(N° + 3N + 15N + 14)+

3691 (202(N + 1) + 2g395(2N? + 2N +5) + 21g2N)) (3.136)

If one sets gy = g» = 0, the symmetry gets enhanced to O(N?) and corresponds to the
O(n) vector model, which was considered in [I35] [ For the supersymmetric O(n) model

with superpotential g(®!®*)?,

24(n +4
By = —€g + %g?’ + 0(95) , (3.137)

in agreement with [135].

16Please note that they considered SU(n) case that corresponds to N3 = 2n and their definition of v®
includes a factor of two.
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If we choose N = 1, the couplings ¢, g2, g3 becomes degenerate because they de-
scribe the same operator. Therefore, the beta-functions should be added to get the right

expression. And indeed, if we choose N = 1 and sum up the couplings we get

(g1 + g2+ g3)
dp

d 120
Bi+Pr+ Pz =p =—e(gr + 92+ 9g3) + ?(gl +g2+g3)%,  (3.138)

which is the correct beta function for the theory with superpotential (g + g2 + g3)®* for a
single chiral superfield . This special case of our theory is conformal in the entire range
2 < d < 3. Indeed, in d = 2 the N’ = 1 supersymmetric theory with superpotential ®™

for one superfield ® flows to the superconformal minimal model with central charge

- g (1 _ m) | (3.139)

Therefore, the N = 1 case of the supertensor model gives the m = 4, ¢ = 1 superminimal
model in d = 2. For N > 2 the O(N)? supertensor model is expected to be conformal in
2 < d < 3, but not in d = 2.

Let us consider the large N limit where we scale the coupling constants in the following
way:

™ \/ﬂ)\l - ﬂ\/%)\g - ™ \/Z)\g

9 92_2 N% ) g3_2 N%

g = (3.140)

2 N3

The scaling is taken to be the same as in the paper [26]. Applying this scaling to the

formula (3.2.4)), we get

)\2
Yo = ezl, Bi=—A + A, (3.141)

By = —Ag + 2X)2 + 6A3, B3 = —A3 + 2(2X3 + A2)AT +3X3 .

From this one can find the fixed point in the large N limit. Namely,

d—2
AP =l AT =F6, A =E3, Ap=—— 4=

(3.142)

1 m

1
2
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N A1 A2 A3

100000 | 1.000 | 1.000 | 1.000
10000 | 1.000 | 1.001 | 1.002
1000 | 1.000 | 0.995 | 0.995
100 1.001 | 0.953 | 0.950
10 1.033 | 0.691 | 0.670

)
2 1.049 | 0.350 | 0.322
1

Table 2: The approach of the finite N fixed points in 3 — € dimensions to the large N
limit. We note that the fixed point exists for all values of N.

We may try to compute the 1/N corrections to these results to get

1 20 1

16 1 o 1 € 1

The anomalous dimension of the matter field operator ® coincides with the exact dimen-
sion of the field by solving the DS equation found above. This might indicate that the
higher-loop corrections to the RG equations are suppressed in the large N limit.
It would be interesting to study these suppressions in N for a general superpotential
from a combinatorial diagrammatic point of view and compare the results with
the investigation of the finite /V solutions of the equations .

If one considers the large N fixed point of the RG flow governed by the
equations and tries to descend to finite N, one can find that the solution always
exists (see the table (2)) and quite close to the found fixed point (of course
with the appropriate chosen scaling), in comparison to the ”prismatic” model, where the
melonic fixed point exists only at N > 54 [3].

We can study the dimension of various operators in the fixed point . One
of these operators is ®2, . which belongs to the BB spectrum. We can find that the

abe?

anomalous dimension of this operator is
Agz = AYs + 27 + 702 = 1 + e + O(2), (3.144)
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where we have used the relation g2 = 67vg, which is true only at the second level of
perturbation theory. The answer coincides with the exact solution found earlier .

As one can see, the fixed point is IR stable, which means that the dimensions
of the operators is bigger than the dimension of the space-time. Indeed, the linearized

equations of RG flow near the fixed point (3.142)) have the following eigenvalues

—1+3)\ 0 0
9B
) = Adohy +18X2  —1+42)2 0 , A=1[2,13,  (3.145)
J
4(2X3 + A2) A1 + 9N % —1 44\

but as it is known the eigenvalues of this matrix gives the dimensions of quartic operators

Thus we get

Apt =2 —€e+3e=2+2e+ O(), Apow =2—€+e=2+O(e),

Atotra =2 — €+ 26 =2+ e+ O(2). (3.147)

This is in the agreement with the large N solution. As one can see, A; > 0, indicating
that the fixed point is IR stable. The agreement found between the exact large N solution
and perturbative e expansion indicates that there is a nice flow from the UV scale to the
IR one where the bare, free propagator flows to the one found by direct solving the DS
equations . The study of the higher loop corrections might help to understand this

relation better.

3.2.5 N =2 supersymmetry and gauging

One can try to consider N/ = 2 supersymmetry and study the properties of such a
model. Here we are not going to present the solution of the corresponding DS equation
, but we will just calculate the beta-functions and find the fixed point of the resulting

equations. The SYK model with N' = 2 supersymmetry at 2 dimensions was considered
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in the paper [87].
The theory is built analogously to the AV = 1 case. It can be obtained by dimensional
reduction from A = 1 supersymmetry in 4 dimensions. In this case, we have a set of

chiral superfields ¥, with the action
S = / P d*0 d*0 W 4V gy + / Erd® 0 W (Va), DaWupe =0, (3.148)

where the superpotential is taken to be the same as in the case of N’ = 1 supersymmetry.
The beta-function for a general quartic superpotential was considered in the paper [137].
The beta-function receives corrections only from the field renormalizations, meaning that

it has the following form

Br23 = (—6 + 47‘1)) 91,2,3

1
7 = 5 (12g2g1 (1 + N + N?) +6g5(2 + N®) +3¢7(2 + 3N + N*)+

+¢5(5 4 9N + 3N? + N?) 4 369301 N + 12g392(1 + N + N?)) . (3.149)

The fixed point is determined by demanding that the anomalous dimension of the field
must be Ag = A} ++* = %, as we got for a general melonic theory in arbitrary dimen-
sions. Apparently, for N/ = 2 models this fact comes not from the melonic dominance,
but from the consideration of the supersymmetric algebra that fixes the dimensions to
be proportional to the R charge of the corresponding operator. This condition defines a
whole manifold in the space of marginal couplings. Applying the scaling , in the
large N limit we get the equation

O Aoy Ns) = %% _ }1 M=l (3.150)
It is quite interesting that this equation does not fix Ay, A3 in the large N limit. One can

study the stability of these fixed points at arbitrary As3. The RG flow near the fixed
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point could be linearized to get the stability matrix

2 00
3@‘)
=12x» 0 0], A=1200. 3.151
(5) = |2 2.0, (8151)
20 0 0

The given solution is marginally stable, because of the existence of two marginal oper-
ators. These two zero directions correspond to the previously discussed existence of a
whole manifold of IR fixed points.

From this consideration, it would be interesting to study the large N limit of the con-
sidered N = 2 theory and corresponding DS equations. This model must have the same
combinatorial properties as the N’ = 1 and scalar tensor model, but some cancellation
happens that drastically simplifies the theory.

One can try to examine a gauged version of N' = 2 theory. The gauging of the tensor
models is one of the important aspects that makes them different from the SYK model.
In the latter, due to the presence of the disorder in the system, the theory can possess
only the global O(N) symmetry and can not be gauged, while in the tensor models there
are no such obstructions and one can add gauge field and couple to the tensor models at
any dimensions.

Gauging should be important for understanding the actual AdS/CFT correspondence.
In 1 dimension, the gauging singles out from the spectrum all non-singlet states from
the Hilbert states. There have been many attempts to understand of the structure of
the tensorial quantum mechanics of Majorana fermions from numerical and analytical
calculations [62], [69] 138, 139]. These gave some interesting results, such as the structure
of the spectrum of the matrix quantum mechanics and the importance of the discrete
symmetries for explaining huge degenaracies of the spectra. Still, the general impact of
gauging of the tensorial theory is not clear and demands a new approach. Here, we will
give some comments of the combinatorial character and study how the gauging of NV = 2
theory, studied in the previous section, changes.

In 3 dimensions one can gauge a theory by adding a Chern-Simons term instead of
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the usual Yang-Mills term
S = / d*xd*0 [—k (Dar;;)2 + (Db + gTe ) TP ape|” + W (Pape) | (3.152)

where W (®,.) is the same as in the (3.132), T are the generators of the group O(N) x
O(N) x O(N), and I'* are vector superfields that have a gauge potential Aj, as one of
the components. If one rewrites the kinetic term for the gauge field in terms of usual
components, he will get a usual Chern-Simons theory. Since the theory is gauge invariant,
we can choose an axial gauge to simplifty the action E Af, = 0, which eliminates the
non-linear term from the theory and the Fadeev-Popov ghosts decouple from the theory.
Therefore the Af, Af, can be integrated out to get an effective potential. For example,

such a term appears in the action

1 [ Bq (PupeDu®opye) (@) (P orpe Da®urtyer) (—

Weg ~ —
Tk ) (2r)? qL

which can be considered as a non-local pillow operator with the wrong scaling, because
the level of CS action usually scales as & = AN. Therefore some diagrams would have
large N factor and diverge in the large N limit. To fix it we should consider the unusual
scaling for the CS level k = AN?2.

One can check that only specific Feynman propagators containing the non-local vertex
contribute in the large N limit [I34]. Namely only snail diagrams contribute in
the large NV limit and usually are equal to zero by dimensional regularization for massless
fields. Therefore, one can suggest that the gauge field in the large N limit does not get
any large corrections and does not change the dynamics of the theory. This argument
being purely combinatorial should be applied for any theory coupled to the CS action.

We can confirm this argument by direct calculation of the dimensions of the fields
in the e expansion for the N/ = 2 supertensor model at two-loops and see whether the
dimensions of the fields gets modified. The beta-functions for a general N = 2 theory

coupled to a CS action was considered in the paper [137] and have the following form at

1T would like to thank S.Prakash for the suggested argument.
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finite N

s 3N(N-—1)

Bi23 = (—6 + 4’7‘1>) 91,2,3, 7‘? = Voo — T (3.154)

As k ~ N2, N — oo the corrections to the gamma-functions vanish in the large N limit.
Thus, the gauging in three dimensions indeed does not bring any new corrections to
the theory. It would be interesting to study such a behavior in different dimensions.
For example, if in 1 dimension the gauging does not change structure of the solutions,
one may conclude that the main physical degrees of freedom are singlets and there is a
gap between the non-singlet and singlet sectors. Also it would be interesting to confirm
this observation by a direct computation for the prismatic theories and for Yang-Mills

theories.

3.2.6 Supersymmetry in 3 dimensions

In this section we will introduce the notations and useful identities for the N' = 1
supersymmetric theories in 3 dimensions. We will mostly follow the lectures [I31]. The
Lorentz group in 3 dimensions is SL(2,R); that is a group of all unimodular real matrices

of dimension 2. The gamma matrices can be chosen to be real

0 1 2 1 0 wo v nz
= , Y= . oy = . A =20 (3.155)
1 0 10 0 —1

There is no 7° matrix, so we can’t split the spinor representation into small Weyl ones.
Because of this, the smallest spinor representation is 2 dimensional and real. It is endowed

with a scalar product defined as

. - 1
&1 =0 = igqn”, 07 = 500. (3.156)

Because of these facts, the A/ = 1 superspace, in addition to the usual space-time coor-
dinates, will include two real Grassman variables §*. The fields on the superspace can

be decomposed in terms of fields in the usual Minkowski space. For instance, a scalar
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superfield (that is our major interest) has the following decomposition
®(z,0%) = ¢(x) + O(z) + 0°F (). (3.157)

As usual, the algebra supersymmetry in superspace can be realized via the derivatives

that act on the superfields (3.157) and mix different components

Qa = 0 + 1745070, {Qa, Qs} = 207/50, (3.158)

where 0, stands for differentiation with respect to the usual space-time variables, and 0,
for the anticommuting ones. One can define a superderivative that anticommutes with

supersymmetry generators, and therefore preserves the supersymmetry
Dy = 0o —i40°0,, {Da,Qs} = 0. (3.159)

Out of these ingredients, namely (3.157)),(3.159), we can build an explicit version of a

supersymmetric Lagrangian. For example, we can consider the following Lagrangian
3, 72 1 2
S = [ d’zd°0 —3 (D, @) +W(P)|, (3.160)

where the integral over Grassman variables is defined in the usual way with the normal-

ization [ d*000 = 1. Writing out the explicit form of (3.160) we get
S = /d3 { 0u0)? + i) Yhs0,0° + F* + W'()F + W”(¢)w21 . (3.161)

The field F' does not have a kinetic term, and therefore is not dynamical and can be
integrated out (that we will not do). For a further investigation we have to develop the

technique of super Feynman graphs. We start with considering the partition function of

the theory
Z[J] = /[dfb] exp [/ d*xd*0 (% (Do ®)* + W (®) + Jcp)] =
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= exp (W (%)) /[d(I)] exp U d>xd*0 (%@D% + J(I))] : (3.162)

The last integral is gaussian and therefore can be evaluated and is equal to

Z[J] = exp (W (%)) exp (—/d3xd29 BJ%J]) : (3.163)

From this one can recover the usual Feynman diagrammatic technique, where the ver-
tex is taken from the superpotential W (®) rather than the integrated version, and the

propagator is defined as
1 . D?* ,
<CI)(I17Q1)CI)($2,Q2)> == ﬁé (81 - 92) == Eé (61 - 92), (3164)

which can be calculated by double differentiation of the partition function (3.162)), and

the operator [ is the usual laplacian.
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4 Bifurcations and RG Limit Cycles

The Renormalization Group (RG) is among the deepest ideas in modern theoretical
physics. There is a variety of possible RG behaviors, and limit cycles are among the most
exotic and mysterious. Their possibility was mentioned in the classic review [140] in the
context of connections between RG and dynamical systems (for a recent discussion of
these connections, see [I41]). However, there has been relatively little research on RG
limit cycles. They have appeared in quantum mechanical systems [142], 143, [144], 145], in
particular, in a description of the Efimov bound states [146] (for a review, see [147]). The
status of RG limit cycles in QFT is less clear. They have been searched for in unitary
4-dimensional QFT [I48], but turned out to be impossible [149, [150], essentially due to
the constraints imposed by the a-theorem [I51], T52] 153]@

In this paper we report some progress on RG limit cycles in the context of perturbative
QFT. We demonstrate their existence in a simple O(NN) symmetric model of scalar fields
with sextic interactions in 3 — € dimensions. As expected, the limit cycles appear when
the theory is continued to a range of parameters where it is non-unitary. The scalar fields
form a symmetric traceless N x N matrix, and imposition of the O(/N) symmetry restricts
the number of sextic operators to 4. When we consider an analytic continuation of this
model to non-integer real values of N (a mathematical framework for such a continuation
was presented in [I50]), we find a surprise. In the range 4.465 < N < 4.534, as well as in
three other small ranges of N, there are special RG fixed points which we call “spooky.”
These fixed points are located at real values of the sextic couplings ¢°, but only two
of the eigenvalues of the Jacobian matrix 03;/0g; are real; the other two are complex
conjugates of each other. This means that a pair of nearly marginal operators at the
spooky fixed points have complex scaling dimensions.ﬁ At the critical value N &~ 4.475,

the two complex eigenvalues of the Jacobian become purely imaginary. As a result, for

18See, however, [154, [155], where it is argued that QFTs may exhibit multi-valued ¢ or a-functions
that do not rule out limit cycles.

Y These special complex dimensions appear in addition to the complex dimensions of certain evanescent
operators that are typically present in € expansions [I57]. The latter dimensions have large real parts
and are easily distinguished from our nearly marginal operators. Some of the operators with complex
dimensions we observe resemble evanescent operators in that they interpolate to vanishing operators at
integer values of N; this is discussed in section
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N slightly bigger than N, where the real part of the complex eigenvalues becomes
negative, there are RG flows which lead to limit cycles. In the theory of dynamical
systems this phenomenon is called a Hopf (or Poincare-Andronov-Hopf) bifurcation [158].
The possibility of RG limit cycles appearing via a Hopf bifurcation was generally raised
in [I41], but no specific examples were provided. As we demonstrate in section ,
the symmetric traceless O(N) model in 3 — € dimensions provides a simple perturbative
example of this phenomenon.

We show that there is no conflict between the limit cycles we have found and the
F-theorem [159, 160, 161, 162, 163, 164, 136l 165]. This is because the analytic continu-
ation to non-integer values of N below 5 violates the unitarity of the symmetric traceless
O(N) model, so that the F-function is not monotonic. We feel that the simple pertur-
bative realization of limit cycles we have found is interesting, and we hope that there are
analogous phenomena in other models and dimensions.

Our paper also sheds new light on the large N behavior of the matrix models in
3 — € dimensions. Among the fascinating features of various large N limits (for a recent
brief overview, see [14]) are the “large N equivalences,” which relate models that are
certainly different at finite N. An incomplete list of the conjectured large N equivalences
includes [166], 167, 168, 169, 170} 171, 172, 173]. Some of them appear to be valid, even
non-perturbatively, while others are known to break down dynamically. For example,
in the non-supersymmetric orbifolds of the AN/ = 4 supersymmetric Yang-Mills theory
[174, 167, 168, 169, [170], there are perturbative instabilities in the large N limit due to
the beta functions for certain double-trace couplings having no real zeros [175}, 80, 176, [8T].

In section we study the RG flows of three scalar theories in 3 — ¢ dimensions
with sextic interactions: the parent O(N)? symmetric model of N x N matrices ¢,
and its two daughter theories which have O(N) symmetry. For each model, we list all
sextic operators marginal in three dimensions, compute the associated beta functions up
to 4 loops, and determine the fixed points. One of our motivations for this study is to
investigate the large N orbifold equivalence and its violation in the simple context of

purely scalar theories. We observe evidence of large N equivalence between the parent
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O(N)? theory and the daughter O(N) theory of antisymmetric matrices: both theories
have 3 invariant operators, and the large N beta functions are identical. However, the
large N equivalence of the parent theory with the daughter O(N) theory of symmetric
traceless matrices is violated by appearance of an additional invariant operator in the
latter. The large N fixed points in this theory occur at a complex value of the coefficient
of this operator. As a result, instead of the conventional CFT in the parent theory, we
find a “complex CFT” [93],[177] (see also [91]) in the daughter theory. As discussed above,
analytical continuation of this model to small non-integer N leads to the appearance of

the spooky fixed points and limit cycles.

4.1 The Beta Function Master Formula

In a general sextic scalar theory with potential

V(9) = 25 6 1ty (1)

the beta function receives a two-loop contribution from the Feynman diagram

In [136, [165, [99] one can find explicit formulas for the corresponding two-loop beta func-

tion in d = 3 — e dimensions. Equation (6.1) of the latter reference reads

1 5 Vigk (0)Vije(0) (4.2)

Bv(¢) = —2eV(9) + 3802

where V;_;(¢) = azi %V((b) By taking the indices to stand for doublets of sub-indices,

this formula can be used to compute the beta functions of matrix tensor models. In order
to apply the formula to models of symmetric or anti-symmetric matrices, however, we

need to slightly modify it. Letting ¢ and j stand for dublets of indices, we define the
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object C* via the momentum space propagator:

S Crid
(FEF (R = 5 (13
With this definition in hand, equation (4.2)) straightforwardly generalizes to
Cz‘z"c«jj’c«kk’
Br(p) = =2V (¢) + Vije (@) Vi () - (4.4)

3(87)2

At four-loops the following four kind of Feynman diagrams contribute to the beta func-

tion:

The resulting four-loop beta function can be read off from equation (6.2) of [99]:

4 1 1 4 7T2
/3\(/) = ) <6Vz‘j‘/§kzmanklmn — g‘/;jkv;lmn‘/jklmn — E‘/;jklvklmn + |+ ¢W§Vj , (4.5)

where the anomalous dimension 73 is given by

1
A Aj . 4.6
’YU 90(871')4 iklmnp\jklmnp ( )

The above two equations also admit of straightforward generalizations by contracting
indices through the C¥ matrix.
Before proceeding to matrix models, we can review the beta function obtained by the

above formulas in the case of a sextic O(M) vector model described by the action

s— [aw(300)'+ & 66)). (47

where the field ¢' is a M-component vector. The four-loop beta function of this vector
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model is given by [10T} Q9]

192(3M +22) ,

— 9
e TCTSE

(4.8)

1
~ GG (9216(53M2 4 8580 + 3304) + 115272(M3 + 34M? + 620M + 2720)) &

This equation provides a means of checking the beta functions of the matrix models, which
reduce to the vector model when all couplings are set to zero except for the coupling,

denoted g3 below, associated to the triple trace operator.

4.2 Sextic Matrix Models

We now turn to matrix models in d = 3—¢€ dimensions. The parent theory we consider

has the Lagrangian given by

S = /d?’_% B (8M¢“b)2 + é(glOl(x) + g205(x) + g303(x) ,)] (4.9)

where the dynamical degrees of freedom are scalar matrices ¢® which transform under

the action of a global O(N) x O(N) symmetry. The three operators in the potential are

Ol ZQbalbl ¢a2b1 ¢a2b2 ¢a3b2¢a3b3¢a1b3 — tr [¢¢T}3
02 :¢ab¢ab¢a1b1 ¢a2b1 ¢a2b2¢a1b2 — tr |:¢¢T} tr [¢¢T} 2 (410)
03 :<¢ab¢ab)3 — (tI‘ [¢¢T})3 )

They make up all sextic operators that are invariant under the global symmetry. Later we
will also study projections of the parent theory that have only a global O(N) symmetry
that rotates first and second indices at the same time. In such models it becomes possible
to construct singlets via contractions between first and second indices, and therefore there

is an additional sextic scalar:

04 = (g9 gmergua)? = (tr [¢°])° (4.11)
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n/ N/ NV

Figure 4.1: The sextic operators in matrix models. The double trace operator O, exists
only in the theory of symmetric matrices.

The sextic operators are depicted diagrammatically in fig. [£.1 We could also introduce
an operator containing tr [¢], but since the orbifolds we will study are models of symmetric
traceless and anti-symmetric matrices, the trace is identically zero. In the anti-symmetric
model, the operator O, vanishes, but it is non-vanishing in the symmetric orbifold, and
so in this case we will introduce this additional marginal operator to the Lagrangian and

take the potential to be given by

V() = 5 (010:(2) + 9:0:(2) + 0:05(2) + 3:04(x)). (112)

To study the large N behavior of these matrix models, we introduce rescaled coupling
constants Ay, Ao, A3, A\y. To simplify expressions, it will be convenient to also rescale the

coupling constants by a numerical prefactor. We therefore define the rescaled couplings

2 A3

i gs = 61(87)* = . (4.13)

g1 = 6(87)?— g2 = 6!(87)? = g3 = 6!(8)

To justify these powers of N, let us perform a scaling ¢ — v/ N¢®. Then the coefficient
of each g-trace term in the action scales as N279. This is the standard scaling in the 't
Hooft limit, which insures that each term in the action is of order N2.

4.2.1 The O(N)? parent theory

For the matrix model parent theory, the momentum space propagator is given by

" -, 5aa’5bb/
<¢ab(k)¢a ’ (_k)>0 = k2 : (414)
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Computing the four-loop beta functions and taking the large N limit with scalings (4.13)),

we find that, up to O(#) corrections,

By, = — 2M1€ + 7207 — 288(17 + )3

Br, = — 2Xa€ + 432)7 + 96X Ay — 864(90 + 7Tm*) AT — 864(10 + 73)AT Ao (4.15)

Brg = — 2X3€ + 168AT + 192\ Ay + 3205 — 432(210 + 237%) A3 — 1152(39 + 47%) A3\,

128
4 4608\ A3 — 768(6 + ) A N5 — 77&;

These beta functions have two non-trivial fixed points, which are both real. But one of
these fixed points, which comes from balancing the 2-loop and 4-loop contributions, is
not perturbatively reliable in an € expansion around ¢ = 0 because all the couplings at

this fixed points contain terms of order O(€®). The other fixed point is given by

e 1747, e 22+7r%, 205 4714 +63017*
1= oz €, A= ——-———€, A= —€+ €.
36 324 2 36 108 1944
(4.16)
At this fixed point the matrix 8;;? has eigenvalues
32 , 2¢ 44+ 107? 34 + 2m>
{caer P - Bman B2el (417)

Each eigenvalue m; corresponds to a nearly marginal operator with scaling dimension

Thus, negative eigenvalues correspond to slightly relevant operators, which cause an
instability of the fixed point. The only unstable direction, corresponding to eigenvalue
—2e+ 2% s

245  4225m% — 4188 6772 — 28
( . W% e) A+ (10+7TT) s+ As. (4.19)
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The above comments relate to the O(NN)? matrix model at N = co. We can also study
the model at finite N. One interesting quantity is Np;,, the smallest value of N at which
the fixed-point that interpolates to the large N solution (4.16]) appears as a solution to

the beta functions. This fixed point emerges along with another fixed point, and right

at Npin these solutions to the beta functions are identical, so that the matrix (gff) is
J

degenerate. So we arrive at the following system of equations

dp;
o,

This system of equations can easily be solved numerically to zeroth order in ¢, and with
a zeroth order solution in hand the first order solution can be obtained by linearizing
the system of equations. We find that N,;, = 23.2541 — 577.350¢, which nicely fits the

results of a numerical study where we compute N, at different values of e:

€ 0 0.001 | 0.002 | 0.003 | 0.004 | 0.005

Nmin | 23.255 | 22.682 | 22.124 | 21.576 | 21.039 | 20.511

These values result in a numerical fit N, (€) = 23.255 — 553.7¢, which coincides with the
result stated above.

If we take NN to be finite and e(%, we can provide some more details about the number
and stability of fixed points for different values of N. For N > 23.2541 — 577.350¢ there

are three non-trivial, real, perturbatively accesible fixed points, which in the large N

limit , to leading order in ¢, scale with N as

6!(87)? €
91 =92=0, 93 = 288 N2’
6!(87)? € 10 € 6!(8m)? €
N K _ 10 gt _ i 421
9 36 N2’ g2 36 6 (871-) N3’ g3 288 N2’ ( )
6!(87)? € 1 € 295 €
=—— = —— - 6!(87)*— = .6!(87)*—.
n=—g Nz 2= 5000 5m  gs= 150 60T 1

The first of these three fixed points is identical to the vector model fixed point; that is

to say, the symmetry is enhanced from O(N)? to O(N?). This fixed point extends to all
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N in the small € regime we are considering;:

6!(87)?
— ¢
96(22 1 3N?)

I
o

g1 = g2 gs = (422)

The third fixed point in (4.21)) extends to the regime where N? > % and becomes the large
N solution discussed above. This fixed point merges with the second fixed point in
at a critical point situated at N (e) = 23.2541 — 577.350¢ And so at intermediate values of
N, only the vector model fixed point exists. But as we keep decreasing N we encounter
another critical point at N(e) = 5.01072 4 14.4537¢, from which two new solutions to the
vanishing beta functions emerge. As N further decreases past the value N(e) = 2.75605 —
0.0161858¢, another pair of fixed points appear, but then at N(e) = 2.72717 — 0.757475¢
two of the fixed points merge and become complex. Then at N(¢) = 2.33265 — 0.316279¢
two new fixed points appear, but these disappear again at N(e) = 0.827007 + 8.10374e,

so that for N below this value there are a total of three real non-trivial fixed points.

4.2.2 The O(N) model of antisymmetric matrices

For the theory of antisymmetric matrices ¢ = —¢ the momentum space propagator

is given by

1

<$ab<k)$a’b’<_k)>o _ o1 (5aa’6bb’ _ (sab’dba’) ) (423)

Performing the large N expansion using the scalings (4.13)) we get the large N beta

functions

Bay = — 2A1€ + 18X — 18(17 + 7%)\3
Bry = — 26 + 1082 4 24X Ay — 54(90 + 7nH)A3 — 54(10 + 72) A2\, (4.24)
Bay = — 2Ag€ + 4202 + 48\ Ay + 8AZ — 27(210 4 2373)A3 — 72(39 + 47 A2\,

8
+ 2882 \3 — 48(6 + T2)A NS — 57&3 :
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large N fixed point

23.25 —
vector model fixed point
5.01 —

trivial fixed point

3.74 — /4

2.76 —
2.73 —
2.33 —

0.83 —

N gi/e g2/ € g3/€
23.2541 — 577.350e | 20.3055 + 1085.34¢ | —10.2467 — 671.121€ | 2.64544 + 226.967¢
5.01072 + 14.4537¢ | 18.4283 + 56.2132¢ | 37.3192 + 141.611e | 22.5095 + 65.4233¢
V14 + O(e) O(e?) undetermined O(e) 1572 /2 + O(e)
2.75605 — 0.0161858¢ | 477.273 4+ 5099.17¢ | —829.732 — 8328.37¢ | 382.831 4 3255.35¢
2.72717 — 0.757475¢ | 210.819 4+ 1081.1€¢ | —428.594 — 2397.37¢ | 270.026 + 1676.65¢
2.33265 — 0.316279¢ | 755.558 4+ 5809.01e | —1059.23 — 8206.69¢ | 438.184 + 3265.96¢
0.827007 + 8.10374e | 237.478 + 3365.73¢ | —261.049 — 4508.85¢ | 220.926 + 2109.71e

Figure 4.2: The real perturbative fixed points of the O(N)? matrix model parent theory,
the intersection point (marked in brown), and the critical points at which they merge
and disappear (marked in black) as a function of N for small e. Fixed points that are
[R-unstable in all three directions are drawn in red, those unstable in two directions are
drawn in violet, those unstable in one direction are drawn in blue, and those that are
stable in all three directions are drawn in . The four-loop corrections to the third
point on the list, where two fixed lines intersect, are undetermined for any O(€?) value
of \,.
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These beta-functions are equivalent to (4.15)) up to a redefinition of the rescaled couplings
by a factor of four, which is compatible with this daughter theory being equivalent in the
large N limit to the parent theory studied in the previous section.

We can also study the behaviour of this model for finite N and e(1. For N > 35.3546—
673.428 ¢ there are three (real, perturbatively accesible) fixed points, which in the large

N limit (keeping €(4) to leading order in € scale with N as

6!(8m)? €
g1 =92 =0, 93 =~ 1 N2
144 N2
6!(87)% € 10 € 6!(87)? €
n="0 N ey MY =T G2
6!(87)? € 5 € 295 5 €
=" N g2 = —2-6!(87) el 93 = 5o 6!(8) i

The first of these three fixed points is the vector model fixed point, and it is present more

generally in the small € regime we are considering:

6!(87)?
€.
48(44 — 3N 1 3N?)

g1 =92 =0, g3 = (4-26)

The third fixed point in extends to the regime where N2 > % and becomes the large
N solution discussed above. This fixed point merges with the second fixed point in
at a critical point situated at N(e) = 35.3546 —673.428 € And so at intermediate values of
N, only the vector model fixed point exists. But as we keep decreasing N we encounter
another critical point at N(e) = 6.02669 + 7.37013¢, from which two new solutions to the
vanishing beta functions emerge. As N further decreases past the value N(e) = 5.70601+
0.540694¢, another pair of fixed points appear, and past N(e) = 5.075310 — 0.0278896¢
yet another pair of fixed point appear (in this range of N, all seven non-trivial solutions
to the vanishing beta functions are real). But already below N(¢) = 5.03275 — 0.586724e,
two of the fixed points become complex, and below N (e) = 3.08122 + 8.26176¢ two more
fixed points become complex, so that for NV below this value there are a total of three

real non-trivial fixed points.
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35.35 —

6.03 —

5.82 —

5.71 —

5.08 —

5.03 —

3.08 —

trivial fixed point

large N fixed point

vector model fixed point

/‘

N

Al/é

A2/€

A3/€

35.3546 — 673.428¢

49.5253 +- 2344.67¢

—14.7886 — 819.812¢

2.27483 + 172.497¢

6.02669 + 7.37013¢

13.2186 + 135.952¢

46.5606 + 358.588¢

52.3442 + 184.725¢

(1+/113)/2 4+ O(e)

O(e?)

undetermined O(e)

1572/2 4+ O(e)

5.70601 + 0.540694¢

1835.96 + 12199.7¢

—1514.42 — 9969.85¢

315.529 4 1975.47¢

5.07531 — 0.0278896¢€

1742.93 + 14681.9¢

—1228.95 — 10464.7¢

275.926 + 2170.35¢

5.03275 — 0.586724€

350.124 + 3001.15¢

—404.283 — 3356.64¢

180.867 + 1310.49¢

3.08122 4 8.26176¢

666.939 + 7903.77¢

—373.592 — 5369.46¢

170.179 + 1403.34¢

Figure 4.3: The real perturbative fixed points of the antisymmetric matrix model, their
intersection point (marked in brown), and the critical points at which they merge and
disappear (marked in black) as a function of N for small e. Fixed points that are IR-
unstable in all three directions are drawn in red, those unstable in two directions are
drawn in violet, those unstable in one direction are drawn in blue, and those that are
stable in all three directions are drawn in
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4.2.3 Symmetric traceless matrices and violation of large N equivalence

There is a projection of the parent theory of general real matrices ¢® which restricts
them to symmetric matrices ¢ = ¢*. In order to have an irreducible representation of
O(N) we should also require them to be traceless tr ¢ = 0. Then the propagator is given
by

-~ ~ ]_ / / / ! 2 AN]
ab k a’b —k — _<5aa 5bb 5ab 5ba __5ab5ab) ) 4.9
(GO () = 5 (50 + N (127
The operators O; 234 are actually independent for N > 5, while for N = 2,3,4,5 there

are linear relations between them:
e N=2:0,=0, 0O3=205=40s,
e N=3:03=20,, 204=303+60,
o N =45:1805+ 80, = 240, + 30s.

We will see that the existence of these relations for small integer values of N has interesting
implications for the analytic continuation of the theory from N > 5 to N < 5.

Let us first discuss the large N theory. For the rescaled couplings Ay, A9, and A3, the
large N beta functions are the same as for the anti-symmetric model. But now

there is an additional coupling constant, whose large N beta function is given by
By, = — 2€Ag + T20] + 36 A1\ + 6AF — T38AT A, — 18(180 + 117%) A7 (4.28)

Consequently, the RG flow now has five non-trivial fixed points, two of which are real
fixed points but with coupling constants containing O(e’) terms. Another pair of fixed

points is given by

e 17+m2, 22+ 7n? _ 295, 4714463017 ,

A = < Np = —2e— 2T 2y 20
1=gt T M ¢ g v MT 7 86
34 973 — 7872 4+ i 1272
I 1§\/396+ 73 — 787 211\0/29(67+ ™) o (4.29)
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The first three coupling constants assume the same value as for the anti-symmetric model,
a rescaled version of (4.16]) of the parent theory, but the additional coupling constant
assumes a complex value, thus breaking large N equiavalence and suggesting that the

fixed point is unstable and described by a complex CFT [93, [177].

We find that the eigenvalues of % at this complex fixed point are

32 13 67+ 1272 , 2 22 + 572 17 + 72
— 2+ =€ T —e+ 22— 2 Ze—255 " 2 2¢—2 21 (4.30
{ e+96,IFZ\/36 Weri €, 3¢ 7€ 2 5 e} (4.30)

where the imaginary eigenvalue is associated to a complex linear combination of A\; and
As. Thus, there is actually a pair of complex large N fixed points: at one of them there is
an operator of complex dimension d+iA = 3—e+1A, while at the other it has dimension

— zAI where A= 2\/7 — 267“2” 2. Thus, this pair of complex fixed points satisfy
the criteria to be identified as complex CFTs [93, [I77]. In our large N theory, the scaling
dimensions d + ¢A correspond to the double-trace operator Oy, so that the single-trace
operator tr ¢* should have scaling dimension # (d +iA). Indeed, we find that its two-loop

anomalous dimension is, for large N,

/13
Yir g3 = 6 (3)\1 + )\2) =€+ ?G . (431)

Therefore,

d 3—e . /13 d+iA
Atr¢>3 = 3 (5 — 1) +fytr¢3 = 2 :l: 7 ?G = 2 . (432)

Scaling dimensions of this form are ubiquitous in large N complex CFTs [811 9], 26, 3]. In
the dual AdS description they correspond to fields violating the Breitenlohner-Freedman
stability bound.

Let us also note that the symmetric orbifold has a fixed point where only the twisted

sector coupling is non-vanishing:

€
)\17273 = 0, )\4 = § . (433)
20As N is reduced, the two complex conjugate fixed points persist down to arbitrarily small N. For
finite IV, however, the complex scaling dimensions are no longer of the form d+iA: the real part deviates
from d, which is consistent with the behavior of general complex CFTs [93] [I77].
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N
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g3/ €
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13.7692 + 157.614¢

0.774624 4 9.43200e

21.5178 4 155.312¢

5.50104 — 0.966432¢

1424.22 + 11076.8¢

—1176.03 — 9116.73¢

247.515 4 1873.61¢

—454.872 — 3511.98¢

5.41410 + 13.7204¢

24.4748 4 360.178¢

57.2276 + 450.992¢

39.8006 — 29.6552¢

—2.62055 — 19.2614€

5.02251 + 0.314146¢

1132.14 + 13268.0¢

—T775.767 — 9368.16¢

185.009 + 1864.18¢

—372.446 — 4364.10¢

5+ O(e) O(e?) undetermined O(e) 1572/2 + O(e) O(e?)
5 868.525 + 8195.57¢ | —651.394 — 6497.79¢ | 182.588 4 1618.14¢ | —289.508 — 2731.86¢
3.39974 4 5.04412¢ 308.575 4+ 3818.19¢ | —149.500 — 2394.44¢€ | 113.071 + 818.926¢ | —100.935 — 1242.36¢

1.18613 — 1.96911¢

113.631 + 136.626¢

—445.062 — 3310.43¢

475.932 + 3758.3¢

573.101 + 3747.7¢

1.139999 — 0.0564804¢

7.14941 + 103.455¢

—121.617 — 1749.67¢

281.382 + 2487.82¢

113.505 + 1635.81¢

0.934072 — 0.0890231¢

0.0911386 + 344.846¢

—2777.40 — 9338.97¢

1172.45 + 4559.95¢

2333.04 4 8376.93¢

0.701527 4 10.3604¢

12.8934 + 848.994¢

—57.8652 — 4059.74¢

279.112 + 3827.54¢

67.4704 4 4336.08¢

0.521281 — 14.4794€
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—16.5232 + 1957.63¢

257.847 + 606.789¢

22.3424 — 2270.44¢

0.465602 — 6.81219¢

1.79072 — 162.063¢

24.3958 — 1503.26¢

228.454 + 2430.09¢

—15.2518 + 919.203¢

(V33 —3)/6+ O(e)

undetermined O(e)

undetermined O(e)

247 + O(e)

O()

in green. The
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Figure 4.4: The perturbative real fixed points of the symmetric matrix model, the in-
tersection points (marked in brown), and the critical points at which they merge and
disappear (marked in black) as a function of N for small e. Fixed points that are IR-
unstable in all four directions are drawn in red, those unstable in three directions are
drawn in violet, those unstable in two direction are drawn in blue, those unstable in one
direction are drawn in cyan, and those that are stable in all four directions are drawn
dotted lines denote the segments of “spooky” fixed points, where
two eigenvalues of g—g? are complex, and at the orange vertex those eigenvalues are purely
imaginary. ’




It could be connected to the fact that in the large N limit of the parent theory the O,
could not contribute to the beta functions of the other operators and therefore we can
safely set A\ 23 = 0 without setting Ay # 0.

We can also study the behaviour of this model for finite N and e(1. For N > 13.1802—
57.5808 € there are three (real, perturbatively accesible) fixed points, which in the large

N limit (keeping €(4) to leading order in € scale with N as

0 6!(87)?
—_= —_= = = €
91 = 92 = Ga 93 TAAN?
6!(87)? 6!(87)? 6!(87)? 6!(87)?
g1 = 144 NG € 2= 66 N 9= TNzt 9= 3Ns € (4.34)
6!(87)? 6!(87)? 6!(87)? 6!(87)?
g =—144 NG € go=18 N e g3=—18 NG € gy = e €

The first of these three fixed points is the vector model fixed point, which is present

generally NV in the small € regime:

6!(87)?
€
13(38 + 3N + 3N?)

O=g1=92=0a g3 = (4.35)

The third fixed point in connects to the large N solution discussed above. This
fixed point merges with the second fixed point in (4.34) at a critical point situated at
N(e) = 13.1802 — 57.5808 ¢ And so at intermediate values of N, only the vector model
fixed point exists. But as we keep decreasing N we encounter another critical point at

N(e) = 5.41410 + 13.7204 ¢ whence two new fixed points emerge.

4.3 Spooky Fixed Points and Limit Cycles

As indicated in figure [4.4] in the O(N) symmetric traceless model there exist four

segments of real, but spooky fixed points as a function of N E For these fixed points the

Jacobian matrix (%) has, in addition to one negative and one positive eigenvalue, a pair
J

of complex conjugate eigenvalues. Therefore, there are two complex scaling dimensions

(4.18) at these spooky fixed points, so that they correspond to non-unitary CFTs. The

21Tf we allow negative N, there is a fifth segment of spooky fixed points at N € (—3.148, —3.183).
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eigenvectors corresponding to the complex eigenvalues have zero norm (a derivation of this
fact is given later in this section). Let us note that, in the O(N)? model and O(N) model
with antisymmetric matrix there are no real fixed points with complex eigenvalues. The
symmetric traceless model provides a simple setting where they occur. In this section we
take a close look at the spooky fixed points and show that they lead to a Hopf bifurcation
and RG limit cycles.

Of the four segments of spooky fixed points with positive N, three, namely those
that fall within the ranges given by N € (1.094,2.441), N € (1.041,1.175), and N €
(0.160, 0.253), share the property that the complex eigenvalues never become purely imag-
inary. The number of stable and unstable directions therefore remain the same within
these intervals. Something special happens, however, at the integer value N = 2 that lies
within the first interval. Here the two operators with complex dimensions are given by
linear combinations of operators O; that vanish by virtue of the linear relations between
these operators at N = 2.@ As a result, for N = 2 there are no nearly marginal operators
with complex dimensions, as expected.

The fourth segment of spooky fixed points stands out in that it includes a fixed point
with imaginary eigenvalues. This fourth segment lies in the range N € (Niower, Nupper),

where, at four-loop level,

Nupper = 4.5339959143 + 1.54247¢ Niower & 4.4654144982 + 0.693698¢ . (4.36)

9Bi
9g;

As N approaches Nypper from above, < ) has one positive and three negative eigenval-
ues, and two of the negative eigenvalues converge on the same value. As N dips below
Nypper, the two erstwhile identical eigenvalues become complex and form a pair of com-
plex conjugate values. As we continue to decrease IV, the complex conjugate eigenvalues
traverse mirrored trajectories in the complex plane until they meet at the same positive

value for N equal to Njower- These trajectories are depicted in figure [4.5, For a critical

value N = Ngyit With Nigwer < N < Nypper, the trajectories intersect the imaginary axis

22This is similar to what happens to evanescent operators when they are continued to an integer
dimension.
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such that the two eigenvalues are purely imaginary. At the two-loop order we find that

Naie &~ 4.47507431683 (4.37)

and the fixed point is located at

g7 = 158.684¢, g5 = —211.383¢,

g% = 138.686¢, ¢ = —49.4564e . (4.38)

The Jacobian matrix evaluated at this fixed point is

—1.65273 —1.58311  1.33984 —1.19641

= ¢ (4.39)

(aﬁi) 1.0242 0.358518 —3.24194 1.21102
0.128059  0.749009 2.9199 —0.210872

—0.0618889 0.428409 —0.417582 —1.20064

with eigenvalues {2, —1.57495, —0.153965¢,0.1539657} €. These quantities are subject to
further perturbative corrections in powers of ¢; for example, after including the four-loop
corrections Ngy ~ 4.47507431683 + 3.12476¢. The existence of a special spooky fixed
point with imaginary eigenvalues is robust under loop corrections that are suppressed by
a small expansion parameter, since small perturbations of the trajectories still result in
curves that intersect the imaginary axis. In light of the negative value of gj, one may
worry that the potential is unbounded from below at the spooky fixed points. It is not
clear how to resolve this question for non-integer N, but at the fixed-points at N = 4
and N = 5 that this spooky fixed point interpolates between, one can explicitly check
that the potential is bounded from below.

The appearance of complex eigenvalues changes the behavior of the RG flow around
the spooky fixed point. Since the fixed point has one negative eigenvalue for all N €
(Nower, Nupper), there is an unstable direction in the space of coupling constants that
renders the fixed point IR-unstable. But we can ask the following question: How do the

coupling constants flow in the two-dimensional manifold that is invariant under the RG
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Figure 4.5: The trajectories of the complex eigenvalues of the Jacobian matrix <g§;> as

N is varied from Nigwer t0 Nypper-

flow and that is tangent to the plane spanned by the eigenvectors of the Jacobian matrix
with complex eigenvalues?

If the real parts of these eigenvalues are non-zero, the spooky fixed point is a focus
and the flow around it is described by spirals steadily moving inwards or outwards from
the fixed point. For N > N, the real parts are negative and the fixed point is IR-
unstable, while for N < N the real parts are positive and the fixed point is stable. By
the Hartman-Grobman theorem [I78] [I79], one can locally change coordinates (redefine
the coupling constants) such that the beta-functions near the fixed points are linear.
Furthermore, one can get rid of the imaginary part of the eigenvalues in this subspace by
a suitable field redefinition] An analogous statement was given in [149).

When N = N, the real parts of the complex eigenvalues are equal to zero. In this
case the equilibrium point is a center, the Hartman-Grobman theorem is not applicable,
and the behavior near the fixed point is controlled by the higher non-linear terms in the
autonomous equations. If we consider N as a parameter of the the RG flow, N = N
corresponds to a bifurcation point, as first introduced by Poincare. A standard method of
analyzing bifurcations is to reduce the full system to a set of lower dimensional systems by
use of the center manifold theorem [180]. Denoting by A the eigenvalues of the Jabobian

matrix at a given fixed point, this theorem guarantees the existence of invariant manifolds

2For instance, in two dimensions with z = z + iy, the equation z = (—a + iw)z can via a change of
variable z — ze' 1°812| be reduced to 7 = —acz.
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0.0003

-0.0002

Figure 4.6: The RG flow in the invariant manifold tangent to the plane spanned by the
eigenvectors with complex eigenvalues in the space of coupling constants for N = 4.476.
In the IR, the blue curve whirls inwards towards a limit cycle marked in black, while the
orange curve whirls outwards towards the limit cycle. The coordinates t3 and t, are given
by linear combinations of the couplings g1, g2, g3, and g4 and are defined in appendix
The RG flow on the invariant manifold admits of a description in an infinite expansion
in powers of t3 and t4. This plot is drawn retaining terms up to cubic order.
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tangent to the eigenspaces with Re A > 0, Re A < 0, and Re A = 0 respectively. The latter
manifold is known as the center manifold, and in general it need neither be unique nor
smooth. But when, as in our case, the center at ¢* is part of a line of fixed points in
the space (g, N) that vary smoothly with a parameter N, and the complex eigenvalues

satisfy

K= %Re[)\(]\/mt)] #0, (4.40)

then there exists a unique 3-dimensional center manifold in (¢, V') passing through (g*, Neyit).
On planes of constant N in this manifold, there exist coordinates (x,y) such that the

third order Taylor expansion can be written in the form

% = (‘*’ +eN +b(2® + y2))a: + (/@N + a(2® + y2))y, (4.41)

where t = In u. The constant a in these equations is known as the Hopf constant. By a
theorem due to Hopf [I58], there exists an IR-attractive limit cycle in the center manifold
if @ > 0, while if @ < 0 there exists an IR-repulsive limit cycle. In appendix[4.4] we present
an explicit calculation of a for the critical point in the symmetric matrix model, and we
find that a is positive. Hence, we conclude that on analytically continuing in N, the
RG flow of this QFT contains a periodic orbit in the space of coupling constants, an
orbit that is unstable but which in the center manifold constitutes an attractive limit
cycle. This conclusion holds true at all orders in perturbation theory, since the criteria
of Hopf’s theorem, being topological in nature, are not invalidated by small perturbative
corrections.

Now that we have demonstrated the existence of limit cycles, we should ask about their
consistency with the known RG monotonicity theorems. In particularly, in 3 dimensions
the F-theorem has been conjectured and established [159] 160, 162]. Furthermore, in

perturbative 3-dimensional QFT, one can make a stronger statement that the RG flow is
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a gradient flow, i.e.

- OF
B = — 4.42
GZ_]/8 agz 7 ( )

where F' and the metric Gj; are functions of the coupling constants which can be calcu-
lated perturbatively [161], 163, 164], 136, 165].@ At leading order, G;; may be read off

from the two-point functions of the nearly marginal operators [163, [164]:

G
(Cb(f)Cb(y)>==’x<_2A6- (4.43)
The F-function satisfies the RG equation
0 0 o

This shows that, if the metric is positive definite, then F' descreases monotonically as the
theory flows towards the IR. These perturbative statements continue to be applicable in
3 — e dimensions.

At leading order, the metric Gj; is exhibited in appendix [B] Its determinant is given
by

(N =5)(N —4)(N = 3)%(N — 2)3N2(N + 1)3(N + 3)(N + 4)*(N + 6)%(N + 8)(N + 10)
2654208 '

(4.45)
This shows that the metric has three zero eigenvalues for N = 2, two zero eigenvalues
for N = 3, and one zero eigenvalue for N = 4 and 5. This is due to the linear relations
between operators O; at these integer values of N. For example, for N = 2 there is only
one independent operator. In the range 4 < N < 5, detG;; < 0, the metric has one
negative and three positive eigenvalues. This is what explains the possibility of RG limit
cycles in the range Nigwer < N < Nypper- For N > 5, G;; is positive definite, and for
N < —10, Gj; is negative definite. This is consistent with our observing spooky fixed

points only outside of these regimesﬁ

24In [136], [165] the terminology a-function was used, but we prefer to call it F-function instead, since
a typically refers to a Weyl anomaly coefficient in d = 4.
25We have also found the metric for the parent O(NN)? theory. In this case it is positive definite for
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In general, the norms of vectors computed with this metric are not positive definite
for N < 5. In particular, we can show that the eigenvectors corresponding to complex
eigenvalues of the Jacobian matrix evaluated at real fixed points have zero norm. Indeed,
let us assume that we have a complex eigenvalue m € C with eigenvector

Y4

99 u = mu' . (4.46)

Now let us differentiate the relation (4.42)) with respect to g¥:

8KGUBJ + G[J@K/BJ = 018KF . (447)

At a spooky fixed point we have 37(g) = 0 for real couplings g. Contracting the relation
(4.47) with v and @’ at a spooky fixed point we get

ﬁIG[JaKBJUK == uKﬂI{?I@KF . (448)

Using (4.46)) we arrive at the following relations

mﬂIuJGU = ﬂlch?IaJF . (449)

Since Gy and 9;0;F are real symmetric matrices, the norm u? = Gryu'a’ and f =
wu’0;0;F are real numbers. If they are not equal to zero, then we must have m € R,
which contradicts our assumption. Therefore, the norm u? = 0.

Another consequence of the negative eigenvalues of G;; is that dF'/dt can have either
sign, as follows from . In fig. (4.7) we plot F(t) for the limit cycle of fig. [4.6]
showing that it oscillates. This can also be shown analytically for a small limit cycle

surrounding a fixed point. We may expand around it to find

B(t) = a(t)v" + a(t)v" (4.50)

all N except N € {—4,—2,1,2}, where there are zero eigenvalues. We further found the metric for the
anti-symmetric matrix model. In certain intervals within the range N € (—4,5) it has both positive and
negative eigenvalues, but numerical searches reveal no spooky fixed points in these intervals.
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Figure 4.7: The plot of 10'?(F(¢t) — Fy)/e®, where Fj is the value at the spooky fixed
point, for the cyclic solution found in section for N = 4.476.

where v and ¢ are the eigenvectors corresponding to the complex eigenvalues of the Ja-
cobian matrix at the spooky fixed point. While G;;v'07 vanishes, G;;v'v? # 0. Therefore,

(4.44]) implies that dF/dt # 0 for a small limit cycle.

4.4 Calculating the Hopf constant

In this appendix we compute the Hopf constant a at two loops. Introducing rescaled
couplings g; = 720(87)%¢ g;, the beta functions at the critical value N = Ny, = 4.475 in

units of € become

By = =21 + (2339.99g; + 4273.55g5 + 3840.g5 + 4325.084) g1 + 2768.04g5 + 2592.4; + 4608.g041
By = =245 + (509.96641 + 2962.93g5 + 6748.16g5 + 113.519g4) g1 + (3456.g5 + 360.29944) gu
+ (2308.94g, + 11232.3g5 — 421.43844) g
B = —2g5 + (42g1 + 221.912g, + 576.95 — 241.337g) g1 + 10704.445 — 209.9424; — 772.278g54
+ (629.906g, + 4074.01g5 — 135.92341) g

By = —2g1 + (226.417g + 73.3524g5 + 1708.554:) g1 — 618.54745 + (1583.3g, + 3840.45 + 1066.1144) g4
These beta functions have a fixed point at

4 (Nee) = 107 - (3.48916, —4.64792, 3.04945, —1.08745) . (4.51)
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Letting V' = (v1, v2, v3,U3) be the matrix of eigenvectors v; of the stability matrix (%’?)
J

evaluated at this fixed point,

98,
v (a—@’) V = diag (2, —1.57495, —0.153965i, 0.1539651) . (4.52)
4j

One can check that these eigenvalues change on varying N. In particular, the real parts
of the complex eigenvalues change linearly with N for N close to Ngi. Changing to

variables t; = vy - g, to = vy - g, t3 = R[vs - g], t4 = S[vs - g], we get the equations

By, = 2t; — 3006.27t2 — 635.361t% — 4.22379t2 + 4.22379¢2 + 7.65924t 5t
By, = —1.57495t5 + (—638.903t; + 1471.36ty — 96.8862t5 + 72.0709t,) to+
+1.0131t5 — 0.34628t5 — 1.37241t5t4
B, = —0.153965t4 + (231.430t, — 3006.27t3) 1 + (—31746.2t5 + 1284.37t3 — 347.122t4) t,
—49.5972t3 + 492.731¢; + 178.686t3t4
Br, = 0.153965¢t3 + (—231.43t3 — 3006.27¢4) t1 + (638.003t, + 730.144t, — 82.71313) t,

+8.73689t3 + 823.772t5 + 153.731t3t, . (4.53)

We wish to study the RG flow in the manifold that is tangent to the center eigenspace.
We cannot simply set t; and 5 to zero, since this plane is not invariant under the RG flow:
the 3, 3, and t3t3 terms in 3;, and f3;, generate a flow in ¢; and ¢,. But by introducing

new variables with #; and ¢, suitably shifted,

uy =t — 1.77501¢3 + 4.3762t4t5 + 1.77501¢3, (4.54)

Uy =ty — 0.709414¢3 + 0.676770t 4¢3 + 0.286027t7 , (4.55)

the ¢2, ¢3, and t3t3 terms in ,, and $3,, cancel out. While 3,, and 3,, do couple to t3
and t4 at third order, one can introduce new variables yet again and shift u; and uy by
cubic terms in t3 and t4 to remove this third order coupling. This procedure may be

iterated indefinitely to obtain a coordinate expansion of the center manifold to arbitrary

132



order, in accordance with the center manifold theorem. We will content ourselves with
the cubic approximation of the center manifold, which consists of the surface u; = uy = 0,
since this approximation suffices to determine the Hopf constant. Eliminating ¢; and %,
in favour of u; and wuy in the equations for 3, and B, setting u; and uy to zero, and

discarding unreliable quartic terms gives

By = —49.5972t5 + 178.686t4t3 + 492.731¢; — 0.153965t,
—4425.01 (1.3 — 2.81386t4t35 — 0.947101t5¢5 + 0.0703961¢3)
B, = 8.73689t3 + 153.731t,4t5 + 0.153965¢t5 + 823.772t]

—469.468 (1.t + 7.98654¢4t5 — 27.8962¢5t5 — 10.9216¢73) . (4.56)

From these equations the Hopf constant can be directly obtained by the use of equation

(3.4.11) in [I80] or by the equivalent formula in [I8T]. We find that
a ~ 6204790 (4.57)

so that Hopf’s theorem guarantees the existence of a periodic orbit that is IR-attractive
in the center manifold, implying that if we fine-tune the couplings in the vicinity of N,

there is a cyclic solution to the beta functions that comes back precisely to itself.
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4.5 Other bifurcations

Since the classic review by Kogut and Wilson [140] on the e expansion and renor-
malization group (RG) flow, the general properties of RG flows have been the subject of
active research. In the cases usually considered, once a theory starts flowing, it ends up at
a fixed point where it is described by some conformal field theory (CFT). From a general
point of view, the equations describing instances of RG flow form systems of autonomous
differential equations, and the properties of such systems and the kinds of flows they ad-
mit are well understood [I80} 182, 14T],[183]. In particular, dynamical systems can exhibit
flows more peculiar than that between distinct fixed points, and Kogut and Wilson spec-
ulated in 1974 on the possibility of limit cycles as well as ergodic and turbulent behaviour
in RG flow. Since then, however, a number of monotonicity theorems have been proven
that severely restrict the RG flow of unitary quantum field theories (QFTs). The first
such theorem was Zamolodchikov’s c-theorem [I84], which in two dimensions establishes
a function that interpolates between central charges at CFTs and decreases monotoni-
cally along RG flow. Analogous theorems were proven in four dimensions (a-theorem)
[153, 150] and three dimensions (F-theorem) [161} 160, [162]. The monotonicity implied
by these theorems excludes the possibility of limit cycles, except for a loophole pointed
out in [I85 155]: multi-valued ¢ functions. This loophole had in fact been previously
realized in certain deformed Wess-Zumino-Witten models [186], (187, [188], although these
models required coupling constants to pass between infinity and minus infinity in order to
realize cyclic RG flow. There are also examples of cyclics RG flow in quantum mechanics
[189), 142, [147, [144), (190}, [191].

Recently, ref. [5] put forward a QFT of interacting symmetric traceless matrices
transforming under the action of the O(N) group, while allowing N to assume non-
integer values. O(N) models for non-integer N, an idea widely used in polymer physics
[192], had been previously given a formal definition in [I56], which demonstrated the
non-unitarity of these models. Hence, the ¢, a, [-theorems are no longer valid and do not
constrain the RG flow, and consequently ref. [5] was able to show that the model studied

therein possesses a closed limit cycle for N slightly above 4.475. The main tool used to
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make this discovery was Hopf’s theorem [158], which guarantees the existence of a limit
cycle in the vicinity of the codimension-one bifurcation known as the Andronov-Hopf
bifurcation.

Turning to dynamical systems parameterized by two real numbers, codimension-two
bifurcations can be used to prove the occurrence of yet other kinds of flow. Specifically,
R.Bogdanov [193] and F.Takens [194] have established powerful theorems by which, from
properties of autonomous differential equations known only to second order in the dy-
namical variables, one can deduce the existence of homoclinic orbits, ie. flow curves
that connect a fixed point to itself. In addition to mild genericity conditions, the condi-
tions that must be satisfied in order for the theorems to apply can be checked merely by
studying the stability of fixed points, despite the fact that homoclinic orbits signal global
bifurcations [I80] since they arise when a limit cycles collides with a saddle point.

An interesting fact about homoclinic orbits is that they can be used to diagnose
chaos. In applications of the theory of dynamical systems to physics, chaotic behavior
[195] occurs in many instances, such as in turbulence [196], [197], meteorology [198] and
even in scattering amplitudes in string theory [199]. Usually, chaotic behaviour is proven
via numerical investigations of concrete systems. One of the few analytical tools that
can hint at the emergence of chaos is a theorem due to Shilnikov [200] that, for systems
possessing homoclinic orbits, stipulates conditions by which to show they are chaotic.
Therefore, one important step towards uncovering chaotic RG flow is to establish the
existence of homoclinic RG flow.

Brief previous mention of homoclinic RG flow can be found in [201}, 202], which study
non-linear sigma models and QC D, in the Veneziano limit. These references, however,
mention the phenomenon solely for the purpose of pointing out its impossibility in those
contexts.

In this short letter, we study a QFT with global O(N) x O(M) symmetry. Examining
the RG flow of the theory as a function of M and N, we determine the regime where the
flow is non-monotonic. In this regime, we are able to establish the locations of a number of

Bogdanov-Takens bifurcations, by which we are able to conclude that the theory exhibits
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homoclinic RG flow. In other words, the model contains fixed point with the peculiar
property that a deformation by a relevant operator induces a flow that leads back to
the original point: an RG flow where the IR and UV theories are one and the same.
Homoclinic RG flow can be thought of as interpolating between the familiar type of RG
flow (where a system flows from one fixed point to another) and the more exotic RG limit
cycles (like limit cycles, homoclinic orbits are closed). In unitary QFTs, homoclinic RG
flows are still forbidden by c¢, a, F-theorems, but a fixed point situated in a homoclinic
orbit could possibly be described by a standard CF'T, in contrast to fixed points that give
rise to limit cycles by undergoing a Hopf bifurcation, and which require operators with

complex scaling dimensions.

4.6 The model

The approach we consider in this short letter could be used in any two-parameteric
family of theories. But we present just the very first example, where such phenomenon
emerges. Thus, we consider an N’ = 1 supersymmetric model of interacting scalar su-
perfields ®, that are invariant under the action of an O(N) x O(M) group ind =3 — €
dimensions. The superfields are traceless-symmetric matrices with respect to the action
of an O(N) group and vectors under the action of an O(M) group. There are four singlet

marginal operators

01 = tr [0 PIDT], Oy = tr [P/ D'I]

2

Oy = tr [0'01]%, Oy = tr [0/07] tr [6'd] | (4.58)
and so the full action is
S = / dzd?0 [tr D2+ ) giOi] . (4.59)

The RG flow of this model is gradient, meaning that there exists a function F' of the

couplings and a four-by-four matrix G;; such that the beta functions of the theory satisfy
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the equation

dg: _ ¢, OF (4.60)

Bi ZM@ zga_gj

If G;; is positive or negative definite, this equation implies that I’ changes monoton-
ically with the RG flow, so that cyclic and homoclinic flow lines are impossible. By
explicit computation to leading order in perturbation theory, we find that the metric has

determinant

det G = i(M — 1)*(M +2)*x

X (N —3)(N —2)*(N + 1)*(N + 4)*(N +6) . (4.61)

We list the beta functions and the components of the metric in appendix [C} The zeroes
in det G occur because of linear relations among the four operator of the theory at special
values of M and N, and their presence indicates that eigenvalues change sign as N and
M are varied. Indeed one can check that the metric is sign-indefinite if M € (—2,1) or
N € (—6,3), so that unusual RG flows are possible in this regime, and operators may
develop complex scaling dimensions at real fixed points, which, in the terminology of [5],
are then termed ”spooky” (see fig. ) At integer values of N and M, such operators
are identically zero owing to the linear relations between the operators. The situation
is closely analogous to the occurrence of evanescent operators at non-integer spacetime
dimensions [203], 204} 205, 206], 207, 157].

In the following, we will allow M and N to assume general real values. This means we
are dealing with a two-parameter autonomous system of ordinary differential equations.
Such systems can exhibit a rich variety of flows as compared with one-parameter systems.
The possible codimension-two bifurcations can be classed into five types [I82] [180] —
Bautin, Bogdanov-Takens, cusp, double-Hopf, and zero-Hopf — which signal different
kinds of flow not present in generic one-parameter systems. As we shall now see, some of

these possibilities are realized by the QFT (4.59)).
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Figure 4.8: The values of M and N for which spooky fixed points appear. The appearance
of vertical lines is due to finite numeric resolution.
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4.7 Bogdanov-Takens Bifurcation

A Bogdanov-Takens bifurcation occurs generically when, at a fixed point, two eigen-

values of the stability matrix (%) tend to zero as two bifurcation parameters M and N

9g;

are appropriately tuned. The following equations must then be satisfied:

J

ol )] = (5) e[ ()

Written in the form (4.62)), we see that the conditions for a BT bifurcation are polynomial

)(gi,N,M) =0, (4.62)

—0. (4.63)

equations in g;, M, and N, and so by Bézout’s theorem there exist at most a finite
number of points that satisfy these conditions. We refer to such points as Bogdanov-
Takens (BT) points. For the QFT we are studying perturbatively, it can be verified that
the beta functions exhibit several such points. Their existence can be checked to high

numerical accuracy with the use of standard programs, e.g. PyDSTool [208]. Higher-loop
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contributions will provide corrections to the precise locations of these points, but as long
as we take € to be sufficiently small, higher-order corrections will not alter the number or
qualitative behaviour of BT points.

While two eigenvalues tend to zero as we approach a BT point, right at the BT point
itself we do not have a pair of eigenvectors with zero eigenvalues for the reason that in
this same limit, the two respective eigenvectors become linearly dependent. Rather, the
stability matrix at a BT point has a Jordan block of size two with zero eigenvalue (see
in appendix . This means that the theory at the BT point possesses two

operators O o such that the generator D of dilatations acts in the following way
DOl - d@l y DOQ == dOQ + 01 . (464)

The possibility of indecomposable representations of the conformal group was extensively
studied in [209, 210]. The upshot is that the BT theory constitutes a logarithmic CFT
containing generalized marginal operators O;,. In consequence, BT theories are non-
unitary and we have

ko log ||
g 77

(0,(0)0s(x)) = 19

- |$|2d ’

(O4(0)Oq())

|

The conditions are not entirely sufficient to guarantee a BT bifurcation. One
must also require smoothness, and a set of inequalities that are generically true. Viola-
tions of the inequalities typically require fine-tuning of additional parameters and signal
bifurcations of codimension higher than two. In appendix we give the precise state-
ment of the Bogdanov-Takens bifurcation theorem, and we explicitly check that it applies
to an example of a BT point in the QFT we are studying, situated at M ~ 0.2945 and

N =~ 4.036. What this means is that we can transform the beta functions near the BT
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Figure 4.9: Bifurcation diagram around the Bogdanov-Takens bifurcation at (M, N) =
(M*, N*) = (0.2945,4.036). 0M = M — M*, 6N = N — N*. The blue curve represents a
saddle node bifurcation, the curve represents a Hopf bifurcation, and the red curve
represents a saddle homoclinic bifurcation. At the origin, these three codimension-one
bifurcations coalesce.

point into a particularly simple form, known as Bogdanov normal form:

771 =12,
My = 01 + o +nf + smme + O (|77|3) ; (4.65)

772:)\177@ fOYi>2,

where s = —1, and 4, 5 are functions of N and M that vanish right at the BT point.

By bringing the system into normal form, we can use the equations to determine
the behaviour of the system for small enough 4, and d,. In particular, we can constrain
ourselves to studying the surface where only 7; and 7, are non-zero, noting that the
dynamics in the transverse directions 73 and 7, are quite simple. Depending on the
values of §; and 4z, the flow of 7, o falls into different topological types. The classification
can be found in Kuznetsov’s textbook [211] and amounts to the following. In the vicinity
of the BT point at §; = d, = 0, there are four regimes with qualitatively different flows:

— Regime (I): The flow has no fixed point.

In the other three regimes, the flow has two fixed-points, which we will label left and
right. The right point is always a saddle point.

— Region (2): The left point is unstable, and all flowlines starting near it terminate at
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@ 6M=8.036-10"5 6N = 4.327-10°5
e

(&

A\
RG flow in region (1). In this regime,
there are no fixed points near the ori-

gin, and all flow curves swerve down-
wards in the IR.

@ 6M=2257-10* 6N =7.767-10°
¥

~0.004 0002 0.002

RG flow in region (3). In passing
from region 2) to @), the fixed point
marked in green has undergone a Hopf
bifurcation and is now IR stable. An
IR-repulsive limit cycle, marked in
cvan, separates the two fixed points.

@ 6M=2.22110"% 5N =7.684-10"5
"

RG flow in region (2). The fixed
point marked in red is a saddle point.
The blue curves flow outwards from
this point in the IR, while the orange
curves flow inward. The fixed point
marked in green is IR unstable.

@ om=277410* 6N=899210"
P

=

RG flow in region @). In passing from
region (3) to (4) the limit cycle collided
with the red fixed point in a homo-
clinic bifurcation.

Figure 4.10: The topologically distinct types of RG flow in the vicinity of the Bogdanov-
Takens bifurcation at M = M* = 0.2945 and N = N* = 4.036. The variables y3 and y,
are linear combinations of the four coupling constants ¢¢, with precise definitions given
in appendix , and M =M — M*, 6N = N — N*.
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Figure 4.11: Flow diagram for a dynamical system containing a homoclinic orbit (marked
in black), ie. a flowline that starts and ends at the same point. The system is described
by equations (4.76) with parameters §; = —0.000453178 and 65 = —0.0440214. The red
and dots indicate fixed points. The dot is a "spooky” fixed point. The theory
at the red dot is a homoclinic CFT.

the right fixed point.

— Region (3): The left point is now stable, and a repulsive limit cycle separates the
two fixed points.

— Region (4): The left point is still stable, but the limit cycle has disappeared. Some
flowlines starting near the right fixed point terminate at the left fixed point.

In the case of the BT point at (M, N) = (0.2945,4.036), the locations of these four
adjoining regimes, as computed in appendix , is shown in figure . And the RG
flow in each regimes is depicted in figure |4.10]

The four regimes are separated by different codimension-one bifurcations. Region
(D is demarcated from regions (2) and @) by a saddle-node bifurcation happening at
6, = 303. Regions 2) and (3) are separated by an Andronov-Hopf bifurcation along the
the half-curve 6; = 0, d; < 0. And regions (3) and (@) are separated by a saddle homoclinic
bifurcation along §; = —2%5% + ..., 0, <0.

A saddle-node bifurcation corresponds to the collision and disappearance of two equi-
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libria in dynamical systems. The phenomenon has been observed in a number of cases of
RG flow, it happens for instance in in the critical O(N) model [212], in prismatic models
[3], and in QC D, [202] 213, 93], 214].

An Andronov-Hopf bifurcation represents a change of stability at a fixed point that has
complex eigenvalues. The flow near the fixed point changes between spiraling inwards and
spiraling outwards and gives birth to a limit cycle. In the context of RG, this bifurcation
was recently studied in [5].

The most interesting and new phenomenon associated to the model of the present
paper happens along the homoclinic bifurcation line. Here the flow exhibits what is

known as a homoclinic orbit.

4.8 Homoclinic RG flow

A homoclinic orbit is a flowline that connects a stable and an unstable direction of
a saddle point. Figure depicts the kind of homoclinic orbit generated by a BT
bifurcation, with the saddle point marked by a red dot. The homoclinic orbit is seen
to envelop another fixed point marked in . In a QFT context, the point is
"spooky”: the couplings are real, but the eigenvalues of the stability matrix <gT€;> have
non-zero imaginary parts. In contrast to such spooky points, and to complex CFTs
[93, [I77], the red saddle point is associated to real couplings and real eigenvalues of
the stability matrix. These eigenvalues are small and have opposite signs: Aj, —Aa(1.
The positive eigenvalue corresponds to a slightly relevant operator (J; with dimension
A; = d+ )\ > d, and the negative eigenvalue to a slightly irrelevant operator O, with
dimension Ay = d 4+ Ay < d. In this sense, the red saddle point corresponds to a real
CFT.

Standard RG lore states that if we perturb a system in the direction of a relevant
operator, then we expect for the system to either lose conformality altogether or to flow
to a different CF'T. In the terminology of dynamical systems, standard RG trajectories are
heteroclinic orbits. The classical example is the Wilson-Fischer fixed point: by carefully

perturbing a Gaussian theory in 4 — e dimension we flow to a weakly coupled interacting
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CF'T, which in three dimensions interpolates to the Ising model. Homoclinic bifurcations
provide exotic counterexamples to this general picture: if we perturb the system in the
direction of a relevant operator, we come back to the original fixed point, which tentatively
we can term a homoclinic CFT. Such RG behaviour obviously violates the F'-theorem so
that homoclinic fixed points must be non-unitary, as is generally the case for CFTs with
symmetry groups of non-integer rank [156].

If we tune the bifurcation parameters so as to approach the BT point along the saddle
homoclinic bifurcation (the red curve in figure [£.9), then the homoclinic orbit shrinks to
zero and vanishes. In this limit, the red homoclinic CFT and the spooky fixed

point merge and become a logarithmic CFT.

4.9 Zero-Hopf Bifurcations: The Road to Chaos

The Bogdanov-Takens bifurcation is not the only codimension-two bifurcation that
can be observed to take place in the model . The theory also possesses two points
in the space of g;, M, and N where the stability matrix has a pair of purely imaginary
eigenvalues and one zero eigenvalue. Such fixed points indicate what is known as a
Zero-Hopf (ZH) or a Fold-Hopf bifurcation. This type of bifurcation was classified in
[215] and can be divided into six sub-types. In the notation of [I80], the model has a
type I ZH bifurcation at (M, N) ~ (0.8447,—1.807) and a type Ila ZH bifurcation at
(M,N) ~ (—3.816,1.188). At a type I bifurcation point, a saddle-node bifurcation is
incident to a pitchfork bifurcation, and there are no nearby cyclic orbits. At a type
ITa point, a saddle-node bifurcation is again incident to a pitchfork bifurcation, but
additionally a Hopf bifurcation is also incident to the point, except that the stability
coefficient of the associated limit cycle (what was referred to as the Hopf constant in [5])
exactly vanishes in a quadratic approximation, so that cubic fluctuations or higher decide
the fate of the cyclic flow near a type Ila point.

Generally, ZH bifurcation points are of particular interest because it is known that
in their vicinity what is known as a Shilnikov homoclinic orbit may develop and render

the system chaotic [211) 200]. Recently it was proven in [216] that the presence of
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ZH bifurcations of type III guarantees the existence of a Shilnikov orbit and a nearby
infinite set of saddle periodic orbits. This nontrivial invariant set can be embedded in an
attracting domain, thus implying Shilnikov chaos.

The ZH points of the model in the present paper are not of type III, and we cannot
claim that the system is chaotic. It may be worthwhile to investigate if there exist other

models that meet the simple criteria for the assured appearance of chaos.

4.10 Future Outlook

The approach suggested and adopted in [141], 202} 5] of studying the beta functions
and renormalization of QFTs from the general perspective of dynamical systems provides
a method of understanding the full range of possible RG flows. A powerful tool to this
end is offered by Bogdanov’s and Taken’s bifurcation theorem [158], which lists a simple
set of conditions that guarantee the existence of a homoclinc RG orbit, and which can
be checked already at first order in perturbation theory.

In this short letter we have presented a QFT that satisfies these conditions, namely
a supersymmetric model with global symmetry group O(N) x O(M), where N and M
play the role of the bifurcation parameters of the system. We determined a number of
parameter values where a BT bifurcation takes place and investigated the nearby RG
flow to uncover the presence of homoclinic orbits, where the perturbation of a fixed point
by a relevant operator induces an RG flow that returns to its starting point along an
irrelevant direction.

There are several bifurcation theorems that give simple criteria for other novel kinds
of RG flows [180), 2111, 182]. Some of these theorems allow for the determination of the
onset of chaotic flow based on straightforward computations around fixed points [216]. It

would be interesting to find out if QFTs give birth to chaos when N becomes fractional.
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4.11 Transformation to Normal Form

At M = M* ~ 0.2945 and N = N* ~ 4.036, there exists an RG fixed point ¢g* such

that stability matrix

_ 9B

M =
agj g*

7

(4.66)

has a zero eigenvalue of multiplicity two in addition to two non-zero eigenvalues: \; = 2

and Ay &~ —2.357. This implies the existence of a matrix V = (171, Uo, U3, 774)T such that

M0 0 0
0 A 0 0

VMV = (4.67)
0 0 0 X3
0 0 0 0

where ¥; are (generalized) unit eigenvectors, and A3 ~ 7.555 is a generalized eigenvalue.

That is,

MULQ = )\1721)1727 M’Ug = 0, MU4 = )\31)3 .

By a change of variables from ¢ to h = V=Yg — g*), we obtain differential equations

where hq, and hy do not mix linearly with hs and hy:
By, = Mphio + O(h?). (4.68)

Consider now the case when M = M* + dM and N = N* + 6 M, where M and 6 N
are each suppressed by a small parameter a(1. That is, dM,0N ~ «. If we adopt the h
variables, h; and hy will now mix linearly with each other and with h3 and hy, and their

beta functions will contain constant terms. We can write

dh
d_tl = By + A11h1 + Bishy + By shs + Byshy + O(h?)
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dh

for some coefficients A; ; and B;;, where the coefficients B;; are all suppressed in a.

Introducing new variables

y1 = h1 + Cio+ Cishs + Ciahy, (4.69)

Yo = hl + CQ’(] + Cg,ghg + C2,4h4, (470)

we can choose the six coefficients C; ; such that 7, 2 do not contain constant terms nor
mix linearly with hz and hy. This means that, studying only the RG flow near the origin
so that cubic terms and higher can be disregarded, the surface y; = y» = 0 is an invariant
manifold. On this surface, we can define variables y3 = hg and y4; = A3h4, whose RG flow

to quadratic order in the dynamic variables is governed by the differential equations

d 1 1
% = o0 + @10Y3 + Gorys + 5203 + anYsys + 50295 (4.71)
d 1 1

% = boo + b1oyz + bo1ys + §b20y32, + b11ysys + §bogyz . (4.72)

For the specific BT point we are considering, omitting higher order terms in «, the values

of the various coefficients are given by

ago = 12.756N 4 2.6185M, ayo = 46.935N — 8.164 5 M
ap = 1, az = 0.6040
a;p = —2.268, agy = —0.9708
boo = 19.496N — 6.753 M — 638.9 6N
+99.89 6M? — 71.61 6N §M
bio = —51.76 6N + 17.386M
bor = —18.056N — 0.4165 5 M

by = 2.775, by = —0.7935, bgy = —1.868. (4.73)
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We now restrict attention to the case when dN and §M are tuned such that by ~ a2, for
the reason that this will turn out to be the regime where the existence of a homoclinic
orbit can be reliably established. Working merely to leading order in a and to quadratic

order in the dynamical variables, we perform a reparametrization from ¢ to 7 via

1 by 2a11 + by dys\ 1
dr = — = (1 — —> dt 4.74
T 2 ag + b1y 2 dt ( )
and change to variables 7; and 7, given by
aso + b
m = 2% ((azo + b11)ys + ao1 + bor — agoarr — Cl00502>
20
b 3
N = _4—(@04; ) (4.75)
b3g
2a11 + b bo1 — — agob d
w(1— Qi 02 (y3 X 10001 — QpoQ11 — Qoo 02) ays
2 gy + b11 dt

where for % one should substitute the RHS of (4.71)). In these new variables, the dif-
ferential equations of the dynamical system are brought into the normal form introduced
by Bogdanov:

= (4.76)

na = 014 8ams + 13 + M374

where we have omitted terms of cubic order and higher in 7, and the parameters 6; and

09 are given by

8(ago + b11)* 2.b
5 = w (boo — agoboy + a002 02
20
(alo + bo1 — ago(an + b02)) (agob11 — bio) (alo + bo1 — ago(ay + boz))zbm

+ + - ,

azo + b1 2(ag + b11)
4(agy + b
09 = % ((Clzo + b11)(b1o — agob1) — (am + bor — ago(a1 + b02))b20) :
20

The transformations by which we arrived at the equations (4.76|) can be applied more

generally to dynamical systems where the stability matrix contains a Jordan block with
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zero eigenvalues, as long as the following conditions are met:

)\3 7£ O, bgo 7£ O, oo + b11 75 0. (477)

This fact is known as a the Bogdanov-Takens bifurcation theorem [193] 194]. The
precise formulation of the theorem is this:

Suppose we have a system of differential equations

—

i = f(z,d), TeR" deR? (4.78)
where f is smooth, and suppose further that f (0,0) = 0 and that the stabililty ma-
trix (g—:’;) has a Jordan cell of size two with zero eigenvalues: ;o = 0 and

F=a=0
other eigenvalues A, ..., A, with non-zero real parts. Assume that the map (Z,d) —
N af; afi . _ s
( f(@, ), tr ( axj> , det ( a:pj>> is smooth and that the non-degeneracy conditions (4.77)

are satisfied. Then there exist a smooth invertible variable transformation, a direction-
preserving time reparametrization, and a smooth invertible change of parameters that
together reduce the system to the normal form , where 01 5 are functions of @ and
s = =+1.

Furthermore, there is a theorem stating that the suppressed terms of cubic order and
higher in do not change the local topology of the flow. But the topology of the
flow of the normal form system, omitting cubic and higher terms, is well understood. In
particular, it is known that depending on the values of §; and d,, the flow near the origin
can be divided into four distinct regions. As described in section [4.7 these four regions
are separated by codimension-one bifurcations located on the curve §; = i(% and, for
0 < 0, on the curves 0; = 0 and §; = —%53. For the specific BT point at M ~ 0.2945
and N = 4.036, we can translate these equations into relations between M and 6N,

whereby we arrive at the picture of figure [£.9]
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4.12 Bifurcation Conditions

When working to two-loop level, the beta functions have the property that g; 4 €g; is

a homogeneous function of degree three. Hence, by Euler’s theorem,

a 1 i
gj%;g) =3(Bi +€gi) - (4.79)

By evaluating this equation on an RG fixed point g*, one finds that
Ml 7 = 2], (4.80)

where M JZ = g—gj is the stability matrix defined in (4.66). Hence, for any non-trivial fixed
point, the stability matrix has an eigenvalue A\ = 2¢ equal to two. This fact allows for
simplifications in the conditions for bifurcations to occur.

Consider the determinant det (M — X). Since it is a fourth order polynomial in A, we

can write
det (M —X) =X+ AN+ BN +CA+ D, (4.81)

where A, B, C, and D are M- and N-dependent polynomials in the coupling constants.

Specifially
A = —TI'M, B = Mij,ij s C = _Mi,iy D = detM,

where M; ; and M;; ; are the first and second minors of the stability matrix. But when

evaluated on a fixed point, we also have the following factorization in terms of eigenvalues
det (M, —A) = (A =2)(A = X)) (A= A3)(A = A\y).

By expanding out the factors on the RHS, we can relate A, B, and C to the eigenvalues.

A saddle-node bifurcation occurs when at a fixed point we have a zero-eigenvalue:
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Ao = 0. In this case, one finds that

A=—-2-)X3—\i, B=20s+\)+ A\,

C = =2\, (4.82)

from which one can derive the equation

2B+ C = —-4(A+2). (4.83)

Of course we also have the equation D = 0, but the condition (4.83)) is easier to check
numerically on account of the many terms in the determinant.

At a Hopf bifurcation, we have a conjugate pair of imaginary eigenvalues:

)\3 = ZX, )\4 = —’ZX, (484)

where x is a real number. Consequently we find that

A=-2-)X, B-2X+x*, C=—(2+ ).

From these equations, we derive the condition

C=AB+4+24). (4.85)

At a Bogdanov-Takens bifurcation, there are two zero eigenvalues: A\3 = Ay = 0.

From this, one obtains the conditions

B=-2(A+2), C=0. (4.86)

We have a Zero-Hopf bifurcation when

)\2 = O, >\3 = ZX, )\4 = —ZX, (487)

151



with y a real number. In this case

A=-2,  (C=-2B. (4.88)
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Appendices

A The beta functions up to four loops of O(N) matrix
models

In the main text we presented the large N beta functions for the matrix models we
have studied. In this appendix we list the full beta functions for any N up to four-loops.
Letting i denote the renormalization scale, we take the beta function associated to a
coupling g; to be given by

dg;
= —%g;
i €9; +

By = 1 o 4 B9+ 0(g"), (A1)

61(37)? (61)2(8m)?

where we have separated out the two-loop contribution ﬁg(,f) and the four-loop contribution
Béf). The beta functions have been computed by use of the formulas for sextic theories

in d = 3 — ¢ dimension listed in section

A.1 Beta functions for the O(N)? matrix model

B2 = 24(100 + 24N + 3N?)g? + 384(9 + 4N)g1 g5 + 38409195 + 64(32 + N?)g3,
B = 144(8 4 3N)g? + 96(38 + 4N + N2)g1gs + 2304(1 + N)gr s
+128(8 + 7N)g5 + 384(18 + N?)gags,

B = 168g2 + 96(3 + 2N)g1gs + 11529195 + 32(21 + 2N + N?)g3

+768(1 4 2N )gags + 192(22 + 3N?)g2 (A.2)

B = 288 (47952 +47807% + N*(17 + %) + N3(372 + 257%) + 8N (3102 + 2777%) + N?(5248

+4127r2)> gs — 576 <64992 + 68607 + 6N>(104 + 7r%) + 8N (4728 + 4157%) + N?(5928 + 4657#)) 929
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1152 (48N(274 +277%) + N%(2824 + 22577) + 4(7640 + 891%2)> 70
—384 <3N4(1o + %) + 18N?(12 + 7%) + 48N (884 + 8377) + 112(867 + 947°) + N*(10836
+7737r2)> G162 — 13824 (3984 + 44872 + 2N3(20 + 72) + N2(92 + Tr2) + 8N (292 + 317r2)) 19293
512

4608 (5936 — 8N 4 72072 + N2(372 + 457#)) 9193 — - (N3(960 + 4672) + 64(900 + 9772)

+N2(1704 + 1377%) + 16N (2124 + 203772))93 — 9216 (4N4 +384(9 + 72) + N2(248 + 217r2))g§gg,

(A.3)

92

BY = —432 (20400 + 226072 + 2N3(90 4 77%) + 12N(940 + 917?) + N2(1740 + 1517r2)> g

—288 <3N4(10 + %) + 6N?(56 + 57%) + 16(6408 + 6837%) + N?(11184 + 9957%) + N (46896 + 45167r2)>

1728 (N3(248 +227%) + N2(1380 + 10972) + 8N (1510 + 12772) + 4(4132 + 4017r2))g§g3

—384 (2N3(534 +497%) + N?(5148 + 4437°) + 8(8922 + 9237%) + N (48384 + 44447#)) 9195

4608 (2N4(6 4 72) + 6N3(8 + 72) + 6N (948 + T71%) + N2(2748 + 19772) + 2(8112 + 8417r2)> 910203
—27648(1 + N) <N2(62 +372) +2(532 + 517r2))g1g§

—128 (95152 + 100247 + 36 N*(6 + 7°) + 2N*(36 + 7r°) + 24N (1264 + 1137%) + N?(14804

+11797r2)> gs — 768 (2N47r2 + No7% 4+ 134N?(12 4 7%) + 16 N3(102 + 77%) + 8(4308 + 4337?)

L8N (4584 + 4377r2)) g2gs — 13824 (4816 + 51272 + N4(18 + 7%) + N2(644 + 577#)) G202

(A.4)

B = 432 (2760 + 3807% + N?(210 + 2372) + 4N (270 + 317r2)) g
576 (7308 4 7767% + N3(78 + 872) + N2(483 + 457) + 6N (766 + 83772)> g
—576( — A8N?® — 8N* + 6N(836 + 8172) + 6(1984 + 18972) + N2(1676 + 2077r2)> e
768 <8772 +8947% + N*(6 + 72) + N3(36 + 572) + 10N (336 + 3172) + N2(1269 + 14O7r2)> G162
—2304 (6096 + 55072 + 2N?(84 4 177%) + N?(432 + 597%) + N (6312 + 5547r2)) G192953

—1152(18N37r2 + 15N 72 + 96N (35 + 372) + 8N2(443 + 3672) + 8(1876 + 1777r2)) o
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—384 (41328 + 419277 + 2N* (54 + 197%) + N?(216 + 387?) + 8N (1536 + 12572)
+3N?(3932 + 323w2)>g§gz - % (49104 + 47847% + 4AN*7? + N> + 12N? (487 + 427?)
FN3(2136 + 28172) + 12N (4552 + 4257r2)> g3 — 3456(1 + 2N) (N47r2 +112(32 + 372)
FAN?(88 + 77?2)> 292 — 1152 <N67r2 + NA(424 + 347%) + 32(826 + 8572) + N2(6864 + 6207r2)) g

(A.5)

A.2 Beta functions for the anti-symmetric matrix model

B? = 6(112 — 3N + 3N?)g} + 384(—1 + 2N)g1g2 + 38409193 + 32(64 — N + N?)g3
(A.6)

B = 54(—1+2N)g? + 24(68 — N + N)g1ga + 576(—1 + 2N)g1gs + 224(—1 + 2N) g2
+192(36 — N + N?)gag3 (A7)
B2 = 42g7 + (—24 + 48N)g1gs + 5769195 + 8(40 — N + N?)g2 + 384(—1 + 2N)gogs

+96(44 — 3N + 3N?)g3 (A.8)

B = —9( — 4N3(17 + 7%) + 2N*(17 + 72) + 32(3209 + 2937%) — N (10928 + 8617%)+
N%(10962 + 8637r2))g;’> _72(-1+ 2N)< — 3N(104 + 77%) + 3N2(104 + 772)
4 4(4896 + 41372)) Fgs — 288( — N(2824 + 22572) + N2(2824 + 22572) + 4(7804 + 94571'2)) e
—48(198048 +216167% — 6N*(10 + %) + 3N*(10 + 72)
F2N?(10479 + T4672) — N (20928 + 14897r2)> G192 — 3456(—1 + 2N)( — N(20 + 72) + N2(20 + 72)
+8(202 + 317r2)) 919295 — 2304 <8N3 — AN* — 3N(124 + 157) + N(368 + 4572)
132(371 + 45#)) o
128

—-(=1+2N) (33984 + 324872 — N (480 + 2372) + N2(480 + 23#)) g

—4608( _AN® £ 2N 4 T68(9 4+ 7%) — N (248 + 217%) + N2(250 + 217r2)>g§g3 (A.9)
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BY = —27(—1 4 2N) (5760 + 55772 — N(90 + 7x2) + N2(90 + 77r2)>g§’ - 18( — 6N3(10 + 72)

+3N*(10 4 7%) + 34N?(579 + 527%) — N (19656 + 176572) + 4(49956 + 543772)) 929

—216(—1+ 2N) (9536 +8307% — N(124 + 117%) + N*(124 + 11772))gfg3
—48(~1+ 2N) (39744 + 373072

~N(534 + 497%) + N2(534 + 497T2)>glg§ - 288( — SN3(6 + 72) + AN4(6 + 72) + 3N2(3608 + 25972)
~ N(10800 + 77372) + 4(25284 + 27197r2)> 919293 — 3456(—1 + 2N)( — N(62 + 37%) + N2(62 + 372)

+4(532 + 517T2)>91932 - 32( — 2N3(36 + 77?) + N*(36 + 77%) — 4N (3656 + 29172)+

+N?(14660 + 11717?)

+4(38180 + 41097r2))g§ —48(—1+ 2N)< — 2N37% 4 N*7? — 32N (102 + 77?) + 3N?(1088 + 7572)
+32(4584 + 437w2))g§gg — 3456( — 2N3(18 + 7%) + N*(18 + 7®) + 64(301 + 327%) — 2N (644 + 5772)

+N?(1306 + 1157r2))g2g§ (A.10)

B = —27(2760 + 42272 — N(210 + 2372) + N?(210 + 23w2)>g§ —18(—1+ 2N)( — 2N (39 + 472)
+N?(78 + 87%) + 75(96 + 117r2))g%g2 - 72(16724 + 8NN3 — AN* 4 16477% + 3N?(592 + 6972)
~N(1780 + 2077r2))g§g3 - 12( — 8N3(6 + 72) + AN(6 + 72) + 256(402 + 437) + 3N?(3184 + 35172)
~N(9528 + 10497#)) G192 — 288(—1 + 2N) (5952 +5187% — N(84 + 1772) + N2(84 + 177r2)> 419295
—144( — 30N372 + 15N* 7% 4 224(253 + 247%) — N(7088 + 5677%) 4+ N?(7088 + 582772)> 9105

_g(_1 + 2N)< — 2N37? + N*r? — 24N (178 + 237%) + N?(4272 + 55372) + 8(24672 + 235979)) gs

—96 (75984 + 782877 — 2N?(54 + 197%) + N*(54 + 197%) + 3N?(3914 + 3277?)
N (5844 + 4817r2)) 203
—432(—1 + 2N)< —ON372 o N'r? 4 448(32 + 372) — 8N (88 + Tr?) + N2(704 + 577r2)> G202

—144( — 3N°7% + NO7% + N4 (848 + 717?) + 256(826 + 857%) — N?(1696 + 1377%)—
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16N (1716 + 15572) + 4AN?(7076 + 6377r2)) ¢ (A.11)

A.3 Beta functions for the symmetric traceless matrix model

~ 2400 — 1200N + 250N? + 51 N3 + 3N* 2N?2 4+ 10N — 35
55?) =6 N2 gi + 384 N 9192 + 38409, g3
—20 + 5N + N2
+864 7 G194 + 32(62 + N + N?)g2 + 4608g29, + 259242
~ —150 + 35N + 6 N2 480 — 120N + 66N? + 9N3 + N*
—10 4+ 5N + 2N? 80 — 20N + N2 —132 4 39N + 14N?
+576 N 9193 + 216 e 9194 + 32 N 92
—40 + 3N + N? —24 + 2N + N?
+192(34 + N + N?)gogs + 288 ¥ G204 + 3456939, + 324 i 9
~ —30+ 7N + 2N? 1080 —6+ 3N + 2N?
55? = 42¢7 + 5769193 + 24 9192 — 9194 + 384 9293
N N N
—24 + 3N + N?
—288 3 G294 + 96(38 + 3N + 3N?)g3
288 — 36N + 30N% + 5N3 + N* , 3456 —164+2N + N2 ,
+8 e G2~ 9304~ 324 e ' (A.12)
~ —200 — 75N% + 15N3 + 3N* 10 — 5N + N2
B = 24 e g +192 e 9192
160 — 120N + 34N? + 15N3 + 3N* 62+ N+ N? | —15+ 3N + N?
+12 e g194 — BQTQQ + 384 N ga2g4
—704 + 60N + 28 N?% + 3N? + N*
+3840g394 + 6 ~ g3 (A.13)
~ 9
B = ~ <2N8(17 + 72) 4+ 4N" (389 + 267?) + 38400(1252 + 13572) — 19200 (2159 + 22572)
—60N*(7338 + 455m%) — 1200N?(4896 + 5877%) + N®(38822 + 316772) + 800N?(30564 + 32157%)
216
+N?(279004 + 280197r2)> 9 - <2N6(104 + 772) + 4320N (522 + 5572) + 10N3(—1416 + 13172)

+N?(4264 + 3317%) — 960(3344 + 37572) 4+ 5N*(7096 + 68172) — 40N?(16616 + 19777r2)> 9292
288

SN2

(1920(388 + 457%) + 30N?(1184 4 1717%) + N*(2824 + 2257%) — 120N (3628 + 4057°)

54
+N?3(29128 + 28177?2)>ng3 N3 (121\/6(95 + 77%) — 20N3(9940 + 4717%) + 3N°(6608 + 56177)
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—320N?(9175 + 11047%) — 1280(13166 + 14857) + 640N (17947 + 18907?)

+N* (137468 + 137857r2))g?g4

48
—— (3N6(10 + %) + 6N°(82 + 7r%) + 9504(756 + 857%) — 2160N (1581 + 17272) + 2N*(10971

N2
3456

+76372) + 2N2(37896 + 684772) + N*(177600 + 162717r2)) 9195 — <2N4(20 +?)

+N3(244 + 177%) — 24(2372

1728
N2
N?(—=3072 + 417%) + 2N*(555 + 497%) — 48N (4834 + 5257%) + N3(10782 + 10377r2)> 919294

+2757%) + N?(4108 + 4477%) + 2N (8588 + 9757r2)) 919293 — (518304 + 583207+

—2304( — 8N® — AN* + N2(384 + 4572) + N(388 -+ 4572) + 6(1852 + 225#))9195

13824
_T( — A7(388 + 4572) + N2(1120 + 11772) + N (4844 + 5407T2)>glg3g4
108
-5z <301N5 4+ 41N% 4+ N*(10882 + 105372) — 4N?(26366 + 175572)

+128(41992 + 47257%) + N?(98224 + 98017%) — 16N (140912 + 152557r2)) 9193

128
3y <N4(960 + 467%) + 108N (2220 + 2417%) + N>(4848 + 34372) — 324(3352 + 37572)

FTN?(7584 + 7497#)) g2 — 4608 (6424 +ANS + 2N* 4+ 72672 + 3N (80 + 7r2) + N2(242 + 217#)) P20

288
-5 (N4(120 + 7m%) + N3(660 + 437%) + 6N?(4426 + 4377%) 4 24N (4957 + 5347?)

—48(12638 + 14137r2)>g§g4 — 20736 (3368 + 37877 + N (44 + 37%) + N?(44 + 37?2)> G294

—%36 <N4(32 + 372) + N3(96 + 97%) — 896(188 + 217%) + 12N (2440 + 2617?)
T N?(7184 + 7167r2)) 9207 — A4T89T6(9 + 72)g3g2 — % <36N3 +12N* + 96N (75 + 872)—
192(242 + 2772 + N?(2028 + 2037r2)> ¢ (A.14)
B = —% (2N8(9o + 77%) + 24000N (20 4 972) — 96000(28 + 97%) — 3200N?(1443 + 1707%)
—5N5(8372 + 2097?) + N"(3750 + 32372) — 100N*(6542 4 7857%) + 400N?(7120 + 7977?)
+N°%(28350 + 31337#)) g1 — % <3N8(1o +72) — 309600N (32 + 37%) + 86400(212 + 237%)

+NT(732 + 667%) — 8N*(13443 + 4827%) + N®(25770 + 22947%) — 120N?(29800 + 320972)

158



216
F240N2(46680 + 49937) + N(200436 + 193137r2)) s — F( — 7200(88 + Tr?)

+N°(248 + 227%) + 600N (832 + 6372)

+N°(3132 4 2517%) + 10N?3(2672 + 3597%) — 40N?(6504 + 6777%) + 3N*(8852 + 717#)) 9293

162

T <32000(92 + 97%) — 16000N (104 + 97%) + N®(1418 + 1557%)

+320N? (4644 + 5217%) + N°(12998

+14977%) — 20N?(19900 + 23817%) — N*(42584 + 34317r2)) 9294

48
- (2N6(534 +497?) + 1620N (2044

+19372) — 2160(3060 + 3197%) 4+ N°(11898 + 10337?) — 72N?(14522 + 161372) + 3N3(32656 + 49977

288
FN*(91914 + 84417#))9193 - <4N6(6 +7?)

+16N°(15 + 27%) + 720(1400 + 1397%) + 5N*(2184 + 1497%)

—180N (2568 + 22972) + N*(52944 + 40957%) + N?(47952 + 6716%2)> 919293

216
CNE

+2N%(69 + 872) + 9N°(194 + 197%) — 11520(358 + 3772) + 480N (4018 + 38172)

( — 36N%(626 + Tr?)

+N*(15348 + 15497%) — SN?(53892 + 66417°) ) 91924

3456
—iﬁ—«—u%+MV+2N%UV®2+3ﬂ)+Aﬂ@2+3ﬂ%+%MB4+3&¥»gw§
2592
—4N2<Nﬂ4ﬁ+%%#ﬁ+lamm8+9%9)—2N%ZM8+1KM%4aN%&B4+2%%ﬂ

162
N3

+7N?(182 + 277%) 4+ 1600V (1028

—20N (3176 + 2917r2)>g1g3g4 - (36./\/4(163 +177%) + NO(172 + 217%)

+9972) — 640(6016 + 6217%) — 24N?(9098 + 13637%) — 2N3(17432 + 16357r2)> oy
32
— (N6(36 + 772

+N°(288 + 507%) + 2N*(7186 + 5457°) + 8N*(8863 + 75677)
+216(11996 + 12657%) — 54N (13992 + 133772)

48
+N?(30720 + 5671%2)) -~ (13N57T2 + 2NO7% + 8NU(816 + 5372) — 720(2872

+29572) + 16 N?(15324 + 149972) + N3(22656 + 16377%) + 36 N (17072 + 17377r2)) 9293

2
_% (2(771 4 597%) — 144N (2041 + 2007%) — AN?(9261 + 8247%) + N*(9918 + 8207%) + 144(7988
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3456 (2N3(18 4 2) + NA18 + 72) + 2N (608 + 557%) + N?(1234 + 1117%) + 8(2095 + 2287r2)>g2g§

1728
- (2N4(24 +2) + N3(192 + 1172)

LGN (3168 + 28172) — 48(3112 + 31972) + N2(5952 + 481w2))929394

324
— (N6(2 +72) + 2N%(5 + 372)

+N*(1628 + 1717%) — 16 N?(3517 + 3397%) + 192(7024 + 7357%) — 32N (9160 + 9337%)

+N3(9376 + 974772)) 9202 — 20736 (N(62 +3m2) + N2(62 + 372) + 6(334 + 337r2)) Pa

2592
N (N4(28 +37%) + 198N (32 + 37%) + N*(84 + 97%) + N?(2572 + 2497%) — 8(7960 + 8137#)) G392

2
_% (201\75 +4NS + N*(146 + 217%) + 4N3(170 + 277%) — 32N (1082 + 11772) + 128(1526 + 15972)

—ON?(4736 + 5137r2)> g (A.15)
- 9
By =~ (4320007r2 + 72000N2(8 + 37%) + 2400N*(214 + 3572) — 600N?(312 + 4172)
+N®(630 + 6972)

18
—2NS(1200 + 13772) + N7(7110 + 813#)) e~ <28800N(2 +37%) + AN5(39 + 47?)

—14400(112 + 277%)
—T7200N?(292 + 277%) + 6N"(361 + 3472) 4 240N>(4272 + 4277%) — 20N* (11754 + 8697?)

72
+2N%(8379 + 8837%) + N°(516 + 11897r2))g%gz + i <56N7 + 4N® 4+ N*(2220 — 5197%) 4 1200N (—32

—1200(136 + 2772)

+240N3(614 4 397%) — 300N?(896 + 757%) — NO(1576 + 2077%) — N°(12524 + 11797?2)> G293

162 |
+5 <N6(302 + %) — 4800N (2 + 37%) + 19200(14 + 37%) + 1600N?(215 + 1877) — 480N?(321 + 317
F20N(587 4 T4n?) + N°(5174 + 314#)) 704

12
-+ <4N8(6 4 72) + 48NT(7 + 72) — 8640N (212 + 1972)

4+12960(352 + 357%) + 16 N*(—1119 4 1887%) — 192N?(3093 + 2417%) + 3N(3440 + 36772)

288
+144N%(16952 + 16937%) + N®(55992 + 49677r2))glg§ -5 (2880N(35 +372) 4+ 2NS(84 + 177%)
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—360(440 + 397%) + 24N3(770 4 697%) + N°(1116 + 1697%) — 6N?(10352 + 95372)

+N1(10956 + 9857r2)> 919293

216

— <3N6(4o +72) 4+ IN?(78 + 7%) + 3840(191 + 187%) — 960N (317 + 277%) — 24N?(2503 + 1927?)
144

FO6N?(3303 + 3527%) — N4(15564 + 9957r2)) 919291 — ~5 (66N57r2 + 15N%72 + 600(112 + 972)

+16N*(443 + 337%) — 60N (1120 + 8772) + 6N?(5216 + 56772) + N*(20528 + 13777r2)> 9193

864
+— (84N5 + 12N° + N*(148 — 277%) + N3(1628 + 577%) + 80(956 + 817%) — 20N (2552 + 2077?)

[V3
2 2 162 5 2 6 2 2
+2N2(9808 + 10177 ))glggg4 - <3N (=208 + 77%) + NO(—94 + 972 + 1920(368 + 3372)

—480N (632 + 517%) — 24N?3(1022 4 8172) — 2N*(5156 4 3577%) + 16 N?(14228 + 17077r2)) 99;

4
T3N3 (21N "7 + 2N®7% + 17280V (465 + 417%) + 5T6N?(433 + 807°) — 432N?(1464 + 20577)

+4N®%(2136 + 2777%) — 2592(9552 + 9717?%) + 12N*(28836 + 292972) + N° (59568 + 52817#)) gs

96
-V <N6(54 +1972) + 4N°(81 + 197%) — 108N (1264 + 1037?)

+540(1112 4 1097%) + 15N?(2064 + 2817%)

FON (5540 + 4317%) + 2N (5655 + 4547%) ) g3
72

- (2N6(24 +72) + 24N2(492 + 72) + N?(384 + 1972)
—N*(2952 4 357%) — 1728(1150 + 1177%) — 6N3(4492 + 2717%) + 144N (3942 + 3677#)) 9594

432
—ZZ(—6+ 3N +2N?) <2N37r2 N2 4 N(704 + 520%) + N?(704 + 5372) + 4(3232 + 3097?2)> 9202

N
1728 3 2 4 2 2
- (27N (4+ 72) + AN (3 + 272) — 174N (104 + 972)
1168(580 + 5772) — 3N2(1720 + 1377r2)) 420394
324

-3 <4N6 + N°(50 4 72) — N*(1060 + 917%) + 16 N?(1289 + 1337%) — 2N3(3704 + 33972)

F16N(9704 + 975m2) — 64(9968 + 10177r2)> g20% — 144 <3N57r2 4 NO72 4 N4(848 + 6572)

+N?3(1696 + 1257%) + 4N (6016 + 5557) + 24(6664 + 7117%) + N?(24912 + 22827r2)) g5

864
—— (= 57056 + 752 — 368N
432
547272 + 84N72 + 9N372 + 3N47r2> i+~ (20N5 FANS — N4(52 + 972) — 2N3(212 + 2772)
486
+10N?(1580 4 15372) + 4N (10064 + 9637%) — 16(17792 + 17557r2))g3g}; -3 (N6(—8 + %)
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—10N*(34 + 37?%)
+N?(—40 + 67%) — 16 N3(94 + 137?) — 512(400 + 417%) + 64N (632 + 7172) + 8N?(1354 + 163#)) gi

(A.16)

~ 9
W = _ﬁ< — 13824000 + 6912000N + N®(360 + 227%) — 2400N*(448 + 437?) + 9600 N> (395

94

+497%) — 60N°(1672 + 657°) — 3200N?(2352 + 2757%) + N (6660 4 48977) + N°(41220 + 42417T2)> g
72
TNt (172800(14 + %) — 14400V (68 + 372) — 2N*(14844 + 1317%) + N¥(1848 + 1917?)

+480N?(2120 + 24372)

10368
5N5(3504 + 41572) — 120N%(3640 + 423772)) G — — (SOON +20N?(17 4 372)

—200(28 + 37?)

18
+3N*(32 + 57%) — 5N?(392 + 517r2))g%gs ~ N (670N7 + 41N® 4 38400(320 + 277%)

—9600N (467 + 2772)

—6N*(32878 + 4177%) + N°®(14413 + 8017?) — 120N3(17800 + 173172) + 240N?(22264 + 24817?)

3456

N2
+2N?(—148 + 97%)

+N?(95816 + 84157?2)>ng4 - (3N3(—28 + %) + N (=4 + 37%) 4 240(52 + 57°)

576
—40N(152 + 157r2)) 919293 — 27 (960(94 +97%) — 240N(262 + 277%) + 6N2(728 + 15372)

48
FNY(1160 + 15372) + N3(6392 + 801w2))glggg4 - = (51840N(15 +7?)

—34560(57 + 572) + N®(48 + 77%)

+N?(228 + 437%) + 18N*(346 + 10172) 4+ 4N?(2526 + 157972) — SN?(54528 + 69977r2)) 9195

432
- <7N6(16 + %) + 10N®(102 + 772) — 1920(296 + 277%) + 480N (521 + 397%) + 8N?(437 + 22172)

N3
108
TN (5556 4+ 72772) — 4N?(28812 + 33177r2)) 919291 = 7 (2514]\75 + 318N 4 88N3(—241 + 1872)

—5120(289 + 277%) + TN*(1084 + 9972) + 320N (2350 + 1897%) — 16 N?(16366 + 15577r2)> G195+

128
T2 ( — 63504(10 + 7%) + N*(528 4 72) + 324N (532 + 5372) + N*(3120 + 1637%) + SN?(4314

+3377r2)> g2
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4608
+T (6424 +4N? + 2N* + 7267% + 3N (80 + 7n%) + N?(242 + 217r2)>g§gg

144
= (N6(2 +72) + N°(12 + Tn%)

+9408(88 + 97%) — 6N?(3476 + 937%) + N*(2134 + 2397%) — 48N (4495 + 42972)

+N3(12708 + 13517?2)>9§94

6912 + T
<.7V4(4 72) +4N3(6 4+ 72) — 72(184 + 217%) + 3N?(308 + 397%) 4+ N (2488 + 306 2))929394
2592 + +
— ]5\[92 (68224—|— 12N® 4+ 2N6 + 710472 —224N2(15+7T2) —|—N4(126+ 117‘2) N3(644 57%2)

—16N(1043 + 937r2)> 4202 — 2304( — 8N® — AN* + N2(384 + 4572) + N(388 + 4572)+

16(1852 + 22579)) o

864
-~ (27N3(8 +7%) + IN*(8 + 7%) + 4N?(808 + 9972) — 32(2584 + 2977%) + N (8096 + 9727r2)> g3g2

1
—% <13N5 +5N° + N*(1198 + 457°) + 4N3(1723 + 637°) — 8N?(6253 + 4147%)—

32N (5692 + 4597?) + 128(6388 + 6757r2)) gs (A.17)
B The F-function and metric for the symmetric trace-

less model

Working up to the two-loop order, we find that the F-function which enters the
gradient flow expression (4.42)) is given by F = F() 4 F®) | where

wm___¢

576 N3
x [ (2N? (4892 (49sN° + (1095 + 3g4) N* + 3 (693 + 5g4) N° + 6 (495 — 7g4) N?

—72 (g3 + 294) N + 288g4) + 495 (N® + 6N + 45N* + 124N? — 168N? — 720N + 1296)
+3 ((1693 + 397) N° + (3295 + 15g7) N° + 24 (695 + g5) N* + 4 (3295 + 489495 + 15g3) N*
+96 (295 + 49495 — 597) N* — 19294 (895 + Tga) N + 3072g3) )
+12g1N (994N° + (80g5 + 63g4) N° + (272g3 — 42¢4) N* — 120 (295 + Tgs) N?
—240 (495 — g94) N* + 4g5 (2N° 4+ 15N° + 11N* — 140N? 4+ 720N — 720) 4 960 (g3 + 494) N — 3840g.)

+3g7 (N® + 14N" 4 83N°® + 46N° — 960N* 4 4800N? — 9600N + 9600) ) } (B.1)
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and F® may be written in terms of the 3-point functions in the free theory in d = 3

[163, [164]:

Cijk

=yl — 2Py — 2P

FO ~ Cug'gg® . (Oi(x)05(5)Oul2)) (B.2)

Explicitly, we find

@ _ 3
13271040N572

X [(3]\712 + 93N + 1717N" + 13103N? + 15072N® — 227572N7 — 326400N°

+2596800N° — 758400N* — 12288000N° + 29952000N? — 40704000N + 29184000) g7

16
+=5No> (27(6N' + 109N 4 878 N® + 1885N" — 10882N°® — 28000N” + 122880N* + 28800 N°

—672000N> 4 1411200N — 1094400) g7 + 9N (N'? + 15N” + 405N® + 3493N" + 8634N°
—30684N° — 102504N* + 351168N? + 408960N? — 2194560N + 1969920) g2:
+8N?(26N® + 219NT + 1446N° 4 5399N° — T14N* — 57456 N> + 30240N? + 343440N — 443232) g3)
+192N?g3(2((N® 4+ 7TNT + 181N°® 4 757N° + 1990N* + 3832N° — 7296 N? — 27504 N + 49248) g3
+12N (6N°® + 21N 4+ 118N* + 253N° + 270N? + 348N — 1368) g392 + 4N*(3N°® + 9N®
+TIN* 4+ 127N? + 402N? + 340N + 456)g3) N? + 121 ((2N® + 17N7 + 174N° + 773N°
+162N* — 6176 N* + 240N + 28080N — 27360) g5 + 2N (15N°® + 66 N® + 196N* 4 421N°
—570N? — 2100N + 2280)gs) N + 3(29N® + 310N + 997N°® — 1612N° — 10020N*
+15600N? + 38400N? — 112800N + 91200)g;) — 18N ( — N> — 2N + 8) gs ((N® + 6N + 47N°
+198N° + 1428N* + 7416 N® — 32512N> — 121344N + 311296) gy N* + 32((N°® + 7TN° + 113N*
+629N? — 1470N? — 7920N + 16416) g5 + 24N (N* + AN> 4+ 41N? + 114N — 456) g3
+48N?(3N? + 3N + 38) g3 ) N + 96 ((N® + 6N® + 46N* + 225N° — 728N> — 3192N + 7296) g
+2N (5N* + 15N? + 86N? + 228N — 1216) g3) g4aN* + 192¢; ((7TN® 4 65N° + 52N* — 964N* — 650N
+7680N — 9120) gz + +2N (27TN* + 141N? — 190N — 1140N + 1520)g3) N + 3(3N® + 24N”
+325N° + 2364N° — 100N* — 41712N* — 10240N? + 318720N — 389120)g194 N + 3(21N® + 294N"

+1599N° + 30N° — 27920N* + 209600N? — 499200V + 486400) gﬂ (B.3)
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The metric G;; is given by

1 (N® 4+ 14N" 4 83N° + 46N° — 960N* + 4800N? — 9600N + 9600) ,

~ 192N3
Giz = Gor = 24?\72 (2N + 15N° + 11N* — 140N? + 720N — 720) ,
Giz = Gas = GLN (5N* +17N? — 15N% — 60N + 60) ,
Gu=Gy = 32—;]2(]\] — 2)(N +4) (3N* + 15N® — 20N* — 120N + 160) ,
Gy = 72LN (N4 6N° +45N* + 124N® — 168N* — 720N + 1296) ,
Gas = G = % (2N* + 5N? + 9N? + 12N — 36),
Goy = Gy = ﬁ(]\f —2)(N +4) (N*+3N —12),

1
G33:6N3 (N4—|—2N3+9N2+8N+12), Gy = Gy3 = (N — 2)N?(N +4),

1 2 2 2
Gu = 32—N(N —2)*(N +4)* (N*+ N +16) . (B.4)

At this order it is independent of the couplings ¢° and is proportional to the matrix of

two-point functions (4.43) in the free theory in d = 3.

C Beta Functions of O(M) x O(N) Supersymmetric

Model

The beta functions of the four coupling constants admit of loop expansions
Bi = —e€gi + 552) +0(9%), (C.1)

where ﬁfz) denotes the two-loop contributions, which are cubic in the couplings. By

explicit computation, we find that these are given by

1
B = N (3zgfg4N(—4o —8M + 8N + TMN + 8N?) + 1697 g3 N (—80 — 24M + 30N+
m

+4MN + TN? + 4MN?) + 16912 N?(32 +2M + N + MN + N? + MN?) + 64419294 N (—32—
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—4M + 16N + 2M N + 5N? + 2M N?) + 4g5393 N (—256 — 64M + 72N + 10M N + 19N? + 2M N?)+
+64g192N?(22 — 2M + MN + MN?) + 16g1g2gsN (—144 — 40M + 42N + 17TM N+
+21N? + 5MN?) + 128419394 N*(3 + 5M + N + N?) + ¢3(896 + 128 M — 352N — 48 M N —
—12N? — 12M N? + TN? + 2M N®) + 96g594(—8 + N)N + 443 2 (928 + 224M — 392N —
—100MN — 2N? 4+ 11MN? 4 23N? + TM N® 4+ 4N*) 4 768929394 N>
+4g3 (352 + 96 M — 152N — 44M N + 10N® + 3MN? + MN*) + 16gog5N*(16 + TM + N + N?)

+2¢193(1600 + 320M — 656N — 136 M N + 32N? + 10M N? + 50N® + 10M N® + 5N* + 2MN4)> :

1
B = N (64919294]\7(—80 — 16M + 16N +5MN + TN?) + 169293 N*(48 + 9M + 2N+

+MN +2N? + MN?) + 16g7gsN(—128 — 32M + 32N + 12M N + 14N? + 3M N?)+
+128929394N*(9 + 5M + N + N?) + 169192935 N (—272 — 72M + 82N + 15M N + 24N? + 6 M N?)+
+192¢g4N(—12 — 2M + 4N + N?) + 169594 N(—176 — 40M + 58N + 14M N + 17TN? + 11MN?)+
+3291gaN?(16 +7M + N + N?) + 4g5gsN (=576 — 160M + 176N + 54M N + 74N?* + 17TM N?)+
+64g2g3 N?(22 — 2M + M N + M N?) + 8¢3(288 + 64M — 112N — 24M N — 6N? + 3M N+

+5N? +2M N3 + N*) + 15369, 9392 N? 4 29195 (3968 + 1024M — 1600N — 416 M N —
—56N? — 22M N? + 85N? + 1TM N? + 11N*) + 497 g2(1856 + 448 M — 736N — 176 M N —

—22N? — 5MN? + 43N? + 8M N? + 3N* + 2M N*)+

+93(2816 + 768M — 1152N — 320M N + 12N? — 12M N? + 69N? + 30M N® + TN* + 5MN4)) :

1
B = N (32g§g4N3(18 + 14M + TN + TN?) + 966294 N (8 + 2N? + MN?)+

1384919294 N (4 + N?) + 243 N3(16 + 2M + 2N + M N + 2N? + M N?) + 6495939, N*(—20—

—4M + 10N +2M N + 5N? + 2M N?) + 169,93 N*(—52 — 14M + 26N +7MN + 14N? + TM N?)+
1128919394 N*(—10 — 2M + 5N + MN + 5N?) + 8g2gs N*(—104 — 28 M + 52N + 14M N + 38N>+
+TMN?) + 64g3g7N*(22 — 2M + MN + M N?) + 16g1g2g3N (208 + 56 M — 48N — 12M N+

+12N? + 3MN? + 8N? + MN? + 2N*) + 9695g4N (8 + N?) + 8¢7g3 N (208 + 56 M — 48N —
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—12MN + 12N? + 6M N? + 4N? + 3MN? + MN*) + 8¢°(—96 — 16 M + 24N + 4M N — 20N*—
—~10MN? + 6N? +2MN? + N* + MN*) + 49593 N (416 + 112M — 96N — 24M N + 18N*+
+6MN? +12N° + 4AMN? + 2N* + MN?) + g5 (=768 — 128M + 192N + 32M N — 96N> + 32N°+
+4AMN? + 7TN* + 2M N*) + 2g195(—1152 — 192M + 288N + 48M N — 176 N? — 40M N*+

+70N? + 10M N3 + 21N* + 2M N*) + 49792 (—576 — 96M + 144N + 24M N — 104N? — 40M N+

+34N3 + 13M N3 + 11N* + 3MN4)) ,

BY = ﬁ (ngggN(so +16M — 12N + 4N? 4 2M N? 4+ 3N® + N*)
+224g1 g3 N*(—4 — 2M + 2N + M N + 2N?) + 16¢,g3N*(—16 — 2M + 8N + M N + 7N?)
+96g3N*(8 — 2M + MN + MN?) + 64959394 N*(—14 — 4M + TN + 2M N + 6N? + M N?)
+224G593N?*(—4 — 2M + 2N + MN + N* + MN?) 4+ 32g3g,N*(22 + N + MN + N? + M N?)
1+64g19394N?*(—14 — 4M + TN + 2M N + 2N? + 2M N?)
+8¢2g5 N*(—32 — 4M + 16N + 2M N + 9N? + 2M N?) + 24g3N*(4 + 2M + N + N?)
+169192g3N (80 + 16 M — 12N + 7TN? + 2M N? + N3) 4 2249393 N3(2M + N + N?)
+49593N (160 + 32M — 24N + 17N? + TMN? + 4N* + N*)
432919294 N (96 + 36 M — 24N — 12M N + 2N? — 2M N? 4+ 4N? + M N? + N*)
+4¢7 (=160 — 48M + 40N + 12M N + AN? + 2M N? + 4N° + MN® + 2N*)
+24195(—960 — 288M + 240N + 72M N — 88N? — 20M N? + 39N? + 7TM N® + 13N*)
+16g2g4N (96 + 36 M — 24N — 12M N — 4N? —2M N? + 2N3 + 3M N® + MN*)
+8¢7ga(—240 — 72M + 60N + 1I8M N — 8N? — MN? + 6N? + 2MN* + N* + M N*)

+89594N (192 + 72M — 48N — 24M N + 10N? + 2M N? + 6N® + 4MN® + N* + M N*)

+g3(—640 — 192M + 160N + 48M N — 96 N? — 24M N? + 36 N* + 12M N® + 10N* + 5MN4)) :

It can be checked that there exists a function F' of the couplings such that the beta-
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functions can be cast in the form

ué?F
i agj

where the metric has the components

MN*+ 3MN3 +2N3 —2MN? —4N%2 — 12M N — 24N + 24M + 48
2N2 ’
N4+ MN3 4+ 4N3 — 2MN? — 4AN?2 — 12M N — 24N + 24M + 48
2N?2 '
MN? + N2+ MN +2N —2M — 4 2N2 + MN +2N —2M — 4
G13 =2 N , G14 =2 N )
MN*+ N* 4+ 4AMN3 + 6N3 —AMN? — 8N2 — 24 M N — 48N + 48M + 96
4N?2 ’
MN? +3N24+2MN + 4N — 4M — 8 MN? + N2+ MN + 2N —2M — 4
G23 - N ) G24 - 2 N )
MN3 + N3+ MN?+ N2+ 4N
Gy = IV +N AN Gy = AN+ N +2M)

Gy =2(4—2M + MN + MN?).

Gll =

G12 -

G22 =

Taking the determinant of this metric, one arrives at (4.61)).
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