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Abstract

A search for new physics with non-resonant signals in dielectron and dimuon fi-

nal states in mass ranges above 2 TeV is presented. The data, corresponding to

an integrated luminosity of 139 fb−1, were recorded by the ATLAS experiment

in proton–proton collisions at a centre-of-mass energy of 13 TeV during Run-2

of the Large Hadron Collider. A data-driven background extrapolation pro-

cedure is utilised to model the contribution from background processes. The

benchmark signal model considered is the four-fermion contact-interaction,

which results in an enhancement of the dilepton event rate at the TeV mass

scale. No significant deviation from the expected background is observed in

data. Observed and expected 95% CL limits on the contact interaction energy

scale reach 35.8 TeV and 37.6 TeV, respectively. In addition, 95% CL limits

on the number of events and visible cross section times branching fraction for

new physics processes are provided.
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Chapter 1

Introduction

The Standard Model of particle physics has had tremendous success in providing a description

of the known universe. There has been excellent agreement between Standard Model predictions

and experimental observations from particle physics experiments. The most recent validation

of the Standard Model was via the observation of the Higgs boson by the ATLAS and CMS

experiments at the LHC in 2012 [7, 8].

Despite the successes of the Standard Model, the theory fails to describe a range of

observations, mostly from non-collider physics experiments. First and foremost of these

phenomena is gravity, which is not included in the Standard Model. Additionally, from

a cosmological view, the Standard Model constituents compose only 4.9% of the observed

universe [9, 10]. The remaining contributions come from dark matter and dark energy. Another

experimental hint from cosmology is the matter/ anti-matter asymmetry in the universe. These

signatures hint at the existence of physics beyond the Standard Model.

The Standard Model currently includes all of the known particles, however physics beyond

the standard model indicates that there may be more particles yet to be discovered. Such

new particles may not have yet been discovered as the energy required to produce them might

be larger than what is achieved by current accelerators, and hence can not be searched for

in conventional resonance searches. However, it is possible to detect the effects processes in

low-energy regimes in the form of non-resonant signatures. Previously, such searches had relied
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1 Introduction

on the production of Monte Carlo to model the background and signal processes, where samples

with very large numbers of events were needed to be produced, resulting in huge demands on

the available computing resources. Additionally, there was a large impact on the analysis from

uncertainties on the parton density function (PDF). These uncertainties were not calculated in

a clearly defined method, and in some cases an overestimate of the uncertainty was provided.

To reduce the strain on resources from the Monte Carlo and to reduce the effects of the PDF

uncertainties the analysis discussed in this thesis presents a novel data-driven approach to

search for non-resonant phenomena in dilepton final states. The analysis presented in this

thesis has been published by the ATLAS experiment [1].

The thesis is organised in the following way. Chapter 2 provides an overview of the Standard

Model of particle physics. Chapter 3 motivates the search for beyond the Standard Model

physics, and provides a brief overview of effective field theories. The chapter concludes with a

description of the benchmark contact interaction model searched for in this thesis. Chapter 5

provides an overview of the LHC accelerator and infrastructure, where a detailed outline of

the ATLAS detector and its components are provided. The production and use of Monte

Carlo simulations and the reconstruction and identification of physics objects are outlined in

Chapter 6. The event selection applied to the data is provided in Chapter 7. Chapter 8 outlines

the data, background and signal samples, and their associated uncertainties are described in

Chapter 9. The data-driven background estimation method is described in Chapter 10 and the

uncertainties associated with the estimate is described in Chapter 11. A detailed description of

the statistical analysis is given in Chapter 4. Finally, the results are presented in Chapter 12.
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Chapter 2

The Standard Model of particle physics

The Standard Model (SM) of particle physics is a quantum field theory (QFT) with multiple

interacting fields and symmetries. It was developed during the second half of the 20th century.

There has been excellent agreement between the predictions of the SM and experimental

data from particle physics experiments. An overview of the standard model is presented in

Section 2.1. The SM Lagrangian is described in Section 2.2, outlining each of its components.

2.1 Introduction

Fundamental mathematical concepts

The mathematical structure of the SM is given by a gauge quantum field theory [11]. In both

classical and quantum field theory, the dynamics of a system are described by the Lagrangian

density, which henceforth will be referred to simply as the Lagrangian. Consider the Lagrangian

for a massive complex field, ψ, with mass, m,

L = ∂µψ̄∂µψ −mψ̄ψ, (2.1)

where the first term is referred to as the kinetic term and the second term is the mass term of

the field. The Lagrangian can be used to calculate the scattering amplitudes of reactions using
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2 The Standard Model of particle physics 2.1 Introduction

well-defined methods [12] and the interactions can be expressed in terms of diagrams known as

Feynman diagrams [13]. The use of Feynman diagrams simplifies the process of calculation of

the scattering amplitudes.

In natural units, all quantities are measured in units of powers of energy. For example,

[m] = E1, where [m] corresponds to the dimensionality of m. The fundamental quantity in

mechanics is the action, S, the time integral of a Lagrangian [11]

S =
∫
L d4x. (2.2)

The principle of least action states that when a system evolves from one configuration to

another with a given time, it does so along the path for which S is a minimum. The action is

dimensionless, therefore the Lagrangian has dimensionality [L] = E4.

Symmetries are central to our current understanding of particle physics. In particle physics,

a symmetry of the universe is expressed by requiring that all physical predictions are unchanged

or invariant under the same set of transformations. The importance of the concept of symmetries

originates from Noether’s theorem [14], stipulating that for every continuous symmetry there

is a corresponding conservation law. In the context of field theory, one of the cornerstones

in the construction of the SM is the notion of gauge symmetry. The Lagrangian defined in

Equation 2.1 is invariant with respect to rotation with angle α in the complex plane

ψ(x)→ ψ(x)eiα , ψ̄(x)→ ψ̄e−iα. (2.3)

Therefore, it can be said that the Lagrangian is invariant under global one-dimensional unitary

transformations, U(1), where global denotes that α is the same for any value of x [15]. However,

if α depends on x the U(1) symmetry is broken. Hence, the Lagrangian is not invariant under

a local U(1) transformation. The required gauge invariance can be restored by replacing the

derivative in Equation 2.1 with a covariant derivative, Dµ, defined as

Dµ = ∂µ + iqAµ(x), (2.4)
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2 The Standard Model of particle physics 2.1 Introduction

where Aµ(x) is a new field that transforms as Aµ → Aµ − 1
q∂µα(x) and q is the coupling

strength between the field ψ and Aµ. Therefore, the Lagrangian is now invariant under local

U(1) transformation. The introduced field, Aµ, is known as a gauge field, and the Lagrangian

under these modifications is known as a gauge theory. The number of gauge fields required to

restore a given local symmetry is related to the number of generators in the symmetry group,

for example, U(1) is a symmetry group with one generator, which results in the addition of a

single gauge field.

Overview of Standard Model

The SM is a gauge theory that describes elementary particles and their fundamental interactions

(excluding gravity). Interactions of the SM are considered in terms of fields, ψ, of half-integer

spin fermions and integer spin gauge bosons, φ. The fermions consist of 12 particles (with

their corresponding anti-particles) in total classified into quarks and leptons. The gauge bosons

mediate the fundamental forces between the fermions. The SM describes three fundamental

forces: the electromagnetic, the weak, and the strong interaction. The different properties

(mass, charge and spin) of the SM particles are summarised in Figure 2.1.

The full gauge symmetry group of the SM is given by SU(3)C ⊗ SU(2)L ⊗ U(1)Y, where

SU(n) is a special unitary group with n dimension [15]. The indices C, L, Y represent the

colour (strong interaction), weak isospin and weak hypercharge (both electroweak interactions),

respectively. The electroweak theory unifies the electromagnetic and weak interactions and is

based on the conservation of electric charge, Q, which is convolved with the weak isospin and

hypercharge (described in Section 2.2). The description of the strong interaction is based on

the theory of Quantum Chromodynamics (QCD) [16]. The conserved quantity in QCD is the

colour charge (C), and it is represented by three possible colours: for example these could be

red, green, and blue.
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2 The Standard Model of particle physics 2.1 Introduction

Figure 2.1 Overview of the fundamental fermions and bosons in the Standard Model. The mass, charge

and spin of each particle is given [4].
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2 The Standard Model of particle physics 2.2 The standard model Lagrangian

2.2 The standard model Lagrangian

The SM can be expressed by the following Lagrangian

LSM = LFermions + LGauge + LHiggs + LYukawa. (2.5)

The following sections will review each of the components of the SM Lagrangian. These sections

are based on [13, 17].

2.2.1 Fermion fields

The first component of the Lagrangian in Equation 2.5 describes the propagation and interactions

of fermions. There are three generations of particles observed in the fermion sector, where each

generation has the same fundamental properties except for the different masses. The fermions

can be categorised into three distinct types: Weyl, Dirac and Majorana. Weyl fermions are

massless, Dirac fermions are massive, and Majorana fermions are particles that are the same as

their antiparticle. In the SM, fermions are considered to be Dirac fermions, with the exception

of neutrinos, as their nature is not yet determined to be Dirac or Majorana.

The quark fields are represented as colour triplets transforming with the corresponding

representation of SU(3). Whereas, the lepton fields are colourless, which results in them not

being charged under the strong interaction. Therefore, fermions are categorised into families of

particles that interact via the strong interaction and ones that do not, and these are termed

quarks and leptons, respectively. Each lepton generation contains an electrically-charged particle

and one which has neutral charge. The quark generations are split into up-type and down-type

quarks that have an electric charge of +2
3 and −1

3 , respectively.

An individual fermion field can be described by the following Dirac Lagrangian

LFermion = ψ̄
(
iγµ∂µ −m

)
ψ, (2.6)
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2 The Standard Model of particle physics 2.2 The standard model Lagrangian

where γµ are the Dirac matrices [18]. Imposing gauge invariance under SU(2)L and U(1)Y

rotations, the Dirac Lagrangian can be written in terms of the covariant derivative, Dµ, where

the partial derivatives are replaced by the covariant derivative. The full description of the

covariant derivative describing the interaction of the fermion field with the gauge field is given

in Section 2.2.2.

The distinction between left-handed and right-handed fermions are made in the SM. The

left-handed fermions are grouped into weak isospin doublets with T = 1
2 , and the right-handed

fermions are grouped into weak isospin singlets with T = 0, where T is the weak isospin.

In the Lagrangian for the electroweak unification, the weak hypercharge, Y , is defined in

terms of the electric charge Q and the third component of the weak isospin T 3 by the equation

Y = 2Q− 2T 3. (2.7)

This results in Y = −1,−1
3 for the weak isospin doublets and Y = −2, 4

3 ,−
2
3 for the weak

isospin singlets. Table 2.1 shows the quantum numbers of the generations of both left- and

right-handed fermions under the electroweak symmetry group. A consequence of the left-handed

doublets and the right-handed singlets is that the Dirac mass terms for the fermion fields

are not gauge invariant under the SU(2)L ⊗U(1)Y transformations. Therefore an alternative

mechanism is needed to impose gauge invariance. The alternative mechanism will be introduced

in Section 2.2.3. The right-handed neutrinos are often omitted from the construction of the SM,

as they have not yet been observed experimentally, but appear in many models for generating

the experimentally-observed neutrino mass [19].

2.2.2 Gauge fields

The second component of the SM Lagrangian, LGauge, describes the propagation of gauge

bosons. The gauge field Lagrangian is given by

LGauge = −1
4G

a
µνG

µν
a −

1
4W

a
µνW

µν
a −

1
4BµνB

µν , (2.8)
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2 The Standard Model of particle physics 2.2 The standard model Lagrangian

Generation Quantum Numbers
1 2 3 T T 3 Q Y

quarks
uL cL tL

1
2 +1

2 +2
3 +1

3
dL sL bL

1
2 -1

2 -1
3 -1

3
uR cR tR 0 0 +2

3 +4
3

dR sR bR 0 0 -1
3 -2

3

leptons
νe,L νµ,L ντ,L

1
2 +1

2 +1 0
νe,R νµ,R ντ,R 0 0 0 0
eR µR τR

1
2 +1

2 -1 -1
eL µL τL 0 0 -2 -1

Table 2.1 List of Standard Model fermions and their properties. The quantum numbers for the left (L)

and right (R) fermions are given; weak isospin (T ) with its third component T 3, hypercharge (Y) and

charge (Q).

where the fields correspond to transformations of their respective symmetry groups, Bµ are the

gauge fields corresponding to the U(1)Y transformation, W a
µ with a = 1, 2, 3 corresponds to

the SU(2)L transformation and Gaµ with a = 1, .., 8 corresponds to the transformations under

SU(3)C.

The differences between these fields are a result of the different nature of the corresponding

symmetry groups. Self-interactions between the Wµ and Gµ gauge fields are possible due to

the non-abelian nature of the SU(2)L and SU(3)C groups. Whereas, due to the abelian nature

of the U(1)Y group, self-interactions between the fields are not possible.

As mentioned in Section 2.2.1, a covariant derivative, Dµ, is defined to describe the coupling

between the fermion fields and gauge fields. The full covariant derivative for a fermion interacting

with all three fields (e.g. quarks) is defined as

Dµψ =
(
∂µ − igs

λa
2 G

a
µ − igTaW

a
µ − ig

′Y Bµ

)
ψ, (2.9)

where g′, g and gs are the coupling constants of the U(1)Y, SU(2)L and SU(3)C interactions,

respectively. The terms λa, Ta and Y are the generators of the respective fields. The SU(3)C
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2 The Standard Model of particle physics 2.2 The standard model Lagrangian

gauge field is omitted for fermions that do not interact via the strong force. Therefore, the

partial derivatives in the Dirac lagrangian is replaced, and the interactions for the electroweak

and QCD components can be determined.

The electroweak interaction

Historically the electromagnetic and weak interactions were developed separately. The elec-

tromagnetic force is mediated by massless photons that propagate over an infinite range. The

photons can interact with any particles which carry an electrical charge. The theory that de-

scribes the electromagnetic interaction is Quantum Electrodynamics (QED). The weak nuclear

interaction acts on short length and time scales due to the large mass of its force carriers (W±

and Z). Whereas, the weak bosons interact with left-handed fermions carrying a weak isospin

quantum number. The weak force has two types of interactions: a charged current and a

neutral current interaction.

The unification of the two theories, the electroweak theory was developed by Glashow, Salam

and Weinberg et al. [20–22]. As a result, the electroweak theory is sometimes also referred to as

the GSW theory. The electroweak interactions are described by the SU(2)L ⊗U(1)Y symmetry

group. The requirement for gauge invariance under these two symmetry groups leads to the

following Lagrangian

LEW = ψ̄ /Dψ − 1
4W

a
µνW

µν
a −

1
4BµνB

µν , (2.10)

where /D = γµDµ, and is the covariant derivative with the SU(3)C gauge fields omitted. The

physical mass eigenstates of the charged W±µ fields can be obtained via a linear combination

of W 1
µ and W 2

µ . The mass eigenstates of the Z boson field, Zµ, and the photon field, Aµ is

obtained via rotations of the fields W 3
µ and Bµ around the weak mixing angle, θW , to give

W±µ = 1
2
(
W 1
µ +W 2

µ

)
, (2.11)

28



2 The Standard Model of particle physics 2.2 The standard model Lagrangian

and

Aµ

Zµ

 =

 cos θW sin θW

− sin θW cos θW



Bµ

W 3
µ

 . (2.12)

Experimental results have confirmed the existence of the W± and Z bosons, with masses of

mW = 80.379± 0.012 and mZ = 91.188± 0.002 GeV, respectively [5]. However, the inclusion of

the boson and fermion mass terms in the SM Lagrangian violates the SU(2)L⊗U(1)Y symmetry,

resulting in a non-normalisable theory. Therefore, this requires the introduction of the theory

of spontaneous symmetry breaking, commonly known as the Higgs mechanism (Section 2.2.3).

Quantum Chromodynamics

The SU(3)C symmetry group corresponds to the strong nuclear force, and its interactions

are described by Quantum Chromodynamics (QCD). Much of the structure and notation of

the resulting gauge interactions have already been discussed. However, there are significant

differences that are a result of the SU(3)C group. The couplings between the quarks and gluons

are defined from the SU(3)C symmetry group, where colour charge is the conserved quantity.

As a result of the eight generators of SU(3)C there are eight associated gauge bosons (gluons).

The gluons are colour charged, massless and have no electric charge. The Lagrangian for the

quark interactions can be written as

LQuark = gs
2 ψ̄q

(
γµλaG

a
µ

)
ψq, (2.13)

where gs is the coupling constant of the strong interaction and Gaµ corresponds to the gluon

field strength tensor. The coupling constant, gs, is expressed as αs = g
2
s

4π for convenience, and is

a fundamental parameter of QCD, along with the quark masses. Using the QCD parameters, a

scattering amplitude in a reaction between the initial and final state particles can be evaluated

in powers of αs. However, in QFT there will be ultraviolet (UV) divergences that are a result of

Feynman diagrams containing loops. The divergences need to be fixed using a renormalisation

procedure, which involves including a scale, µR, above which the UV divergences are removed.
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2 The Standard Model of particle physics 2.2 The standard model Lagrangian

The dependence of the strength of the coupling on the scale (Q2) is derived using the

renormalisation group equation (RGE) [5], which is expressed as

Q2 ∂αs

∂Q2 = β(αs) = −β0α
2
s(1 + β1αs + β2α

2
s + ..), (2.14)

where β0 = (33 − 2nf )/(12π) is known as the 1-loop β function coefficient and nf denotes

the number of quark flavours. Figure 2.2 depicts the dependence of αs on energy scale. This

defines the characteristic properties of the QCD interactions: asymptotic freedom and quark

confinement. As Q2 increases the coupling of the strong interaction tends to zero. This process

is known as asymptotic freedom, and it is observed experimentally, as shown in Figure 2.2.

However, as Q2 gets smaller, the coupling between the quarks becomes stronger and prevents

them from existing as isolated particles. This phenomenon is known as quark confinement. The

increase in potential energy as Q2 increases is significant enough to create quark and anti-quark

pairs in a process known as hadronisation.

QCD αs(Mz) = 0.1181 ± 0.0011

pp –> jets
e.w. precision fits (N3LO)  

0.1

0.2

0.3

αs (Q
2)

1 10 100
Q [GeV]

Heavy Quarkonia (NLO)
e+e–   jets & shapes (res. NNLO)

DIS jets (NLO)

April 2016

τ decays (N3LO)

1000

 (NLO

pp –> tt (NNLO)

)(–)

Figure 2.2 Summary of experimental measurements of αs as a function of energy scale Q [5].
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2.2.3 Electroweak symmetry breaking

As described in the previous sections, the inclusion of explicit mass terms for the fermions

and bosons violates the electroweak gauge symmetry. Therefore, the Brout-Englert-Higgs

mechanism [23, 24], commonly referred to as the Higgs mechanism, is used to introduce gauge-

invariant mass terms for the particles. A new field is introduced which has gauge-invariant

transformations under SU(2)L ⊗U(1)Y. It can be a complex scalar field in the SM Lagrangian

that is an isospin doublet with hypercharge Y = 1
2 , defined as

Φ =

φ+

φ0

 = 1√
2

φ1 + iφ2

φ3 + iφ4

 . (2.15)

The gauge invariant Higgs Lagrangian is then defined as

LHiggs = (DµΦ)†(DµΦ)− V (Φ),

V (Ψ) = −µ2Φ†Φ + λ(Φ†Φ)2,
(2.16)

using the covariant derivative defined in Section 2.2.2, where the potential is given in terms

of the free parameters µ and λ. For µ2 > 0 the potential has a minimum at φ = 0, where the

minimum corresponds to the vacuum. This corresponds to a Lagrangian with scalar particles

of mass µ. However, when µ2 < 0, the potential has a degenerate minimum at v = µ/
√
λ,

where v is the vacuum expectation value, and results in spontaneous symmetry breaking. In the

potential, the self-coupling parameter λ is chosen to be positive to ensure that the potential

is bounded from below. The fields are chosen such that φ1 = φ2 = φ4 = 0 and φ3 = v + h(x).

The scalar field, h(x), is identified as the Higgs field. The minimum of the potential after the

spontaneous symmetry breaking occurs for the neutral component of the scalar field doublet to

preserve U(1) symmetry. The non-zero vacuum expectation value results in the breaking of the

SU(2)L ⊗U(1)Y symmetry to U(1)EM symmetry. After symmetry breaking, Φ takes the form

Φ =
(

0
v + h(x)

)
. (2.17)
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2 The Standard Model of particle physics 2.2 The standard model Lagrangian

Using the Lagrangian in Equation 2.16, and expanding the kinetic terms, results in a series

of terms describing the interactions of the gauge bosons with the vacuum and the Higgs field.

This leads to the vector boson masses,

mW = gv

2 ,

mZ = 1
2(g2 + g′2)

1
2 v,

(2.18)

and the photon remains massless. The masses acquired by the W± and Z gauge bosons are

expected by Goldstone’s theorem [25], which states that the vanishing degrees of freedom under

SU(2)L correspond to Goldstone bosons that are "eaten" to give mass to the associated gauge

fields.

Using the scalar doublet defined in Equation 2.17, fermion masses can also be incorporated.

Using the first generation of quarks as an example and defining the SU(2)L doublet for left-

handed quarks, a Yukawa Lagrangian can be written as,

LYukawa = −λdQLΦdR − λuQLΦ̃uR + h.c, (2.19)

where λd and λu are the Yukawa couplings of the down- and up-type quarks, respectively. h.c

refers to the addition of the Hermitian conjugate of the Higgs doublet. The fermion masses

are found to be proportional to the vacuum expectation value of the Higgs field, given by the

following relation

md = λdv√
2
, mu = λuv√

2
. (2.20)

However, the mass terms for the neutrinos are often omitted from the SM. The inclusion of

neutrino mass terms would require an extraordinarily large mass difference between the charged

and neutral leptons within each lepton generation.
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Finally, after electroweak symmetry breaking, and the Higgs field acquiring the vacuum

expectation value, the Higgs mass is given as

mh =
√

2λv. (2.21)

In 2012, the SM Higgs boson was discovered with mh ∼ 125.09 GeV [7, 8] by the ATLAS and

CMS collaborations at CERN.

2.3 Phenomenology of Proton-Proton collisions

The hadron-hadron scattering processes which occur at the LHC and other collider experiments

can be classified as either hard or soft. When protons collide, their constituents may interact

directly and exchange a substantial fraction of their protons momentum, known as hard-

scattering. Processes such as W and Z production occur at high energy scales, therefore

perturbative QCD can provide their cross sections with good precision.

In this section, the partonic structure of the proton is outlined, and the production of events

that are of interest to the physics analysis in this thesis is also discussed.

2.3.1 The structure of the proton

The quantum number of hadrons are given given according to the quark model, by either the

three or two valence quarks for baryons or mesons, respectively. For protons these are two

u-quarks and one d-quark. The valence quarks are bound by the exchange of gluons, where

several processes can occur. For example, a gluon can split into a qq̄-pair. These dynamically

changing quarks are called sea quarks, since they form a sea of qq̄-pairs. Additionally, the

valence quarks or gluons themselves can radiate a gluon. All objects inside the proton, gluons,

valence- and sea-quarks are referred to as partons.

During inelastic proton-proton collisions, only the partons inside the protons interact.

Therefore, the total center-of-mass energy of the colliding proton is not available during the
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collision. Each parton will carry a fraction of their respective proton’s total energy. Within

the context of proton-proton collisions, the probability of a given parton within a proton to

interact with another parton of a different proton is given by the parton distribution function

(PDF). The PDFs are obtained through deep inelastic scattering experiments, and depend on

the momentum transfer of the collision, Q2, and the fraction of the protons momentum carried

by each parton involved in the collision, x. Figure 2.3 shows the resulting PDF shapes as a

function of x for each parton at Q2 = 10 GeV2 and Q2 = 104 GeV2.

Figure 2.3 Parton distribution functions of proton constituents as a function of the momentum

fraction x of the partons relative to the proton momentum, for momentum transfers Q2 = 10 GeV2 and

Q2 = 104 GeV2 [6].

2.3.2 Dilepton production

The analysis described in this thesis measures the dilepton (e+e− and µ+µ−) invariant-mass

spectrum to search for a signal. The dominant hard-scattering processes that produce events

with dilepton pairs, that are considered in the analysis, are described in this section.

The Drell-Yan process [26] is the most significant lepton pair production mechanism in

hadronic collisions. The process involves the production of a lepton pair `+`− at a hadron
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collider by quark-antiquark annihilation. In the basic Drell-Yan process, the qq̄-pair annihilates

to a virtual photon qq̄ → γ∗ → `+`−. The cross-section for this process at leading order is

easily obtained from the fundamental QED e+e− → µ+µ− cross-section, where the appropriate

colour and charge factors are added [27],

σ̂(qq̄ → γ∗ → `+`−) = 4πα2

3ŝ
1
NC

Q2
q , (2.22)

where ŝ is the center of mass energy of the incoming partons, Qq is the charge of the quarks

and 1/NC = 1/3 is a colour factor, where only three colour combinations are possible since

the intermediate state has to be colourless. If the collision energy is below the Z mass, the

intermediate state is an off-shell photon. The partonic center of mass energy is equal to the

mass of the virtual photon and the invariant mass of the dilepton pair, and is given by

√
ŝ = mγ

∗ = m`` =
√

(p
`

+ + p
`

−)2, (2.23)

where p
`

± are the momentum four vectors of the leptons. Comparing equation (2.22) and (2.23),

one can see that σ̂ ∝ 1/m2
``. If the collision energy is equal to the Z mass, the process can take

place via the exchange of a Z boson, leading to a Breit-Wigner resonance in the spectrum of

the invariant-mass near the mass of the Z boson. The exchange via a virtual photon and a Z

boson interfere. The Feynman diagram for the Drell-Yan process is given by

γ∗/Z
q

q `

`

. (2.24)

Diboson production is the second largest source of dilepton events. The leading-order

production of these events is through the qq̄ initial state. The Feynman diagrams for diboson
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production is given by

Zq̄

q Z

,
W

q

q W

Z

,
Z

q

q W +

W −

, (2.25)

where the vector bosons will decay into dilepton pairs in the case of the Z production and a

lepton and neutrino pair in the W± production.

The third largest contribution arises from the production of pairs of top quarks (tt̄). The

Feynman diagrams for the leading order production of tt̄-paris is given by

t̄g

g t

,
g

g

g t

t̄

,
g

q

q t

t̄

, (2.26)

where the top quark will rapidly decay to a W and a lighter quark final state and result in the

production of dilepton pairs.
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Chapter 3

Beyond the Standard Model

The Standard Model of particle physics has had tremendous success in describing the majority

of the observed phenomena so far. However, there remain several critical unanswered questions

from experimental signatures that do not fit within the framework of the SM. These signatures

hint towards physics beyond the Standard Model (BSM). The motivation to look for BSM

physics is outlined in Section 3.1. This thesis focuses on a search for contact interaction (CI)

models in dilepton final states. The four-fermion contact interaction model belongs to a subset

of a broad range of effective field theory models. Section 3.2 provides a brief overview of

effective field theories, where an example of a well-known effective field theory is given. The

specific CI interaction model used in the analysis of this thesis is outlined in Section 3.3.

3.1 Motivation

The SM mechanism to generate neutrino masses relies on unobserved right-handed neutrinos,

and requires significant parameter tuning to describe the size of the observed neutrino masses [28].

The search for answers to these questions is one such motivation for BSM theories. Many BSM

theories attempt to explain these two phenomena.

An additional observed shortcoming of the SM, and one of the strongest motivations for

BSM models, is a result of an internal inconsistency of the SM itself. The observed Higgs

37



3 Beyond the Standard Model 3.2 Brief overview of effective field theory

mass is ∼ 100 GeV and is a result of the electroweak symmetry breaking scale. There is a

vast difference between this and the Plank scale (∼ 1019 GeV), with no other scale present in

between. The Plank scale is where quantum gravitational effects become dominant. Therefore,

the Higgs mass is sensitive to large vacuum fluctuations and can result in corrections from

one-loop diagrams of virtual particles, where an infinite number of corrections could exist. In

order to counter these corrections, the measured Higgs mass needs to be finely tuned between

the bare mass and the radiative corrections [29]. This fine-tuning motivates the existence

of TeV scale physics, which would cancel some of the divergent corrections. Supersymmetry

(SUSY) is one possible theory that attempts to explain the observed hierarchy problem [30].

However, SUSY has not yet been observed, thus introducing a new SUSY breaking scale, which

results in some fine-tuning. An alternative approach to mitigate the hierarchy problem is by

the introduction of some large extra dimensions, where gravity is allowed to propagate in these

new dimensions [31].

3.2 Brief overview of effective field theory

An effective field theory (EFT) is a low-energy approximation of a full QFT. With the use

of an EFT indirect effects of particles with masses well beyond what is currently possible to

be experimentally probed can be quantified. The EFT approach is based on the property of

decoupling [32], which refers to the screening of high-energy phenomena for interactions at

lower energy scales. Using the expansion of the propagator of a massive particle with mass m,

1
q2 −m2 = − 1

m2 (1 + q2

m2 + ..), (3.1)

where q2 is the momentum transfer of the particle. It is clear that when m2 � q2, the

propagation of the particle is suppressed. This is also apparent from the uncertainty principle,

where the range of the force reduces as the mass of the mediator particle increases. Therefore,

the mass of a mediator can be taken large enough that the propagator connecting interaction

vertices is reduced to a point, resulting in a contact interaction. This results in the reduction of

many possible high-energy theories into smaller sets of EFT operators. The EFT operators
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allow the construction of an effective Lagrangian describing the interactions at lower energies

only in terms of SM fields.

Historically a top-down approach was favoured, where a consistent theory valid at very high

scales is defined, and observations are constructed within that framework. However, due to

lack of observations of new BSM heavy states at the LHC validating such models, the focus

has shifted to a bottom-up model building. The bottom-up approach considers the SM as the

low-energy gauge theory within a theory at higher energy scales ΛBSM. Higher-order operators

can be added to the SM, and a general effective Lagrangian can be written as

LEFT = LSM + LD,

LD =
∑
i

ci

ΛD−4
BSM
O(D)
i .

(3.2)

LSM is the dimension-four SM Lagrangian, ΛBSM is the mass scale for BSM, Oi are dimension

D effective operators, and ci are dimensionless couplings that specify the strength of the BSM

interactions, known as Wilson coefficients.

The SM operators are dimension-four (Chapter 2), which allows them to be renormalisable.

However, the effective operators are not renormalisable as they are of dimension D ≥ 5.

Therefore, the effective theory is only valid valid up to energies much lower than the scale

ΛBSM. The full effective Lagrangian is an infinite series. However, the inverse of the scale ΛBSM

plays an important role, where dimensional analysis and the ratio between the energy scale

of the experiment and energy scale is used to keep only terms that are dimension-four. This

procedure is known as power counting [33].

There is only one dimension-five operator that is gauge invariant and is known as the

Weinberg operator [34], which can be used to give Majorana neutrino masses through electroweak

symmetry breaking [35].

The work presented in this thesis is restricted to dimension-six. The list of EFT operators

was first classified in 1986 [36], and contains 80 dimension-six operators for each flavour. There

are several ways of reducing the operators, as transformations between operators are possible.
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The Warsaw basis [37] was the first complete and non-redundant set of dimension-6 operators

that were proposed. This thesis focuses on dilepton final states, therefore only quark-lepton

interactions will be considered. Some examples of general lepton-quark four-fermion contact

interaction can be parameterised by the following dimension-six operators [38],

O(1)
`q = (¯̀γµ`)(q̄γµq), O(3)

`q = (¯̀σIγµ`)(q̄σIγµq),

Oeu = (ēγµe)(ūγµu), Oed = (ēγµe)(d̄γµd),

O`u = (¯̀γµ`)(ūγµu), O`d = (¯̀γµ`)(d̄γµd),

(3.3)

where ` and q are the SM lepton and quark doublets, respectively.

Fermi theory

The classic example of an EFT approach is the Fermi theory of low-energy weak interactions.

The full UV theory is the SM, and it is matched to the EFT by considering a theory valid at

small momenta compared to mZ,W [32]. Muon decay, µ→ eνµν̄e, is considered as an example,

where the SM energy scale (ΛBSM ∼ 80.8 GeV) is much higher than that of the interaction

(mµ ∼ 100 GeV).

In the SM, the decay amplitude is given by

M = −
(
g√
2

)2

[ν̄µ
1
2γ

µ(1− γ5)µ]

gµν − qµqν/m2
W

q2 −m2
W

 [ē1
2γ

µ(1− γ5)νe]. (3.4)

Considering the low-energy limit where m2
W � q2, the propagator can be expanded as shown in

Equation 3.1. Retaining only the first term of the expansion the amplitude can now be written

as

M = g2

8m2
W

gνµ[ν̄µγµ(1− γ5)µ][ēγµ(1− γ5)νe]. (3.5)
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The Feynman diagram for the process is given by

W −
µ−

νµ

νe

e−

=
µ−

e−

νeνµ

+ O

 q2

m2
W

 , (3.6)

where the first term corresponds to the SM diagram for the decay of the muon, the right-hand

side of the equation shows the effective vertex and the higher-order correction terms.

In the Fermi effective theory, weak interactions are described by four-fermion contact

interaction, with coupling c/Λ2, where c is the Wilson coefficient and Λ is the scale of the EFT.

This results in the amplitude

M = c

4Λ2 gνµ[ν̄µγµ(1− γ5)µ][ēγµ(1− γ5)νe]. (3.7)

Hence, by comparing Equations 3.5 and 3.7, the amplitude from the SM and Fermi theory can

be matched by setting Λ = m2
W and c = g2/2. The Fermi constant, GF , is related to the EFT

coupling by

GF√
2

= c

4λ2 = g2
W

8m2
W

. (3.8)

3.3 Four-fermion contact interaction

The search presented in this thesis focuses on one dimension-six operator: O(1)
`q = (¯̀γµ`)(q̄γµq),

which can be used to postulate the existence of the constituents of quarks and leptons, known as

preons [39, 40], as a possible solution to the hierarchy problem in the SM. If quarks and leptons

are composite, with at least one common constituent, the interaction of these constituents could

manifest itself through an effective four-fermion CI at energies well below the compositeness
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scale. The Lagrangian for such processes is defined as

L = g2

2Λ2 {ηLL
(
q̄LγµqL

) (
¯̀
Lγ

µ`L
)

+ ηRR
(
q̄RγµqR

) (
¯̀
Rγ

µ`R
)

+

ηLR
(
q̄LγµqL

) (
¯̀
Rγ

µ`R
)

+ ηRL
(
q̄RγµqR

) (
¯̀
Lγ

µ`L
)
},

(3.9)

where g is a coupling constant and chosen such that g2/4π = 1 for convention [39], γ are

the Dirac matrices and the spinors qL,R are the left-handed and right-handed quark fields,

respectively, and ` are the fermion fields. The parameters ηij , where i and j are L or R, define

the chiral structure (left or right) of the new interaction. Specific models are chosen by assigning

ηij to be −1, 0 or +1. A chiral model can be chosen in the follow way

LLL = L(ηLL = ±1, ηLR = 0, ηRL = 0, ηRR = 0),

LLR = L(ηLL = 0, ηLR = ±1, ηRL = 0, ηRR = 0),

LRL = L(ηLL = 0, ηLR = 0, ηRL = ±1, ηRR = 0),

LRR = L(ηLL = 0, ηLR = 0, ηRL = 0, ηRR = ±1).

(3.10)

The scattering amplitudes for the fermions can interfere either constructively or destructively

with the SM Drell-Yan process (DY). Whether the interference is constructive or destructive

is dependent on the sign of ηij . For example, the model destructively interferes with the DY

for ηij = +1 and constructively interferes for ηij = −1. Therefore, the combination of the

interference and chiral models result in eight separate CI interaction models that can be tested.

The leading-order production mechanism for DY with an additional CI interaction process

for dilepton final states is given by

∣∣∣∣∣∣∣∣∣∣∣∣ γ/Z
q

q `

`

+

q `

`q

∣∣∣∣∣∣∣∣∣∣∣∣

2

, (3.11)

where the fist term corresponds to the DY process and the second term to the CI process.
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The differential cross-section with respect to the invariant mass, m``, for the process qq̄ → ``

in the presence of such contact interactions is given by

dσ

dm``
= dσDY
dm``

− ηij
FI

Λ2 + FC

Λ4 , (3.12)

where the first term accounts for the qq̄ → Z/γ∗ → `` (DY) process, the second term corresponds

to the interference between the DY and CI processes, and the third term gives the pure CI

process. FI and FC are functions of differential cross-section with respect to m`` for the

interference term and the pure CI term, respectively, and do not depend on Λ [39]. The relative

impact of the interference and pure CI term are dependent on both m`` and Λ.

3.4 Previous contact interaction searches

There has been a wide range of searches for CIs in many different experiments. Previous

searches for quark-lepton compositeness have been performed at LEP [41, 42], HERA [43, 44],

and the Tevatron [45, 46].

The strongest exclusion limits at LEP were from the ALEPH experiment. The differential

cross-section for e+e− → ff̄ as a function of polar angle θ was utilised to discriminate between

Standard Model prediction and contact interaction signals. The limits on the scale of contact

interactions Λ are in the range 2 - 17 TeV [41]. The ZEUS detector at HERA utilised two

datasets, e+p → e+X and e−p → e−X in search of CI signals. The analysis compared the

measured Q2 distribution with predictions from MC simulation. Limits on contact interaction

models ranges from 1.7 - 6.2 TeV [44]. The D∅ collaboration at Tevatron set limits on the

energy scale of quark-electron compositeness using data collected in proton-proton collisions.

The differential cross-section dσ/dm in the dielectron channel was used to distinguish between

CI and SM prediction. Limits on contact interaction model range from 3.3 - 5.1 TeV [46].

The most recent result from the CMS experiment in the search for contact interactions

was performed at
√
s = 13 TeV with an integrated luminosity of 36 fb−1 [47]. The CMS

Collaboration has set 95% C.L. exclusion limits on the ``qq contact interaction scale that
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range from ΛLL > 20 TeV for the destructive interference to ΛRR > 32 TeV for the constructive

interference, for the left-left and the right-right models, respectively.

The strongest exclusion limits for ``qq was set by the ATLAS experiment, where the search

was performed at
√
s = 13 TeV with an integrated luminosity of 36.1 fb−1 [2]. Lower limits on

the CI interaction energy scale Λ was set for the combined electron and muon channel at a

95% confidence level on the left-left model at Λ = 40 TeV for the constructive interference. A

detailed comparison of the previous ATLAS results with the results from this thesis are given

in Chapter 12.

In contrast to the LEP and ZEUS experiments the ATLAS and CMS results utilise the

dilepton invariant-mass spectrum to distinguish between the Standard Model prediction and

CI signals. Both experiments rely on Monte-Carlo generation to model the SM expectation.

The analysis presented in this thesis uses a data-driven approach to search for non-resonant

phenomena such as contact interactions in dilepton final states. The Standard Model expectation

is modelled using a functional fit to a low-mass control region and extrapolation to a high-mass

signal region.
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Chapter 4

Overview of statistical concepts

The following chapter provides an overview of the concepts and procedure used in the statistical

analysis performed on the analysis presented in this thesis. An overview of the interpretation of

probability is given in Section 4.1, where the interpretation used in the analysis is also provided.

The construction of the likelihood used in the analysis and the method used to estimate its

associated parameters are provided in Section 4.2. Section 4.3 describes the treatment of the

systematic uncertainties considered in the analysis. Section 4.4 describes the procedure of

testing the compatibility of the data with respect to a hypothesis in the context of potential

discovery, or setting a limit. Finally, Section 4.5 discusses the two possible methods available

for the interpretation of results in the context of CI models, where the final method used will

be outlined.

4.1 Interpretation of probability

The interpretation of measured observables after performing a measurement forms one of the

main challenges in experimental particle physics. Statistical methods are used to quantify the

relationship between some measured observables and parameters in a model. In the analysis

presented in this thesis, the goal is testing different non-resonant signal models by measuring

the number of events with different values of dilepton mass. The estimated signal yield and

the estimated background yield can be used to determine the agreement of non-resonant,
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i.e. Contact Interactions scenarios (Chapter 3), with data, and infer values of parameters in

non-resonant models.

A central concept in statistics in particle physics is that of uncertainty, which can originate

from several different sources. For example, uncertainties can be the result of the lack of

knowledge of the experiment, or the consequence of a more fundamental random nature in

the system due to quantum mechanics. A variable is said to be random when it is not known

or cannot be predicted with complete certainty [48]. The concept of probability can be used

to quantify the degree of randomness. Kolmogorov formulated a mathematical definition of

probability as a set of axioms [49].

The interpretation of probability can take two forms. The frequentist interpretation, and

another known as subjective or Bayesian probability is also used. The frequentist notion of

probability of an event is defined as the limit of its relative frequency in a large number of

trials. A large number of trials forms an ensemble, where in particle physics an ensemble can be

formed by repeating the experiment multiple times. In frequentist probabilities, the true values

of the parameters are states of nature and not the outcome of the experiment. The Bayesian

definition of probability is based on a degree of belief. Therefore, Bayesian probabilities can be

assigned to hypothesis on states of nature. The practical consequence of Bayesian probabilities

is that for various parameters a prior probability must be supplied, which describes one’s belief

about its true value.

The frequentist interpretation of probability is used for analysis in this thesis. The frequentist

vs. Bayesian choice is an ongoing debate in the community and the high-energy physics

community mainly uses frequentist methods as they do not require specific prior degrees of

belief. The use of the frequentist interpretation does not indicate an inherent merit over the

Bayesian interpretation, but rather highlights the technically simple implementation of the

frequentist interpretation.
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4.2 Parameter estimation

One of the most common tasks in high energy physics is an estimation of some model para-

meter [48], commonly known as the parameter of interest (POI), e.g. a number of signal events

or signal strength in search for new physics. Additional parameters that also affect the model

that are not the POI are known as nuisance parameters, this is described in detail in Section 4.3.

The POI can be estimated by measuring a set of observables, x, whose probability depends on

the POI. Depending on the analysis, different quantities can be utilised as observables, e.g. the

analysis described in this thesis uses the dielectron and dimuon invariant mass. Replication

of the experiment multiple times results in different values of x, which results in a probability

density function of x, written as f(x;α), where α is used to represent any parameters associated

with the physical theory or an unknown property associated with the detector response.

When considering a dataset with many events, D = (x1, .., xn), the probability density is

given by the product of the densities for each event. In counting experiments, such as the one

described in this analysis, the total number of selected events is also a random variable, where

the total number of observed events, n, fluctuates around the expected number of events, ν,

according to a Poisson distribution. When considering binned data, common to most analyses,

histograms are defined that yield a certain number of entries n = (n1, .., nN ) in N bins. The

expected number of events in the entries for a bin is given by

ν(α) = ntot

∫ xi,max

xi,min

f(x;α) dx, (4.1)

where xi,min and xi,max are the bin limits, and ntot is the total number of events in the dataset.

The expected number of events are estimated for each of the signal regions (SRs) defined in the

analysis, where the bin limits corresponds to the start and end of the signal region as defined

in Chapter 10. A likelihood function for the total probability distribution can be defined

L(n;α) = νne−ν

n! . (4.2)
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For the single-bin counting experiment used in the analysis N = 1 due to only one bin

used for the statistical analysis. The expected number of events in the bin can be defined as

ν = νS + νB, where νB is the SM expected background events, and νS is the signal events in

the bin. The POI used in this analysis is νS . Using the likelihood function, one can estimate

the POI given the collected data.

An estimator, α̂(D) is some function of the data and its value is used to estimate the true

value of some parameter α. There are various properties that an estimator must satisfy to be

considered a good estimator, e.g. bias, variance, consistency [50]. Consistency is the requirement

that the estimator should converge to the true value in the limit of infinite statistics. A bias

of an estimator is defined as the difference between the expectation value of the estimator,

E[α̂], and the true value of α. Variance is defined as var[α̂] = E
[
(α− E[α̂])2

]
. There is a clear

trade-off between bias and variance, in the class of unbiased estimators, there is a well-defined

minimum variance bound [51]. When interpreting the results in the context of CI interaction

models, S can be expressed as a function of CI energy scale Λ, as describe in Chapter 3, where

Λ can also be considered the POI. This allows for the results to be either interpreted directly in

terms of lambda or the reinterpretation of the results from the number of signal events, νS .

The most commonly used estimator is the maximum likelihood estimator (MLE), defined

as the value of α, which maximises the likelihood function. In practice, due to computational

efficiency, this is done by minimising − logL. For multi-parameter likelihood functions, the

various components of αp are referred to as floating parameters. The MLE method can be

generalised and is used to determine the best-fit values for the parameters used in the background

estimation. The minimisation is handled by the Minuit [52] tool in the RooFit framework.

Combination of channels

Probability models can be constructed to describe several channels defined by some associated

selection criteria simultaneously. The likelihood in Equation 4.2 can be redefined for the
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combination of electron and muon channels

L(nc;α) =
∏

c ∈ channels

νncc e
−νc

nc!
, (4.3)

where c represents the channels being considered and α are the parameters associated with

the model. For simplicity of notation, the discussion below focuses only on a single channel.

However, the procedure described below is applied to the combined model as well.

4.3 Treatment of systematic uncertainties

In the example likelihood given in Equation 4.2, there are additional parameters that also

affect the distributions of the observables that are not the POI. These parameters are known

as nuisance parameters (θ), since they must be accounted for regardless of the interest to the

analysis. These are related to systematic uncertainties affecting the signal and background

normalisation and shape. Using the methods described in Chapter 11, ±1σ up and down

variations of θ are constructed. Once the uncertainties have been estimated, a constraint term

f(θ̃; θ, σθ) is multiplied by the likelihood. A Gaussian penalty term is used for the constraint

term in the analysis. The Gaussian constraint is parameterised such that θ̃ = 0 is the nominal

value of the parameter, and θ̃± 1 are the ±1σ variations. The θ̃ values are treated on the same

footing as the measurement, and they are independent from other parts of the data. Therefore,

the joint probability of n and θ̃ is given by the product of their probabilities. The likelihood

can be redefined as

L(n; νS , θ) = νne−ν

n! ×
N∏
j=1

1√
2πσj

e

−(θ̃j−θj)

2σ2
j , (4.4)

where θj is the nuisance parameter corresponding to systematic j, σj are the 1σ variations

and the expected number of events is a function of the POI and the nuisance parameters,

ν = νS + νB(θ).

When the data are fit using the full likelihood in Equation 4.4, both the POI and nuisance

parameters are estimated to minimise the likelihood. However, in some scenarios, standard
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deviation of the nuisance parameter after the fit can be substantially smaller than what entered

into the constraint term, indicating an inherent mismodelling of the likelihood. The post-fit pulls

are used to quantify the degree to which the estimate of the nuisance parameter, θ̂, deviates

from the nominal value, θ̃, given the uncertainty after fitting, σ̂θ̂. The pull of a nuisance

parameter is defined as

pull = θ̂ − θ̃
σ̂θ̂

. (4.5)

Deviation from the central value of the nuisance parameter will indicate features of the data

not described by the model. The pulls of the nuisance parameters from the fit to data are

shown in Chapter 12.

The impact of the nuisance parameter on the parameter of interest is defined as

Impact = ∆ν̂S = ˆ̂νS(θ ± σθ)− ν̂S , (4.6)

where, ˆ̂νS(θ ± σθ), is the fitted value of νS with the nuisance parameter fixed at its nominal

value (θ̃) plus or minus its standard deviation, resulting in the prefit impact. The postfit impact

is given by the nuisance parameter fixed at its estimated value (θ̂) plus or minus its standard

deviation.

4.4 Hypothesis tests

Hypothesis tests are an additional statistical tool used in the analysis to test the compatibility

of the data collected with respect to two hypotheses, rejecting one over the other based on

experimental observations. Two hypotheses are defined: an alternative hypothesis (H1) and

a null hypothesis (H0), where H0 is synonymous with the hypothesis that will be tested.

When considering an observed excess of events for a potential discovery, H0 is defined as the

expectation solely based on the SM background expectation, also referred to as the background-

only hypothesis. whilst H1 is defined as the expectation from SM background and a BSM

process, e.g. CIs, is referred to as the signal+background hypothesis. The claim of discovery
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is that the data are incompatible with the background-only hypothesis. When no significant

excess is observed, the incompatibility of the data with signal+background hypothesis is tested,

and a potential signal can be excluded.

In order to distinguish between the two hypothesis a test statistic, T (D) is constructed such

that the value of T will be different dependant on the hypothesis. An acceptance region is

defined, such that if T (D) < kα, then H0 is accepted. The test statistic is defined such that

it minimises the probability at which H0 is rejected when it is true, known as a Type-I error.

In contrast, a Type-II errors describes accepting H0 when H1 is true, denoted by β. A test

statistic is chosen such that it maximises the power of a test, 1−β, by fixing size of the test (α).

There are a multitude of test statistics that can be used. The most powerful test with respect

to a single alternative hypothesis is given by the likelihood ratio T (D) = L(n; νS+B)/L(n; νB)

according to the Neyman-Pearson lemma [48]. A generalisation of the likelihood ratio known

as the profile likelihood ratio is defined as

λ(νS) = L(νS ; ˆ̂
θ(νS))

L(ν̂S , θ̂)
, (4.7)

where the conditional maximum likelihood estimate, ˆ̂
θ(νS), is the value of θ that maximises the

likelihood function with νS fixed. The profile likelihood test statistic is used in many of the

LHC experiments, including ATLAS. The test statistic is used to define the final test statistic

relevant to analyses

qνS = −2 lnλ(νS), (4.8)

where it is used to quantify the compatibility of the observed data for a given hypothesis.

The probability to have obtained data with a certain property assuming a hypothesis [51] is

given by the p-value,

pνS =
∫ ∞
qνs,obs

f(qνS ; νS , θ) dqνS , (4.9)
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where f(qνS ; νS , θ) is the probability density function of the test statistic under the hypothesis

νS , and qνS ,obs is the test statistic of the observed data. As pνS gets smaller, the confidence

that the assumed hypothesis is true decreases.

For discovery, the null hypothesis (νS = 0) must be rejected. This compatibility is based on

the following p-value

p0 =
∫ ∞
qνS,obs

f(q0; 0, ˆ̂
θ(νS = 0)) dqνS . (4.10)

It is customary to convert the p-value into the sigma of a standard Gaussian, defined as

Z = Φ−1(1− p0), (4.11)

where Φ−1 is the inverse of a cumulative distribution for a standard Gaussian. The significances

for evidence or a discovery correspond to 3σ and 5σ, respectively. These correspond to values

of p0 = 1.3× 10−3 and p0 = 2.9× 10−7 for 3σ and 5σ, respectively.

When no significant excess is observed in data, a limit on the number of signal events or

CI Λ scale is set. For limit setting the test statistic, q̃νS , is used to test the hypothesis of the

signal being produced at νS from the alternative hypothesis at ν ′S < νS [53],

q̃νS =



−2 ln L(νS ,
ˆ̂
θ(νS))

L(0, ˆ̂θ(0))
for ν̂S < 0,

−2 ln L(νS ,
ˆ̂
θ(νS))

L(ν̂s,θ̂)
for 0 ≤ ν̂s ≤ νS ,

0 for ν̂s > ν.

(4.12)

A p-value can be defined for the hypothesis using the above test statistic and Equation 4.9,

pνS =
∫ ∞
q̃νS,obs

f(q̃νS ; νS ,
ˆ̂
θ(νS)) dq̃νS . (4.13)

It was previously defined if the test statistic is outside the acceptance region α, the hypothesis is

rejected. Using this definition, pνS ≥ α is referred to as the confidence level (CL) that includes

the true value of the POI with probability larger than 1− α. This definition of CL would then
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lead to the statement that the confidence interval covers the true value of the parameter with a

CL larger than 1− α. The CL value of the upper limit is commonly chosen as 95% for ATLAS

and CMS results. Signal hypothesis will be tested until the point at which the signal hypothesis

is found that is no longer excluded at the 95% confidence interval.

CLs construction

Once a statement on the exclusion of a model has been made, the model is no longer considered

essential to be searched. Therefore, the metric by which analyses can claim a model has been

excluded has been studied in great detail. The p-value discussed above can be subjected to

statistical fluctuations and can lead to non-physical exclusions when a downward fluctuation

in the observed number of events occurs. This would result in premature exclusions of new

physics models.

Two methods are constructed to tackle this problem by the high-energy particle physics

community: the power-constrained limit (PCL) [54] and the CLs formalism [55, 56]. The PCL

method is not used widely used in the community but represents a cutoff at a positive value

of the POI everywhere. The more widely accepted, CLs formalism is constructed to reduce

the likelihood of excluding signal hypotheses that a search is not otherwise sensitive. The CLs

formalism is defined as the ratio of two p-values:

CLs =
pνS

1− pνB
(4.14)

where pνB is the p-value derived from the same test statistic under the background-only

hypothesis. The negative fluctuations will be moderated by the denominator, which is the same

test statistic as the numerator, but with νS = 0. The CLs formalism is mainly used to perform

hypothesis tests aimed at excluding signal models.
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Expected limit

The expected limit is an important quantity which indicates the sensitivity of an analysis.

The expected limit and corresponding upper and lower bounds are calculated by sampling a

distribution of the limits produced from many background-only MC toy experiments and taking

the median value of the expected limit distribution, and its 95% and 68% quantiles. The median

value is taken instead of the mean, as it is invariant to the choice of significance or p-value. The

distribution of the limit is given by f(νS,up; 0, ˆ̂
θ(νS = 0, obs)), where the nuisance parameters

have a profiled value based on the observed data. The 1σ and 2σ bounds indicate the rage of

fluctuations that one expects for the limit under the assumption of the background-only model.

Figure 4.1 depicts the distribution of limits from toy MC experiments in the constructive

and destructive SRs in the electron and muon channel. The results are based on 2000 toy

experiments. The 68% and 95% quantiles of the distribution corresponding to the one and

two sigma error bands, respectively, are indicated on the distributions by the yellow and green

bands. The Non-Gaussian behaviour observed in the distributions leads to an asymmetry in

the 1σ and 2σ bands. This is due to the distribution of the test statistic becoming discrete

when there are low number of events in the signal regions; this is especially prominent in the

muon destructive signal regions and can be seen in the final results in Chapter 12.

Asymptotic approximation

In addition to the MC approach described above, the confidence interval can be calculated using

asymptotic formulae [53]. This approximation is based on theorems by Wilks and Wald [57],

which show that for sufficiently large data sample, the distribution of the likelihood-ratio based

test statistic follows a Gaussian distribution. Therefore, −2 lnL(νS) will follow a χ2 distribution.

The probability p0 can be directly calculated from q0 as [53]

p0 = 1− Φ
(√

q0
)
, (4.15)
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Figure 4.1 Expected limit distribution for 2000 toy MC experiments in the electron constructive (left)

and muon destructive (right) signal region for the LL CI model. The dashed line indicates the median

of the distribution. The green and yellow bands correspond to the 68% and 95% quantiles, respectively,

of the distribution.

and the significance takes the form Z = √q0. The asymptotic approach considerably reduces

the computing time and resources required.

Due to the assumed distribution of the test statistic, for Poisson-like distributions with low

statistics limits obtained using the asymptotic approximation may overestimate the limit. The

single-bin signal regions defined at high invariant mass for the analysis have a small number

of events. Therefore, the asymptotic approximation is deemed insufficient for the analysis. A

comparison of the expected limits from the MC method and the asymptotic approximation is

shown in Figure 4.2. The results from the asymptotic approach predict an expected limit that

is optimistic compared to the toy approach.
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Figure 4.2 Comparison of expected limit from the toy MC method and the asymptotic approximation

in constructive electron signal region for the LL chiral CI model. The expected limit from the toy MC

method and the asymptotic approximation is shown by the red and black dashed lines, respectively.
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4.5 Choice of parameter of interest

The formalism above focus on the number of signal events νS as the parameter of interest. This

choice of POI allows to search for non-resonant signals and set limits in terms of the number of

signal events in the signal region. There are two possible methods to interpret the results in

terms of CI models: a reinterpretation of the model-independent limits in terms of CI models

using the CI signal MC, and the other where the νS is parameterised in terms of the CI energy

scale Λ and limits are set on CI models directly.

There are several steps involved with the reinterpretation of the model-independent limits

on νS in the context of CI models. The CI interaction signal MC is used to map the expected

number of signal events for a given model to the number of signal events. The constructive

signal region results are expected to be used for constructive interference CI models, whereas

the destructive interference signal region results are used for destructive models. Once an

interference model has been chosen, the limits on the number of signal events are mapped

to the different chiral models of the CI reweighted templates described in Section 8.2.2. A

linear interpolation is performed between reweighted Λ points to allow for signal events to be

extracted between reweighted Λ points. Figures 4.3 to 4.6 depict the reinterpretation of the νS

expected limits in the context of the CI Λ limits. It is important to note that the uncertainty

on the signal yield has not been taken into consideration. The procedure in including the

uncertainties would involve taking the experimental uncertainty on the CI signal model and

varying the expected yield by the uncertainty and calculating the corresponding limit.

Interpretation of the results directly on the CI energy scale Λ involves parametrising the

expected signal yield, νS in terms of Λ. The parameterisation can be achieved by a small

modification to the custom PDF class created described in Section 8.2.2, where the integral of

the expected number of signal events in the SR is provided as a function of Λ. This allows the

POI to be defined as Λ. The expected number of events predicted in the signal yield can then

be written as ν = νB + νS(Λ). An advantage of using Λ as the POI is that it uses a common

parameter between the electron and muon channels. This allows the likelihood to be defined

for the combination of the electron and muon channels in terms of Λ. The limits set on the
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number of events for the combined channel has no trivial mapping to Λ, due to the different

detector efficiencies in the electron and muon channels.

The expected limits in the electron and muon channels are compared for the two choices of

POI in Table 4.1. The limits shown indicate that there is a little difference between interpreting

the limits directly on Λ and reinterpreting them from the limits on the number of signal events.

However, due to the added benefit of being able to easily provide limits on the combined

electron and muon channels, the final results on the CI models are interpreted directly in

terms of Λ. Nevertheless, the model-independent limits on νS are still presented to facilitate

reinterpretation into other non-resonant BSM models.

Expected limit [TeV]
Int. Channel POI LL LR RL RR

C
on

st
ru
ct
iv
e e+e−

Λ 31.1 28.9 28.7 30.9
νS 31.1 28.8 28.7 30.9

µ+µ−
Λ 29.8 27.6 27.5 29.6
νS 29.8 27.6 27.5 29.6

D
es
tr
uc

tiv
e e+e−

Λ 23.0 24.4 24.4 23.2
νS 23.0 24.4 24.4 23.2

µ+µ−
Λ 22.6 24.0 24.2 22.8
νS 22.6 24.1 24.1 22.8

Table 4.1 Comparison of expected limits from reinterpreting the results in terms of Λ from limits on

the number of signal events (νS) and limits set directly on Λ as the parameter of interest. The limits

are shown for the various CI chiral and interference models in the electron and muon channels.
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Figure 4.3 Distribution of the expected yield in the signal region corresponding to Λ values. The

expected limit on the number of signal events is depicted and the mapping to its Λ value. The constructive

interference signal regions are shown for the electron channel.
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Figure 4.4 Distribution of the expected yield in the signal region corresponding to Λ values. The

expected limit on the number of signal events is depicted and the mapping to its Λ value. The destructive

interference signal regions are shown for the electron channel.
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Figure 4.5 Distribution of the expected yield in the signal region corresponding to Λ values. The

expected limit on the number of signal events is depicted and the mapping to its Λ value. The constructive

interference signal regions are shown for the muon channel.
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Figure 4.6 Distribution of the expected yield in the signal region corresponding to Λ values. The

expected limit on the number of signal events is depicted and the mapping to its Λ value. The destructive

interference signal regions are shown for the muon channel.
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Chapter 5

Experimental Setup

This section will describe in detail the experimental apparatus used to produce results needed

for the analysis carried out in Part III. The complex machinery of the accelerating system is

outlined in Section 5.1. Section 5.2 describes the detector system and provides an overview of

the filtering and processing of the data acquired by the detector.

5.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [58] operated by the European Organisation for Nuclear

Research (CERN) is currently the largest and most powerful particle accelerator in the world.

The LHC ring is about 100 m underground at the French-Swiss border close to Geneva, and

has a circumference of 27 km. Predominantly performing proton-proton (pp) collisions with

a design centre-of-mass collision energy of
√
s = 14 TeV and an instantaneous luminosity of

1034 cm−2s−1. Whilst the LHC also allows to accelerate heavy ions (e.g. Pb and Xe), the

heavy-ion program is not discussed further, as only pp collision data is used for the presented

studies in this thesis.

The LHC is supported by a chain of pre-accelerators which are used to ramp protons to the

required input energy of 450 GeV [59, 60]. A schematic of the LHC accelerator chain is shown

in Figure 5.1. The process begins by stripping off orbiting electrons from hydrogen to obtain
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Figure 5.1 The CERN accelerator complex in 2018, including the LHC and the pre-accelerators [61].

protons. This is done by the Linac 2, a linear accelerator which also accelerates the protons to

an energy of 50 MeV. These proton beams are then fed into the Proton Synchrotron Booster

(PSB), first of a series of circular accelerators that accelerate the protons to an energy of 1.4 GeV.

The beams then enter the 628 m long Proton Synchrotron (PS) where the proton beams are

accelerated to a beam energy of 25 GeV and injected into the Super Proton Synchrotron (SPS).

At the penultimate stage of the acceleration in the 6.9 km ring of the SPS, the proton beam

reaches the required beam energy of 450 GeV arranged in 240 bunches. After the SPS, the

protons injected into counter-circulating LHC rings to be accelerated to their maximum energy,

where collisions under stable conditions are achieved.
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There are a total of 1232 dipole magnets installed in the LHC that are used to steer the

proton beams around each ring. For proton energies of 7 TeV, a magnetic field of 8.3 T is

required in these dipoles. To keep the beams focused and achieve small beam size at the

interaction point quadrupole and higher-order magnets are used.

In total there are a maximum of 3564 possible bunch positions with a spacing of 25 ns

available at the LHC. However, due to rise-time constraints of the injector and beam-dump

kicker magnets, this is reduced to 2808 with approximately 1011 protons per bunch. The filling

choice of the LHC ring is the so-called bunch scheme. The bunches are typically clustered in

what are called bunch trains.

The two circulating protons beams intersect at four interaction points where the main

experiments are installed around the LHC. CMS [62] and ATLAS [63], two general-purpose

detectors allow precision measurements of SM processes, including the properties of the Higgs

boson, and allow for the search for physics beyond the SM. LHCb [64] and ALICE [65] are two

lower rate specialised detectors studying the properties of flavour physics and heavy-ion physics,

respectively. To study the properties of particles with very low scattering angles from the beam

(i.e. forward physics), TOTEM [66] and LHCf [67], two additional smaller experiments were

also installed at the LHC.

5.2 The ATLAS detector

The ATLAS experiment is the world’s largest general-purpose detector. Situated at one of

the interaction points around the LHC, it is 4 m in length and 25 m in height and weighs

approximately 7000 t. ATLAS consists of several sub-detector systems arranged in sequential

layers. Several electromagnet systems provide a strong magnetic field coverage across the

detector body. The Inner Detector (ID) located nearest to the interaction point, provides

position and momentum information for charged particles emerging from the collisions. Two

calorimeter systems, the Electromagnetic Calorimeter and the Hadronic Calorimeter are used

to measure the energy of charged and neutral particles. The Muon Spectrometer forming the
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;

Figure 5.2 Schematic overview of the ATLAS detector highlighting the major subdetector components

within it [68].

outermost layer of the detector, provides momentum measurements for muons. An overview of

the ATLAS detector and its subsystems is outlined in Figure 5.2.

ATLAS coordinate system and kinematic quantities

ATLAS uses a right-handed coordinate system with its origin in the centre of the detector at the

interaction point. The x-axis is aligned such that it points towards the centre of the LHC ring,

the positive y-axis points upwards, and the z-axis is defined going along the beam-pipe. An

angular system is used where r is the radial distance from the point of interest, φ is the azimuthal

angle in the x-y transverse plane and the polar angle θ. Pseudorapidity, η = − log tan θ
2 , is used

as a dimensionless measure of θ. The change in η is invariant under Lorentz boosts along the

beam axis. The distances between objects are defined in the azimuthal-pseudorapidity space as

∆R2 = ∆η2 + ∆φ2.
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The momentum of an object is expressed in Cartesian coordinates as p = (px, py, pz), where

px, py and pz are the momentum in the x,y and z directions, respectively. The invariant-mass,

m``, is one of the most central quantities calculated from observations that is used throughout

this thesis. The invariant-mass is defined as the squared energy minus the squared momentum

of a system. The missing transverse momentum of an object, pT, is defined as the projection of

momentum in the x-y plane. transverse momentum is given by

pT =
√
p2
x + p2

y . (5.1)

5.2.1 Inner Detector

The Inner Detector (ID) [69], embedded in a 2 T solenoid magnetic field, allows for the tracking

of charged particles near to the interaction point. It is designed to achieve high-precision

measurements of momentum and measurements of primary and secondary vertices of collisions

in the range |η| ≤ 2.5. It is composed of three independent detector technologies: the pixel

detector, semi-conductor tracker (SCT), transition radiation tracker (TRT) and the insertable

B-layer as shown in Figure 5.3.

Pixel detector

The innermost part of the ID closest to the interaction point is the pixel detector. It provides

high-resolution information on the location of charged particles. It is formed of four concentric

cylindrical layers, the Insertable B-Layer (IBL) [70], added in 2014, and three additional

layers in the barrel region. The layers of the pixel detector are based on silicon semiconductor

technologies. This allows the detection of charged particles when traversing through the doped

silicon, where an electron-hole pair is formed resulting in a current. The semiconductor sensors

are arranged in a grid and provide fine granularity position information. The IBL pixels are

situated at a distance of R = 33.25 mm from the centre of the beam pipe and have a size of

50 µm× 250 nm in R×φ, z, with an intrinsic resolution of 8 µm× 40 µm. The outer layer pixels

measure 50 µm× 400 nm with an intrinsic resolution of 10 µm× 115 µm [69]. With the addition
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Figure 5.3 Illustration of the ATLAS inner detector, containing the pixel detector, semiconductor

tracker (SCT), transition radiation tracker (TRT)and the insertable B-layer. The components of the

inner detector are shown along the beam-pipe (left) and a slice of the inner detector (right).

of the IBL, the position resolution of primary and secondary vertices was improved to 10 nm in

Rφ and 115 µm in z [71].

Semiconductor tracker

Based on silicon sensors, the SCT is located 299 mm from the interaction point. The SCT

detects charged particles through the same mechanism as the pixel detector. However, instead

of pixels, it uses long strip sensors arranged in four cylindrical layers in the barrel region and

nine disks in the end-caps. The SCT strip modules are arranged in pairs with a 40 mrad relative

angle to provide a two-dimensional position measurement. This provides two independent hits

that allows for the measurement of (r, φ) and improving the φ measurements of particles. In

the barrel region for each track four space points with an intrinsic resolution of 17 µm, in Rφ

and 580 µm in z can be obtained.
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Transition radiation tracker

Located 563 mm from the interaction point the TRT is the outermost component of the ID.

The TRT is formed of approximately 370000 gas-filled straw tube detectors. Each straw tube is

a hollow cylinder with a diameter of 4 mm containing a central tungsten wire filled with a gas

mixture predominantly made out of Xenon. The tungsten wire along with the tube forms a

capacitor, where the wire is the anode, and the surrounding tube acts as the cathode. When

charged particles pass through the tube, the gas is ionised, producing an avalanche of electrons.

The avalanche of electrons is detected as an electric current in the wire. The TRT has 73 straw

planes in the barrel region, spaced horizontally at a distance 563 mm < R < 1066 mm and

|z| < 712 mm from the interaction point, and 160 straw planes in the end-caps orientated in the

radial direction. This results in on average 30 to 40 hits detected per particle by the TRT. The

TRT straws have an intrinsic resolution of 130 µm in the Rφ plane.

The TRT additionally consists of polypropylene fibres and polypropylene foils interleaved

between the straw tubes in the barrel and end-cap modules respectively. Charged particles

passing through the polypropylene undergo transition radiation. Transition radiation is produced

when ultra-relativistic particles travel through the boundary of two materials with different

dielectric constants. This radiation corresponds to photons and is proportional to the relativistic

factor, γ, of the incident particle. Therefore, it will be higher for electrons compared to pions.

This difference is crucial for differentiating between electrons and pions.

5.2.2 Calorimeters

The ATLAS calorimetry system consists of the electromagnetic and the hadronic calorimeters

and is located closest to the beam pipe after the ID outside of the solenoid magnet. They

are designed to measure the position and energy of particles emerging from the interaction

point. They use materials which have a high probability of particles interacting with them.

The electromagnetic and hadronic calorimeters are specialised in measuring the energies of

γ and e, and hadrons, respectively. Neutral particles like γ and neutral hadrons, which do

not induce a signal in the ID, can be identified in the calorimeters. This allows for nearly all
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Standard Model particles to be identified except for weakly interaction neutrinos and µ, which

have minimal interactions within the distance of the calorimeters and the interaction point.

High energy particles produce particle showers of lower-energy particles that travel through

the calorimeter material. Therefore, it is essential to ensure that particle showers are contained

within the calorimeters when designing them. The depth of a calorimeter material can be

characterised by a particles radiation length (χ0), and its nuclear interaction length (λ).

Nuclear interaction length is defined as the mean distance a particle travels in a medium before

undergoing a nuclear interaction. Due to electromagnetic interactions with the surrounding

material, over one radiation length, a particle loses all but on average e−1 its original energy.

ATLAS using sampling calorimeters for both the electromagnetic and hadronic calorimeters.

The Calorimeter materials have been selected to either be ionised or scintillate when particle a

particle shower enters, which results in a measurable electrical signals. A particles energy can

be calculated by summing the total radiation produced by a shower in the active layers.

Electromagnetic calorimeter

The electromagnetic calorimeter is designed to fully measure the energies of electrons (and

positrons), and photons. Measurements of the energies of particles are made by inducing

electromagnetic showers when the particle interacts with a dense material. For electrons,

the shower is primarily initiated by bremsstrahlung, while for photons it is initiated by pair

production. Shower particles are then detected by the detecting layers of the calorimeter

interleaved with layers of dense material.

The electromagnetic calorimeter uses liquid argon (LAr) as its scintillator material and lead

plates as its shower inducing material. Liquid argon component of the calorimeter was chosen

due to its stability of response over a long period while being exposed to radiation [73]. It is

divided into the barrel and end-cap regions highlighted in Figure 5.4.

In the barrel region, the electromagnetic calorimeter is split into three regions of different

granularity. The innermost layer of the calorimeter has a fine granularity in η. The thickest
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Hadronic end-cap
calorimeter

Forward calorimeter

Barrel electromagnetic
calorimeter

Electromagnetic end-cap
calorimeter

Figure 5.4 Illustration highlighting the liquid argon components of the ATLAS calorimeters [72].

layer of the electromagnetic calorimeter is the second layer, arranged in a square grid, which

aids in locating the primary vertices of particles. Combining the measurements of the first

two layers allows for locating the origin of neutral particles that do not leave tracks in the ID.

The final layer, with the largest granularity, is used to estimate the energy lost beyond the

electromagnetic calorimeter and to distinguish between electromagnetic and hadronic showers.

A sketch of the barrel module is shown in Figure 5.5, where the cell granularity of each section

is visible.

In the forward region, each end-cap electromagnetic calorimeter consists of two coaxial

wheels separated by 3 mm. The inner wheels are constructed similarly to the barrel calorimeters

shown in Figure 5.5. The other wheels do not have a third layer, and the majority of the

thickness is composed of the first two layers.
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Figure 5.4: Sketch of a barrel module where the different layers are clearly visible with the ganging
of electrodes in f . The granularity in h and f of the cells of each of the three layers and of the
trigger towers is also shown.

5.2.2 Barrel geometry

The barrel electromagnetic calorimeter [107] is made of two half-barrels, centred around the z-
axis. One half-barrel covers the region with z > 0 (0 < h < 1.475) and the other one the region
with z < 0 (�1.475 < h < 0). The length of each half-barrel is 3.2 m, their inner and outer
diameters are 2.8 m and 4 m respectively, and each half-barrel weighs 57 tonnes. As mentioned
above, the barrel calorimeter is complemented with a liquid-argon presampler detector, placed in
front of its inner surface, over the full h-range.

A half-barrel is made of 1024 accordion-shaped absorbers, interleaved with readout elec-
trodes. The electrodes are positioned in the middle of the gap by honeycomb spacers. The size
of the drift gap on each side of the electrode is 2.1 mm, which corresponds to a total drift time
of about 450 ns for an operating voltage of 2000 V. Once assembled, a half-barrel presents no

– 114 –

Figure 5.5 Drawing showing a section of the barrel electromagnetic calorimeter. The liquid argon cells

are arranged into three distinct layers, with granularity decreasing for larger radius [63].
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Hadronic calorimeter

The hadronic calorimeter, like the electromagnetic one, is a sampling calorimeter. Unlike the

electromagnetic calorimeter, it uses steel as the shower-inducing material and scintillating

plastic tiles [74]. The hadronic showers originate from interactions of incoming hadrons with

the shower inducing material. The tile calorimeter sits in the barrel region at |η| < 1.7 where it

is divided into the tile barrel |η| < 1.0 followed by the extended barrels covering 0.8 < |η| < 1.7.

The barrel and extended barrels are divided azimuthally into 64 modules. On the edges of the

tiles, wavelength shifting fibres are used to extract signals by guiding them into photomultiplier

tubes.

The hadronic end-cap calorimeter covers 1.5 < |η| < 3.2 using LAr technology. It consists of

two wheels per end-cap and uses copper as the shower-inducing material. In each end-cap two

independent wheels are placed with 50 mm copper plates. A greater containment is achieved

compared to the tile calorimeter by placing 12 nuclear interaction lengths of material before

the muon spectrometers.

Forward calorimeters

The forward calorimeter provides additional coverage in the range 3.1 < |η| < 4.9 and is designed

to measure the energies of both electromagnetic and hadronic showers [73]. It consists of three

modules, each using LAr as the detecting material. Copper rods are placed parallel to the

beam axis in the innermost layer, is optimised for electromagnetic showers. Tungsten rods are

used for the second and third layers as the shower-inducing material to measure the energy of

hadronic particles.

Performance

Many analyses in ATLAS require an excellent energy resolution. Based on test beam-data, the

calorimeter energy resolution is summarized in Table 5.1.
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Detector component Resolution

EM Barrel and end-cap σE/E = 10%/
√
E ⊕ 0.7%

Hadronic Barrel and end-cap σE/E = 50%/
√
E ⊕ 3%

Forward σE/E = 100%/
√
E ⊕ 10%

Table 5.1 ATLAS calorimetry energy resolution, as obtained from beam-test data [75, 76].

5.2.3 Muon spectrometer

The outermost portion of the ATLAS detector consists of the muon spectrometer [77] as

shown in Figure 5.6. Muons can traverse through most of the ATLAS detector with minimal

interactions as the effects of bremsstrahlung is reduced, due to the muons larger mass. Tracking

chambers are used to measure the paths of muons. A series of toroidal magnets generate a

strong magnetic field in the barrel and end-cap regions, from which the muon momentum can

be measured via sagitta, s [78] of the curved trajectory, by

pT
q

= L2B

8s , (5.2)

where L is the length of the path in a constant magnetic field B, and q is the electric charge of

the particle.

In the barrel toroid there are eight coils which provide bending the the region |η| < 1.4 and

in the region 1.6 < |η| < 2.7 the tracks are bent by two smaller end-cap magnets which are

inserted into both ends of the barrel toroid. The transition region, 1.4 < |η| < 1.6 consists of a

combination of barrel and end-cap fields which provide magnetic deflection.

The muon spectrometer is composed of modules which use different detection technologies.

These modules are organised into barrel and end-cap modules. Precise measurements of the η

position of the muons are performed in the barrel region by the monitored drift tubes (MDTs)

which allow for precise measurements of the muon momentum. The MDTs function similarly

to the straw tube TRT in the ATLAS inner detector. They are formed of 30 nm tubes with a

central tungsten wire, which is filled with a gas mixture of Ar/CO2 held at 3 bar. The MDT
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Resistive plate
chambers (RPC)

Thin gap
chambers (TGC)

Monitored drift
tubes (MDT)

Cathode strip
chambers (CSC)

Figure 5.6 Illustration of the ATLAS muon spectrometer components. The toroid magnet coils are

also shown in yellow [79].
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modules are located in and on the eight coils of the superconducting barrel toroid magnet. The

first layer allows for a coverage |η| < 2.0 and the second and third layers have a coverage of

|η| < 2.7. The MDT spatial resolution is 80 µm and 35 µm per chamber due to having multiple

layers of tubes per chamber which provide multiple hits.

The innermost layer consists of the cathode-strip chambers (CSCs), located in the region

2.0 < |η| < 2.7. The CSC chambers are multi-wire proportional chambers with cathode

planes segmented into strips in orthogonal directions in order to provide radial and transverse

measurements. The space between the two planes is filled with a gas mixture mainly formed of

Ar. Muons will ionise the gas, and positive ions are collected and read out by copper strips.

The φ coordinate is measured by the time taken for the induced charges to drift to the cathode.

CSC modules are formed of four stacked CSC planes, and these achieve a combined resolution

of 40 µm in the η direction and 4 mm in the φ direction.

Together the CSCs and the MDTs form the precision tracking chambers and provide state

of the art precision measurements of the muon pT . A muon pT resolution of σpT /pT = 10% at

pT = 1 TeV is achieved.

Special chambers are used to trigger on muons. The fast muon chambers provide signals

within 25 ns after the passage of a particle, which allows to tag the beam crossing. This measures

both the coordinates of the track, in the bending plane (η) and the non-bending plane (φ).

In the barrel region, where |η| < 1.05, resistive plate chambers (RPC) are used which provide

a resolution of 10 mm in both the z and φ directions. The RPCs are formed of two parallel

plates made from a highly resistive plastic laminate with a gas mixture in between the plates.

A strong electric field is placed between the resistive plates. The gas between the plates is

ionised by passing muons, inducing an avalanche of electrons which creates a measurable signal

in the form of current spikes in matrices of aluminium strips on the back of the resistive strips.

In the end-cap region, where 1.05 < |η| < 2.4, thin gap chambers (TGCs) are installed. Similar

to the CSCs, the TCGs are multi-wire proportional chambers. For the TGC modules, the

distance between the wire and strips is smaller than the distance between the wires, resulting

in a smaller uniform region of the electric field. This allows for the electrons formed in the
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gas ionisation to drift to the wires faster. The TGCs provide muon track information with a

precision of 2 - 7 mm in the η direction and 3 - 7 mm in the φ direction.

5.2.4 Trigger and Data Acquisition System

The ATLAS trigger system is used to manage the high rate of LHC collisions, reducing the event

rate from 40 MHz to O(100 kHz) at which events can be written to mass storage. This is done

by partially reconstructing events during data taking and identifying events of interest to record.

The trigger system must balance a good rejection of background events while maintaining a

high rate of interesting events being saved. A chain of decision-making algorithms in hardware

and software is utilised. For Run-2, the ATLAS trigger system uses a two-level system; the

Level 1 (L1) hardware trigger and the High-Level Trigger (HLT) software trigger. The data

acquisition (DAQ) system controls the data flow when trigger decisions have been received. An

overview of the components of the ATLAS trigger and DAQ systems outlined in Figure 5.7.

Figure 5.7 Schematic overview of the ATLAS trigger and data acquisition system, adapted from [80].

78



5 Experimental Setup 5.2 The ATLAS detector

Level 1 trigger

The hardware-based L1 trigger is designed to reduce the event rate from 40 MHz to 100 kHz.

Information from the muon trigger chambers and the calorimeters are used in the L1 trigger.

The L1 trigger is divided into three parts: the L1 calorimeter trigger (L1Calo), the L1 muon

trigger (L1Muon) and the central trigger processor (CTP).

The calorimeter trigger relies on FPGAs. On-detection electronics provide the sum of the

analogue signals of hadronic and electromagnetic calorimeter cells in special trigger towers, with

typical granularity of approximately ∆η ×∆φ = 0.1× 0.1. The analogue signals are digitised

by a preprocessor (PPr). Once the signals have been digitised, they are converted to ET using

look-up tables, and a series of selections filter the event signatures for e, γ, hadronically-decaying

τ , and jets. The object counts that survive each threshold is passed to the CTP.

The RPC and TGC of the muon spectrometer use a simple tracking algorithm to identify

muon candidates who fall into six pT windows from 5 GeV to 35 GeV. The bunch crossing in

which the signal originates can be determined from the time of flight due to the time resolution

of the trigger chambers. The information from the RPC and TGC are combined in the muon-to

CTP-interface (MuCTPI) and forwarded to the CTP.

The topological trigger system (L1Topo) [81] operates between L1Calo, L1Muon systems

and the CTP. It receives input from the L1Calo and L1Muon systems in the form of trigger

objects, combining the information and applying algorithmic cuts it can discriminate event

topologies and shapes. The surviving trigger objects are passed to the CTP.

The CTP makes decisions on accepting or rejecting an event by combining the information

from the trigger subsystems. It can be programmed with up to 96 trigger menu items that

define different event selection rules. Additional requirements on prescale or deadtime can be

used to reject events by the CPT further. Prescale requirements refer to trigger menu items

that have been prescaled as to dampen the acceptance rate of events which pass the cuts. The

time difference between L1 accept signals in which front-end drivers or HLT components of the

trigger and DAQ system are saturated is referred to as deadtime. Regions of interest (RoIs) are
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identified by the L1 trigger which could contain high pT leptons, photons or jets and passed to

the HLT, to reduce processing time.

High level trigger

The ATLAS HLT [80, 82] performs software-based reconstruction of events which pass the L1

trigger, running on processor farms consisting of 80000 CPU cores. The inner detector trigger

is responsible for the track reconstruction of measurements made by the inner detector. The

reconstructed tracks are matched to measurements by the sub-detectors providing reconstruction

of physics objects. This allows the HLT to differentiate between photons and electrons, and to

tag jets which contain b quarks.

Due to the flexibility of software implementations and large-scale parallel processing, HLT

algorithms can be more complicated than those in L1. HLT algorithms are combined into

chains that are applied to the event data sequentially. These algorithms may use the RoIs

provided by the L1 trigger, where the processing rate can be increased and reduce the latency.

When an event survives an algorithm chain from the HLT, it is accepted and read out into

permanent storage. An event rate of 1 kHz is achieved by the HLT.

Trigger configurations

The ATLAS trigger is based on many individual trigger chains, referred to as triggers. The

trigger system is configured to record collisions of interest, while limiting the processing

load, allowing for a reasonable throughput. Each trigger defines selections on one or more

reconstructed objects by the L1 trigger, followed by selection in the HLT trigger. Therefore,

the HLT and L1 systems must use compatible modes of operations.
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5.3 Luminosity

For a detector the total luminosity of collisions recorded, L, is given by,

σL = N = σ

∫
Ldt, (5.3)

where N is the recoded number of events, σ is the total inelastic cross section, and L is the

instantaneous luminosity. L is given by [83]

L = nbfN1N2
2πΣxΣy

F, (5.4)

where f is the revolution frequency, nb is the number of colliding bunches with N1(2) protons,

Σx(y) the mean beam width in the x(y) direction. The luminosity detectors are calibrated to

the inelastic cross section using van-der-Meer (VdM) scans [84, 85].

The total luminosity delivered per data-taking period at
√
s = 13 TeV is shown in Figure 5.8a.

The cumulative luminosity delivered by the LHC and recorded by ATLAS is presented in

Figure 5.8b. Due to inefficiencies in data acquisition, the recorded luminosity is lower than

what is delivered by the LHC.
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(a) (b)

Figure 5.8 (a) Cumulative luminosity versus time delivered to ATLAS (green) and recorded by ATLAS

(yellow) during stable beams for pp collisions at 13 TeV centre-of-mass energy in LHC Run-2. (b)

Cumulative luminosity versus day delivered to ATLAS during stable beams and for high energy p-p

collisions [86].
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Chapter 6

Simulation and Reconstruction

In order to perform physics analyses, signals collected by the ATLAS detector are reconstructed

into meaningful physics objects. This chapter presents the concept of Monte-Carlo simulation.

It is introduced as a method to estimate predicted rates of specific SM and BSM processes.

Also, a description of the reconstruction and identification of physics objects is provided in this

chapter.

6.1 Event simulation

The theoretical understanding of high-energy physics processes are tested by making comparisons

of experimental data with theoretical predictions. These comparisons usually utilise simulated

collision events that can be analysed. Production of simulated data requires the theoretical

modelling of many aspects of pp collisions and their resulting products. The simulation process

is separated into collision event generation and detector simulation.

The simulation of collision events is split into two main parts: firstly, the simulation of the

matrix element process, and then the resulting parton shower and hadronisation process. A

predicted cross-section is calculated by integrating the matrix element over the phase space of

the final state. Detailed knowledge of the distribution of partons in each proton is required

in the form of parton distribution functions (PDFs), to correctly predict the cross-section and
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kinematics of a process. The PDFs give the probability for a parton of a given type to be

found with some fraction of the proton’s initial momentum. The matrix element calculations

are performed at fixed-order in perturbation theory. Therefore, the production of quarks and

gluons beyond the order of the calculation is required to be handled separately.

High-energy outgoing quarks and gluons emit QCD radiation as the scale of the process

evolves. The emission of QCD radiation is in the form of parton showers, which are higher-order

emissions of additional gluons, or the forming of quarks via the splitting of gluons. The

production of such processes are modelled by the DGLAP equations [87–89]. The DGLAP

equations scale the probabilities for a given type of parton to split into additional partons

as a function of energy until the partonic energy scale has reached about 1 GeV. Below this

energy threshold, the lone quarks and gluons form colourless objects (mesons and baryons) in a

process called hadronisation. This process is simulated with non-perturbative models [90, 91].

Finally, decays of short-lived particles (cτ < 10 mm), who do not have a long enough lifetime

to interact with the ATLAS detector are simulated at this stage.

Several different simulation groups specialise in matrix element simulations and parton

shower simulations. A dedicated combination package handles a careful matching of the

simulation of the matrix element, and parton shower simulations, which is then used to produce

individual datasets of simulated events. Additionally, the pileup interactions between other

protons in the beam are also overlaid on the produced hard scatter simulated events to produce

a full description of the colliding beams.

The simulation of the interactions of the particles produced in collisions is handled by

the Geant4 simulation software [92–94], which provides a detailed computer model of the

ATLAS detector materials, geometry and also includes the wiring in the detector. The output

of the detector simulation is treated the same as measurements of real data events made by the

detector to preserve the compatibility between the simulated and real reconstructed data.

Full simulation of interactions with the detector can be computationally intensive and

results in a significant use of resources for the experiment. The analysis presented in this thesis

requires multiple samples of large numbers of events to be produced to be sensitive to new
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physics phenomena. The analysis described in this thesis introduces an alternative method

that does not rely on the production of large simulated datasets which require full detector

simulation, drastically reducing the strain on available resources. Simulation of objects at

generator level before detector simulation is referred to as truth-level, whereas objects produced

after the detector simulation is referred to as reconstructed (reco)-level.

6.2 Reconstruction of physics objects

The reconstruction, identification and isolation of the types of physics objects used in the thesis

are described in this section.

6.2.1 Tracks and vertex reconstruction

The identification of tracks are essential in the reconstruction of physics objects and in identifying

interaction vertices. Track reconstruction aims to describe the trajectory of a particle through the

inner detector. Additionally, the muon tracks are also reconstructed in the muon spectrometer

described in Section 5.2.3. A series of sequential algorithms are used to reconstruct tracks

from the inner detector readout [95].

Measurements from the pixel and SCT layers are reconstructed into hits, defined by three-

dimensional space points. Hits from either side of the modules are required to form both

coordinate in the SCT, and timing information from the TRT is used to construct drift circles.

Track seeds are formed from three hits in the pixel detector and the first layer of the SCT.

These track seeds are extended into the outermost layers of the SCT to give track candidates,

which are then fit to the hits produced using a Kalman-filter [95, 96]. The Kalman-filter takes

into account the scattering of tracks by materials of the detector. Poor quality tracks are

rejected by applying a score based on the χ2 of the fit and the number of missing hits in active

detector layers. Ambiguities in space points corresponding to multiple tracks are also removed

by selecting the highest-scoring tracks. The remaining tracks are then extended to the TRT to
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for the two possible TRT hit associations (only
the barrel measurements): the brighter colored hits
show the extensions that originate from following
the SpacePoint seeded tracks into the TRT, the
silicon SpacePoint objects are also shown in the
same color. The black circles mark hits that have
been associated to TRT segments, which builds the
start point of the back tracking application. The
particular power of the back tracking approach is
to find the additional track segments, that have
not been found through the inside-out sequence,
simply for the fact that no appropriate silicon seed
did exist for the further extension process. This is
mainly due to strong energy loss of the particle, or
due to the fact that the track segments originate
from photon conversions or other decay vertices
inside the Inner Detector volume.

4.2.1 TRT Segment Finding

The currently existing TRT segment finder implementation in the ID New Tracking realm is based
on the outside-in track reconstruction strategy taken from the legacy xKalman program. It follows a
two step procedure, starting with a global pattern search and a subsequent local pattern recognition
with intrinsic track segment building. Since the TRT drift tube measurements do not provide any
information about the coordinate along the straw direction, SpacePoint objects can not be built and
the global pattern recognition has to be done in projective planes. Evidently, the most adequate
projection planes for the TRT geometry have been chosen: the r � � plane in the TRT barrel region
and the r � z plane in the TRT endcap part, where the single straws fan out on disc structures.
Assuming that the tracks originate roughly from the primary interaction region, track segments from
tracks with transverse momentum greater than 500 MeV appear as almost straight lines in the r � �
and rigorous straight lines in the z � � projection. There exist many techniques to find straight line
patterns. A very common one in high energy physics event reconstruction, the Hough transform [20],
is used to find the hit pattern: it is based on the simple fact that by transforming the projection
plane r�� (or z��, respectively) into the parameter space of the straight line — in this specific case
identified as the initial azimuthal angle �0 and the inverse momentum parameter cT (respectively cz)
— the points associated with one line are transformed into one single cell, since they satisfy the same
line parameterisation. The global track segment search thus can be reduced to the local maximum
finding in a two-dimensional histogram. To reduce the number of overlaying track segments, this
histograming process is done for several ⌘ slices of the TRT detector. The missing hit information
along the drift tubes in the TRT, however, results in the fact that hits have to be in general considered
in several di↵erent slices. This relation has to be tracked and resolved by a simple maximisation of the
the straw hits per found track candidate. Figure 8 shows a two-dimensional histogram for an example
⌘ slice in the Hough space.

Local Pattern Recognition and Event Sample Cleaning The histogram method provides a set
of track segment candidates that are further processed in a second step of the TRT segment finding.
Whereas the global hough transform uses the straw center position for the finding of compatible sets of
hits, the drift time information is also used in the local pattern recognition process: using a Kalman
filter-smoothing formalism the track segments are build and the final collection of TrackSegment

objects are written to the transient event store.

In many cases, the TrackSegment finding will pick up segments that have been already successfully
associated to tracks found in the silicon detector by the extension Algorithm. To save CPU time the
segment finding is planned to work on a cleaned out hit sample. For the event cleaning, an association

Figure 6.1 Track finding for a simulated tt event. Hits are indicated by small black dots in the transverse

plane. Red dots show hits in associated with tracks that originate from following the SpacePoint seeded

tracks into the TRT Black circles indicate hits that form track segments in the TRT , which builds the

start point of the back tracking application [95].

provide many more additional hits. Final reconstructed tracks are then formed by fitting to all

the detector components simultaneously.

A subsequent algorithm extending inwards from hits in the TRT is used to find track

segments that were missed by the previous method. Tracks segments in the TRT not associated

with tracks in the first algorithm are extrapolated inwards to hits in the SCT and pixel detectors.

An example of such track segments detected in the inner detector is shown in Figure 6.1. A

similar ambiguity-resolving criteria as the first algorithm based on the χ2 is also applied.

There are multiple pp collisions per bunch crossing at the LHC due to its high instantaneous

luminosity. Figure 6.2 shows the distribution of the number of interactions per bunch crossing.

The vertex of an interaction indicates the location at which the physical process has occurred.

Once all tracks have been fitted, vertex finder algorithms are used to assign the tracks to their

corresponding vertex. Reconstructed vertices are required to have at least two tracks associated
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Figure 6.2 Distribution of number of interactions per pp bunch crossing in ATLAS for the 2015+2018

data-taking period [86].

with them. The primary vertex is determined as the pp interaction vertex with the highest

sum of the transverse momentum of its associated tracks, indicating it as the vertex at which

the hard scattering is most likely to have originated. The other pp interactions are referred

to as pileup. Vertex reconstruction is essential in removing objects that originate from pileup

interactions and for measurements of properties of long-lived particles.

6.2.2 Electrons

Electrons and positrons have the same experimental signature in the EM calorimeter. They

are only distinguishable due to the difference in the curvature of their tracks in the ID. In this

thesis, positrons will also be referred to as electrons.

Electron reconstruction involves using track information from the ID with calorimeter

information from the EM calorimeter and the pattern of electrons transition radiation as they

pass through the TRT.
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Electron reconstruction

The measurement of an electron signature can be characterised by a localised energy deposit

(cluster) in the EM calorimeter and charged tracks in the ID that are matched to the cluster

that forms the final electron candidate. Electrons lose energy when traversing the ID due

to bremsstrahlung, resulting in radiated photons. These photons can then be converted into

electrons which then undergo further bremsstrahlung. Most of the energy of the electrons and

photons are deposited within the EM calorimeter as they are collimated. This effect can result

in multiple tracks being matched to the same electromagnetic cluster.

A sliding window algorithm [97] is utilised to search for localised clusters in the EM

calorimeter. The EM calorimeter is divided into an η × φ matrix. Initially, windows which

correspond to a 3× 5 granularity in the second layer of the EM calorimeter (0.025× 0.025) are

formed. The matrix is searched using the windows for energy deposits with ET > 2.5 GeV. The

identified clusters are used as seeds to match corresponding reconstructed tracks in the ID. The

Gaussian Sum Filter (GSF) method [98] is used to refit the reconstructed tracks, which takes

into account the effects bremsstrahlung energy loss characteristic to electrons. If no suitable

GSF-track is matched to an EM calorimeter cluster, the cluster is labelled as originating from

photons. After matching the track, the cluster is then rebuilt by summing the energies of all

the cells within the 3× 7 (5× 5) window in the barrel (end-cap).

The efficiency of the sliding window algorithm to reconstruct EM-cluster candidates in the

EM calorimeter varies as a function of η and ET . Figure 6.3 shows that the reconstruction

efficiency as a function of ET , ranging from 65% at ET = 4.5 GeV to more than 99% above

ET = 15 GeV. This efficiency is determined from simulation.

From 2017 a new clustering algorithm has been adopted based on topological clusters

(topo-cluster) [100]. The topological clusters allow for the recovery of low energy deposits from

bremsstrahlung photons and associate them to the electron cluster, forming a supercluster.

Figure 6.4 shows a diagram of this procedure. In contrast to the sliding window algorithm, the

cell significance, ζEM
cell , is responsible for the seeding in a topo-cluster and is defined as
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Figure 6.3 The total reconstruction efficiency for simulated electrons in a single-electron sample as a

function of truth level transverse energy, ET , for each step of electron candidate formation [99].

ζEM
cell =

∣∣∣∣∣∣ EEM
cell

σEM
cell,noise

∣∣∣∣∣∣ , (6.1)

where
∣∣∣EEM

cell
∣∣∣ is the absolute cell energy and σEM

cell,noise is the expected cell noise. The steps

of the clustering algorithm are:

1. A proto-cluster is formed from calorimeter cells with ζEM
cell ≥ 4.

2. All immediate neighbouring cells with ζEM
cell ≥ 2 around the proto-cluster are added.

3. Finally, cells with ζEM
cell ≥ 0 adjacent to the cells that were previously included are also

added to the cluster.

This formalism is known as the "4-2-0" topo-cluster reconstruction. A supercluster is built

from a topo-cluster seed after satellite candidates, possibly emerging from bremsstrahlung

radiation around a seed candidate, have been resolved. A cluster is accepted as a satellite if it

falls within a window of ∆η ×∆φ = 0.075× 0.125 around the seed cluster barycentre. Once a

satellite cluster has been identified it is vetoed from future usage.
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6 Simulation and Reconstruction 6.2 Reconstruction of physics objects

Figure 6.5 shows the efficiency for the different components of the supercluster-based

reconstruction. The same track fitting method used in the sliding window algorithm is used to

refit the reconstructed tracks.

 X

•

•
e-

γ

Supercluster

Seed

Satellite

Figure 6.4 Diagram of an example supercluster showing a seed electron cluster and a satellite photon

cluster [101].

Figure 6.5 Supercluster-based cluster, track, cluster and track, and electron reconstruction efficiencies

as a function of the generated electron ET [100].
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The supercluster-based algorithm provides an improved energy resolution compared to

the sliding window algorithm by collecting more energy deposits. The peak energy response

Ecalib/Etrue does not deviate by more than 0.5% for the different particles, where Etrue is the

energy of the particles before detector simulation and Ecalib is the calibrated reconstructed

energy. The effective interquartile range (IQE) compares the width (resolution) of the energy

response and is used to quantify the performance of the supercluster algorithm compared to

the sliding window algorithm. The IQE is given by

IQE = Q3 −Q1
1.349 , (6.2)

where Q1 and Q3 are the first and third quartiles of the Ecalib/Etrue distribution. The

normalisation factor of 1.349 is chosen such that the IQE of a Gaussian distribution equals

its standard deviation. Figure 6.6 shows the IQE as a function of energy is shown for the two

approaches. An improvement in the IQE can be seen for the supercluster-based algorithm,

where the difference is larger at lower energies.
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Figure 6.6 Calibrated energy response resolution, expressed in terms of IQE, for simulated electrons.

The response for fixed-size clusters based on the sliding window method is shown in dashed red, while

the supercluster-based one is shown in full blue. The bottom panel shows the ratio between the

supercluster-based algorithm and the sliding window algorithm [100].
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Electron identification

Physics processes can fake the prompt electron signature that can pass the reconstruction

algorithms. Prompt electrons are defined as electrons which originate from the hard scattering

vertex and are not the result of hadronic decays. Fake prompt electrons can arise from

sources such as, hadronic showers which mimic an electron shower, and electrons from photon

conversions. Non-prompt electrons can originate from the semileptonic decays of heavy-flavour

hadrons.

Further criteria referred to as identification is defined to select a sample of pure prompt

electrons. A likelihood-based identification method is employed in the identification of prompt

electrons. The method combines signal and background probability density functions of

discriminating variables from quantities measured from the detector. These quantities include

transition radiation in the TRT and shower shape in the EM calorimeter. An overall probability

for an object to be constructed as an electron is calculated using the variables described above.

The discriminating variable dL is defined as

dL = LS
LS + LB

, (6.3)

with

LS(B)(−→x ) =
n∏
i=1

P
S(B)
i (xi), (6.4)

where −→x is the vector of the n discriminating variables, PS(B)
i is the evaluation of the signal

probability density function for the ith discriminating variable at the value xi under the signal

(background) hypothesis.

Three identification working points are defined for electron identification: loose, medium

and tight. Due to the non-exclusive nature of the working points, reconstructed electrons

identified as tight also belong to the medium identification category, and electrons identified

as medium belong to the loose identification category. The efficiencies of the identification
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Figure 6.7 Electron identification in data as a function of (a) ET and (b) η for the loose, medium and

tight identification working points. The inner uncertainties are the statistical. The total uncertainties are

statistical and systematic uncertainties in the data-to-simulation efficiency ratio added in quadrature [100].

working points are measured in data and simulation using Z → ee and J/ψ → ee decays in

bins of |η| and ET [100]. Figure 6.7 shows the efficiencies of the identification working points.

These working points offer prompt electron identification efficiencies of 97%, 95% and 91%,

with background rejection efficiencies of 99.7%, 99.8% and 99.9%, respectively. Even though

the medium and tight efficiencies are lower compared to the loose criteria, the reduction in

efficiency is accompanied by an increase in rejection of background processes by a factor of

2.0 and 3.5, respectively. The discontinuity in the efficiencies at ET = 15 GeV is caused by a

known mismodelling of the variables used in the likelihood discriminant at low ET .

Electron isolation

To further improve the purity of the prompt electron sample, and reject the background from

hadronic decays, isolation requirements are applied based on the transverse energy around

the electron candidate. Two types of isolation criteria are used: calorimeter and track-based

isolation [100].
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6 Simulation and Reconstruction 6.2 Reconstruction of physics objects

For the raw calorimeter isolation (Eisol
T,raw), the sum of the transverse energy of positive

energy topo-clusters whose barycenter falls within a cone around the electron cluster is used.

The raw EM particle energy (ET,core) is also contained within the cone and is required to be

subtracted. This subtraction is done by removing the energy of EM calorimeter cells contained

in a η× φ = 5× 7 around the EM particle cluster. Leakage corrections as a function of η and φ

are applied since the subtraction does not subtract all of the EM particle energy. A correction

for the pileup and underlying-event contributions to the isolation cone is also estimated [102].

Many factors are taken into account when calculating the pileup correction. These include:

in-time and out-of-time pileup, described in Section 6.2.1, and collisions between the proton

bunch and residual gas inside the beam-pipe. Additionally, detector conditions will need to be

taken into account, where the calculation will be effected by noise from different components.

The corrected calorimeter isolation variable is computed as

EconeXX
T = EisolXX

T,raw − ET,core − ET,leakage(ET , η,∆R)− ET,pile-up(η,∆R), (6.5)

where XX refers to the size of the cone, ∆R = XX/100. A cone size ∆R = 0.2 is used for

electron working points.

The track isolation (pconeXX
T ) is computed by summing the transverse momentum of selected

tracks within a cone centered around the reconstructed electron track, excluding tracks matched

to electron or converted photons. Track isolation for electrons is defined with a variable cone

size (pvarconeXX
T ), which accounts for electrons produced in high-momentum particle decays

where the decay products can be very close to the electron track. Therefore, the cone size gets

smaller for larger transverse momentum, given by the equation:

∆R = min
(

10
pT [GeV] ,∆Rmax

)
, (6.6)

where ∆Rmax is maximum cone size, typically ∆Rmax = 0.2.

The definitions of the different electron isolation working points are shown in Table 6.1.

The working points result from a need for compromise between the efficiency of identification
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Working point Calorimeter isolation Track isolation
Gradient ε = 0.1143× pT + 92.14% (with Econe20

T ) ε = 0.1143× pT + 92.14% (with pvarcone20T )
HighPtCaloOnly Econe20

T < max(0.015× pT, 3.5 GeV) -
Loose Econe20

T /pT < 0.20 pvarcone20T /pT < 0.15
Tight Econe20

T /pT < 0.06 pvarcone20T /pT < 0.06

Table 6.1 Definition of the electron isolation working points and isolation efficiency ε. In the Gradient

working point definition, the unit of pT is GeV. All working points use a cone size of ∆R = 0.2 for

calorimeter isolation and ∆Rmax = 0.2 for track isolation [100].

of prompt electrons and a good rejection of electrons from hadronic processes. The gradient

working point is defined by a fixed value of efficiency designed to give an efficiency of 90%

at pT = 25 GeV, uniform in η. The three other working points have a fixed requirement on

calorimeter and track isolation variables. The efficiencies for the electron isolation working

points are shown on Figure 6.8. The results are obtained using a sample enriched in Z → ee

events. A jump in the efficiency for the gradient working point is observed at 15 GeV due to

the cut maps being optimised with J/Ψ → ee events below 15 GeV, while the measurement

is performed on Z → ee events in the full range. The tight working point gives the highest

background rejection below 60 GeV. The HighPtCaloOnly working point gives the highest

rejection in the high-ET region (ET > 100 GeV). For electrons with ET higher than 500 GeV

no measurement can be performed because of the limited number of data events. Therefore,

the results from the ET bin [300,500] GeV are used with an additional systematic uncertainty

varying between 0.1% and 1.7% depending on the isolation working point.

6.2.3 Muons

Muon reconstruction is performed individually in the ID (described in Sections 5.2.1 and 6.2.1)

and muon spectrometer (described in Section 5.2.3). The information from these sub-detectors

is then combined to form the muon tracks that are used in the thesis. Similar reconstruction

criteria to electrons is also applied to the muon identification and isolation [103].
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Figure 6.8 Efficiency of the different isolation working points for electrons from inclusive Z → e+e−

events as a function of the electron (a) ET and (b) η. The electrons are required to fulfil the Medium

selection from the likelihood-based electron identification. The lower panel shows the ratio of the

efficiencies measured in data and in MC simulations. The total uncertainties are shown, including the

statistical and systematic components [100].
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An important quantity in the reconstruction of muons in the ATLAS detector is its transverse

momentum, defined as:

pT = p sin θ = sin θ∣∣q/p∣∣ , (6.7)

where q/p is the ratio of the muon charge to its momentum and is measured from the track

curvature. The muon track sagita, described in Section 5.2.3 is used when the muon tracks

segments originate from all stations of the muon spectrometer. For muons with track segments

in only two stations, the curvature is determined from the angular difference between the two

segments.

Muon reconstruction

Reconstruction of tracks in the muon spectrometer starts with the formation of segments found

using search patterns inside each of muon spectrometer stations. In the MDT layers and the

trigger chamber, a Hough transform [104] is used to search for hits and a straight line fit is

performed on the hits found in each layer. The RPC and TGC hits measure the coordinate

orthogonal to the bending plane. Track segments in the CSC layers are built using a separate

combinatorial search in the η and φ planes [103].

The muon track candidates are then formed by fitting together the hits from segments

in the different layers. Segments from the middle layers of the detector, where more hits are

available, are used as seeds when the algorithm performs a combinatorial search. The search is

then extended to use segments in the inner and outer layers as seeds. Several tracks can be built

initially from the same segment. However, an overlap removal is later applied to select the best

assignment to a single track, or it allows the segment to be shared between two tracks. A global

χ2 fit is performed on the hits associated with each track. The track candidate is accepted if

the χ2 satisfies the selection criteria. Hits providing a fit with a large χ2 are removed, and the

track fit is repeated. Additional hits found to be consistent with the track candidate trajectory

are added and then refit.
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Several algorithms are used to combine the muon track candidates in ID and muon spectro-

meter, where each algorithm uses different sets of information related to the detector components.

Four main algorithms are used depending on the sub-detector used in the reconstruction:

• Combined (CB) Muon: A global fit using the track candidates found in the ID and

muon spectrometer is performed to form a CB muon. To improve the fit quality hits can

either be added or removed from the track during the global fit. Most muons are first

reconstructed in the muon spectrometer and then extrapolated inwards to the ID hits.

Additionally, a complementary approach is utilised where the ID tracks are extrapolated

outwards and matched to muon spectrometer hits. This approach accounts for a small

fraction of the muons reconstructed. CB muons are the primary type used within ATLAS

as they have the highest purity among the different classes of muons.

• Segment-tagged (ST) Muons: An ID track is classified as a muon if, when extrapolated

to the muon spectrometer, it is matched with at least one track segment in the MDT or

CSC chambers. It has the lowest purity amount all classes of muons.

• Calorimeter-tagged (CT) Muons: Tracks in the ID are matched to energy deposits

in the calorimeter compatible with a minimum ionising particle.

• Extrapolated (ME) Muons: The muon trajectory is reconstructed from information

based only on the muon spectrometer track and can be extrapolated to the interaction

point, taking into account energy loss of the muons traversing through the calorimeters.

An overlap removal procedure between the different types of muons is used, where if two

types of muons share the same track, preference is given to CB, followed by ST, and then to

CT muons. The overlap removal procedure for ME muons are performed by analysing the track

hit content and selecting tracks with better fit quality.

Muon identification

Muons which originate from decays of hadrons will have a characteristic deflection in their

reconstructed tracks. This deflection will result in poor track quality and may not be compatible
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with the measured momentum in the ID and muon spectrometer. Several variables are selected

to identify prompt muons. For CB tracks, the variables used in identification are:

• q/p significance: The absolute difference between the charge and momentum ratio of

the muons measured in the ID and MS divided by sum in quadrature of the uncertainties.

• p′: The absolute difference between the pT measurements in the ID and muon spectrometer

divided by the pT of the combined track.

• χ2 of the fit.

In addition, requirements on the number of hits in the ID and muon spectrometer are also used.

Four muon identification criteria are used to address the requirements of different physics

analyses. The identification working points provided are:

• Medium: These are the default selection for ATLAS analysis. The selection minimises

the systematic uncertainties associated with the reconstruction. CB muon tracks are

required to have ≥ 3 hits in at least two MDT layers (excluding |η| < 0, 1). ME tracks

are required to have at least three MDT/CSC layers in the range 2.5 ≥|η| ≥ 2.7. q/p

significance is required to be less than seven.

• Loose: CB and ME muons satisfying the medium selection are included in the loose

selection. Furthermore, CT and ST muons are restricted to the |η| < 0.1 region.

• Tight: CB muons with hits in two stations and satisfying the medium selection are

considered. Additionally, the normalised χ2 is required to be less than eight. Finally, a

two dimensional cut on q/p significance and p′ is also applied.

• High-pT: The High-pT muon selection is used in the selection of muons in the analysis

presented in this thesis. High-pT muons are chosen to maximise the momentum resolution

for tracks with pT above 100 GeV and is optimised for analyses that extend far into high

pT regions. CB muons which have at least three hits in at least three muon stations are

selected. A veto is applied on muons with hits in specific regions of the muon spectrometer
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4 GeV ≤ pT ≤ 20 GeV 20 GeV ≤ pT ≤ 100 GeV

Selection εMC
µ [%] εMC

Hadrons [%] εMC
µ [%] εMC

Hadrons[%]
Loose 96.7 0.53 98.1 0.76
Medium 95.5 0.38 96.1 0.17
Tight 89.9 0.19 91.8 0.11
High-pT 78.1 0.26 80.4 0.13

Table 6.2 Efficiency for prompt muons from W decays and hadrons decays misidentified as prompt

muons computed using a tt̄ MC sample. The results are shown for the four identification selection

criteria separating low and high momentum for muon candidates [103].

with suboptimal alignment. This procedure reduces the reconstruction efficiency by 20%,

but improves the muon pT resolution by 30%.

Table 6.2 shows the signal and background efficiencies of the different working points

for muons in the range of 20 GeV < pT < 100 GeV obtained from tt̄ simulation. An isolation

requirement is not applied in the samples shown. When an isolation requirement is applied the

misidentification rate is expected to be reduced by approximately an order of magnitude.

Muon isolation

Similar to electrons, isolation criteria are also applied on muon candidates to improve background

rejection. Three isolation variables are defined to asses the muon isolation: two track-based

and a calorimeter-based isolation variable:

• Variable track-based pvarcone30
T : Defined as the sum of transverse momentum of tracks

in a cone of ∆R = min(10 GeV/pµT , 0.3) with pT > 1 GeV, around the candidate muon

track.

• Fixed track-based pcone20
T : Defined as the sum of the transverse momentum of all tracks

within a cone of ∆R = 0.2 around the candidate muon track.
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• Calorimeter based Econe20
T : Defined as the sum of the transverse momentum of all

topological clusters within a cone of ∆R = 0.2 from the candidate muon.

Several isolation working points are available depending on the needs of the analysis. In

many isolation working point a ratio of the isolation variable and the muon pT is used to

improve the efficiency over the full pT spectrum. For the analysis discussed in this thesis, the

FCTightTrackOnly isolation is used, which requires pvarcone30
T /pT < 0.6.

6.2.4 Jets

Jet reconstruction

Jets are collimated showers of particles produced from the hadronisation of gluons emerging

from proton-proton collisions, resulting in energy deposits in the calorimeters. Their energy is

deposited in the hadronic calorimeters distinguishing them from electrons or photons. There

are various algorithms available for jet reconstruction [105]. The ATLAS experiment focuses

on the anti-kT algorithm [106], where topo-clusters are built from calorimeter cells as input.

The anti-kT algorithm calculates distances between every pair of inputs i and j as:

dij = min
(
k2p
ti , k

2p
tj

) ∆2
ij

R2 , (6.8)

with the distance to the beam axis,

diB = k−2
ti . (6.9)

where ∆ij = (yi − yj)2 − (φi − φj)2, kti, yi and φi are the transverse momentum, rapidity and

azimuthal angle of particle i, respectively. The jet radius parameter R can vary depending on

the analysis using the algorithm and is typically set to ∆R = 0.4.

For each set of inputs, the algorithm compares the distances dij and diB. If dij < diB then

the four-momenta of the input j is combined with input i. If, dij > diB, then i is declared a
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final jet and removed from the list of entities. The algorithm terminates when the list of entries

is empty and all of the inputs have been classified.

6.2.5 Missing transverse momentum

Weakly interacting particles (e.g. neutrinos) can traverse through the ATLAS detector without

interacting with any of the detector material. Therefore, they cannot be reconstructed. This

leaves a characteristic missing transverse momentum signature in the detector defined as:

EmissT = −

 all objects∑
i

piT + EclT

 , (6.10)

where the summation includes the transverses momentum piT of all leptons, jets and photons. EclT

accounts for all energy clusters in the calorimeters that are not associated with a reconstructed

object [107].
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Part III

Search for non-resonant signals in

dilepton final states
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Analysis overview

Historically, signatures with dilepton final states have been central in shaping the SM, from

discoveries of new particles such as the Z and J/ψ [108–112], through many precision measure-

ments [113–116], and in searches for new BSM physics [2, 3, 47, 117]. Traditionally, the dilepton

channel has been used due to its clean and fully reconstructible experimental signature with

excellent detector efficiency. The following chapters outline a novel search for new non-resonant

phenomena in final states with two electrons (e+e−) or two muons (µ+µ−) at 139 fb−1 of data

collected in pp collisions at the LHC in
√
s = 13 TeV. This analysis complements the search

for heavy resonances [3] by using the same dataset and selection criteria. The non-resonant

signatures have a broad deviation in the tails of the smoothly falling invariant-mass spectrum

(defined in Section 5.2), where the main background is the irreducible Z/γ∗ (Drell-Yan, DY)

process. The results are provided in a model-independent format, and is also interpreted in

the context of the frequently tested benchmark Contact Interaction (CI) models. A detailed

overview of the theoretical motivation for contact interaction searches was given in Chapter 2.

The e+e− and µ+µ− invariant-mass spectrum is chosen as the main observable in the analysis

as it offers the best discriminating power against signal and background for non-resonant signals

like CIs.

Several changes have been introduced in this analysis with respect to previous ATLAS

results [2]. This is the first non-resonant dilepton search at the LHC to use a background

estimate from a data-driven fit method instead of relying on simulation. The background

at high invariant mass is estimated from a fit to a low-mass control region (CR), utilising

an extrapolation procedure. The impact of MC mismodelling is significantly reduced when

estimating the background using the data. Additionally, the search is performed in a high mass

104



single-bin signal region (SR), where both the regions and the function choice are optimised to

maximise the sensitivity of observing a CI process. There are four SRs used in the analysis, two

SRs for the electron selection and two SRs for the muon selection. The SRs are optimised to

be sensitive to the constructive and destructive interference CI models, resulting in two SRs for

each channel: constructive and destructive SRs. Using the single bin approach the results are

presented as a model-independent number of signal events in the SRs and also interpreted as

the CI energy scale parameter Λ. The benefit of a model-independent search is to facilitate the

reinterpretation of the results by theorists, which allows for a wider use of the results produced

by the analysis.

The following chapters will describe the analysis strategy and results from the Run-2 ATLAS

search for non-resonant phenomena using 139 fb−1 of data at a
√
s = 13 TeV. Figure 6.9 outlines

the analysis model of the search. The terms in the diagrams will be explained in the following

chapters. The object and event selection is described in Chapter 7. The selection is validated

in terms of data/MC comparisons, where the MC samples used are outlined in Chapter 8.

The "transfer function" described in Section 8.4 is a parametrisation of the detector mass

resolution introduced in the analysis to produce smooth MC templates, which are used to

validate the functional fit. The background estimation procedure is described in Chapter 10.

An important part of the background fit model choice is understanding and estimating the

uncertainties associated with it. The uncertainties are described in Chapter 11. Once a function

has been chosen, the optimisation procedure to pick a CR and SR are described in Section 10.4.

The statistical analysis used is described in Chapter 4. Finally, the results are presented

in Chapter 12.
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Figure 6.9 Analysis model of the full Run-2 dilepton non-resonant search.
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Chapter 7

Object and event selection

The dataset is filtered to select collision events which match the desired signature of dielectron

or dimuon final states. The cuts are chosen to ensure a good purity of signal electrons or

muons in the selected samples, whilst reducing contamination from background processes. A

series of object and event selections are made after the reconstruction of the electron and muon

events. The selection for the analysis is performed using the SUSYTools package [118] within

the Athena framework [119].

7.1 Event selection

Events undergo a selection based on the data quality and trigger requirements (described in

Section 5.2.4), requiring events to satisfy a set of baseline "data quality" (DQ) requirements.

Events are required to be measured during a period where all detector subsystems were operating

at nominal run conditions. Vetoes are applied to reject corrupted events based on data quality

flags from certain detector subsystems. These requirements are only applied to data. The

selected events are then required to have a primary vertex with at least two associated tracks

following the definition from Section 6.2.1. Events in the electron channel are recorded using

dielectron triggers, which require the dielectron system to pass the ET threshold between 12

and 24 GeV for both electrons, depending on the data-taking year. To reduce the trigger rate,

additional identification criteria are applied at the trigger level. Single muon triggers are used
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for the muon channel, which have a pT thresholds of 26 and 50 GeV. The trigger with the

26 GeV also requires the muon candidate to be isolated [120].

7.2 Object Selection

All electrons and muons considered are reconstructed by the algorithms described in Section 6.2.

7.2.1 Electrons

The electrons candidates are required to be in the central region of the detector of |η| < 2.47, to

ensure that majority of the electrons from the electromagnetic shower are considered. Events

found in the the transition region, 1.37 < |η| < 1.52, between the barrel and the endcap

electromagnetic calorimeters are rejected. This requirement vetoes any electrons with poor

energy resolution due to the lower cell granularity and significant additional inactive material in

the transition region. Additionally, the electron candidates are required to have ET > 30 GeV.

All electrons are required to pass the medium likelihood identification criteria as described in

Section 6.2.2, which gives a good balance of reduction of other background processes (e.g. QCD,

W+Jets) that fake electrons and high signal efficiency. To further reduce the fake background

processes, the electrons are required to pass the gradient isolation criteria as described in

Section 6.2.2. However, there is a small fraction of fake electrons which pass the selection

criteria. Therefore, to model the contribution of fake electrons that arise, a data-driven method

is used, which is described in Chapter 8. The matrix method requires a data set consisting of an

enhanced contribution of fake electrons formed using the loose likelihood identification criteria.

To ensure the electron candidates originate from the primary vertex the electron candidate

track is required to have a d0 significance below five, and |z0 sin θ| < 0.5 mm for the transverse

impact parameter. Section 6.2.1 provides a detailed description of the reconstruction of tracks.
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7.2.2 Muons

The muon selection requires muons with pT > 30 GeV and |η| < 2.5. Muon candidates are

required to pass the high-pT identification criteria, which is designed for analyses in the high

pT regime, ensuring a good momentum resolution at high pT (Section 6.2.3). A requirement

to reject "bad muons" is placed on the relative uncertainty of the q/p measurement with a pT

dependent cut to ensure better reconstruction properties. A detailed description of the bad muon

veto is given below. Similarly to electrons, a requirement on the transverse impact parameter

of d0 < 3σ and a requirement on the longitudinal impact parameter of |z0 sin θ < 4 mm| is

required. The FCTightTrackOnly isolation criteria is used for the muon isolation as described

in Section 6.2.3.

Bad muon veto

The bad muon veto is optimised to reject muons in the tails of the σpT
/pT distributions,

that consists of muons with poor reconstruction residing in the tails of the pT distributions.

The efficiency of the veto diminishes with increasing pT due to the cut on the relative q/p

measurement. The expected muon momentum resolution is parameterised as a function of pT

defined as [103]

σpT

pT
= r0
pT
⊕ r1 ⊕ r2 · pT, (7.1)

where the first term models the fluctuations of energy loss in the traversed materials. The

second terms accounts for multiple scatterings, local magnetic field fluctuations and local radial

displacements. Finally, the last term describes the intrinsic resolution effects caused by the

spatial resolution of the hit measurements.

The expected resolution is then parameterised as a function of pT coinciding with specific

regions of the ATLAS detector. The bad muon veto applies a cut on the relative error on the
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Reject Against Criteria
electron muon shared track, pT,e < pT,µ

muon electron calorimeter-tagged muon and shared ID track
electron muon shared ID track

Table 7.1 Overlap removal criteria for the analysis selection.

q/p measurement of the muon as:

σq/p
q/p

< C(pT) · σ, (7.2)

where σ is the expected muon resolution as described above as a function of pT and η, C(pT)

is a pT-dependent coefficient equal to 1.8 if pT < 1 TeV and linearly decreases if pT > 1 TeV.

The C(pT) cut was optimised to improve the efficiency by 5% with respect to the previous

definition [2], where a fixed value of C(pT) = 2.5 was chosen [3].

7.2.3 Overlap removal

The same detector signal can be shared by multiple reconstruction algorithms. Therefore, a

detector signal used to construct one object can be used to construct another. To remove these

ambiguities, the algorithm considers spatially overlapping pairs of objects and elements are

removed from the event depending on a defined set of criteria. Table 7.1 outlines the overlap

removal criteria for the analysis selection.

7.3 Dilepton selection

All events passing the dilepton selection for the electron and muon channels are required to

contain at least two same-flavour leptons (electrons or muons). The leading and subleading

leptons are then selected depending on their ET (pT) in the electron (muon) channel. The

muon channel imposes an opposite charge requirement. This requirement results in a better pT
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reconstruction in muons since muons with misidentified charges will have strongly distorted pT

measurements. However, for the electron channel, no opposite charge requirement is applied,

due to the significant loss of efficiency in the high ET regime, and no significant reduction

of background processes is expected. Finally, a dilepton invariant mass of mll > 130 GeV is

required (described in Chapter 10), where additional restrictions on the invariant mass are

placed in the statistical analysis and background estimation. For cases where events are selected

for both the electron and muon channels, the electron channel is preferred over the muon

channel due to the better invariant mass resolution in that channel. The rejected overlapping

dimuon events only account for a small fraction of the observed events. This cut allows for

two independent data sets to be formed, allowing for the statistical combination of the two

channels. Table 7.2 provides an overview of the full analysis selection.
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7 Object and event selection 7.3 Dilepton selection

Electron channel Muon channel
Event level

Trigger Lowest unprescaled
dielectron trigger

Lowest unprescaled
single muon trigger

Event Cleaning Applied Applied
Lepton level

|η| range |η| < 1.37, 1.52 < |η| < 2.47 |η| < 2.5
pT or ET > 30 GeV > 30 GeV
|dBL0 (σ)| < 5 < 3
|∆zBL0 sin θ| < 0.5 mm < 0.5 mm
Identification WP MediumLLH,

LooseAndBLayerLLH (Fakes)
High-pT

Isolation Gradient FCTightTrackOnly
Dilepton level

Lepton number ≥ 2 ≥ 2
Object Highest ET pair Highest pT pair
Opposite Sign Not required Required
Invariant-mass ≥ 130 GeV ≥ 130 GeV

Table 7.2 Selection definitions for the analysis selection in the electron and muon channels, including

event level, object level and dilepton selection. The parameters pT and ET are the transverse momentum

and energy and d0 and z0 are the transverse and longitudinal displacements of the track associated with

the electron vertex.
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Chapter 8

Data, background and signal samples

This section outlines the datasets and the background samples considered in this thesis.

Section 8.1 outlines the datasets used and their corresponding luminosity. The background

processes considered in the analysis for the electron and muon channels are the Drell-Yan,

top-quark, diboson, multijet and W+jet processes. Simulated samples are produced for these

samples, which are used to validate the data-driven approach described in Chapter 10. The

description of the simulated samples used and their corresponding generators are outlined in

Section 8.2. A transfer function approach, outlined in Section 8.4, is used to produce smooth

and large-statistic samples of the DY and top-quark backgrounds. A data-driven method is

used to estimation of the multijet and QCD, and it is described in Section 8.3. The CI samples

are produced using a reweighting procedure and is described in Section 8.2.2. Finally, data and

MC comparisons are provided in Section 8.5.

8.1 Data

The analysis presented in this thesis is performed on pp collision data collected by ATLAS

and delivered by the LHC Run-2, between 2015 and 2018, corresponding to a total integrated

luminosity of 139 fb−1. The breakdown of the luminosity collected in each year by ATLAS

available for physics analysis is outlined in Table 8.1. The luminosity uncertainty is determined
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from the calibration of the luminosity scale using the Van Der Meer scans described in Section 5.3.

Year luminosity fb−1

2015 3.2
2016 33.0
2017 44.3
2018 59.9

Total 139 ± 1.7%

Table 8.1 Summary of the luminosities of datasets taken between 2015 and 2018 [86].

Figures 8.1 to 8.4 show the data yields (events per [pb−1]), normalised to the integrated

luminosity, after applying the analysis selection for different data-taking periods during the runs

between 2015 to 2018. The yields are expected to be consistent for each data-taking period. A

deficit would indicate a problem during data taking and an increase would indicate a longer

run, resulting in more data being taken than planned for. For example Figure 8.3 in period A,

two runs can be seen to have a significant deficit compared to the other runs. This is due to

a problem with the resistive plate chambers of the muon detector during the run period that

resulted in a lower yield than expected.
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Figure 8.1 Data yields for the 2015 run period for the ee (above) and µµ (below) selections. Each

letter on the legend correspond to the different data taking periods within a year [3].
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Figure 8.2 Data yields for the 2016 run period for the ee (above) and µµ (below) selections. Each

letter on the legend correspond to the different data taking periods within a year [3].
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Figure 8.3 Data yields for the 2017 run period for the ee (above) and µµ (below) selections. Each

letter on the legend correspond to the different data taking periods within a year [3].
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Figure 8.4 Data yields for the 2018 run period for the ee (above) and µµ (below) selections Each letter

on the legend correspond to the different data taking periods within a year [3].
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8.2 Monte Carlo samples

Whilst the analysis is performed using a data-driven methodology, simulated samples for

the background and signal are used to determine the appropriate functional form to fit the

data, study background compositions, estimate uncertainties and evaluate the expected signal

contribution in the signal regions. This section outlines the MC samples used for the background

and signal samples.

There are generators used to produce events using higher-order matrix elements. However,

it is often required to enhance the description of the process beyond the order of the generator

used. Higher-order QCD and EW corrections can modify the shape of the invariant mass

distributions. Mass-dependent K -factors are derived from taking the ratio of the higher-order

differential cross-section calculation over the available sample, e.g. next-to-next-to-leading order

(NNLO) over the next-to-leading order (NLO). The K -factors are then applied to the invariant

mass distribution on an event by event basis to produce the higher-order samples.

Simulated samples include the effects of pileup interactions, performed with Pythia v8.186

using the ATLAS A3 set of tuned parameters [121] and the NNPDF23LO PDF set, and weighted

accordingly to the number of pileup interactions observed in data. The simulated samples then

pass through the full detector simulation as described in Section 6.1.

8.2.1 Background samples

The main backgrounds considered in the analysis, in decreasing order of importance, are Drell-

Yan (DY), top-quark (tt̄), single-top-quark and diboson production. For the electron channel,

is it prohibitive to produce MC with enough events to accurately represent the expected QCD

multijet distribution, due to the small probability of jets faking electrons that pass the analysis

selection. Therefore, the QCD and W+jets processes in the dielectron channel are estimated

with a data-driven method [2], described in Section 8.3. For the muon channel, the multijet

background was studied and found to be negligible [2]. Therefore, the contribution is neglected.
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The SM Drell-Yan process is modelled using the NLO Powheg-Box [122, 123] event

generator using the CT10 PDF [124] and is interfaced with Pythia v8.186 [125] parton shower

generator. The DY samples are generated in slices of dilepton invariant mass, where 19

mass-binned samples were created with dilepton invariant mass ranging from 120 GeV and

> 5000 GeV, to increase the statistics of the samples in the high-mass regions. Corrections

are applied to the DY samples to correct them from NLO to NNLO using a mass-dependent

K -factor. The K -factor calculated with VRAP v0.9 [126] and the CT14 NNLO PDF set [127]

for QCD effects. MCSANC [128] is used for QED corrections. The diboson processes (WW ,

WZ and ZZ) are generated at NLO using Sherpa 2.1.1 [129] with the CT10 PDF. Similar to

the DY samples, the diboson samples were generated in invariant mass slices to increase the

statistics of the sample. The tt̄ background is generated at NLO using Powheg-Box with the

NNPDF3.0NLO [6] PDF. Single top (s/t-channel) uses Powheg-Box with NNPDF3.0NLO

PDF. A top quark mass of 172.5 GeV is used for the generation of these samples. The top

quark samples are normalised to the cross-section at NNLO in QCD including resummation of

the NNLO leading order soft gluon terms as provided by Top++2.0 [130].

The MC event generators for the hard-scattering process, showering and PDFs are listed

in Table 8.2. A detailed description of the event simulation procedure is given in Section 6.1.

"Afterburner" generators such as Photos [131] for the final-state photon radiation (FSR)

modelling, MadSpin [132] to preserve top-quark spin correlations, and EvtGen [133], used for

the modelling of c- and b-hadron decays, are also included in the simulation.

8.2.2 Signal samples

The Pythia v8.230 generator is used to produce CI signal samples at leading-order (LO) using

the NNPDF23LO PDF. Five benchmark values of Λ from 10-30 TeV in steps of 5 TeV were

generated for each of the CI models. The CI shapes contain both the SM DY background and

the interference between the DY and CI.
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Background Process ME Generator and ME PDFs PS and non-perturbative effect with
PDFs

NLO Drell–Yan Powheg-Box [122, 123], CT10 [124], Photos Pythia v8.186 [125], CTEQ6L1 [134,
135],
EvtGen1.2.0

tt̄ Powheg-Box, NNPDF3.0NLO [6] Pythia v8.230, NNPDF23LO [136],
EvtGen1.6.0

Single top s-channel, Wt Powheg-Box, NNPDF3.0NLO Pythia v8.230, NNPDF23LO,
EvtGen1.6.0

Single top t-channel Powheg-Box, NNPDF3.04fNLO, MadSpin Pythia v8.230, NNPDF23LO,
EvtGen1.6.0

Diboson (WW , WZ and ZZ) Sherpa 2.1.1 [129], CT10 Sherpa 2.1.1, CT10
Signal Process
LO Drell–Yan Pythia v8.186, NNPDF23LO Pythia v8.186, NNPDF23LO,

EvtGen1.2.0
LO CI Pythia v8.186, NNPDF23LO Pythia v8.186, NNPDF23LO,

EvtGen1.2.0

Table 8.2 The event generators used for PDFs and generating matrix element (ME) and parton shower

(PS) simulation of the signal and background processes. The top-quark mass is set to 172.5 GeV.

It is possible to reweight the SM background to BSM signals when both the signal and

background have the same initial and final states. Event-by-event weights are calculated

and applied to the DY events passing the event selection, resulting in the DY sample being

reweighted into corresponding CI signal events. This allows the production of unique samples

of CI signal events, which match the signal samples produced using MC, but with a significant

reduction in the computing power required [2].

The signal templates include the same set of experimental and theoretical corrections as

applied with other samples described in Section 8.2. In addition, higher order QCD and EW

corrections are also applied, resulting in the same LO-to-NNLO mass-dependent k-factors as

the background MC. While higher-order QCD corrections are expected to be the same for

signals and background, it is not clear if the electroweak corrections can be treated the same.

The addition of the electroweak corrections may be less conservative. However, it is deemed to

be closer to the theoretically correct treatment than being over conservative and not including

the corrections.

Signal templates are produced from the reweighting of the Pythia v8.186 LO DY simulation.

The general procedure is to replace the DY differential cross-section with the corresponding
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cross-section of the CI process, where

dσ

dt̂
(qq̄ → γ∗/Z → e+e−)→ dσ

dt̂
(qq̄ → CI → e+e−), (8.1)

where t̂ corresponds to any kinematic quantity. The above can be achieved using the analytic

expressions for the DY and CI matrix elements. The ratio between the two matrix elements,

evaluated with the truth-level kinematic information of the dielectron and dimuon events,

defines the weight, wRW, used to reweight the DY event to the corresponding CI event. The

weight is given by [2]

wRW = |M(CI)|2 / |M(γ∗/Z)|2 , (8.2)

where the numerator refers to the BSM differential cross-section and the denominator refers to

the SM process only. The weights are applied to the LO DY events to transform into CI signal

shapes, in steps of 2 TeV between Λ = 12 TeV and Λ = 100 TeV.

The dedicated CI samples are used to validate the reweighting procedure, Figure 8.5 shows

an example of a LL chiral, constructive interference, CI mass slice between 3000 - 4000 GeV

where the reweighted CI interaction sample and the dedicated sample is compared. Figure 8.6

shows the invariant mass distributions for the LL chiral constructive and destructive interference

models reweighted using the procedure described above. Figure 8.7 depicts the shapes of the

LL chiral CI interaction signals relative to the DY background These depict the evolution of

the shapes as the interference and Λ of the CI models change. The CI samples include the full

cross-section (including the DY component) as defined in Section 3.3.

Signal template morphing

The CI samples are produced in steps of 2 TeV from 12-100 TeV using the reweighting procedure

outlined in Section 8.2.2. The DY component is subtracted from the simulated signals, leaving

the pure CI and interference terms. The signal model used in the analysis (Section 10.3)

requires a continuous description of the signal model as a function of Λ to fit possible signal
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Figure 8.6 Invariant mass distributions for LL chiral, constructive (left) and destructive (right)

interference CI models with the DY sample used to reweight it. The interference of the CI interaction is

shown by the - (constructive) and + (destructive) sign on the legend.

contributions that may be between the reweighted signal masses. To implement the signal

template morphing a custom signal probability distribution class was created derived from two

available RooFit [137]. A linear interpolation is used to provide a smoothly changing PDF that

is dependent on the parameter Λ. Figure 8.8 depicts the morphed signal PDF for various values

of Λ for constructive and destructive CI interference models. It shows the morphed signals for
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Figure 8.7 The ratio of the contact interaction signal with the DY background is shown for various

contact interaction scales, Λ. For constructive cases, the ratio is purely positive, while for destructive

cases the impact of destructive interference is seen at lower masses. Shown from left to right and top to

bottom, e+e− constructive, e+e− destructive, µ+µ− constructive, and µ+µ− destructive.
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the LL chirality model, but, the signal PDFs are produced for all chirality models considered in

the analysis. For constructive models, the shape of the signal does not change significantly as a

function of Λ. However, for the destructive models, a strong relationship between the shape of

the signal and Λ can be seen. The downward dip in the destructive plots corresponds to the

point at which the destructive interference is dominant and hence where a negative signal yield

is expected. Figure 8.9 shows the comparison of a CI template for Λ = 20 TeV compared with

the corresponding morphed signal template, and a good agreement between the two is shown

in the ratio panel. Statistical fluctuations in the reweighted samples result in small differences

between the morphed and reweighted templates.

Furthermore, the morphed signal PDFs can be used in the statistical analysis to describe

the signal model. For the search of non-resonant signals like CI, it is prohibitive to describe

the signal model with a floating signal strength parameter, µ. When searching for resonances,

it is natural to use µ as the parameter of interest, which describes the strength of the signal.

However, due to the shape and normalisation changes of the signal models as a function of Λ,

it is more accurate to define the parameter of interest as a function of Λ. Further details of the

statistical analysis and choice of the parameter of interest is given in Section 4.5

8.3 Estimation of fake background

Processes involving jets or electron and a jet can be reconstructed as electrons in the algorithms,

described in Section 6.2.2, and pass the analysis selection. The dominant contribution for the

electron plus jet final state is mainly due to the W+jets processes. Light-flavour jets containing

charged and neutral pions can be misidentified as electrons during reconstruction. Due to the

high energies of collisions at the LHC, the decays of neutral pions, π0 → γγ, are highly boosted

and can lead to narrow electromagnetic energy depositions. These processes can give rise to

signatures that are difficult to distinguish from those of the desired electrons. The desired

electrons are referred to as real electrons, whereas the objects which mimic the electrons are

referred to as fake electrons. The fake background is difficult to estimate using simulation.
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Figure 8.8 Comparison of morphed PDF signals for a CI signal for various Λ values. for constructive

(left) and destructive (right) interference for the electron (top) and muon (bottom) channels. Absolute

number of events is plotted in each bin.

Therefore, data-driven techniques are often used. This is mainly due to increased computing

power needed to model the detector simulation of many jet interactions with the detector.

The analysis uses the likelihood matrix method [138] to estimate the fake background

contribution using two levels of electron identification criteria: a tight (T) selection which

corresponds to the nominal analysis selection, and a loose (L) identification criteria which

relaxes the nominal identification. The set of objects passing the tight selection, Ntight, is a

subset of those passing the loose selection, Nloose. Pairs of electron candidates are considered

denoted by Nxy with x, y ∈ T, L, giving the number of electron pairs passing a specific selection.

126



8 Data, background and signal samples 8.3 Estimation of fake background

10310–2

10–1

100

101

102

103

E
ve

nt
s/

B
in

W
id

th
[G

eV
-1

] √
s = 13 TeV, 139 fb-1

ee selection, LL constructive
CI Template
Morphed PDF, Λ = 26 TeV

0.5 1.0 2.0 4.0

mee [TeV]

0.8

1.0

1.2

Te
m

pl
at

e
/P

D
F 10310–2

10–1

100

101

102

103

E
ve

nt
s/

B
in

W
id

th
[G

eV
-1

] √
s = 13 TeV, 139 fb-1

ee selection, LL destructive
CI Template
Morphed PDF, Λ = 26 TeV

0.5 1.0 2.0 4.0

mee [TeV]

0.8

1.0

1.2

Te
m

pl
at

e
/P

D
F

10310–2

10–1

100

101

102

103

E
ve

nt
s/

B
in

W
id

th
[G

eV
-1

] √
s = 13 TeV, 139 fb-1

mm selection, LL constructive
CI Template
Morphed PDF, Λ = 26 TeV

0.5 1.0 2.0 4.0

mµµ [TeV]

0.8

1.0

1.2

Te
m

pl
at

e
/P

D
F 10310–2

10–1

100

101

102

103

E
ve

nt
s/

B
in

W
id

th
[G

eV
-1

] √
s = 13 TeV, 139 fb-1

mm selection, LL destructive
CI Template
Morphed PDF, Λ = 26 TeV

0.5 1.0 2.0 4.0

mµµ [TeV]

0.8

1.0

1.2

Te
m

pl
at

e
/P

D
F

Figure 8.9 Comparison of Morphed PDF signals for a CI signal with Λ = 26 TeV for constructive (left)

and destructive (right) interference for the electron (top) and muon (bottom) channels. The bottom pad

shows the ratio of the MC template with the morphed signal PDF. Absolute number of events is plotted

in each bin.

The fist index representing the leading electron (pT,lead > pT,sublead) and the second one the

subleading electron. An additional set of quantities Nxy with x, y ∈ R,F can be defined to

denote whether an electron is real (R) or fake (F). The relationship between the two sets of

quantities is given by [2]
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

NTT

NTL

NLT

NLL


= M



NRR

NRF

NFR

NFF


,M =



r1r2 r1f2 f1r2 f1f2

r1r̃2 r1f̃2 f1r̃2 f1f̃2

r̃1r2 r̃1f2 f̃1r2 f̃1f2

r̃1r̃2 r̃1f̃2 f̃1r̃2 f̃1f̃2


(8.3)

where x̃ = 1− x. The vectors on the right- (left-) hand side contain exclusive measurable

(not measurable) quantities, e.g. L would denote an electron that passes the loose selection

and not the tight selection. The coefficients r and f correspond to the real and fake rates,

respectively. The real efficiency is the probability of real electrons to be reconstructed as tight

electrons and is calculated using MC. In contrast, the fake efficiency is the probability of a

fake electron selected as loose to be reconstructed as a tight electron. The fake efficiency is

calculated using data. Index 1 and 2 correspond to the efficiencies of the leading and subleading

electrons.

The number of misidentified events within the electron selection is estimated by measuring

the number of events passing the signal selection (NTT ), which contains at least one fake

electron. These fake events arise from events where at least one electron is misidentified (RF

and FR), or events where both electrons are misidentified (RR). The total number of fake

electrons is be then obtained from the sum of these contributions

N fake
TT = r1f2NRF + f1r2NFR + f1f2NFF , (8.4)

A likelihood is formed to include poisson constraints on Nxy with x, y ∈ T, L:

L =
∏

x,y∈T,L
P (Nxy, N

pred
xy ), (8.5)
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where P represents the Poisson constraint on the observed number of events in each electron

category and is consistent with the predicted number of fake and real leptons. The predicted

values can be expressed in terms of a linear combination of Nxy with x, y ∈ R,F terms by using

Equation 8.3

Npred
TL = (r1r2)NRR + (r1f2)NRF + (f1r2)NFR + (f1f2)NRR,

Npred
LT = (r1r̃2)NRR + (r1f̃2)NRF + (f1r̃2)NFR + (f1f̃2)NRR,

Npred
LL = (r̃1r̃2)NRR + (r̃1f̃2)NRF + (f̃1r̃2)NFR + (f̃1f̃2)NRR.

(8.6)

The likelihood is minimised, and the number of fakes can be extracted using Equation 8.4,

which is then applied as an event by event weight used to produce an invariant mass distribution

for the fake background contribution. The background template produced is smoothed using a

functional fit [2].

The uncertainty on the functional fit is calculated by varying the start of the fit, which

results in an envelop of possible estimates for the fitted template template. The start range

of the fit is varied from 130 GeV to 150 GeV in steps of 2 GeV. The resulting envelop of the

fits are taken as the uncertainty of the fake electron estimate. The uncertainty of the fake

estimation varies from from 50% at 2 TeV to 110% at 5 TeV.

8.4 Transfer functions

The Transfer function approach offers an alternative method to produce large statistic and

smooth DY and tt samples [3, 139]. This method is used to overcome the limitations of

insufficient MC statistics at lower invariant masses. The available MC samples for the previous

analysis using the 2015−16 dataset [2] had statistical uncertainties that the same as the statistical

uncertainty in data, resulting in a loss of sensitivity to new physics models. Consequently,

complicated background smoothing techniques with functional fits were adopted in the analysis

in an attempt to tackle the loss of sensitivity.
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The TF approach provides a smooth transformation between the truth and reconstruction

level invariant-mass spectrum. A functional form is not imposed on the TF, and the trans-

formation is analytically parametrised using the detector resolution. The electron and muon

channels require separate TFs due to the different reconstruction properties of the two channels.

The transition between a known truth spectrum, St(m``,t), and an unknown reconstructed

spectrum, Sr(m``,r), is be parametrised by a TF, P (m``,r | m``,t). The TF describes the

probability to reconstruct an event at invariant mass of m``,r for events with truth mass m``,t

that passes the selection. Full simulation MC is used to construct the TFs. The TFs are obtained

fitting the detector response, with simultaneous fits to m``,t bins, where the convolution of a

Gaussian and a Crystal-ball is used to model the detector response. The truth invariant mass

spectrum is obtained from very large truth-only MC samples. Larger samples can be produced

at truth-level efficiently compared to fully reconstructed samples due to significantly smaller

CPU times and disk space required to produce them. The truth-only sample is produced such

that it is produced at luminosity 55 times larger than the available dataset. The following

convolution is used to obtain the reconstruction level spectrum:

Sr(m``,r) = P (m``,r | m``,t)⊗
[
St(m``,t) ·Aε(m``,t)

]
, (8.7)

where Aε(m``,t) is the acceptance times efficiency. Aε(m``,t) is the probability that a event

with truth invariant mass passes the selection. The probability is calculated by taking the

fraction of events accepted in a truth invariant mass bin and the total number of generated

events in that bin.

8.5 Data and background comparisons

Figures 8.10 and 8.11 show the comparisons of the invariant mass distributions between the

data and MC expectation with the addition of some benchmark CI interaction signals overlaid

on top. The fake electron contribution was only estimated for the invariant-mass distributions

Figures 8.12 and 8.13 show the pT distributions for the leading and subleading leptons.
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Figure 8.10 Invariant mass distribution for the e+e− selection for the full 2015 − 2018 dataset and

the respective MC campaign. The constructively interfering CI contributions are shown in (left),while

destructive contributions are shown in (right). The bottom panel shows the ratio between the data and

MC.

The η distributions for the leading and subleading leptons are shown in Figures 8.14 and 8.15.

In the electron channel, the maximum can be seen at η = 0 and falls towards higher values

of |η|. The transition region corresponds to 1.37 < |η| < 1.52. The muon channel shows dips

in the η distributions that correspond to poorly aligned chambers in the muon spectrometer.

Figures 8.16 and 8.17 show the φ distributions for the leading and subleading leptons. A flat

distribution is shown in the electron channel. The φ distribution for muons show small dips

due to support structures on which the ATLAS detector is placed.

The comparison is mainly produced for illustrative purposes, since the MC background

prediction is used only for validation of the choice of functional fit. However, a good agreement

is between the data and MC expectation is required for the MC to be used to validate the

data-driven fit strategy. Furthermore, the comparisons allow for an early indication of issues

that may have occurred when deciding on a selection.

131



8 Data, background and signal samples 8.5 Data and background comparisons

Data

*γZ/

Top quarks

Diboson

 = 20 TeV)Λ (
-

LL

 = 24 TeV)Λ (
-

LL

 = 30 TeV)Λ (
-

LL

 = 34 TeV)Λ (
-

LL

ATLAS
-1 = 13 TeV, 139 fbs

Dimuon search selection

1−10

1

10

210

310

410

510

610

710

E
ve

nt
s

210×2 310 310×2
 [GeV]µµm

0.6
0.8

1
1.2
1.4

D
at

a/
B

kg

Data

*γZ/

Top quarks

Diboson

 = 20 TeV)Λ (
+

LL

 = 24 TeV)Λ (
+

LL

 = 30 TeV)Λ (
+

LL

 = 34 TeV)Λ (
+

LL

ATLAS
-1 = 13 TeV, 139 fbs

Dimuon search selection

1−10

1

10

210

310

410

510

610

710

E
ve

nt
s

210×2 310 310×2
 [GeV]µµm

0.6
0.8

1
1.2
1.4

D
at

a/
B

kg

Figure 8.11 Invariant mass distribution for the µ+µ− selection for the full 2015− 2018 dataset and

the respective MC campaign. The constructively interfering CI contributions are shown in (left), while

destructive contributions are shown in (right). The bottom panel shows the ratio between the data and

MC.
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Figure 8.12 pT distribution of the leading lepton for the dilepton selections for the full 2015 − 18

dataset and the respective MC campaigns. The e+e− channel is shown in (left) and µ+µ− channel in

(right). The bottom panel shows the ratio between the data and MC.
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Figure 8.13 pT distribution of the subleading lepton for the dilepton selections for the full 2015− 18

dataset and the respective MC campaigns. The e+e− channel is shown in (left) and µ+µ− channel in

(right). The bottom panel shows the ratio between the data and MC.
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Figure 8.14 η distribution of the leading lepton for the dilepton selections for the full 2015− 18 dataset

and the respective MC campaigns. The e+e− channel is shown in (left) and µ+µ− channel in (right).

The bottom panel shows the ratio between the data and MC.
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Figure 8.15 η distribution of the subleading lepton for the dilepton selections for the full 2015− 18

dataset and the respective MC campaigns. The e+e− channel is shown in (left) and µ+µ− channel in

(right). The bottom panel shows the ratio between the data and MC.
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Figure 8.16 φ distribution of the leading lepton for the dilepton selections for the full 2015− 18 dataset

and the respective MC campaigns. The e+e− channel is shown in (left) and µ+µ− channel in (right).

The bottom panel shows the ratio between the data and MC.
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Figure 8.17 φ distribution of the subleading lepton for the dilepton selections for the full 2015− 18

dataset and the respective MC campaigns. The e+e− channel is shown in (left) and µ+µ− channel in

(right). The bottom panel shows the ratio between the data and MC.
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Chapter 9

Systematic uncertainties on simulated

samples

Due to the data-driven nature of the analysis, uncertainties related to the simulated samples

are not directly applied since the simulated samples are only used to validate the data-driven

background estimation. Instead, these uncertainties enter as a second order effect and are

used to calculate the uncertainty associated with the data-driven background estimation.

Uncertainties that exhibit normalisation changes have marginal impact on the data-driven

background estimation. The largest impact arises from the systematic uncertainties which are

related to changes in the shape of the invariant-mass distribution. This is discussed further in

Chapter 10. The sources of systematic uncertainties on the simulated samples are outlined in

this section.

There are several systematic uncertainties that affect the background modelling of the simu-

lated samples, and these uncertainties can be divided into two distinct categories: experimental

uncertainties related to the event (e.g. luminosity measurement) and to the reconstruction

of the physics objects described in Chapter 6, and uncertainties from theoretical predictions

from the PDF. The experimental uncertainties are outlined in Section 9.1 and the theoretical

uncertainties are outlined in Section 9.2. The theoretical background uncertainty variations

are estimated as a function of the true invariant-mass, where the transfer function approach,

described in Section 8.4, is applied to generate high-statistic and smooth reconstructed tem-
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9 Systematic uncertainties on simulated samples 9.1 Experimental uncertainties

plates for the uncertainties. The experimental uncertainties are provided by dedicated groups

in charge of the performance of electron and muon reconstruction.

9.1 Experimental uncertainties

9.1.1 Event uncertainties

Uncertainties on the luminosity and the pileup measurements affect the overall normalisation of

the processes being studied. The measurement of the luminosity is described in Section 5.3 and

the uncertainty is calculated using the method described in [140]. For the full Run-2 dataset

used in this analysis, the luminosity uncertainty is calculated to be ±1.7%. The uncertainty on

the pileup distributions is measured by taking the difference between the pileup distribution

observed in data and those expected at the time of producing the MC simulations. Additionally,

uncertainties on the efficiency of the triggers used in the analysis are also considered. Figure 9.1

depicts the effect of the pileup uncertainty on the invariant mass distribution for the electron

and muon channels. The figure shows that contribution from the pileup reweighting uncertainty

is less than 1% for both the electron and the muon channels. This will result in a negligible

impact on the background estimation. The difference in shape of the systematic variation

between the electron and muon channel is due to statistical fluctuation in the muon channel

that result in a less smooth distribution.
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Figure 9.1 Systematic uncertainties due to pileup in the muon (left) and electron (right).
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9.1.2 Lepton uncertainties

Efficiencies

The electron and muon efficiency uncertainties are obtained by using the tag-and-probe

method [103, 141] by varying the selection of reconstruction, identification, isolation and

trigger criteria individually [100, 103]. The tag-and-probe method uses Z → `` samples, where

events are elected with pairs of leptons with opposite charge, that have an invariant mass in a

window around the Z peak. When one of the leptons passes the tight working point for the

criteria above, it is taken as the tag lepton, while the other is taken as the probe. The efficiency

for a selection criteria can then be calculated by taking the number of probes which pass the

tight selection over the total number of probes. Further detail on the efficiency uncertainty

calculations are provided in [100, 103] for electrons and muons, respectively.

The systematic variations for reconstruction, isolation and identification are shown in

Figures 9.3 and 9.4. The isolation efficiency systematic variation for both the electron and muon

channels are less than 1%. The identification efficiency systematic variation for the electron

channel increases from 2% at low-mass to 4% at high-mass. Whereas, for the muon channel the

identification systematic variation is < 1% at low invariant masses with a sharp jump to 20%

at high-mass, resulting in a dramatic change in the shape of the invariant-mass distribution.

The reconstruction efficiency variation for the electron channel follows a similar shape to the

identification with a negligible impact <0.1%. In the muon channel the reconstruction efficiency

has a larger impact on the shape of the invariant-mass distribution with the uncertainty ranging

from 2% at low-mass to 30% at high-mass. For both the electron and muon channels there is a

negligible contribution from the trigger efficiency systematic variation, with a flat contribution <

0.001% throughout the entire invariant-mass spectrum considered. Therefore, it is not included

in the figure.
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Resolution

Smearing of the electron energies in MC accounts for the differences in energy resolution between

data and MC. A full correlation model for energy resolution uncertainty consists of several

nuisance parameters where all uncertainties have been decorrelated in bins of η [100].

The muon resolution corrections are calculated by fitting several correction coefficients that

are used to match the invariant mass distributions between MC and data. Each fit parameter in

the model is associated with a source of potential disagreement between data. The uncertainty

on the resolution is derived by taking the variations of the fit procedure, the background

parameterisation and muon spectrometer alignment [103].

The systematic variations for the resolution uncertainty in the electron and muon channel

is shown in Figures 9.3 and 9.4. The muon resolution is <1% at low invariant masses up

to 2000 GeV with a sharp increase up to 28% at 6000 GeV. Whereas, the electron resolution

uncertainty follows a similar shape, but with a much smaller impact, ranging from <0.1% at

low invariant mass to 0.75% at 6000 GeV. The uncertainty in both channel will result in a

sharp change in the shape of the invariant-mass distribution. However, the effect is significantly

larger in the muon channel.

Figure 9.2 depicts the dielectron and dimuon mass resolution as a function of the generated

mass of the dilepton pair. In contrast to the dielectron channel, it can be seen in the dimuon

channel that the mass resolution significantly deteriorates at higher invariant-mass. The impact

of the muon resolution uncertainty on the data-driven extrapolation method, discussed in

Chapter 11, was studied in detail. In particular, the impact of increasing the muon resolution

uncertainty on the data-driven uncertainties was studied. It was concluded that there is

negligible impact on the data-driven uncertainties when the muon resolution uncertainty is

increased by 90% of it’s initial value. This indicates that the functional form used is robust

enough to take into account significant variations in the measurement of the muon resolution.
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Figure 9.2 Dielectron and dimuon mass resolution as a function of the generated mass of the dilepton

pair (mtrue
`` ) [3].

Energy scale

Electron and muon energy scale corrections are applied only on data. The effects of varying the

respective uncertainties associated with the energy scale corrections up and down is calculated

to determine the systematic uncertainty. The resulting distributions are used to determine the

systematic uncertainty and is calculated on MC due to the higher statistics available [100].

Figures 9.3 and 9.4 show the size of the energy scale systematic variations. For the electron

channel the uncertainty ranges from 0.35% at low-mass to 0.65% at high-mass. Whereas, for the

muon channel the uncertainty is <0.1% at low mass with a sharp increase to 15% at high-mass.
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Figure 9.3 Muon systematic uncertainties due to experimental sources. The uncertainty related

to isolation (a), momentum resolution in the muon spectrometer (b) and inner detector (c), muon

reconstruction (d), and muon energy scale (e) are shown.
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Figure 9.4 Electron systematic uncertainties due to experimental sources. The uncertainty related to

electron energy resolution (a), energy scale (b), identification (c), reconstruction (d) and isolation (e)

are shown.
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9.2 Theoretical uncertainties

The theoretical uncertainties on the simulated samples are only used to determine the uncertainty

of the background modelling. High-energy searches like the one described in this thesis probe

previously uncharted kinematic regions as their mass predictions extend to TeV energy scales.

Therefore, a detailed understanding of systematic uncertainties related to the knowledge of the

partonic structure of the proton is required. The kinematic range probed extends beyond the

range where the PDF is calculated from in data. The uncertainties related to the PDF are

separated into those which arise from the variations of the eigenvectors fo the PDF, the choice

of the PDF with respect to other available PDFs, referred to as PDF choice uncertainty, and

the scale uncertainties associated with the EW and and strong coupling constants. Additionally,

the uncertainty on the top-quark and diboson background is also summarised in below.

PDF eigenvector uncertainties

The PDF uncertainties are studied for the leading DY background. Each available PDF has a

set of independent parameters known as eigenvectors associated with it. These eigenvectors

can be varied in orthogonal directions to quantify systematic uncertainties associated with a

PDF set. For each eigenvector variation at the 90% Confidence Level in the CT10NNLO [124]

parameterisation, the DY cross-section is calculated at NNLO as a function of m``. The

eigenvector variation uncertainty is taken as the relative deviation of the cross-sections of the

PDF resulting from the eigenvector variations and the nominal PDF. For each m`` bin in a

histogram, the asymmetric uncertainty on the cross-section is obtained using

∆σ+ =

√√√√ n∑
i=1

Max
(
σ+
i − σ0, σ

−
i − σ0, 0

)
,

∆σ− =

√√√√ n∑
i=1

Max
(
σ0 − σ

+
i , σ0 − σ

−
i , 0

)
,

(9.1)

where n is the number of PDF eigenvectors, σ+/−
i is the cross-section for the higher and lower

values for the corresponding PDF eigenvector variation, and σ0 is the cross-section for the
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central value for the PDF. A total of seven eigenvector variations are considered in this analysis.

The total asymmetric uncertainty at each invariant mass bin is calculated using the above

equation. The effects of the PDF eigenvector variations is shown in Figures 9.5 and 9.6. The

eigenvector variations result in large changes in the shape of the invariant-mass distributions.

The uncertainties show a large increase at high invariant-masses indicating the poor theoretical

understanding of the PDF in the high-energy regime.

PDF choice uncertainty

The uncertainty related to the choice of PDF is determined by comparing the central value

of CT10NNLO PDF to similar PDFs. Two alternatives for the nominal PDF are considered,

the NNPDF3.0 and HERAPDF20 PDFs. At low masses < 3 TeV the PDF sets are in good

agreement. At invariant masses < 3 TeV the PDF sets are in good agreement. However, at

higher masses, the PDFs begin to diverge, with some PDF enveloped becoming very large.

When the PDF difference between the nominal PDF and an alternative is larger than the

uncertainty related to the PDF eigenvector variations, the maximum deviation of the envelope

of the comparisons is taken as the PDF choice uncertainty. Figure 9.7 depicts the PDF choice

uncertainty comparing the nominal PDF to NNPDF3.0 and HERAPDF20 in the electron and

muon channels. The figure shows the agreement between the PDFs at low-masses, where the

uncertainty is small, and a large increase at high invariant-mass indicating the point at which

the PDFs start to diverge from their predictions. Similar to the PDF eigenvector uncertainties

there is a significant change in shape of the uncertainties shown in the figure.

PDF scale uncertainty

The uncertainty on the PDF scales are calculated by varying the factorisation and renormalisa-

tion scales of the nominal PDF simultaneously by a factor of two. The resulting maximum

variations are taken as the PDF scale uncertainties. Figure 9.8 shows the effects of the scale

uncertainty on the invariant mass distribution for the electron and muon channels.
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9 Systematic uncertainties on simulated samples 9.2 Theoretical uncertainties

Uncertainties on the PDF also arise from the uncertainty of the strong coupling constant,

αs. The uncertainty associated with αs is accounted for by studying the effect of changing αs

by ±0.003. The nominal value of 0.118 is taken for αs in the cross-section calculation [142].

The combination of EW and QCD corrections is not fully known. Therefore, the EW

correction systematic uncertainty was calculated by comparing the additive (1 + δEW + δQCD)

versus factored ((1 + δEW )(1 + δQCD)) computation of the EW k-factor. The difference between

the two methods is taken as the uncertainty. The additive computation is used to obtain the

nominal invariant mass distribution used in the search.

Figure 9.9 show the uncertainties due to the EW and strong coupling constant on the

invariant mass distributions for the electron and muon channels. The impact of the uncertainties

are smaller compared to the eigenvector and PDF choice uncertainties.

Top-quark and diboson background uncertainty

An uncertainty arises from the cross-section to which the top and diboson samples are normalised

to. The normalisation uncertainty for the top background is estimated to be a 4% [130]. The

uncertainty on the diboson production cross-section is estimated to be between 5% and 10% [143].

A conservative normalisation uncertainty of 10% is assigned to the diboson background. Since

both uncertainties are normalisation uncertainties with a flat change of the invariant-mass

distribution, the impact on the data-driven background estimate is expected to be negligible.
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Figure 9.5 Systematic uncertainties due to theoretical sources in the muon channel. The uncertainties

corresponding to the seven eigenvector variations of the CT10NNLO PDF are shown in the figure.
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Figure 9.6 Systematic uncertainties due to theoretical sources in the electron channel. The uncertainties

corresponding to the seven eigenvector variations of the CT10NNLO PDF are shown in the figure.
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Figure 9.7 Systematic uncertainties due to the choice of the nominal with respect to HERAPDF20

(a)/(b) and NNPDF30 (c)/(d) in the muon and electron channels, respectively.

200 500 1000 6000

Dimuon Invariant mass [GeV]

–30

–20

–10

0

10

20

30

S
ys

te
m

at
ic

va
ria

tio
n

[%
] √

s = 13 TeV, 139 fb-1 SCALE Z up
SCALE Z down

(a)

200 500 1000 6000

Dielectron Invariant mass [GeV]

–30

–20

–10

0

10

20

30

S
ys

te
m

at
ic

va
ria

tio
n

[%
] √

s = 13 TeV, 139 fb-1 SCALE Z up
SCALE Z down

(b)

Figure 9.8 Systematic uncertainties due to factorisation and renormalisation scales of the CT10NNLO

PDF in the muon (a) and electron (b) channels.
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Figure 9.9 Systematic uncertainties due to corrections applied to the CT10NNLO PDF. The uncertainty

related to the strong coupling constant (αs) (a)/(b) and EW (c)/(d) corrections in the electron and

muon channels, respectively.
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Chapter 10

Data-driven background estimation

This section outlines the procedure for the estimation of the background using the data-driven

extrapolation approach. The procedure is motivated in chapter Section 10.1. There are several

challenges involved with the method. One challenge is the choice of function picked to model

the fit in the low-mass CR and extrapolation to the high-mass SR. An optimisation procedure

is performed in two consecutive steps. The first involves the choice of the fit function. An initial

sample of 25 functions are validated in a set of potential CR and SR. The method used to

chose the functional form is outlined in Section 10.2. A signal+background function is defined

in Section 10.3, which is used to validate the CR and SR choice. Once the function is fixed,

the CRs and SRs are optimised to maximise sensitivity and reduce the bias of the background

estimation. The optimisation procedure is described in Section 10.4. All fits are performed

within the RooFit [137] framework.

10.1 Motivation

The previous ATLAS search for non-resonant signals in the dilepton invariant-mass spectra

was published with 36.1 fb−1 [2]. The analysis used a MC template based approach to model

the background contributions. The dominant uncertainties in the analysis were were from

systematic uncertainties on the PDF, which are described in Chapter 9. These uncertainties are

estimated using unintuitive methods, and in some cases provide an overestimate of the possible
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uncertainty associated with a particular PDF. The impact of these uncertainties lowers the

sensitivity of the search by large factor. In addition, it is expected that if the knowledge of

the PDFs do not improve, future analyses that reach higher-energy regimes will be even less

sensitive as the uncertainty associated with the PDFs are expected to be even larger.

Furthermore, the analysis performed with 36.1 fb−1 of data encountered several problems

associated with limited MC statistics, causing delays and compromising the sensitivity. There-

fore, ad-hoc smoothing procedures were applied on some of the MC samples using functional

fits that resulted in additional uncertainties. To produce adequate statistics for the MC at the

full Run-2 luminosity of 139 fb−1 would require significantly larger samples to be produced and

to produce adequate MC statistics for Run-3 (300 fb−1) or High-luminosity LHC (3000 fb−1)

would result in an extraordinary strain on the available computing resources.

To avoid the effects of the unintuitive PDF uncertainties and the limited MC statistics, the

analysis adopted a data-driven background modelling strategy. Instead of a MC background

estimate, a functional form is used. In doing this, the requirement to produce larger MC

samples is significantly reduced and the theoretical uncertainties from the MC are replaced with

statistical uncertainties originating from the parameters of the functional form used. This in

turn can be understood in a well-defined way. Additionally, it is expected that as the luminosity

of the dataset increases the statistical uncertainties associated with the fit will be reduced.

It has been shown previously by the dilepton resonance search [3] and diphoton searches [144,

145] that similar background shapes to the one in this search can be modelled with a suitable

function. The fits are constrained in the low-mass regions, where there is an abundance of

statistics to provide a reliable background description. However, a fit performed over the full

invariant mass spectrum would potentially bais the background estimation, as the fit would

attempt to accommodate the broad deviations in the invariant-mass spectrum resulting from

non-resonant signals. Therefore, an extrapolation procedure is used to mitigate this effect by

relying on the low-mass CR to constrain the extrapolation. The background function is fit in a

low-mass CR, and the resulting fit is extrapolated to a high-mass SR. An illustration of the

extrapolation procedure outlining the CR and SR is shown in Figure 10.1.
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Figure 10.1 A schematic illustration of the possible mass ranges in this analysis. The monotonically

falling total background shape is shown by the solid black line, while an example of a CI signal plus the

total background shape is shown by the dotted red line. The CI signal is shown after the DY process

has been subtracted to show only the interference and pure CI process.

10.2 Background fit function choice

The background function is chosen from a variety of different candidates for its stability during

the extrapolation procedure and the ability to accurately model the invariant mass distributions

of the e+e− and µ+µ− channels. Each function is fit to the background dilepton invariant mass

template, produced by summing together the contributions from all the background processes,

in a variety of different CRs and extrapolated to the corresponding SRs. The distribution of the

pulls, defined as (fit-simulation)/fit, is obtained for each invariant mass bin for all initial CR

and SR ranges considered. Functions which have pulls below two in the CR and SRs pass the

initial selection. The functions are also required to have a flat distribution of pulls across the

invariant-mass spectrum. These requirements ensures that functions which exhibit unphysical

behaviour in the high-mass regions of the invariant mass spectrum are vetoed. Additionally, it

ensures that good modelling of the simulated shape in the CR is maintained. There were a

possible three functions which satisfied the above conditions. Regardless of the choice of final
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function, each function that satisfies the initial selection criteria will have inherent weaknesses

in their bias and performance. These are then measured and taken into account as uncertainties,

described in Chapter 11. The final function was chosen out of the subset of functions to be

consistent with the resonance analysis [3]. The final fit function is given by

fb(m``) = fBW,Z(m``) ·
(
1− xc

)b · x∑3
i=0 pi log(x)i ,

fBW,Z(m``) = ΓZ
(mZ −m``)2 + Γ2

Z

,
(10.1)

where x = m``/
√
s, fBW,Z(m``) is a non-relativistic Breit–Wigner function with mZ =

91.1876 GeV and ΓZ = 2.4952 GeV [146], (1− xc)b ensures that the background fit evaluates

to zero as x→ 1, to be consistent with the expectation from the collision energy of the LHC.

Both b and c are constants that have been evaluated based on pre-fits performed on the full

background template. The pi parameters, with i = 0, 1, 2, 3, are left as free parameters to be

informed by the fit. The term x
∑3

i=0 pi log(x)i has been studied in detail and accepted as a good

approximation to model distributions with similar smoothly falling spectra [3, 144, 145].

The fits to the data and simulation are both performed with a bin width of 1 GeV. The

function fb(m``) is treated as a probability density in the fits performed to the CR. It is

normalised in the CR to the number of events in the CR (NCR) of the template being fit.

Figure 10.2 shows an example of background-only fits to the electron and muon channel in a CR

and SR configuration. The plots are shown using constant log (m``) binning for presentation

purposes, as the linear binning used to perform the fits are difficult to interpret clearly. The

figures show flat pulls below one for the electron and muon channels, indicating good modelling

of the background distributions.

Examples of functions that were considered are given in Table 10.1, with their corresponding

fits to the data shown in Figure 10.3. Figure 10.3a depicts a function fit that is close to

satisfying the function choice selection. However, it poorly models the extrapolated region

compared to the function defined in Equation 10.1. Figure 10.3b shows a function that does not

satisfy the the requirement that the pulls are below 1 and flat throughout the invariant mass
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Figure 10.2 Fit to the simulated background template in the electron (left) and muon (right) channels

shown in the top pad. The bottom pad shows the pulls of the fit. The CR and SR boundaries are also

shown in the figure. The background template points are plotted at the centre of each bin as the number

of events divided by the bin width, which is constant in log (m``).

distribution. Nonphysical behaviour in the fit and extrapolation can be seen in Figure 10.3c.

Figure 10.3d was not selected due to poor modelling of the CR.

Function definition

1 (1− x5)p0 ∗ (x(p1+p2∗log(x))
2 (1− log(e ∗ xp1) + c1 ∗ x ∗ ep2/(1+xp3)

3 (x)p1 ∗ ep2∗x

4 (1− x)p1 ∗ ep2∗x
2

Table 10.1 List of functions considered for fit to dilepton spectrum that did not pass the criteria

required. x is defined to be = m``/
√
s.
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Figure 10.3 Fits using functions that failed the function choice criteria, to the simulated background

template in the electron channel shown in the top pad. Figures (a), (b), (c) and (d) correspond to

functions 1, 2, 3, and 4 in Table 10.1, respectively. The bottom pad shows the pulls of the fit. The CR

and SR boundaries are also shown in the figure. The background template points are plotted at the

centre of each bin as the number of events divided by the bin width, which is constant in log (m``).
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10.3 Signal+background function

The CR choice is validated using a signal+background function in order to avoid bias from

possible signal contamination in the CR. The signal+background function is used in signal

injection tests and to validate the background-only function once the CR and SR choice has

been finalised. The signal injection tests are used in the optimisation process, described in

Section 10.4, in order to choose a CR and SR configuration that will not be biased by the

presence of signals. A collection of signal samples at various Λ values are injected into the

background template, and the effect on the background estimation from the fit and extrapolation

is checked. The signal+background function is formed by adding a signal component is added

to Equation 10.1 to give

fb+s(m``,Λ) = Nb · fb(m``) +Ns(Λ) · fs(m``,Λ), (10.2)

where fs(m``,Λ) is the signal probability density function and Ns(Λ) is the number of signal

events in the CR. Both fs(m``,Λ) and Ns(Λ) are determined from simulation. The morphing

procedure, described in Section 8.2.2, is used to obtain a smooth description of a given CI

model as function of Λ, allowing to determine the signal contribution that fall between the

fixed signal shapes from simulation. The parameter Nb is the number of background events in

the CR, where the total number of events in the CR is given by Nb +Ns(Λ) = NCR.

Figure 10.4 depicts signal+background fits to a background template injected with a CI

interaction signal at Λ = 26 TeV in the electron and muon channels. The background component

of the signal+background fit is separated and compared with the background template, and the

pulls are calculated. The figure shows that the background component of the signal+background

fit is not biased by the presence of a signal in the CR.

10.3.1 Signal injection tests

Signal injection tests are used to validate the requirement that the signal+background function

can provide an accurate background estimate, regardless of the presence of a signal in the CR.
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Figure 10.4 Signal+background (S+B) fit to the simulated template injected with a CI signal at

Λ = 26 TeV in the electron (left) and muon (right) channels shown in the top pad. The background

template and the background component of the S+B fit corresponds to the blue and red lines, respectively.

The background template (red data-points) is injected with a CI signal to form the signal+background

template (blue data-points). The bottom pad shows the pulls of the background component of the fit

compared to the background template. The CR and SR boundaries are shown in the figure.

The robustness of the signal+background function is validated by quantifying the deflection

of the function in the presence of an injected signal in the template. The signal+background

function is fit to signal+background MC templates, consisting of the MC background-only

template injected with CI models in a range of Λ values. The background expectation from the

signal+background function is compared to the background-only MC template in these tests.

Figures 10.5 to 10.8 depict the injection tests in the electron and muon channel for the

different chiral and interference models considered. The final CR and SR choices are used

to depict the performance of the signal+background function. The figures show that the

background estimate from the signal+background function fit does not change significantly in

the presence of injected CI signals, and is consistent with the background estimate from fitting

the background-only MC template. Statistical fluctuations in the injected signals cause small

discrepancies between background estimates, for e.g. Figure 10.5. Additionally, the presence

of a destructive interference CI signal can result in the function under-fitting the background

distribution, resulting in a lower estimated background compared the fit without an injected
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signal. This is due to the destructive component of the interference model. However, the effect

is small and well within the uncertainties of the estimated background. The signals are injected

from Λ = 18 TeV to 40 TeV.
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Figure 10.5 Signal injection tests in the electron channel. The background expectation in the SR for the

signal+background function is compared for fits to the background template with injections of various

chiral CI signals from Λ = 18 TeV to 40 TeV. The LL, LR, RL, and RR chiral constructive interference

models are injected. The background estimation from the fit to the background MC template with its

associated uncertainty is also shown.
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Figure 10.6 Signal injection tests in the muon channel. The background expectation in the SR for the

signal+background function is compared for fits to the background template with injections of various

chiral CI signals from Λ = 18 TeV to 40 TeV. The LL, LR, RL, and RR chiral destructive interference

models are injected. The background estimation from the fit to the background MC template with its

associated uncertainty is also shown.
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Figure 10.7 Signal injection tests in the electron channel. The background expectation in the SR for the

signal+background function is compared for fits to the background template with injections of various

chiral CI signals from Λ = 18 TeV to 40 TeV. The LL, LR, RL, and RR chiral constructive interference

models are injected. The background estimation from the fit to the background MC template with its

associated uncertainty is also shown.
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Figure 10.8 Signal injection tests in the muon channel. The background expectation in the SR for the

signal+background function is compared for fits to the background template with injections of various

chiral CI signals from Λ = 18 TeV to 40 TeV. The LL, LR, RL, and RR chiral constructive interference

models are injected. The background estimation from the fit to the background MC template with its

associated uncertainty is also shown.
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10.4 Optimisation of control and signal regions

The optimisation procedure attempts to maximise the expected sensitivity to CI signals by

varying the CR and SR boundaries. For each CI signal model and channel in consideration the

lower and upper boundary of the CR (CRmin and CRmax), and the lower boundary of the SR

(SRmin) are varied to maximise sensitivity to CI signals.

The expected limit is used to test the sensitivity to the CI models. The expected limit

includes the background uncertainties, described in Chapter 11, and is included in the statistical

model following the procedure described in Chapter 4. An optimisation based solely on the

expected limit would prefer CRs that extend to higher masses, as shown in Chapter 11. However,

extending the CR to high invariant-mass may result in a possible bias to the background

expectation from signals present in data. This is addressed by introducing a second criteria

based on minimising the linearity of the signal injection tests. The linearity criteria considers

the performance of the recovery of signal events across a range of plausible CI signals injected

to the MC background template, and is defined as

Linearity =
Λ=18∑
Λ=∞

NS,rec,Λ
NS,inj,Λ

1
Ntot

, (10.3)

where Λ is the CI energy scale in the injected MC template that is fit, Λ =∞ corresponds

to the background-only MC template, while Λ = 18 corresponds to a 18 TeV CI signal injected.

NS,inj,Λ is the number of injected signal events in the SR, NS,rec,Λ corresponds to the recovered

number of signals events, defined as the difference between integrals of the signal+background

template that is fit and the background expectation of the fit and extrapolation in the SR, Ntot

is the number of different signals that are injected, used to normalise the linearity to unity.

The signal+background function is used for the linearity tests.

A combination of both the expected limit and the linearity is used to pick a final CR

and SR configuration. A balance between the expected limit and linearity is required for an

optimal CR and SR configuration. The different chiral and interference CI signal models are

considered in the optimisation. The chiral models correspond to LL, LR, RL, and RR, and
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the interference models considered are either constructive or destructive. In the destructive

interference cases, if the SR includes a significant contribution from the destructive interference

component of the CI signal shape, the integral number of expected events in the SR is reduced.

Therefore, the optimisation procedure allows for a gap between the CR and SRs to avoid this

effect. Additionally, the inclusion of the destructive component of the signal shape in the CR

results in a poor linearity when performing the signal injection tests.

Figure 10.9 shows an example of an optimisation plot used to pick the end of the control

region and start of the signal region. Each chirality and interference choice of the CI model

is tested with an independent CR and SR configuration. It is found that for models with

destructive interference a mass gap of 1320 GeV is preferred by the optimisation procedure,

while for the constructive interference models, the optimal CRmax coincides with SRmin. Similar

performance is shown for the resulting ranges for the chirality options at the level of few tens of

GeV. Therefore, the ranges for the different chiral models are merged, as shown in Table 10.2,

to simply the the rest of the analysis.

Channel Constructive interference Destructive interference
CRmin CRmax SRmin CRmin CRmax SRmin

e+e− 280 2200 2200 310 1450 2770
µ+µ− 310 2070 2070 320 1250 2570

Table 10.2 Optimised CR and SR ranges (in units of GeV). For all configurations SRmin = 6000 GeV.

10.5 Validation of the CR and background function

The robustness of the background estimate resulting from the background-only fit to the final

CR configurations chosen is also tested. The background estimate from the background-only

fit, and its extrapolation for a given CR and SR configuration is required to be unaffected by

the possible contamination of a signal in the CR. Therefore, the signal+background function is

used to validate the background-only fit and CR choice. The tests are performed on data once
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Figure 10.9 Example optimisation scan of the end of the control region (CRmax) and start of the signal

region (SRmin). The Expected limit on the CI interaction energy scale for a contractive interference

model is used to optimise the regions. The end point of the signal region is chosen to be 6 TeV.

a CR and SR choice has been chosen following the procedure described in Section 10.4, and the

data has been unblinded. This procedure described in the section protects the background-only

fit function against unexpected signal contributions in the CR in data.

For a given CR, both the background-only and signal+background functions are fit and

the background component of the signal+background fit is compared to the background-only

function. If the two background estimates do not differ significantly, then it can be concluded

that there is no significant signal contribution present in the CR to bias the background-only

fit, and the background-only function can be used. A difference more significant than the

uncertainty on the background estimate from the signal+background fit is considered to be large
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enough to invalidate a CR choice. Both in the presence and absence of signal, the background

component of the signal+background fits are not deflected significantly.

If a significant difference is observed between the two background estimates, then it is

concluded that the CR includes an invariant mass range where a signal can impact the

background-only fit. It can be concluded due to expected the shape of the non-resonant signals,

the bias from the signal is a consequence the CR extending into a high-mass region where

the non-resonant signal start to dominate. Therefore, the CR upper edge can be lowered

iteratively, each time checking the background estimates from the two fit functions until they

agree. A significant difference between the background estimates from the two fit functions is

only expected in data if there is CI or other non-resonant signals present. It is also important

to note that the SR will remain fixed, and the upper edge of the CR is moved to lower masses,

therefore no significant changes be made to the analysis design after unblinding. Additionally,

this procedure is will only need to be performed if there is a hint of a possible signal in the CR

to invalidate the CR choice.

Examples of test of compatibility of the signal+background and background only fits is

shown in Figure 10.10 for the final CR and SR choices, where they have been performed on

the background-only MC template. The integrated number of background events in the SR

from each fit is shown for the CR and SR configurations. The fits performed on data are

shown in Chapter 12. This example depicts a good agreement between the two functions,

indicating the background-only function can be used. The uncertainty shown corresponds to the

uncertainty on the background estimate from the signal+background fit. The uncertainty on

the background-only fit is not included as the main objective is to compare the central value of

the background estimate from background-only fit to the signal+background fit. Any difference

observed between the two background estimates will be used as an additional uncertainty on

the background estimate. Further detail on the estimation of background function uncertainties

are given in Chapter 11.

To show an example when there is a significant signal contribution present in the CR, the

background estimate resulting from the two functions is compared when a signal has been
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injected in an invalid CR choice. This is shown in Figure 10.11. A CI signal corresponding to

Λ = 18 TeV is injected into the MC background template. The CR in this example was chosen

to be between 200 GeV and 3500 GeV to exaggerate the effects on the background estimate.

The background estimate from the background only fit is significantly deflected due to an excess

of signal events in the CR. Figure 10.12 shows the fit distributions of the background-only

and signal+background fit when a signal has been injected. When a signal is injected, the

background-only fit attempts to accommodate the injected signal, resulting in a incorrect

background estimate.
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Figure 10.10 Number of background events in the SR from the background only fit and the sig-

nal+background (S+B) fit on MC in the constructive (top) and destructive (bottom) interference SRs

for the electron channel (left) and muon channel (right). The uncertainty on the background estimate is

shown for background only fit. The number of background events from each fit is shown on the x-axis.
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Figure 10.11 Number of background events in the SR from the background-only fit and the sig-

nal+background (S+B) fit on MC with an injected CI signal with Λ = 18 TeV, for the electron channel

(left) and muon channel (right). The injected number of signals corresponds to 12 and 10 events in the

electron and muon channels, respectively. The uncertainty on the background estimate is shown for

background-only fit. The number of background events from each fit is shown on the x-axis.

Figure 10.12 Fit distributions from the the background-only fit (left) and the signal+background (right)

fit on MC with an injected CI signal with Λ = 18 TeV (S+B template) in the electron channel. The S+B

template is the MC background template with the injected signal. S+B fit is the signal+background fit

function.
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Chapter 11

Uncertainties

A central part of the analysis is quantifying the potential bias introduced by the choice of a

particular function and also quantifying the uncertainty on both the shape and normalisation

of the background estimation. The uncertainties related to the background modelling results

from three sources: the inherent bias of the function (Section 11.1.1), the statistical uncertainty

of the fit (Section 11.1.2) and the residual difference between the signal+background and

the background-only functions (Section 11.1.3). The uncertainties are estimated using the

background-only function, as it is used for the final background estimate in data.

The interpretation of the results in the context of CI models uses the MC templates,

described in Chapter 4. Therefore, the uncertainties associated with the simulated samples are

also quantified for the SR choices considered in the analysis (Section 11.2).

11.1 Background estimate uncertainties

11.1.1 Induced spurious-signal uncertainty

For a given underlying PDF that generates an invariant mass spectrum, the extrapolation from

the low-mass CR to the high-mass SR will naturally deviate from the underlying distribution,

resulting in an excess or deficit compared to the background template. The induced spurious-
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signal uncertainty (σISSb ) quantifies the amount to which the background function, when

extrapolated to the SR can induce a signal-like excess or deficit.

At high mass the underlying background distribution in data is not known accurately. A σISSb

measurement made on the template from only the nominal PDF would assume the underlying

distribution to be known precisely. Therefore, the theoretical uncertainties associated with

the nominal PDF choice described in Section 9.2 are also considered in the σISSb measurement.

Additionally, due to detector and reconstruction effects on the simulated MC template, the

experimental uncertainties, described in Section 9.1, are also considered.

The σISSb is measured on the nominal MC background, and its systematic variations. An

ensemble of possible simulated shapes are created scaling the nominal simulated background

template by a linear combination of all of its systematic uncertainties. Each uncertainty is

scaled by a Gaussian factor in the range [-1,1], summed together, and used to scale the simulated

background shape to produce a toy distribution. The procedure used to construct each toy

background shape is given by

Toy =
∑
i

Nbkg,i +
∑
j

(
δi,j ∗ αj

)
,

αj = Gaus(σ = 1, µ = 0),
(11.1)

where Nbkg,i is the number of background events in invariant mass bin i for the nominal

simulated background distribution, δi,j is the uncertainty for background uncertainty j, and αj

is a factor sampled from a Gaussian distribution used to scale each uncertainty.

The resulting toy shape is fitted and extrapolated to the SR. The difference between the

integral of the extrapolation and the toy background in the SR is taken as the induced spurious

signal per toy. The induced spurious-signal is calculated for each toy in the ensemble of toys,

producing a distribution for induced spurious-signal values. The sum in quadrature of the mean

and standard deviation of the induced spurious-signal distribution is taken as the σISSb .

The induced spurious signal distributions, as event yields in the SR, for the CR and SRs

considered in the analysis is shown in Figure 11.1. A set of 10000 toy uncertainty templates
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are made and fitted using the background-only function. The induced spurious signal for each

toy is calculated, resulting in a distribution. The standard deviation and the mean for each CR

and SR configuration are calculated from the spurious signal distribution to determine the σISSb .

The choice of 10000 toys is deemed appropriate as the mean, and standard deviation of the

distributions are found to be consistent up to 0.001% when comparing with distributions with

9000 toys.

11.1.2 Statistical uncertainty of fit

Statistical fluctuations in data can lead to variations of the fitted background function in the

CR. The resulting variations of the fitted background impact the extrapolated background in

the SR. The impact of the statical fluctuations, σStatb , is estimated from fitting an ensemble of

toy datasets. The invariant mass distribution resulting from the background fit to the data in

the CR is used as a probability density function, from which an ensemble of toy datasets are

generated by varying each bin using a Poisson distribution. The background function is fit to

each of the toy datasets in the ensemble individually, extrapolated and integrated in the SR.

The difference between the integral of the toy template in the SR and the fit is calculated. The

standard deviation of the distribution of those differences is taken as the σStatb . The standard

deviation here corresponds to the square root of the average of the squared deviations from

the mean. The distributions are not expected to follow a Gaussian distribution. However, this

calculation is deemed acceptable to provide an estimate of the uncertainty.

The distribution of the toy background estimates is confirmed to be centered at the nominal

induced spurious signal, indicating no bias in the estimation of the uncertainty. The sufficient

number of toy background distributions are produced to achieve a precise measurement of the

uncertainty. The σStatb is the dominant uncertainty in the fit and extrapolation. Extending the

CR boundary to higher mass constrains the fit with more information and results in smaller

variations due to statistical fluctuations. However, as discussed in Section 10.4, this needs to

be balanced with the signal injection tests.
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Figure 11.1 Distribution of induced spurious signal values, as number of events, from fits to toy

uncertainty shapes. The distributions for the constructive (top) and destructive (bottom) SRs in the

electron (left) and muon (right) channels are included. The mean and standard deviation for the induced

spurious signal distributions are also shown.

Figure 11.2 depicts the distribution of differences between the background estimate in the

SR from the fit to 10000 background toys and the integral of the background toy in the SR.

These distributions are centered around the induced spurious signal from the nominal template
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11 Uncertainties 11.2 Signal yield uncertainties

as expected. The standard deviation of the distribution is taken as the σStatb . The σISSb is

calculated for each SR configuration considered in the analysis. The standard deviation of the

distribution is confirmed to be consistent at 10000 toys.

11.1.3 Control region bias uncertainty

The CR bias uncertainty, σCRBb , on the expected background quantifies the residual difference

between the background-only and the signal+background fit function, with and without the

signal component, described in Sections 10.2 and 10.3. Possible signals in data can result

in the background estimate from the background-only function being biased, whereas the

signal+background function is unaffected by the presence of signals. Using simulated samples,

the difference between the two models is negligible by construction due to the optimisation of

the CR choice. However, when fitting data, small differences between the two functions can

be present. The difference is taken as an additional uncertainty on the background estimate.

The uncertainty attempts to quantify the degree to which signal-like shapes exist in data for a

given CR choice.

The σCRBb is measured by fitting both the background-only and signal+background functions

to data in the CR and extrapolating the background components of the two models to the

SR. The background estimate is calculated by integrating the extrapolation in the SR. The

difference between the resulting background estimates from the two functions is used as the

σCRBb .

11.2 Signal yield uncertainties

The expected number of simulated CI signal events is used in the statistical analysis to produce

results in terms of CI interaction models. The simulated contact interaction expected events in

the SR are also affected by the theoretical and experimental uncertainties. The expected signal

yield is obtained by integrating the simulated signal in the SR. An uncertainty is assigned to

the expected yield by summing in quadrature the uncertainties associated with the signal yield.
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Figure 11.2 Distribution of the difference between the expected background in the SR from fits to

poisson generated toys and the background estimation from the toy. The toys have been generated from

the fit to the data in the CR. The mean and standard deviation of each distribution is also shown. The

constructive (top) and destructive (bottom) SRs for the electron (left) and muon (right) channels are

shown.

The theoretical and experimental uncertainties are treated separately and obtained from the
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11 Uncertainties 11.3 Summary of uncertainties

procedure described in Chapter 9. Only the experimental uncertainties on the signal model are

used in the statistical analysis as convention.

11.3 Summary of uncertainties

The relative uncertainty on both the background estimate and expected signal yield is summar-

ised in Table 11.1. Due to the smaller size of the destructive SRs, there is a smaller expected

number of background events, which results in larger relative uncertainties in the SRs. The

σCRBb has a minimal impact on the statistical analysis, and the most significant impact is from

the σStatb . The signal uncertainties are shows for a Λ = 30 TeV, this signal was chosen as it is

close to the expected sensitivity of the analysis for the constructive and destructive interference

models. Additionally, there is only negligible differences between the uncertainties for signal

models ±20 TeV.

Background uncertainties Signal uncertainties

Channel Interference σStat
b σISS

b σCRB
b σExperiment

s σTheory
s

e+e− Constructive 14% 4% 2% 8% +11%
−10%

e+e− Destructive 34% 7% 1% 8% +14%
−13%

µ+µ− Constructive 21% 6% 2% +20%
−17%

+10%
−9%

µ+µ− Destructive 58% 24% 4% +27%
−22%

+13%
−12%

Table 11.1 Summary of the relative uncertainties on the background estimate and signal in each SR,

where σStat
b is the “statistical uncertainty of the fit”, σISS

b is the “induced spurious signal uncertainty”

and σCRB
b is the “control region bias uncertainty”. Experimental and theoretical uncertainties are shown

as well with the latter averaged across CI chirality scenarios and quoted for Λ = 30 TeV only.
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Chapter 12

Results

This chapter outlines the results from the functional fit and corresponding profile likelihood

fit to the data. The fits to the data are shown in Section 12.1 along with the yields in

the SRs considered. Limits are set on the number of signal events in Section 12.3, where

extra information has also been provided to aid in the reinterpretation of the results to other

non-resonant signals. Additionally, limits are also provided in the context of CI signals in

Section 12.4. Finally, the evolution of the analysis sensitivity with different datasets is provided

in Section 12.4.

12.1 Fits to data

The background-only fits, and extrapolation to the data in the SR’s considered in the analysis are

shown in Figure 12.1. The fits are performed in the 1 GeV linear binned datasets corresponding

to the full Run-2 luminosity of 139 fb−1. The CR and SRs are defined in Section 10.4. Linear

binning is used as it provides enough information for a better-constrained fit to the data in the

CR. However, the fits in Figure 12.1 are presented in a constant log (m``) binning to aide in

visualisation. The parameter values from the fit to the data in the CR are given in Table 12.1.

Figure 12.1 depicts the extrapolation to the SR, where the contents of the SR has been

integrated into a single bin to be consistent with the statistical analysis. The data points are
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12 Results 12.1 Fits to data

plotted at the centre of each bin as the number of events divided by the bin width, which is

constant in log (m``). The error bars indicate statistical uncertainties only. A few benchmark

CI signal shapes are shown for the LL chirality model, scaled to the data luminosity and

superimposed by subtracting the LO DY component and adding the resulting shape to the

background shape obtained from the fit. The background-only fit is shown in solid red, with the

shaded light red area being its uncertainty. The boundaries of the CR and SR corresponding

to the signals used are shown in dotted vertical lines for reference and marked by arrows. A

non-significant excess is observed in the electron constructive SR, and a deficit is observed in

the remaining signal regions. The excesses and deficits are quantified in terms of significances

below. The bottom panel shows the differences between the data and the fit results in units of

standard deviations of the statistical uncertainty of data, defined as (Data− Fit)/σData.

Parameter e
+
e

−, Constructive e
+
e

−, Destructive µ
+
µ

−, Constructive µ
+
µ

−, Destructive
a (6.17 × ±0.02) × 10−3 (7.87 ± 0.03) × 10−3 (6.90 ± 0.03) × 10−6 (4.39 ± 0.02) × 10−7

b (fixed) 6.1 6.1 1.3 1.3
c (fixed) 1/2 1/2 1/3 1/3
p0 -12.3±0.1 -12.2±0.1 -14.9±0.2 -17.0±0.2
p1 -4.15±0.02 -4.16±0.03 -4.41±0.04 -4.70±0.04
p2 -0.944±0.005 -0.945±0.006 -0.927±0.008 -0.846±0.008
p3 -0.0832±0.0008 -0.083±0.001 -0.081±0.001 -0.064±0.001

Table 12.1 Parameters for the functional form given in Eq. Equation 10.1 in each of the signal regions

considered in the analysis. The uncertainties are statistical only.

ATLAS event displays for the highest mass dielectron and dimuon candidates are shown

in Figure 12.2. The dielectron candidate with the highest reconstructed mass corresponds

to an electron pair with mee = 4.06 TeV. The electrons are emitted with a leading electron

ET = 2.01 TeV, η = 0.47 and φ = −0.78. Whereas, the subleading electron is emitted with

ET = 1.92 TeV, η = 0.03 and φ = 2.37. The dimuon highest mass candidate hasmµµ = 2.75 TeV.

The leading muon is emitted with pT = 1.82 TeV, η = −0.52 and φ = −0.56, and the subleading

muon has pT = 1.04 TeV, η = −0.67 and φ = 2.53. Figure 12.2 includes jets overlapping with

the muons, where all jets have pT < 50 GeV indicating that they are induced by the calorimeter

deposits of the muons.
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Figure 12.1 Distributions of the invariant mass of dilepton pairs passing the full selection for dielectrons

(left) and dimuons (right), and showing CR and SR for constructive interference (top) and destructive

interference (bottom). A few CI benchmark signal shapes are shown for the LL chiral model, scaled to

the data luminosity and superimposed by subtracting the LO DY component and adding the resulting

shape to the background shape obtained from the fit. The background-only fit is shown in solid red,

with the shaded light red area being its uncertainty. The boundaries of the CR and SR corresponding to

the signals used are shown in dotted vertical lines for reference and marked by arrows. The differences

between the data and the fit results in units of standard deviations of the statistical uncertainty are

shown in the bottom panels.
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12 Results 12.1 Fits to data

Figure 12.2 Event display of the dielectron (left) and dimuon (right) candidate with the highest

invariant mass in the 2015–2018 data taking period with mee = 4.06 TeV and mµµ = 2.75 TeV [3].

Control region validation

As discussed in Chapter 10, the CR choice is required to be validated in data by comparing the

background estimate from the signal+background function to the background-only function,

to mitigate any signal contributions from unexpected signals in the CR. Figure 12.3 shows

the comparison of the two background estimates. The background estimates have a very good

agreement between the two functions indicating there is no significant contribution from a

signal in the CR. The results are comparable to what was shown by the MC study performed

in Chapter 10. Therefore, the upper edge of the CR region does not need to be changed, and it

is safe to use the background-only function.

Signal region yields and significances

Table 12.2 lists the expected background and observed event yields in each of the SR’s defined

in Section 10.4. The background uncertainties are also shown in terms of numbers of events

in the SR. A single-bin Poisson likelihood is constructed for each of the SR as described
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Figure 12.3 Number of background events in the SR from the background only fit and the sig-

nal+background (S+B) fit on data in the constructive (top) and destructive (bottom) interference SRs

for the electron channel (left) and muon channel (right). The uncertainty on the background estimate is

shown for signal+background fit. The number of background events from each fit is shown on the x-axis.

in Chapter 4 and the compatibility of finding the observed data with the background-only

hypothesis is tested by fitting the data with the statistical model. The largest deviation from

the expected background can be seen in the electron constructive SR, which corresponds to
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an observed significance of 1.28σ. There is a small deficit of events observed in the other SRs,

where the observed significances range from −0.99σ to −0.17σ. The p-value of each observation

is calculated using the statistical procedure described in Chapter 4. The significance is the

calculated from the Gaussian cumulative density function of the p-value. The results indicate

that there are no significant excesses observed in the data in the SRs to hint at the presence of

new physics signatures.

Signal Regions Yields Background Uncertainties Significance

Channel Interference Data Background σStat
b σISS

b σCRB
b Total

e+e− Constructive 19 12.4 1.7 0.5 0.2 1.8 1.28

e+e− Destructive 2 3.1 1.1 0.2 <0.1 1.1 – 0.72

µ+µ− Constructive 6 9.6 2.0 0.6 0.2 2.1 – 0.99

µ+µ− Destructive 1 1.4 0.8 0.3 0.1 0.9 – 0.58

Table 12.2 The dielectron and dimuon event yields for the data, the expected background, the

corresponding background uncertainties and the respective significances in the different signal regions

used in the analysis. σStat
b is the “statistical uncertainty”, σISS

b is the “induced spurious signal uncertainty”

and σCRB
b is the “control region bias uncertainty”. The total uncertainty is calculated by taking the sum

in quadrature of the individual components. all uncertainties are described in detail in Chapter 11.

12.2 Nuisance parameter rankings

The pulls and impacts of the nuisance parameters are checked in order to determine if their

values have significantly deviated from the original estimate after the fit. The procedure outlined

in Section 4.3 is used to calculate the pulls and impact of the nuisance parameters. The pulls

and impact are estimated using the model-independent description of the statistical model,

where νs is taken as the POI. They are presented in Figures 12.4 and 12.5 for the electron and

muon channels, respectively, in the SRs considered in the analysis. Only the uncertainties on

the background estimate and the luminosity uncertainty on the signal event yield are considered

in the model-independent description, due to there being no explicitly defined signal model.

181



12 Results 12.2 Nuisance parameter rankings

The nuisance parameters are ranked based on their postfit impact, where the nuisance

parameters are shown according to their impact in descending order. The dominant uncertainty

in all signal regions and channels considered is the statistical uncertainty of the fit (σStatb ),

indicating that the sensitivity to non-resonant signals is statistically dominated. The second-

largest impact is from the induced spurious signal uncertainty (σISSb ). The contribution from

the luminosity (σLumi) and σCRBb have a negligible impact on the results. The figure indicates

that there are no visible pulls on the nuisance parameters and that they are not constrained,

which can be determined by the error bar on the pull. An error on the pull smaller or larger

than 1σ would indicate that a nuisance parameter has been constrained postfit. Differences

between the postfit and prefit impacts can be inferred from the error bar on the pull, as any

residual difference would indicate that the nuisance parameter is constrained.
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Figure 12.4 Ranking plots for the considered systematic uncertainties for the model independent limits.

The impact on the parameter of interest (νs) is shown in the signal regions considered in the electron

channel. The systematic uncertainties are listed in decreasing order of impact on the parameter of

interest. The red and blue bards correspond to the postfit upward and downward variations, respectively,

where the impact is referred to on the upper axis. The pulls of the corresponding nuisance parameters

are shown by the marked circle, where the pulls are referred to in the bottom axis. The constraint of

the nuisance parameter is indicated by the black error bar.
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Figure 12.5 Ranking plots for the considered systematic uncertainties for the model independent limits.

The impact on the parameter of interest (νs) is shown in the signal regions considered in the muon

channel. The systematic uncertainties are listed in decreasing order of impact on the parameter of

interest. The red and blue bards correspond to the postfit upward and downward variations, respectively,

where the impact is referred to on the upper axis. The pulls of the corresponding nuisance parameters

are shown by the marked circle, where the pulls are referred to in the bottom axis. The constraint of

the nuisance parameter is indicated by the black error bar.
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12.3 Model independent exclusion limits

Since no significant excesses have been observed in any of the signal regions, upper limits are

extracted on the parameter of interest (POI). The exclusion limits provided in this section are

calculated using the signal event yield, νs, as the POI in the statistical analysis using 500000

toy MC experiments. The 95% CL limits are calculated on the signal event yield for each of

the SRs considered in the analysis. These limits are then used to calculate limits on the visible

cross-section (σvis × Br) using

σvis × Br = Nevents
Luminosity , (12.1)

where Nevents corresponds to the number of events and luminosity is the integrated luminosity

of the full Run-2 dataset. The limits on the signal event yield and the visible cross-section can

be used by theorists to reinterpret the results in the context of other BSM models. Figure 12.6

shows the expected and observed limits on the number of signal events for each of the SRs in the

electron and muon channels. The one and two sigma error on the expected limit are shown by

the green and yellow bands, respectively. Due to the excess of observed in the constructive SR

of the electron channel, the observed limit is above the one sigma error on the expected limit.

Whereas, the deficits in the other signal regions results in the lower observed limit compared

to the expected limit. Table 12.3 summarises the observed and expected limit on the number

of signal events and the visible cross-section times branching fraction. Expected signal event

yields, along with their acceptance times efficiency in the SRs for various CI LL chiral Λ models

are also given in Table 12.3. Further detail on the prescribed reinterpretation procedure is

given below in Section 12.3.

Ingredients for reinterpretation

To aide with reinterpretation into other non-resonant models, the acceptance times efficiency

and number of expected events in the SR for various CI models are also provided. The limits

on the number of signal event yield shown in Table 12.3 can be applied to new signal models

185



12 Results 12.3 Model independent exclusion limits

ee µµ ee µµ
0

5

10

15

20

25

30
95

%
C

L
up

pe
rl

im
it

on
si

gn
al

ev
en

ts

ATLAS√
s = 13 TeV, 139 fb-1

Constructive Destructive

Observed Limit
Expected Limit
1σ Expected
2σ Expected

Figure 12.6 Model independent upper limits at 95% CL on the number of signal events in the SRs

used in the analysis for electron and muon channels. The green and yellow bands correspond to the one

and two sigma uncertainty on the expected limit.

SR Limit on σvis × Br [fb] Limit on Nsig Signal (LL chirality only)

Λ = 20 TeV Λ = 30 TeV Λ = 40 TeV

Exp. Obs. Exp. Obs. Nsig A× εsig [%] Nsig A× εsig [%] Nsig A× εsig [%]

e
+
e

− Const. 0.067 0.115 9.3 16.0 39.1 69 10.3 69 4.4 69

e
+
e

− Dest. 0.036 0.032 5.0 4.4 9.6 70 1.0 70 -0.1 69

µ
+
µ

− Const. 0.057 0.042 8.0 5.8 28.5 43 7.7 43 3.4 43

µ
+
µ

− Dest. 0.029 0.027 4.0 3.8 7.1 43 0.6 42 -0.2 44

Table 12.3 The observed model-independent upper limit on the visible cross-section times branching

fraction (σvis ×Br) and the number of signal events (Nsig) in the dielectron and dimuon SRs used in the

analysis. The expected yields for a few CI signal points (LL chirality only) are listed along with the

signal acceptance times efficiency (A× εsig) values for reference.
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that predict non-resonant enhancements in the SRs that are used. A requirement for a model

to be interpretable is that the contribution from the signal in the CR is negligible compared to

the background estimation. A generator (truth) level number of signal events predicted for a

BSM model can be multiplied by the signal acceptance times efficiency, shown in Table 12.4, to

obtain an expected number of signal events for that model, N ′sig. Once N ′sig has been calculated,

models predicting N ′sig greater than or equal to the observed limit can be excluded with a

confidence level of 95%.

Table 12.4 shows the acceptance times efficiency and number of events in the SR for CI

models at various Λ values in the SRs. The acceptance times efficiency is defined as the

probability to reconstruct and select events with m``(truth), and is determined from the full

simulation MC samples

A× εsig = Events passing selection cuts
Truth events in generated sample . (12.2)

where A× εsig is calculated for each invariant-mass bin the sample is generated. The acceptance

times efficiencies for the CI model show consistent behaviour between signal models, therefore,

they can be applied to most spin-1 particles. However, the acceptance times efficiency for

models featuring other particles, e.g. spin-2, is expected to be slightly different.

12.4 Exclusion limits on CI models

As discussed in Chapter 3, the CI energy scale, Λ, can be used to infer at which energy scales the

new physics interactions are expected to occur. The exclusion limits provided in this section are

calculated using Λ as the POI in the statistical analysis and using 500000 toy MC experiments.

This follows the procedure defined in Section 4.5. The signal model used for each hypothesis

test uses the morphed PDF templates produced using the custom class defined in Section 8.2.2.

The experimental uncertainties defined in Chapter 9 are used in the signal model as additional

Gaussian constraints.
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Channel Interference Λ = 20 TeV Λ = 30 TeV Λ = 40 TeV
Nsig A× εsig [%] Nsig A× εsig [%] Nsig A× εsig [%]

Signal(LL)
e

+
e

− constructive 39.1±3.1 69 10.3±0.8 69 4.4±0.4 69
e

+
e

− destructive 9.6±0.8 70 0.96±0.08 70 -0.10±0.01 69
µ

+
µ

− constructive 28.5±5.8 43 7.7±1.6 43 3.4±0.7 43
µ

+
µ

− destructive 7.1±1.9 43 0.55±0.15 42 -0.21±0.05 44

Signal(LR)
e

+
e

− constructive 34.0±2.7 69 8.0±0.6 69 3.1±0.25 69
e

+
e

− destructive 11.7±1.0 70 1.9±0.2 70 0.41±0.03 70
µ

+
µ

− constructive 24.6±5.0 43 5.9±1.2 43 2.4±0.5 43
µ

+
µ

− destructive 9.0±2.4 43 1.4±0.4 43 0.25±0.07 42

Signal(RL)
e

+
e

− constructive 33.8±2.7 69 7.9±0.6 69 3.1±0.2 69
e

+
e

− destructive 11.7±1.0 70 1.9±0.2 70 0.40±0.03 70
µ

+
µ

− constructive 24.3±4.9 43 5.8±1.2 43 2.3±0.5 43
µ

+
µ

− destructive 9.0±2.4 43 1.4±0.4 43 0.26±0.07 42

Signal(RR)
e

+
e

− constructive 38.6±3.1 69 10.1±0.8 69 4.3±0.3 69
e

+
e

− destructive 9.9±0.8 70 1.1±0.1 70 < 0.01 67
µ

+
µ

− constructive 28.2±5.7 43 7.6±1.5 43 3.3±0.7 43
µ

+
µ

− destructive 7.3±2.0 43 0.65±0.17 42 -0.15±0.04 44

Table 12.4 Signal yields for each chirality. The uncertainties on the signal yield correspond to the

theoretical uncertainties on the simulation. The corresponding acceptance times efficiency (A× εsig) is

included for reference.
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Figure 12.7 shows the exclusion limits provided for the CI chiral and interference models

for the electron, muon and combined dilepton channel. The one and two sigma error bands

are shown by the green and yellow bars, respectively. Due to the relationship between Λ and

the cross-section defined in Chapter 3 an observed excess with respect to the expected events

would result in a lower observed limit on Λ compared to the expected limit, as the higher Λ

models correspond to a smaller number of expected events. Therefore, the deficits in the other

SRs results in larger observed limits compared to the expected limit. The asymmetry in the

error bands are a result of the limited statistics in the signal regions. The exclusion limits are

interpreted as lower limits on the CI energy scale Λ. Table 12.5 summarises the exclusion limits

on the CI models. The electron channel drives the combined limit due to the larger signal

region and smaller uncertainties associated with the electron signal regions.

Int. Channel Exp./Obs. LL LR RL RR

C
on

st
ru
ct
iv
e ee

Expected 31.1 28.9 28.7 30.9
Observed 26.1 24.7 24.6 26.0

µµ
Expected 29.2 27.1 27.0 29.0
Observed 32.7 30.0 29.8 32.6

``
Expected 37.6 34.0 33.7 37.3
Observed 35.8 32.5 32.3 35.5

D
es
tr
uc

tiv
e ee

Expected 23.0 24.4 24.4 23.2
Observed 23.5 25.1 25.1 23.7

µµ
Expected 22.0 23.6 23.6 22.2
Observed 22.3 23.9 23.9 22.5

``
Expected 25.6 28.0 28.0 25.9
Observed 26.0 28.8 28.8 26.5

Table 12.5 Expected and observed lower limits at 95% CL on Λ in TeV for the dielectron and dimuon

channels separately and for the combined electron-muon channel and for CI signal hypotheses with

constructive and destructive interference and different chiralities.
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Figure 12.7 Lower limits at 95% CL on Λ for the muon channel (left). the electron channel (right) and

the combined dilepton channel (bottom) for different signal chiralities in the (constructive/destructive

interference) SRs of the analysis. The green and yellow bands correspond to the one and two sigma

uncertainty on the expected limit.
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Evolution of analysis sensitivity

Exclusion limit at 95% CL obtained by previous ATLAS analyses are summarised in Figure 12.8

for the combined dilepton channel. The previous ATLAS analyses used a MC template-based

approach to model the background estimation and used a Bayesian statistical analysis. Two

separate sets of results were available using two different choice of priors on the signal model:

one on 1/Λ2 and one on 1/Λ4. Due to these differences, an exact comparison is not possible.

Comparing the expected limit of the constructive interference model with the analysis performed

on the 36.1 fb−1 shows an increase in sensitivity of 7 TeV between the two analyses. The observed

limit has a smaller increase of 1 TeV. The smaller increase is due to the deficit of events in the

electron channel in the previous analysis, which results in a larger observed limit compared

to the expected and drives the combination of the two channels. The figure shows the results

using the 1/Λ4 prior. The results using the 1/Λ2 prior are slightly higher.

The most recent result by CMS was performed at
√
s = 13 TeV and an integrated luminosity

of 36.1 fb−1 [47]. The CMS analysis also uses a MC template approach to estimate its background

and a Bayesian analysis. A flat prior on the cross-section is used for the CMS analysis. An

expected (observed) limit of 31 TeV (32 TeV) are obtained for the LL constructive CI model in

the `` channel.

Looking at a broader context, contact interactions searches were also carried out by the

ZEUS, ALEPH and D∅ collaborations. The strongest limits from ALEPH on the scale of the

energy scale Λ are in the range of 2 - 17 TeV. Whereas, the HERA and D∅ collaborations set

limits on Λ in the range of 1.7 - 6.2 TeV and 3.3 - 5.1 TeV, respectively.

The majority of the improved sensitivity can be attributed to the increased luminosity

between the datasets, as the systematic uncertainties resulting from the MC and data-driven

method have comparable values. However, the data-driven method is less reliant on MC

production, reducing the strain on available resources. It provides a more coherent estimation

of the uncertainties associated with the background estimation, rather than having a large

dependence on the PDF uncertainties.
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Figure 12.8 Comparison of the `` constructive (blue) and destructive (red) limits with previous

ATLAS results. (
√
s = 13 TeV 36.1 fb−1: [2],

√
s = 13 TeV 3.1 fb−1: [147],

√
s = 8 TeV 20 fb−1: [148],

√
s = 7 TeV 5.0 fb−1: [149].)

192



Chapter 13

Conclusion and outlook

A search for non-resonant signals, with an interpretation of contact interactions, has been

performed in dilepton final states using 139 fb−1 of pp collision data collected by the ATLAS

experiment during Run 2 of the LHC at
√
s = 13 TeV. The analysis uses a novel approach

to estimate the background contribution, where a data-driven extrapolation procedure is

utilised. Two SRs each for the electron and muon channels are used to search for constructive

and destructive interference models, resulting in four SRs in the analysis. The statistical

uncertainty on the fit dominates the search in all of the SRs considered, therefore indicating

that the search is statistics dominated. However, the unintuitive PDF uncertainties have a

much smaller impact on the analysis compared to previous iterations. Additionally, the analysis

provides a background estimation method that reduces the dependence on very large amount

of MC samples to be produced to estimate the background, significantly reducing the strain on

resources. The results are provided in the context of model independent limits, to facilitate

the reinterpretation into other interesting non-resonant models. The analysis also directly

interprets its results in the context of the four-fermion CI model, where lower limits are set on

the CI energy scale Λ.

The background expectation is compared to the data, and possible deviations have been

quantified in terms of significances using a profile-likelihood ratio test. A small excess is

observed in the electron constructive SR corresponding to a significance of 1.28σ. The other

SRs observe a small deficit ranging between −0.99σ and −0.19σ. The significances show that
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13 Conclusion and outlook

the data are compatible with the background expectation, indicating that there is no new

physics found.

Since no significant excess or deficit is observed, upper limits on the number of signal events,

as well as lower limits on the CI energy scale Λ are set. Additionally, the acceptance times

efficiency values for the CI signal models are also provided to aid in the reinterpretation of the

limits on the number of signal events. The electron and muon channel results are statistically

combined to provide limits on the combined dilepton channel. The strongest limits are set on

the combined-channel LL constructive model, where the observed and expected limits exclude

this model for Λ up to 35.8 and 37.6 TeV at 95% CL, respectively.

The expected sensitivity of the analysis has increased by 7 TeV compared to the previous

iteration of the analysis performed with 36.1 fb−1 of data. Due to the excess observed in

the electron constructive signal region, the resulting observed limits show a smaller increase

compared to the previous analysis. Additionally, a deficit was observed in the previous analysis

which resulted in higher observed limits.

Future analyses will benefit from the increased statistics if they use a similar background

estimation method. As the statistics of the dataset increases, the statistical uncertainty

associated with the fit will decrease. Therefore, resulting in improvement of analysis sensitivity.

However, as the search extends to higher invariant masses, the functional form used may

not be suitable and more ad-hoc parameters may be required to be added. Additionally,

other functions may also need to be tested once more. One possible alternative is the use of

Gaussian process to model the background [150]. A Gaussian process provides a generalisation

of a particular distribution without being tied to a functional form. Using the method the

background distribution can be modelled using Gaussian processes rather than a parametric

form. It also allows to incorporate the understanding of the underlying physics to construct

the Gaussian process, making it a more physically motivated approach.
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