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Chapter 1

Introduction

Processes governed by the strong or nuclear force behave very differently from those governed by
other forces. This is largely due to the remarkable feature that the coupling between strongly
interacting particles is large when these objects are separated by a large distance and weak
when the distance is small. This behaviour is reflected in the running of the strong coupling
constant, a,, which is small at short distances and big at large distances.

For high energy scattering it is, in general, not possible to calculate exactly the cross section
of a given process. At present, the best tool available to perform calculations, is a perturbative
expansion in powers of the coupling constant, of the interaction under consideration. For
the electromagnetic and weak forces, where the coupling constants are much smaller than
1, this technique allows for calculations of cross sections with a phenomenal precision. In
strong interactions, however, when the distance between the interacting particles is large, the
coupling constant a is large and the perturbative expansion breaks down. This means that long
range strong correlations are not calculable. As a consequence, the confrontation of quantum
chromodynamics (QCD), the theory that governs the strong interaction, with experimental
results is complicated. Measurements have to be defined in such a way, that the sensitivity to
long range correlations is small. This requires great care in the definition of measurements and
in their interpretation.

A typical QCD process that can be measured, e.g. at the HERA ep collider in Hamburg. is
the photoproduction of jets, v+p —+ jet(s)+ X, where the quasi real photon has been radiated
from the electron beam. Two processes contribute: the direct process in which the photon
couples directly to a parton inside the proton and the resolved process where the photon acts
as a source of partons, one of which scatters off a parton in the proton. The photoproduction
of jets is governed by both the electromagnetic and the strong force. As electromagnetic
interactions are well understood, the confrontation of jet photoproduction measurements with
QCD predictions, constitutes a quantitative test of this theory and yields information on the
partonic structures of the proton and the photon.

This thesis presents a study of photon-proton interactions' with two high transverse energy
jets in the final state. We use a sample of ep interactions recorded with the ZEUS detector
in 1995 and corresponding to an integrated luminosity of 6.3 pb~!. The dijet photoproduc-

!The analysis presented in this thesis has been published in [1]. Initial results from an analysis, similar to
the one presented in this thesis, have been presented in [2].

2



6 CHAPTER 1. INTRODUCTION

tion cross section, which is measured as a function of the transverse energies and the angles
of the jets, is confronted with next-to-leading order quantum chromodynamics (NLO QCD)
predictions.

In addition, at the end of this thesis preliminary results are presented of an ongoing analysis
using data collected in 1996 and 1997. These data correspond to a larger luminosity than the

data collected in 1995 and will be used to extend the study of dijet photoproduction to higher
transverse energies of the jets.



Chapter 2

The physics of hadrons

The idea that hadrons are particles composed of smaller entities emerged in the sixties when
it was shown that the many baryons and mesons, known at that time, could be classified
according to the naive quark model proposed by Gell-Mann and Zweig [3, 4]. This model is
based on the SU(3) symmetry group and states that hadrons are built up from quarks that
come in three different flavours. The three quark flavours correspond to the fundamental
representation of the SU(3) group. Baryons are considered to be three-quark states while
mesons are quark-anti-quark states. The SU(3) symmetry in the quark model is not an exact
symmetry, indicated by the fact, for example, that hadrons belonging to the same irreducible
representation, have different masses. A big success was the observation of the 2~ baryon (5],
of which the quark model predicted the existence. In the framework of the quark model, the
Pauli exclusion principle leads to the need for a new quantum number. This can be seen from
the €~ for example, which consists of three quarks with identical flavours and with their spins
aligned. This situation is forbidden by the Pauli principle unless another quantum number
exists, that makes the wave function of the Q= again anti-symmetric under the exchange of
two quarks. This new quantum number, called colour, has led to the formulation of the theory
of quantum chromodynamics (QCD) [6], that governs the strong or nuclear force. QCD is a
non-Abelian Yang-Mills gange theory that describes the force between coloured particles. Like
the quark model, the theory of QCD is based on the SU(3) symmetry group, where in this
:ase, the fundamental representation of the symmetry group corresponds to three colours. The
symmetry of colour is an exact symmetry. The vector bosons that exchange the colour force
are called gluons,

In 1971 experiments by a SLAC/MIT collaboration [7] showed that the cross section for
deep inelastic lepton-hadron scattering, in the region where resonances no longer play a role, is.
within experimental uncertainties, independent of the momentum transfer in the interaction, if
the standard dependence due to the photon propagator is taken into account. This property,
called scaling, had been predicted by Bjorken [8] and leads to models in which hadrons are built
up from free pointlike constituents, referred to as partons. These partons could be identified
with the quarks introduced by Gell-Mann and Zweig.

i



8 CHAPTER 2. THE PHYSICS OF HADRONS

2.1 Quantum chromodynamics

For a detailed introduction to the theory of QCD an extensive literature is available [9]. In this
section only its main aspects and implications are discussed. An important feature of QCD
is the charge screening behaviour in this theory. This behaviour is opposite to the screening
behaviour of e.g. the electromagnetic force. For an electron, due to vacuum polarisation, the
effective charge decreases with increasing distance. For a coloured particle exactly the opposite
occurs. The effective colour charge is small at short distances and increases when the distance
becomes larger. This property is called anti-screening and explains the notions of asymptotic
freedom and colour confinement, i.e. the existence of relatively free quarks inside hadrons that
are nevertheless confined to these hadrons.

2.1.1 The running coupling constant

The properties of asymptotic freedom and colour confinement are described, quantitatively,
by the running of the effective strong coupling constant oy, which decreases with increasing
momentum transfer and increases with decreasing momentum transfer. In lowest order the
running of a is described by the formula:

127
: T
(33 — 2Ng) In o
QD

ay(p7) = (2.1)

where f, is the renormalisation scale, which is usually taken to be the momentum transfer
in the interaction, Ny is the number of active quark flavours in the interaction and Agep is
a parameter that has to be determined experimentally. The formula shows that o, decreases
when g, is large and increases when ji, becomes small. Large values of j, correspond to short
distance interactions and small values of p, to large distance interactions. From the formula it is
clear that only when p? > Afx‘g the coupling constant is much smaller than 1 and perturbation
theory becomes applicable. For smaller values of p? the perturbative approach breaks down.
There are possibilities to extend QCD calculations to lower scales p? by a resummation of
important diagrams to infinite order. For very low p? values, however, no method of performing
realistic calculations is available as vet.

2.1.2 The dynamics of QCD interactions

QCD processes in which a hard scale is involved, i.e. short distance interactions, are calculable
in perturbative QCD. In real life, these short distance interactions are always accompanied
by large distance interactions, which are not calculable. In a hard QCD scattering process
for example, there are always soft processes in the initial and final state that ensure that the
incoming and outgoing particles are colour neutral at large distances.

In figure 2.1 a schematic picture is given of the processes that play a role in a typical
interaction governed by the strong force. In this case the interaction is between two hadrons.
The basic picture is that of a parton inside hadron A interacting with a parton inside hadron
B. The outgoing partons fragment into hadrons in the final state.
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Figure 2.1: Schematic representation of the processes involved in a typical hard QCD interaction.

To understand these processes in terms of QCD it is interesting to see how the different
aspects of the interaction are dealt with in QCD calculations.

The parton density functions (PDF’s) of hadrons, often denoted as f;“dmn{x, iL), repre-
sent the number of partons inside the hadron carrving a fraction x of the hadronic momentum
when the hadron is probed at a given scale g. Hadronic PDE’s are not calculable a priori in
terms of QCD. They have to be determined experimentally. QCD does predict, however, how
the PDF’s evolve as a function of the scale at which the hadron is probed. This evolution is
governed by the DGLAP [10] parton evolution equations, that incorporate the probability of
a quark to split into a quark and a gluon and of a gluon to split into a quark and an anti-quark
or into a gluon pair. The calculation of the evolution of parton densities using splitting func-
tions, is in effect a resummation of the dominant terms in the perturbative expansion, which
are the terms containing large logarithms of 12, to infinite order in .

The evolution equations are used to evolve parton density functions, which have been de-
termined for a certain input scale pg, up to the factorisation scale, py, which is the scale that
separates the structure of the hadron from the hard interaction. p; is usually taken equal to
the momentum transfer in the hard interaction.

The hard interaction itself involves a hard scale and can therefore be calculated in a fixed
order perturbative expansion. The partons that are produced in the hard interaction will emit
more partons. As long as the transverse momentum involved in these emissions is sufficiently
high the parton showers are calculable, similar to the parton evolution in the initial state,
by a resummation of dominant logarithmic terms to infinite order in a,.

Finally the partons in the final state have to form hadrons again. This process, referred
to as the hadronisation stage, involves no hard scale and is not calculable. At present only
phenomenological models exist to describe the hadronisation of partons into hadrons. Two of
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these models are described in the discussion of Monte Carlo programs in section 3.3.1.

The presence of non-perturbative processes in QCD interactions makes it impossible to
calculate exclusive quantities. The only way to compare theory and experiment is via the
measurement of inclusive or semi-inclusive quantities. These quantities have to be defined in
such a way that they are affected as little as possible by the non-perturbative processes. This
means in particular that they should not be affected by the emission of soft or collinear partons,
i.e. by emissions that do not involve a hard scale. Quantities that satisfy this criterion are
called infrared safe.

In general infrared safe quantities are those observables that exhibit a strong correspondence
to the kinematics of the underlying hard interaction. Examples of infrared safe observables are
global properties of the hadronic final state like the total transverse or longitudinal momentum
or the invariant mass. One can also define more local infrared safe variables, such as the energies
and angles of jets or in the case of lepton-hadron scattering the energy and polar angle of the
scattered lepton.

2.2 Hadronic physics at HERA

There is a rich field of hadronic physics that can be studied at an ep collider like HERA. Some
of these topics are discussed below.

2.2.1 Deep inelastic ep scattering

Without making any assumptions about the underlying physics, deep inelastic electron-proton
scattering ', ep — eX. can be schematically depicted as in figure 2.2

e(k) e(k")

p(P)
Figure 2.2: Generic diagram of deep inelastic electron-proton scattering.
To describe the kinematies of a deep inelastic ep scattering event 3 variables are used:
e the negative squared four-momentum transfer from the electron to the proton

Q?= —¢® = —(k— k)2, (2.2)

!For the purpose of simplicity, in this section, we shall refer to electrons, when we mean electrons or positrons.
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e the fractional energy transfer from the electron to the proton in the proton’s rest frame

P-q .
3 9.
V=55 (2.3)
e and the Bjorken [8] & variable:
= (2.4)
= /

which in the infinite momentum limit corresponds to the fraction of the four-momentum
of the proton participating in the interaction.

Only two of these variables are needed to describe the complete kinematics of the interaction.
The third variable can always be expressed in the other two variables using the relation:

Q? =
= i ; (2.5)

s

where s is the squared centre-of-mass energy of the ep system.
The cross section for deep inelastic ep scattering can be written as:
diglesp) s daot ol 2 ;

" — yp PP Ll — B = (g — 2 aEF . 2.6
T e R e RS 20

The structure functions, Fj. F, and Fi, can be interpreted in terms of the parton density
functions of the proton. Although, as we discussed above, parton density funetions of hadrons
are not calculable, QCD does predict how they evolve with the scale at which the hadron is
probed, in this case @?. An interesting feature of the DGLAP [10] parton evolution equations
is that they predict a violation of the scaling behaviour expected in the free parton model. This
scaling violation is due to the radiation of gluons, which in turn fluctuate into more gluons and
into quark anti-quark pairs. This effect depletes the quark densities at high x and increases
them at low values of x. Scaling violations have been observed experimentally.

The extension of the measurement of the structure functions of the proton. in particular of
Fy. over a large kinematic range, is one of the physics goals of HERA. The confrontation of these
measurements with parton evolution equations constitutes a thorough test of the dynamics of
perturbative QCD.,

A related field of study at HERA is that of charged current deep inelastic scattering. In
charged current interactions the exchanged boson is a W boson and the lepton in the final state
is a neutrino. Charged current interactions at HERA can provide complementary information
on the quark densities in the proton.

2.2.2 Photoproduction

In an ep collider like HERA the electron beam is accompanied by quasi real photons that travel
collinear to the beam. Interactions of these photons with the protons form an additional field
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of study at HERA. The probability that an electron radiates a photon with given virtuality Q?
and fractional energy z is given by the Equivalent Photon Approximation (EPA) [11]:

e 2 Qem [1+(1—2)? 1 - 205
; = -2 ’ 2T
e - (27)
where the %, is the lowest virtuality that can be obtained:
2
z
ilﬂ’l e n?sl Ty & (ZAS)

For photoproduction events, i.e. for photon-proton interactions where the photon is quasi-real,
the photon spectrum can be calculated by integrating the EPA equation from the minimum to
the maximum (? value attainable. This is known as the Weizsicker Williams Approximation

(WWA) [11]:

é Qem 1+(1_‘22 S:rm 1_2} gn'n

In photoproduction the hard scale of the interaction is given by the transverse energy of
the outgoing partons. In leading order perturbation theory, two processes contribute to the
photoproduction of jets: the direct process in which the photon couples directly to a parton in
the proton and the resolved process where the photon acts as a source of partons, one of which
scatters off a parton in the proton. These processes are schematically depicted in figure 2.3. The
signature of the two processes differs in the presence of a photon remnant in resolved events,
Bevond the leading order direct and resolved processes are no longer distinctly separable.

DIRECT RESOLVED

Figure 2.3: Generic diagrams of direct and resolved photoproduction.

The resolved process occurs because the photon can exhibit a hadronic structure. The cross
section for photoproduction is thus sensitive to the hadronic structures of both the proton and
the photon.
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2.3 The hadronic structure of the photon

The electromagnetic coupling of the photon to charged particles allows it to fluctuate into a
quark anti-quark (¢g) pair. In an interaction between a photon and another particle, that is
sufficiently hard to make the interaction time comparable to, or even shorter than, the typical
lifetime of a ¢g fluctuation of the photon, there is a chance that the hard interaction is not with
the photon as a whole, but rather with a parton inside the photon. The partonic structure of
the photon can be separated in two contributions, following from the fact that the photon can
couple both to bound and unbound ¢g pairs.

e When the photon couples to a bound gg state, this state must have the same quantum
numbers as the photon. Such states are the light vector mesons: p, w and ¢. The process
is referred to as vector meson fluctuations of the photon. Because the mesons have low
masses these fluctuations cannot be calculated in perturbation theory. It turns out they
can be described rather well by the phenomenological Vector meson Dominance Model
(VDM) [12].

e The coupling of the photon to an unbound ¢g-pair adds an extra component to the par-
tonic structure of the photon, which is called the anomalous component. This anomalous
component is particularly interesting since it is in principle calculable in perturbative

QCD.

Like for hadrons, the structure of the photon can be evolved with the probing scale y using
parton evolution equations, in which one additional term appears that accounts for the splitting
of the photon into a ¢g pair. The partonic structure of the photon gained much interest when
in 1977 Edward Witten [13] argued that, in the framework of perturbative QCD, the deep
inelastic structure functions of the photon behave very differently from the structure functions
of hadrons. As stated earlier, the structure functions of hadrons cannot be known a priori, but
have to be determined from experiment. Only the behaviour as a function of the probing scale,
i.e the scaling violation, is calculable. The structure functions of the photon, at large enough
scales for the VDM component to play no role, are completely determined. In particular, unlike
hadronic parton densities, they peak at fractional momenta near 1. The scaling behaviour of
the photon is also very different from that of hadrons. Due to the fact that the parton densities
of the photon are fed by the ¥ —» ¢g splitting process, the parton densities in the photon rise
slowly as a function of the scale [14].

Precise knowledge of the partonic structure of the photon is of great interest. First of all as
a test of perturbative QCD, since this knowledge imposes constraints on different QCD inspired
approaches used to produce parametrisations for the parton density functions in the photon.
Secondly because more precise knowledge of the partonic structure of the photon improves the
accuracy of theoretical predictions for various processes.

2.3.1 Photon structure at eTe~ colliders

Currently most of our knowledge on the hadronic structure of the photon comes from ee~
experiments where deep inelastic e scattering is studied. The measurement of F} is a direct
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Figure 2.4: Compilation of the available experimental data on F) as a function of @, for increasing @ values.
Taken from [15].

measurement of the quark densities in the photon. In figure 2.4 a compilation of F, measure-
ments from various e"e experiments [16, 17, 18, 19] is shown. The data cover a range in
(Q? from 0.24 to 390 GeV? and in a, from 0.001 to 1. At x. values above 0.5 experimental

uncertainties are large and the structure function £, is not strongly constrained.

In leading order. deep inelastic ey scattering is only sensitive to the quark densities in the
photon. The gluion density which dominates the photon structure at low . is not constrained
very much by these data.
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2.3.2 Photon structure at HERA

Jet photoproduction measurements at HERA have the potential to provide new information on
the photon structure in the regions that are hard to measure in e"e~ scattering experiments.

The gluon density

In comparison to F, measurements in e" e~ experiments, jet photoproduction has a direct sen-
sitivity to the gluon density in the photon, since it contributes already at leading order to the
cross section. For protons the gluon density can be determined from the scaling violations of Fb,
in combination with the momentum sum rule. For photons. however, because of the presence
of the direct contribution, no simple momentum sum rule applies and the determination of the
gluon density from F) data becomes very difficult. In jet photoproduction measurements there
is a direct sensitivity to the gluon density in the photon. This sensitivity is concentrated at
low @, values where the gluon content of the photon dominates the cross section. This corre-
sponds to relatively low transverse energy jets at very forward angles. Due to non-perturbative
effects this is a very difficult region to interpret measured cross sections. The measurement of
jet photoproduction involving heavy (charm) quarks is more promising in this respect, since
in resolved photoproduction events containing a charm quark, non-perturbative effects are ex-
pected to be suppressed because the charm mass provides an extra hard scale. In addition, in
resolved charm photoproduction the gluon content in the photon contributes strongly to the
cross section. Photoproduction involving heavy quarks is not discussed in this thesis, but has
been measured by both HERA experiments ZEUS [20] and H1 [21].

The quark density at high x.,

As stated above the currently available F; data have large experimental uncertainties at high
@, values. Because of the high cross section, jet photoproduction measurements are sensitive
to the quark densities up to very high x.,. Moreover, becanse of the high centre-of-mass en-
ergy available, the photon can be probed at higher scales than the scales attainable at e"e
experiments.

2.3.3 Available parametrisations of the photon structure

The available parametrisations of the hadronic structure of the photon are discussed. In this
thesis we compare next-to-leading order (NLO) QCD calculations to data (see chapter 3). For
theoretical consistency, a NLQO parametrisation of the photon structure has to be used in these
calculations. Not many parametrisations are available for the next-to-leading order parton
density functions of the photon. In this thesis the available PDF’s will be used to compare
data and theory.

Gliick, Reya & Vogt

The GRV-HO [22, 23] next-to-leading order parametrisation of the parton densities in the
photon is based on a DGLAP parton evolution. that starts from a valence-like VDM based



16 CHAPTER 2. THE PHYSICS OF HADRONS

input distribution at a very low input scale (@3 = 0.25 GeV?). The philosophy is that at such a
low input scale the anomalous component of the photon structure can be generated dynamically
by the evolution equations and the input distributions only require a VDM component. The
VDM component is approximated by the valence quark parton density distributions of the
pion [24]. There is only one adjustable parameter in these input distributions, s, which fixes
the normalisation of the VDM component. This parameter is set at £ = 1.6 after comparison to
data from experiments at the e*e~ colliders: PETRA [19], PEP [18] and TRISTAN [17]. The
GRV parametrisation of the photon structure is given in the DIS, factorisation scheme [22].

Gordon & Storrow

The GS96-HO [25] next-to-leading order parametrisation of the partonic structure of the photon
is evolved from input distributions that contain both a VDM and an anomalous component.
The input scale is taken as Q2 = 3 GeV?. The input distributions contain a number of
adjustable parameters, that are fixed in a fit to F) data from PETRA, PEP, TRISTAN and
LEP1 experiments and to ete~ jet data from TRISTAN experiments [26]. In the fit only data
with @? > @F is used. The GS96 parametrisation of the photon structure is given in the MS
factorisation scheme [27].

Aurenche, Fontannaz & Guillet

The AFG-HO [28] next-to-leading order parametrisation of the photon structure is similar to
the one from Gliick, Reya and Vogt. The anomalous component is assumed to vanish at the
input scale, which is chosen to be Q% = 0.5 GeV?. The VDM input distributions for the valence
quarks, the sea quarks and the gluon are taken from the pion [29]. The normalisation is fixed
from the comparison of the total photon-proton and proton-proton cross sections. The AFG
parametrisation of the photon structure is given in the MS scheme.

Comparison of the parametrisations

In figure 2.5 the next-to-leading order gluon and quark densities in the photon, as given by
the GRV-HO, GS96-HO and AFG-HO parametrisations of the photon structure, are shown as
a function of ., at the scale u? = 225 GeV?, which corresponds roughly to the scale in the
processes measured in this thesis. The quark and gluon densities are multiplied by a factor
T/ Cern. Below x, = 0.5, where they are most strongly constrained by experiment, the quark
densities of the different parametrisations are very similar. For the quark densities at ., >
0.5 and for the gluon densities there are significant differences between the parametrisations,
reflecting the lack of experimental constraints in these areas.
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Figure 2.5: Quark and gluon density distributions in the photon at a factorisation scale p® = 225 GeV?, as

given by different parametrisations of the next-to- leading order hadronic structure of the photon. All parton
densities are given in the MS factorisation scheme.
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Chapter 3

Jet photoproduction

In this chapter, after an introduction of the kinematics, different theoretical aspects are dis-
cussed. This includes a discussion of jet finding algorithms. of the available theoretical predic-
tions to which data can be compared and of the theoretical considerations taken into account
in the definition of the cross section. After describing the cross section definition, the chapter
concludes with a discussion of the uncertainties present in the comparison between data and
theory.

3.1 The kinematic variables
A diagram of resolved dijet photoproduetion is given in figure 3.1. The four-momenta of the

incoming and outgoing particles are indicated in the figure.

etk =B )

et (k= E. k)
(g =E,.q)

jeb 1 (B il )

jet 2 (B, v, i)

Figure 3.1: Generic diagram of a resolved dijet photoproduction event.

The kinematic variables, relevant to the present analysis, are':

A5 the processes we are dealing with involve high momenta, the masses of incoming particles and of particles
in the final state are neglected throughout this thesis.
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e EJ' 1P and ¢7¢: the transverse energy, the pseudorapidity? and the azimuthal angle of
the jets.

e Q% the virtuality of the exchanged photon, which is defined as:

Q@ =—¢*=—(k-K), (3.1)

e y: the fractional energy transfer from the positron to the proton in the proton’s rest
frame, also referred to as the inelasticity. y is defined as:

R (3.2)

This formula can be rewritten as:
-‘

2E

y=1— —=(1—cosd), (3-3)

where @' is the scattering angle of the positron, defined with respect to the positive z axis.
In the photoproduction limit (¢, — 180°) formula 3.3 reduces to y = E—FE—* = ; . where
E. is the energy of the exchanged photon. y is related to 1., the centre-of-mass energy

of the yp-system, via:
Wy = /U5, (3-4)

where s is the squared centre-of-mass energy in the positron-proton system.

. 1;2”“: the fractional momentum of the photon participating in the production of the two
highest E7 jets, defined as [30]:

;I-'Obs e FTE;S_U{ t; E"F;f‘ ’T{» {3 5)
B QyE,, 5 (0.

In the leading order massless approach and under the assumption that partons in the
photon are collinear with the photon, i.e. in the infinite momentum limit, 'I:bs is equivalent
to Bjorken x of the parton in the photon.

s the fractional momentum of the proton participating in the production of the two

pr oton*

highest Er jets, defined as:

jet et Sjet et
obs _ B €M + Epie™

‘Iproton = zEp

(3-6)

2The pseudorapidity is defined as: 5 = —In (Lan ). where @ is the polar angle with respect to the proton
beam direction, hereafter referred to as forward.
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3.2 The reconstruction of jets

To determine the dynamics of the subprocess in a hadronic interaction, particles in the final
state are grouped into jets. The properties of these jets are expected to correspond closely to the
kinematics of the partons produced in the hard subprocess. This correspondence, referred to as
“Local Parton Hadron Duality” (LPHD), can only be satisfied when the applied algorithm to
define jets is infrared safe, i.e. when the outcome of the algorithm is insensitive to the emission
of soft or collinear partons.

Two classes of algorithms are available to define jets: cone algorithms and clustering algo-
rithms. A description of two algorithms belonging to these classes is given below. Jet finding
algorithms are in general applied to a set of objects that represents the final state. These
objects can be: the cells or clusters of cells in the calorimeter in which energy was deposited
or the hadrons in the final state as predicted by a Monte Carlo event generator. For both
algorithms, jet properties are calculated following the Snowmass convention [31], according to
which the transverse energy and the angles of a jet are calculated with the formulae:

E%et = ZE'}':

=3 n'Er/Y_ Bp, (3.7)

ﬁf’je! — Z (fﬁlE}“/Z E’?" 1

where the sum runs over all objects i assigned to a jet.

3.2.1 Cone algorithm
The cone algorithm commonly used in ZEUS works as follows:

1 First a subset of all objects in the final state, with transverse energy greater than 300
MeV, is selected. These are called “seeds”.

2 Then all objects within a cone of radius R in (77, ¢) space around a seed (i.e. with
VAR? + A¢? < R), are assigned to this seed. The cone radius R is usually taken to be
(.7 or 1.

3 Jet variables are calculated for the seeds according to the formulae 3.7, where the sum
runs over all objects assigned to the seed. The (7, ¢) coordinates of the jets are taken as
a new set of seeds.

4 Steps 2 and 3 are repeated until convergence is reached: this is considered to be the case
when after a new iteration all objects are still assigned to the same jets.

5 Finally, overlapping jets are merged when the shared fraction of the transverse energy is
greater than 75%. When the shared transverse energy is less, the objects in the overlap
region are assigned to the nearest jet.
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3.2.2 kr clustering algorithm

The clustering algorithm used in ZEUS is the longitudinal invariant kp-clustering algorithm [32].
which we run in the inclusive mode [33] according to the following recipe:

1 For every pair of objects in the final state (i, j) a distance parameter is defined:
. 2 2y a2 (e
di; = min(E;, E) R, (3.8)
where R?. = AnZ + A3,
2 For every single object, i. the distance to the beam is defined as:
d; = E5. R, (3.9)
where R is chosen to be 1.

3 If of all values d;; and d;, dg is the smallest, the objects k and [ are merged according
to the formulae 3.7, if however d;, is the smallest of all values, then object & is removed
from the sample and added to the list of jefs.

4 Steps 1 to 3 are repeated until for every object i, d; < min(d;;).

The objects remaining when the procedure is finished are the jefs.

3.2.3 Theoretical considerations on jet algorithms

For comparisons between data and theory, jet algorithms have to be applied to different sets
of four-momenta representing the hadronic final state. These can be the four-momenta of the
energy deposits in the detector, of the real final state hadrons or of the outgoing partons from
the hard subprocess. A suitable jet algorithm should not be sensitive to the type of objects to
which it is applied.

The first and second set of objects mentioned, consist of many four-momenta that have to
be combined into jets. whereas the third set, in general, consists of the four-momenta of only
2 or 3 outgoing partons. This situation is known to cause problems for cone algorithms. It is
clear that the number of objects in the final state plays an important role in the selection of
seeds and in the merging of jets. An example of a problematic configuration is the situation
where two jets in the final state are separated by just less than 2R in (1, ¢) space (see figure
3.2). In a final state with many objects these two jets will be recognised as separate jets. In
a final state of only a few partons the situation is unclear. Although it is clearly natural to
consider the two partons as separate jets, both partons fit into a single cone of radius R and
should therefore be combined. Solutions have been devised to cure these problems [34, 35].
The most widely applied solution implies the introduction of the parameter R,.,, when the jet
algorithm is run on a small number of particles. R, is the maximum separation between two
partons that can still be combined into one jet. The value of this parameter, however, has to
be tuned to data.

The kp clustering algorithm is considered to be theoretically more sound. It does not
involve the choice of seed cells and the merging of jets is unambiguous. This makes the latter
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many objects few objects

Figure 3.2: Example of configurations of four-momenta, for which the assignment of jets can be ambiguous
for cone algorithms. On the left, a configuration is shown which contains many four-momenta, while on the

right a very similar configuration is shown consisting of only two four-momenta.

algorithm preferable when data are compared to theoretical predictions, like for example NLO
QCD calculations. For this reason the jet cross sections measured in this thesis have been
determined using the ky clustering algorithm,

3.3 Theoretical predictions

The aim of the measurement presented in this thesis is to make a quantitative comparison
between a measurement of jet photoproduction and the corresponding QCD predictions. Such
a comparison represents a quantitative test of perturbative QCD and may also provide new
information on the hadronic structure of the photon.

At present experimental results on jet photoproduction ecan be compared to two classes of
theoretical predictions:

e fixed order perturbative QCD calculations which are currently available up to and includ-
ing the next-to-leading order O(aa?).

e Monte Carlo event generators, which contain leading order matrix elements, a resumma-
tion of soft gluon radiation and some phenomenological treatment of the fragmentation
of partons into hadrons.

For jet photoproduction cross sections it has been shown that NLO corrections are sizeable,
see e.g. [36]. Therefore NLO QCD calculations represent the most suitable theoretical pre-
dictions to make quantitative comparisons to. Leading order Monte Carlo programs. although
unable to reproduce the absolute normalisation of the cross section, describe very well the
shape of differential cross sections and other distributions, like the 1/¢* distributions, the :1“1”5'“
distribution or the energy flow in events. This is no surprise, since leading and next-to-leading
order caleulations for dijet photoproduction have been found to differ in the normalisation but
very little in the shape [36]. For this reason, Monte Carlo programs, containing only leading
order matrix elements, are suitable for the unfolding of detector effects from the measured cross
sections and for the study of systematic uncertainties.
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3.3.1 Monte Carlo models

Monte Carlo generated photoproduction events are passed through a full simulation of the
ZEUS detector and are analysed in the same way as the data.

Two leading order Monte Carlo programs are used to generate dijet photoproduction events,
HERWIG 5.9 [37, 38] and PYTHIA 5.7 [39, 40]. The general structure of these programs as-
sumes the factorisation of the scattering process into a hard scattering amplitude, final and
initial state perturbative radiation, non-perturbative fragmentation in the final state and par-
ton evolution in the initial state. The hard scattering amplitude contains only the leading
order matrix elements. Differences between the two Monte Carlos lie in the treatment of the
perturbative radiation and the non-perturbative fragmentation. The most important features
of the two Monte Carlo models are discussed below.

For both generators event samples corresponding to direct and resolved photoproduction
are generated separately. The parton density functions for the proton and the photon are the
CTEQ3-LO [41] and the GRV-LO [22, 23] parametrisations, respectively.

HERWIG 5.9

The HERWIG 5.9 Monte Carlo uses the equivalent photon approximation [11] (EPA) to gen-
erate the spectrum of photons radiated from the incoming positron.

Parton radiations from the incoming and outgoing partons of the hard subprocess are re-
summed under the assumption of angular ordering of the subsequently emitted partons. The
parton emissions are continued until the squared transverse momentum of the radiated partons
becomes too low and perturbative QCD is no longer applicable. This limit is chosen around
1 GeVZ

The non-perturbative fragmentation in the final state is governed by the phenomenological
cluster fragmentation model. First, all gluons produced in the perturbative parton shower are
split into quark anti-quark or diquark anti-diquark pairs. Then, quarks are combined with
their nearest neighbouring anti-quark or diquark, to form colour singlet clusters. When these
clusters are light, they are taken to be hadrons. Heavier clusters are allowed to decay into
lighter hadrons.

In general the philosophy of HERWIG is to describe the perturbative stage in as much
detail as possible. Local Parton Hadron Duality should then ensure that observables sensitive
to the hard parton dynamics, i.e. infrared safe observables, are not affected by the final non-
perturbative stage. This should allow the fragmentation to be governed by a relatively simple
model. As a consequence of this approach the HERWIG Monte Carlo contains very few tunable
parameters and has therefore high predictive power.

PYTHIA 5.7

The PYTHIA 5.7 Monte Carlo uses the Weizsiicker Williams Approximation [11] (WWA) to
generate the spectrum of photons radiated from the incoming positron. As the Weizsicker
Williams Approximation provides only the y dependence of the photon spectrum, and not the
()? dependence, the latter has to be implemented ad hoc. We will discuss this issue in more
detail in section 6.3.2.
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Parton emissions from the incoming and outgoing partons of the hard subprocess are re-
summed under the assumption that subsequently emitted partons are ordered according to
their virtuality. As in HERWIG, the perturbative parton radiation stage is stopped when the
squared transverse momentum of the radiation becomes less than 1 GeV2. The non-perturbative
fragmentation is governed by the string fragmentation or Lund model. In this model, for all
colour singlet quark anti-quark pairs moving apart, a colour string is stretched between the
two partons. As the length of this string increases, the potential energy increases. A new
quark anti-quark pair is generated, breaking up the string into two colour singlet strings. If
the invariant mass of these strings is high enough they can again be split up. This procedure
continues until a set of on-shell hadrons is formed.

Other Monte Carlo models

Neutral and charged current deep inelastic scattering Monte Carlo samples are used to study
background contaminations of the dijet photoproduction sample. Both samples are generated
using the DJANGO program. This program connects the event generator LEPTO, which can
be used for both NC-DIS and CC-DIS processes, to HERACLES, which simulates electroweak
radiative corrections, and ARTADNE, for the simulation of the fragmentation. For the NC-DIS
sample the GRV parametrisation of the parton densities in the proton was used and for the
CC-DIS sample the CTEQ4M [42] parametrisation was used.

Reweighting the Monte Carlo samples

As mentioned earlier, the photoproduction Monte Carlo models contain only the leading order
contributions to the hard scattering. As a result of this, they underestimate the absolute jet
cross sections. To obtain a good description of the data, the resolved and direct contributions
in the Monte Carlo models are scaled. The required scale factors are determined from a fit to
the measured 22 spectrum (see section 6.3.1). The outcome of this fit is that for HERWIG
(PYTHIA) the direct component is scaled by a factor 1.92 (1.26) and the resolved component
by 1.78 (1.31). For the remainder of this thesis all HERWIG and PYTHIA predictions shown
include these scale factors.

3.3.2 Jet photoproduction in next-to-leading order

Currently, NLO QCD calculations incorporate our best knowledge of jet photoproduction.
These calculations are available from several theoretical groups: M. Klasen et al. [36, 43], B.
Harris et al. [44], S. Frixione et al. [45] and P. Aurenche et al. [46]. Calculations performed by
different groups have been compared in [47] and were found to agree within 5%. The programs
calculate jet cross sections up to order O(aa?). Jets are identified by applying a jet algorithm
to the outgoing partons. The renormalisation and factorisation scales in the calculations are
taken to be equal to the highest transverse jet energy in an event. The value of Agep is taken
to match that of the parton density functions used for the proton. All calculations include 5
quark flavours, which are treated as massless quarks. In the caleulations the renormalisation
and factorisation scales are chosen equal to the transverse energy of the highest transverse
energy jet.
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The main difference between the available NLO QCD calculations lies in the treatment of
infrared and collinear singularities, which appear through the radiation of very soft or collinear
glions. Two methods are used:

e the phase-space-slicing or cone method in which one or more cutoff parameters are
introduced to separate the regions in phase space that contain singularities. These phase
space regions are then calculated analytically in the singular limit, rather than being inte-
grated over. The remaining phase space that contains no more singularities is integrated
over numerically. When the different regions are added together all dependence on the
unphysical cutoff parameters should drop out. The cutoff parameters must be chosen
sufficiently small to achieve this. Different variables are used to separate the singular
regions: M. Klasen et al. [48] employ an invariant mass cutoff to separate both the soft
and collinear regions, B. Harris [49] et al. and P. Aurenche et al. [46] use two distinct
parameters to separate the soft and collinear regions.

e the subtraction method in which singularities are cancelled by subtracting appropriate
soft and collinear counterterms [50]. This method is applied in the caleulations of S.
Frixione et al..

3.4 Definition of the measurement

In this thesis we present a measurement of dijet photoproduction. This process is particularly
suited to study the structure of the photon, because the reconstruction of two jets in the final
state allows for the determination of the fractional momentum of the photon participating in
the hard interaction, using the formula 3.5.

To make a meaningful comparison between data and NLO QCD predictions, the measure-
ment must be defined in such a way that non-perturbative effects, which are not included in
these predictions, play a small role. To assure this. first of all, a hard scale must be present in
the measured process. This scale is provided by the transverse energy of jets produced in the
interaction. Yet, even in a process in which a hard scale is present, non-perturbative effects
can play a role. These effects are:

e the fragmentation of partons into hadrons,

e underlying events, i.e. soft or hard interactions between partons inside the colliding
particles other than the partons involved in the primary hard scatter.

The definition of the cross section presented in this thesis tries to avoid the sensitivity to
the effects discussed above. Tt builds on the improved understanding of jet photoproduction
and comparisons to NLO QCD, gained in previous analyses ([30] and [51] to [55]). and on a
significant theoretical effort in the recent past ([32] to [36]. [43] to [50] and [56] to [59]).

The cross section is subjected to a set of conditions, designed to minimise theoretical un-
certainties:

e The cross section is determined for photoproduction events with relatively high transverse
i : 2 : 5 jets
energy jets. A previous jet photoproduction analysis [53] has shown that for EJ™ >
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11 GeV, the dijet cross section agrees with NLO QCD predictions, within the experimental
uncertainties. At lower transverse energies the dijet cross section for ;1";_3"“ < ().75 is above
the theoretical predictions. This is ascribed to the effect of underlying events that add to
the transverse energy of jets,

e An asvmmetric cut is applied on the transverse energy of the two highest transverse
energy jets. The application of a symmetric cut poses a stability problem for some of the
available NLO QCD calculations [56].

e Symmetrisation of the eross section with respect to the pseudorapidity of the two highest
transverse energy jets has been claimed to remove infrared instabilities in the NLO QCD
calculations [57]. The reason is that since in leading order both jets have equal transverse
energy, the identification of the highest transverse energy or leading jet is sensitive to
soft radiation effects. Therefore the pseudorapidity of the jet identified as that having
the highest transverse energy is an infrared unsafe variable. The transverse energy of the
leading jet itself is not infrared unsafe since it will change only marginally due to soft
radiation. The symmetrisation procedure entails analysing each event twice, as explained
below.

e Jets are defined using the longitudinal invariant kp-clustering algorithm [32] in the inclu-
sive mode [33], where the parameter R is chosen equal to 1. This algorithm provides a
jet reconstruction that is snitable for comparisons between data and theory (as discussed
in section 3.2).

The dijet photoproduction cross section presented in this thesis refers to events in which at
least two jets, as defined by the kp-clustering algorithm, are found in the hadronic final state.
These jets are required to have pﬁeudmapuhtu-s between —1 and 2, transverse energy of the

highest transverse energy jet, E’r o gu ater than 14 GeV and the transverse energy of the
second highest transverse energy jet, F; seconds Breater than 11 Ge\-". The cross section is given
in the kinematic region defined by: Q* < 1 GeV? and 0.20 < y < 0.85.

This cross section is measured as a function of three variables: h:’;fmdmg‘ 7 and 9. The
cross section is symmetrised with respect to the psendorapidities of the two J( ts. Every event

t t el
contributes twice to the cross se‘rtlon once with 1/ = 1j¢ 4, and 1" = — et 4 and a second
. i jet ’
time with 7/ = nl<  and g = = Meatting*

The cross section is determined for the full range of 22" values and for a direct photopro-

duction enriched region with .'r,‘,:bs > 0.75. The cross section as a function of the psendorapidity
of the jets is also measured in a narrower band of y values between 0.50 and 0.85, where the
sensitivity to the photon structure is expected to be higher, as will be explained in section 8.2.
In the kinematic regime of the measurement defined above, the fractional momentum x
at which partons inside the proton are probed lies predominantly in the region between 102
and 10~'. At these z values the parton densities in the proton are strongly constrained by
measurements of the structure function F¥ in deep inelastic lepton-proton scattering [60]. The
fractional momentum x., at which partons in the photon are probed lies between 0.1 and 1.
As discussed in chapter 2, at high z., values the quark densities in the photon are not strongly
constrained by F; data obtained from +~* scattering in ete~ experiments [16, 17, 18, 19]. In
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kinematic regions, where NLO QCD calculations should describe the data, the comparison of
the data to these calculations can put additional constraints on the parton density distributions
in the photon at high =, values and at higher scales than attainable at e*e~ experiments.

3.5 Uncertainties in the comparison of data to NLO QCD

Jet measurements at the Tevatron [61] pp collider, although generally in good agreement with
NLO QCD, show discrepancies in the ratio between jet cross sections at different centre-of-
mass energies. These may be connected to non-perturbative effects, like underlying events or
fragmentation [62]. A number of these effects, which may also be of relevance to the present
study, are investigated in this section. In section 6.3, where we compare distributions of a
sample of dijet events to the corresponding Monte Carlo predictions, we discuss the effect of
possible underlying events.

3.5.1 Fragmentation

One of the main uncertainties is the effect on the cross section due to the fragmentation of par-
tons into hadrons. Measured cross sections are only corrected for detector effects and therefore
refer to the hadrons in the final state. The NLO calculations do not contain parton-to-hadron
fragmentation and thus refer to the outgoing partons of the calculated diagrams. This parton
level cross section is not directly observable and it is therefore not desirable to correct the mea-
sured cross sections to that for the outgoing partons (parton level), since this would introduce
model dependencies in the data.

Although jet cross sections are mainly sensitive to the dynamics of the hard subprocess it is
inevitable that the parton-to-hadron fragmentation has some effects on the measured jet cross
sections. From theory such effects are expected to become smaller when the cross section refers
to jets with higher transverse energies.

We discuss two studies into hadronisation effects that have been performed for the dijet
cross section, as defined in section 3.4. The studies are based on the leading order Monte Carlo
models HERWIG 5.9 [37, 38] and PYTHIA 5.7 [39, 40]. It needs to be stressed that these
studies give merely an estimate of how large hadronisation effects can be, since the estimate
relies on a model to describe the fragmentation and also since the set of final state partons is
only an approximation of the outgoing partons in a NLO calculation.

In a study using the HERWIG and PYTHIA Monte Carlo photoproduction models, the
cross section for jets of hadrons was compared to that for jets of partons produced in the two-
to-two hard subprocess and in the parton showers (see figure 3.3). The change in the jet cross
section due to the parton-to-hadron fragmentation is found to be less than 10% in most of the
kinematic regime. Only for events with one or more very backward jets (77 < —0.5) was a
more sizeable change observed. For these events the cross section is reduced by up to 40% due
to fragmentation effects. In a comparable study presented in reference [58] the cross section
for jets of hadrons was compared to that for jets of partons produced in the two-to-two hard
subprocess. The relative difference between these cross sections was found to be less than 20%,
except again for events with very backward jets (77" < —0.5), where the change in the cross
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section becomes as large as 50%.
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Figure 3.3: The ratio between the dijet cross section based on hadrons and that based on partons as predicted
by HERWIG and PYTHIA. The ratio is shown for the dijet cross section as a function of the pseudorapidity of
one of the jets while the other jet is restricted to a given pseudorapidity range.

3.5.2 Scale uncertainty

Another theoretical uncertainty is the contribution to the cross section of higher order dia-
grams which have not been included in the calculations. An indication of the size of these
contributions can be obtained by studying the dependence of the calculated cross sections on
the renormalisation and factorisation scales. This dependence, which exists for any fixed order
calculation, vanishes when all orders are included. The variation of the results, when the scales
are varied within a reasonable range, can be used as an estimate of the magnitude of higher
order corrections. For the calculations corresponding to the presented cross sections, the scale
dependence was found to be less than 15%, when the renormalisation and factorisation scales
are varied between half and twice the nominal value [58].

3.5.3 The proton structure

Ag stated above. in the kinematic regime of the present measurement, the parton densities
in the proton are strongly constrained by measurements of the structure function F} in deep
inelastic lepton-proton scattering [60]. The largest uncertainty in the proton structure lies
in the gluon densities. In figure 3.4 a comparison is made between NLO results, determined
with the NLO code from Frixione et al. [45], using the low, central and high gluon density
parametrisations from the MRST group [63], where low, central and high refers to the gluon
density at very high z values (z > 0.2). In the z region of interest to the present analysis
(0.01 < & < 0.1) the behaviour of the gluon densities tends to be opposite, i.e. the low gluon
parametrisation gives the highest gluon density in this region. The variation in the calculated
cross sections, due to the variation in the gluon density, was found to be about 6%.
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Figure 3.4: The dijet photoproduction cross section, calculated in NLO QCD using the MRST central, high
and low gluon parametrisations of the proton structure. The cross section was calculated for the full 2% range

and for a region with 1:2*‘3 > 0.75.



Chapter 4
HERA and ZEUS

4.1 The ep collider HERA

The HERA accelerator at the DESY laboratory in Hamburg is the first and so far only colliding
beams facility in the world where electrons or positrons are collided with protons. The acceler-
ator, situated under the “Volkspark” in Hamburg, has a circumference of 6.3 km and is located
25 m below ground level. The layout of HERA and the main parameters of the accelerator are
given in figure 4.1.

Expanmant Hall

Elscirons

HERA-B Experiment Hall
EAST

HERMES |

HERA

B20 GeV profons & 27 5 GaV slactions
\ | Exp = 300 GaV
T L= 15103 epZat
\ 220 bunches, 29m sgaced

Expenmant Hall SOUTH

ZEUS

Figure 4.1: Layout of the HERA accelerator at DESY.

There are four experimental halls along the HERA ring. Since the startup of HERA in
1992 two detectors measure interactions of the colliding beams: H1 and ZEUS. Both are multi-
purpose detectors covering almost the full solid angle. Additional experiments are HERMES
and HERA-B. At HERMES interactions between polarised beam electrons and a stationary

3l
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polarised gas target are studied. At HERA-B the proton beam collides with a stationary target
to study CP violation in the decay of B-mesons.

Since the startup in 1992 the luminosity delivered by HERA has increased gradually. Figure
4.2 shows the accumulated luminosity for each year up to April 1999, as a function of time.

HERA luminosity 1992 — 99

Luminosity (pb~? £
Year e p (p e*%) %
1992 0.03 - £
1993 1.1 = 3
1994 1.1 5.1 2
1 S A
1996 = 17.2 £
1997 = 36.4
199858 ] =
1998 12.3 -

Feb Mar Apr May Jun Jul Aug Sep Oct Nav Dec

Figure 4.2: Overview of the luminosity delivered by HERA from 1992 up to April 1999.

4.2 The ZEUS coordinate system

The ZEUS coordinate system (figure 4.3) is a righthanded coordinate system in which x points
towards the centre of HERA, y points up and z is along the proton beam direction.

T Z
Figure 4.3: The ZEUS coordinate system.

4.3 The ZEUS detector

The ZEUS detector is a multi-purpose detector located in the south hall of HERA. The detector
covers almost the full solid angle. The major components of the ZEUS detector are the inner
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tracking detectors, situated in the 1.4 T magnetic field of a superconducting solenoid, the
uranium-scintillator calorimeter, muon detection chambers and the luminosity monitor. In
addition various dedicated detectors extend the measurement of very forward or very backward
going particles. A cross sectional view of the ZEUS detector is given in figure 4.4. A detailed
description of the detector can be found in [64]. In this section we discuss the components of
the detector relevant to the present analysis of jet photoproduction.

Figure 4.4: The ZEUS detector in yz and zy view.
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4.3.1 The tracking detectors

The ZEUS inner tracking system consists of forward, central and rear tracking detectors, as
shown in a schematic overview in figure 4.5. i
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Figure 4.5: An overview of the ZEUS inner tracking detectors.

e The Central Tracking Detector [65] (CTD) is a eylindrical drift chamber which consists

of 72 cylindrical layers, organised in 9 superlayers. A cut out of the CTD is shown in
figure 4.6. The even numbered superlayers have a stereo angle of £5° which allows the
measurement of the z position of tracks. The CTD covers the polar angular region from
11° to 168°. The transverse momentum resolution for a track that has traversed all
superlayers is o(pr)/pr & /(0.005p7)2 + (0.016)2, where py is in GeV.

The Forward Tracking Detector (FTD) consists of planar drift chambers interleaved with
Transition Radiation Detectors (TRD’s). It extends the track reconstruction down to
polar angles of 7.5°. The TRD's allow for the identification of electrons. Due to readout
problems, FTD data is not available for the full 1995 running period.

The Rear Tracking Detector (RTD) is a planar drift chamber which consists of three layers
of drift cells with their wires oriented at 0%, +60° and —60° with respect to the horizontal
plane. The RTD improves the accuracy of the tracking in the backward direction and
covers the polar angular region between 160° and 170°.
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Figure 4.6: A cross sectional view of a slice of the CTD showing the wires of the different superlayers
g

4.3.2 The uranium calorimeter

The main ZEUS calorimeter [66] (CAL) is a sampling calorimeter with alternating layers of
3.3 mm depleted uranium and 2.6 mm scintillator material. The CAL covers almost 99.9%
of the total solid angle and is subdivided into a forward (FCAL), barrel (BCAL) and a rear
(RCAL) calorimeter, covering the pseudorapidity regions 4.3 > 5 > 1.1, 1.1 = 7 > —0.75 and
—0.75 = n > —3.8. The calorimeters are longitudinally segmented in an electromagnetic and
two (one for the RCAL) hadronic sections. The cells in the electromagnetic sections have the
transverse dimensions 5 x 20 ¢m? (10 x 20 cm? for the RCAL). Cells in the hadronic sections
have the transverse dimensions 20 x 20 em?. The light produced in the scintillator material
of each cell is read out via wavelength shifter bars on the left and the right side of the cell.
A photo-multiplier tube is connected to each wavelength shifter bar. In figure 4.7 schematic
views of the calorimeter are shown.

The thickness of the scintillator and depleted uranium layers was chosen such that the CAL
is compensating. This means that the response of the calorimeter to hadrons and electrons is
equal when these particles have identical energies. In test beam measurements [67], an energy
resolution of 18% /v E GeV for electrons and 35%/v/ E GeV for hadrons has been obtained.

The longitudinal and transverse segmentation of the calorimeter is used to identify different
types of particles. Three particle classes can be distinguished:

e clectrons and photons start to shower as soon as they enter the calorimeter. They are
identified in the calorimeter by the limited shower size both longitudinally and laterally,

e hadrons start to shower later and produce deeper and wider showers,

e muons loose energy in the CAL mostly through ionisation. The deposited energy is largely
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F‘igure 4.7: Schematic representation of the uranium calorimeter from different viewpoints.

independent of the momentum of the muon. The energy deposited in each calorimeter
section is referred to as a Minimum lonising Particle (MIP) signal.

Typical shower profiles for these particle classes are shown in figure 4.8.

The F and RCAL presampling detectors

In 1995 presampling detectors were installed on the front surfaces of the F and RCAL [68]. The
two presamplers consist of 576 scintillator tiles in total, with dimensions 20 x 20 x 0.5 em®. The
tiles cover the area of the F and RCAL surface that is not shadowed by the BCAL for particles
originating from the nominal interaction region. The coverage is shown in figure 4.9.

The presamplers measure the shower multiplicity of a particle entering the calorimeter. This
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Figure 4.8: Typical shower profile in the calorimeter for different types of particles. The uranium and
scintillator layers of the CAL and one of the wave length shifter bars are shown.

multiplicity is correlated to the energy loss of the particle in the inactive material in front of
the CAL and can be used to correct the energy measured in the CAL for these losses. In
chapter 5 the energy correction for NC-DIS scattered positrons in the RCAL, using the RCAL
presampler is discussed.

Figure 4.9: Coverage of the presamplers in front of the F and RCAL. The lines indicate the calorimeter cells

and the shaded area indicates the area covered with presampler tiles.
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4.3.3 The luminosity monitor

The luminosity in ZEUS is determined by measuring the positron-proton Bremsstrahlung or
Bethe-Heitler process ep — epy [69]. The cross section of this process is known to a high
accuracy [70]. The luminosity monitor [71] consists of a photon and an electron calorimeter
positioned downstream of the positron beam (see figure 4.10). Although initially intended as
a coincidence measurement, due to the poor understanding of the acceptance of the electron
calorimeter, the bremsstrahlung cross section is currently determined from the count rate of
photons above a certain energy threshold (E%") in the photon calorimeter. The luminosity is
calculated as:

R.,(E, > E)
(B, > Eth)’

where R,,(E, > EI") is the photon rate and g%(E!") is the acceptance corrected cross section
for these photons to be produced.

The photon calorimeter is a lead-scintillator sampling calorimeter with a 1 radiation length
thick carbon filter in front to shield the detector from direct synchrotron radiation and a
presampler to correct the measured energies for losses in dead material. The accuracy of the
luminosity measurement for the 1995 running period was 1.1%.

£= (4.1)
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Figure 4.10: A schematic representation of the position of the photon and electron calorimeters of the

luminosity monitor.

4.3.4 Background rejection

Some detectors of which the data is not used in the present analysis, nevertheless play an
important role in the background rejection at the trigger level. We discuss different background
sources and the detectors used to reject them.

Besides processes originating from ep interactions there are several processes observed in
the ZEUS detector that originate from other sources. We shall refer to these as non-physics
processes. The two main sources of such processes are:

e interactions of beam particles with residual gas in the beam pipe or with the beam pipe
wall. These interactions, referred to as beam gas interactions, can occur in the proton
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beam as well as in the positron beam. When they occur close to or inside the detector
they can produce signals in the detector. In the same type of process, via the decay of
pions, muons are produced which travel with the proton beam in what is called the beam
halo. These are referred to as halo muons,

e a second source of non-physics backgrounds are cosmic interactions in the atmosphere in
which muons are produced. These cosmic muons can deposit energy in the detector.

The strategy applied to reduce the non-physics backgrounds in the collected data is twofold.
First, of all the detector is shielded against the particles produced in these non-physics processes.
The background from cosmic muons is strongly reduced because the ZEUS detector is located
25 m below ground level and the detector itself is shielded with ~ 1 m of concrete and an
iron yoke. The detector is also shielded against particles produced by the beams in the HERA
tunnel. The Veto-wall, a 87 em thick iron wall with a 95 x 95 em? hole for the beam pipe and
magnets, is positioned 7 m upstream in the proton direction and shields the detector from the
proton beam halo.

The second strategy applied to reduce non-physics backgrounds is to reject them at the
trigger level. For example: the Veto-wall is equipped with scintillator counters on both sides.
At the trigger level, coincidences in these counters are used to reject halo muons.

The most important information used to reject non-physics backgrounds is the timing in-
formation of the following detectors:

o different calorimeter sections like e.g. the FCAL, the RCAL or the upper or lower half of
the BCAL,

e the C5 collimator, positioned behind the RCAL, which is equipped with scintillator coun-
ters on both sides,

e the SRTD (Small angle Rear Tracking Detector), a scintillator strip hodoscope positioned
around the rear beam hole.

In ZEUS the timing measurement of different components is calibrated in such a way that
for particles produced in an ep interaction at the nominal interaction point the timing is zero.
This situation is illustrated in figure 4.11a. Figure 4.11b is an example of a typical proton
beam gas interaction occurring upstream in the proton beam. Particles produced in such an
interaction arrive early in the upstream detectors: C5, SRTD and RCAL. Also the difference
between the arrival time in the RCAL and in the FCAL can be used to reject these events. In
figure 4.11c a typical cosmic muon is shown. To reject these events the difference between the
arrival time in the upper and the lower half of the BCAL is used.
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Figure 4.11: Typical signature of: an ep interaction at the nominal interaction point (a), an upstream proton
beam gas interaction (b} and a cosmic muon (c).
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Figure 4.12: Layout of the ZEUS trigger and data acquisition chain.

4.3.5 The trigger and data acquisition chain

The ZEUS data acquisition system has to deal with the HERA bunch crossing rate of over 10
MHz. The corresponding rate of non-zero signals produced in the detector lies between 10 and
200 kHz. Of these events no more than 10 per second are accepted by the ZEUS trigger chain
and stored on tape. These conditions require a multi-level trigger system, starting with fast
electronics mounted on the detector, with which a crude first event selection is made and ending
with an almost complete online event reconstruction. A schematic diagram of the trigger and
data acquisition chain is shown in figure 4.12.
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First Level Trigger

The first level trigger (FLT) has to deal with the HERA bunch crossing rate of 10 MHz, cor-
responding to 96 ns per bunch crossing. Data from every bunch crossing is stored in pipelines.
These pipelines are 46 bunch crossings deep and allow for a 4.4 us latency per event. The
component FLT’s calculate crude event observables such as local energy sums and timing in-
formation. This information is passed on to the Global FLT (GFLT) in the form of trigger
signals. The rate at which non-zero trigger signals are produced in the detector is between 10
and 200 kHz. At the GFLT trigger signals are compared fo thresholds. A global decision is
reached in the GFLT Box, where logical operations can be applied to the trigger data. If a
positive decision is reached the pipelines are stopped and the data is moved to the second level
trigger event buffers and to the component second level triggers. The maximum output rate of
the FLT is 1 kHz.
The most important component FLT’s are:

e the Calorimeter FLT (CFLT) where regional energy sums, such as the summed energy in
the electromagnetic section of the RCAL or the total FCAL energy, are determined. For
most energy sums the cells closest to the beam pipe are excluded.

e the CTD-FLT determines the number of tracks and whether they originate from the
interaction region. This is done by applying lookup tables to two dimensional projections
of the r and z coordinates of the hits in the CTD and the FTD.

e the SRTD and C5 FLT's supply timing information that is used to reject interactions
that occurred upstream in the proton beam.

e the Veto-wall FL'T provides a coincidence signal that is used to reject halo muon and
beam gas interactions.

Second Level Trigger

Like the FLT, the second level trigger (SLT) is divided in component SLT’s and in a Global SLT
(GSLT). The component SLT’s provide information on global energy sums like Ey or E — Py
(CAL-SLT), on tracks, on the timing of the event and on the interaction vertex (CTD-SLT).
For the determination of this information a few milliseconds are available. The information
is sent to the Global SLT (GSLT) where more detailed algorithms can be applied to the data
than on the GFLT. The maximum output rate of the SLT is 60 Hz.

The Event builder

The GSLT decision is passed to the event builder. When an event is accepted the event builder
collects the data from all components and puts it in the standard ZEUS format. The full data
is then passed to the TLT.



4.3 THE ZEUS DETECTOR 43

DATA MONTE CARLO

(_ep interaction ( [T MCeévent
L_ = i generator
- ;

ZEUS i ZEUS
detector tector simulatio

[ zEus 1

ZEUS |
trigger

\trigger simolation

t ZEUS offline J

reconstruction

1

e t——
| tape/disk
| storage

Figure 4.13: Schematic representation of the ZEUS data acquisition chain and the corresponding Monte Carlo
software chain.

Third Level Trigger

The third level trigger (TLT) consists of a farm of computers which run an almost complete
version of the offline reconstruction code. At the TLT complicated algorithms like electron
finders and jet finders, are run. The output rate of the TLT is between 3 and 10 Hz. These
events are stored to tape.

4.3.6 The offline reconstruction

Offline the data collected in ZEUS are passed through the reconstruction software package,
which contains the reconstruction codes of the different detectors. In figure 4.13 a schematic
overview is given of the complete data acquisition chain, on the one hand, and the corresponding
software chain through which Monte Carlo simulated events are passed, on the other hand.
The offline reconstruction is largely identical for both cases. Based on the raw detector
information, the reconstruction codes of the detectors determine tracks, calorimeter clusters ete.
For each event a set of tables is filled containing all relevant information. This information is
used in the analyses to run reconstruction jobs or to study events using event-display programs.

The tracking reconstruction

In the reconstruction code, tracks are determined based on the combined data from the CTD,
the RTD and the FTD. The reconstruction code starts with pattern recognition on the hits
in the detectors. The obtained tracks are fitted to a 5 parameter helix. When all tracks are
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fitted the code tries to find the primary interaction vertex. Tracks that are compatible with
this vertex are refitted including the vertex.

The calorimeter reconstruction

Raw calorimeter data is unpacked and calibrated using information from regularly taken test
runs in which the uranium noise signal in the calorimeter is monitored. Apart from this a set
of correction procedures is applied to the CAL data:

e known discrepancies between the energy scale in data and in the detector simulation are
fixed by multiplying the energy response of the F, B and RCAL with the factors 1.000.
1.050 and 1.025 respectively (see chapter 5). This correction is only applied to the data:

e noise contributions are removed from the calorimeter data by removing the signals of
isolated cells when:
— Feme < 100 MeV
— Bhae < 150 MeV
— E < 700 MeV & |I.en| > 0.70 where [I,.; is the fractional difference between the

signal in the left and in the right photo multiplier connected to the same cell.

Furthermore signals from cells that are known to be particularly noisy are removed when
they are within three standard deviations from the average noise level observed in that
cell;

® in some cases calorimeter energy deposits can be faked by “sparks” in the electronics. To
reject sparks, cells with energy greater than 700 MeV and |Zeit] = 0.90 are removed.



Chapter 5

The reconstruction of kinematic
variables

In this section the reconstruction of the kinematic variables is discussed. Within ZEUS, pho-
toproduction events are defined through the requirement that the scattered positron is not
detected in the uranium calorimeter. As a consequence the kinematic reconstruction relies
completely on the measurement of the hadrons in the final state. The accurate measurement
of energy deposits belonging to the hadronic final state is thus of great importance. especially
since the differential cross section we measure has a steep dependence on the transverse en-
ergy of the jets. This means uncertainties in the hadronic energy measurement lead to large
uncertainties in the measured cross section.

There are several sources of uncertainty in the measurement of the energies in the final
state:

e the absolute energy response of the calorimeter. Studies on the energy response of the
calorimeter to the scattered positron in NC-DIS events [72]| have revealed a difference
between the measured positron energy and the simulated response. This has resulted in
a set of correction factors, which are: 1.000, 1.050 and 1.025 for the F, B and RCAL, re-
spectively. These factors are applied to all energy deposits in both the EMC and the HAC
sections of the CAL. The uncertainty in the absolute energy scale of the calorimeter after
applying these factors is estimated to be 1 to 3% for the scattered positron, depending
on where in the CAL its energy is deposited, and 5% for hadrons.

e cnergy losses in inactive materials in front of the CAL. Construction materials of the
inner tracking system. the beam pipe and the solenoid amount to 1 to 3 radiation lengths
of dead material, which a particle has to traverse before reaching the front surface of the
CAL. Since many particles in the final state have low energies, the energy losses in dead
material can be relatively large. These energy losses are difficult to implement accurately
in the detector simulation.

e the transition regions between the F, B and RCAL. The energy response for particles
entering these regions is not well simulated.

45
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With the large statistics accumulated in 1995, it has become possible to perform detailed
studies on the hadronic energy response. For the present analysis an energy correction method
was developed that on the one hand reduces the sensitivity to the accurate simulation of the
calorimeter energy response and on the other hand optimises the resolution of the energy
measurement. A twofold strategy is used to achieve this:

e where possible tracking information is used. This strongly reduces the sensitivity to
energy losses in the inactive material in front of the CAL.

e energy correction functions for particles in the hadronic final state are determined in-
dependently for data and for Monte Carlo events passed through the ZEUS detector
simulation, on the basis of kinematic constraints.

It will be shown that a combination of these strategies improves the energy resolution signifi-
cantly and reduces the energy scale uncertainty in the hadronic final state to £3%.

5.1 A combination of track and calorimeter information

We discuss the procedure used to combine track and calorimeter information. This procedure
will be applied to clusters defined from the energy deposited in calorimeter cells and from tracks
measured with the inner fracking detectors.

Calorimeter cells in which energy was deposited are clustered into cone islands [73]. These
are defined in two steps:

e first, by the iterative combination of cells with their highest energy neighbours, local
islands are defined in the EMC, HAC1 and HAC2 sections of the CAL,

e the thus obtained islands are then clustered in (6, ¢) space, starting from the HAC2
islands and working inwards towards the centre of the detector,

From the tracking detectors only tracks originating from the interaction vertex are used, since
only those tracks can be unambiguously identified as particles produced in the primary inter-
action.

The basic strategy used to combine the tracks and cone islands is the following:

e for charged particles within the acceptance of the tracking detectors and with low or
intermediate momentum we want to use the tracking detector information,

e for neutral particles, particles outside the tracking acceptance or particles with high mo-
menta, the energy measured by the calorimeter should be used.

This ensures that in all cases the most reliable source of information is used. Naturally there are
difficult cases: e.g. when neutral and charged particles overlap in the calorimeter. Especially
for such cases, it is important that the combination of tracking and calorimeter information
is such that double counting or the complete removal of energy are avoided. This requires a
detailed matching between cone islands and tracks and a set of rules to determine when the
track momentum is used and when the island energy is used.
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An algorithm that combines calorimeter and tracking information has been developed within
ZEUS [73]. To ensure a good momentum measurement, selected tracks are required to:

e originate from the primary vertex,
e have a transverse momentum between 0.1 GeV and 30 GeV,
e have traversed at least 3 superlayers of the CTD.

A track is considered to be matched to a cone island when the distance of closest approach
between track and island is less than 20 e¢m or less than the radius of the island. Note that
more than one track can be matched to one cone island and vice versa. The momenta of tracks
that are not matched to an island or the energy of islands not matched to a track, are retained.
When track and island are found to match the track momentum will be used when:

e a(P)/P < o(E)/E,i.e. the resolution of the track momentum is better than that of the is-
land energy, where the track resolution is taken as o(P)/P = 1/(0.005pr)? + (0.016)? and
the calorimeter resolution as o(E)/E = 25%/+/E(GeV) (o(E)/E = 40%/+/E(GeV)) for

electromagnetic (hadronic) islands.

e E/P < 0.84a(E/FP), which avoids throwing away neutral energy that overlaps with the
energy deposited by a charged particle. o(E/P) is defined through o(E/P)/(E/P) =
Ve (E)/E)? + (o(P)/P)?.

When these requirements are not fulfilled the island energy is used. The resulting objects are
called ZUFOs.

In figure 5.1 the transverse energy flow in dijet photoproduction events, measured with
ZUFOs, is shown as a function of the polar angle #. The shaded area indicates the amount of
transverse energy measured with tracks. In the central region of the detector between 20 and
40% of the transverse energy is measured with tracks. In figure 5.2 the same transverse energy
flow is shown as a function of the transverse energy of the ZUFOs in three angular regions
corresponding to the F, B and RCAL. According to expectation, the use of track information
is strongest at low transverse energies.

It is clear that a significant part of the ZUFOs still consists of calorimeter information. This
is due to cases in which no track was found pointing to an island, e.g. for a neutral particle, or
when a track was found that did not satisfy the quality criteria. For these “calorimeter”-ZUFOs
a correction is required for energy losses in the inactive material in front of the CAL.
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Figure 5.1: The transverse energy flow in dijet photoproduction events, measured with ZUFOQs, as a function
of 6. The shaded histogram indicates the amount of transverse energy measured with tracks. The lower figure
shows the fraction of the transverse energy flow measured using tracks.
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Figure 5.2: The average transverse energy distribution of ZUFOs in dijet photoproduction events, in angular
bins corresponding to the F, B and RCAL. The hatched histograms indicate the amount of transverse energy
measured with tracks. The lower figures show the fraction of the transverse energy flow measured with tracks.
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5.2 Determination of hadronic energy corrections

The use of track information reduces the sensitivity to differences between the CAL energy
scale in the data and in the detector simulation. However the large fraction of ZUFOs, for
which the energy is still measured by the calorimeter, require a correction for energy losses in
the materials in front of the CAL. To reduce further the sensitivity to energy scale differences
between the data and the simulation, these corrections have been determined for data and
Monte Carlo independently.

A method is presented that exploits energy and momentum conservation to determine energy
correction functions for the particles in the final state. The method makes use of the fact that,
in ZEUS, the energy measurement of the scattered positron, in particular in some restricted
regions, is much better understood than the measurement of the energies in the hadronic final
state. In a fit procedure to NC-DIS data and Monte Carlo samples, this situation is exploited
to constrain the hadronic energies.

The fit minimises the difference between the transverse momentum, Pr, of the hadronic
final state and the scattered positron. It also minimises the difference between y determined
from the hadronic final state and from the scattered positron. When the procedure is applied
to ZUFOs, energy correction functions are determined only for “calorimeter”-ZUFOs, assuming
that track momenta are measured with sufficient accuracy already.

5.2.1 Input samples for the fit

The fit is performed on high @ NC-DIS data and Monte Carlo events. The Monte Carlo sample
was generated with the DJANGO event generator, interfaced to ARIADNE for the simulations
of the fragmentation stage (see section 3.3.1). Two subsamples, of the data and the Monte
Carlo, serve as input for the fit:

e sample 1 consists of low y events for which most of the hadronic energy flow is in the
forward direction. The cuts defining sample 1 are given in table 5.1.

Sample 1
20 GeV < E! < 28 GeV
130° < 4, < 149°

Table 5.1:

For these events the relative difference between the transverse momentum of the positron
and of the final state hadrons is minimised in the fit. The transverse momentum of the
positron is given by:

PTeIcr: lE: sin 9:,| 3 (51)

and that of the hadrons by:

PThaci — | Z ESi[19|. (52)

hadrons
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e sample 2 consists of high y events. Like Pr, y can be reconstructed both from the
scattered positron and from the hadrons in the final state. The determination of y from
the scattered positron uses the formula 3.3. For the reconstruction of i from the hadrons
in the final state the Jacquet-Blondel formula [74] is used:

Idi=e
yJB:%_ (5.3)

Compared to Pr, y is more sensitive to hadronic energy deposited in the backward direc-
tion. Sample 2 is defined by the cuts given in table 5.2 (V.4 is defined below in formula
5.6).

Sample 2
15 GeV < E. < 20 GeV
1309 < 8L = 1557
Vhad > 57°

Table 5.2:

For the events in sample 2 the relative difference between y determined from the scattered
positron (formula 3.3) and y,;p (formula 5.3) is minimised.

As for hadrons, the energy of the scattered positron is affected by energy losses in the
materials in front of the CAL. The positron energies are corrected for these losses using the
shower multiplicity information measured with the presampler detector in front of the RCAL
(see section 4.3.2). Since energy losses in dead material are not well modelled in the Monte
Carlo the correction for these energy losses is determined independently for data and for Monte
Carlo from the correlation between the presampler response and the energy loss. To determine
the energy loss, the positron energy is estimated from the scattering angles of the positron and
the struck quark, using the double angle formula [75]:

= 2EP(1 = ',Uda)

By — 5.4
& 1—cost! (5.4)
which makes use of !
sin 0 (1 — cos Yhaq) o
Yda = = TR e (5.5)
Sin Ve + sin 6, — sin (0 + Ynea)

where 7444 is the hadronic scattering angle defined through:

B (=P
COS Vhad = T had ( Z)hfzd {56)

Pjghﬂd o (E = Pz}ﬁ“d I

To first order the energy of the scattered positron determined with the double angle method is
independent of the calorimeter energy scale.

The correlation between the energy loss, (Epositron — Faa), and the presampler response,
Epresampter, Of positrons from the samples 1 and 2 is shown in figure 5.3, where Ejsipron i
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Figure 5.3: The correlation between the energy loss, (Epositron — Fda) and the presampler response,
Epresampier; 0 units of minimum ionising particles, for positrons from the samples 1 and 2, for data and
for Monte Carlo. The intersection point, Ag, and the slope, 4, indicated in the figure are the result of a
straight line fit to the correlation.

the energy of the scattered positron as measured with the CAL. The upper plots show the
correlation in data and the lower plots the correlation in the Monte Carlo. A clear correlation
is observed between the variables plotted. High signals in the presampler correspond to large
energy losses. The intersection point, Ay, and the slope, 4;, indicated in the figure are the
result of a straight line fit to the correlation. The corrected positron energy is now defined as:

Ecorr [~ pusitron(l- = AD L= Al Epresampim‘} E (5?)

A comparison of the corrected positron energy with the true positron energy in the Monte
Carlo and a comparison of the distribution of the corrected positron energies in data and Monte
Carlo show that for the two positron samples discussed the corrected positron energies have a
bias with respect to the true energies which is less than 1.5%.

5.2.2 The minimisation procedure
The function that is minimised in the fitting procedure has the following form:
- 2 2
. Pqele(. — Pfa.d e ) yeiec e yhad & 5 4
Z min (T ,02. i z T y"T .02 . (08)
sample 1 T sample 2

Relative differences bigger than 20% are truncated at this value to prevent too strong an
influence in the fit of (poorly measured) events in the tails of the distributions.
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The energy correction for energy deposits in the hadronic final state is parametrised as a
function of the uncorrected energy and the polar angle of the object. The measured energy of
a particle multiplied by this function gives the corrected energy. The polar angle dependence
of the correction is expected to reflect the detector geometry. The following angular binning of
the hadronic objects was chosen:

0° — 7°, 7° — 37°, 37° — 44°, 44° — 86°, 86° — 118°, 118° —» 144°, 144° — 180° (5.9)
The energy dependence of the correction in the i-th # bin is parametrised as:
fi(E) =1+ a;exp (—0.02 x min(E, 5;)) . (5.10)

This parametrisation was found to ensure a well behaved fit and is relatively simple. More
complicated parametrisations of the energy dependence that have been tried, did not give
better results. At F = 0 this function reduces to 1 + a;. When F increases the correction
factor falls exponentially. For E > §; the function remains constant. Note that the parameter
J; only affects the correction of particles with energy greater than ;. This is an important
feature of the correction function; since most energy in the final state is carried by particles
with relatively low energy, the fit tends to be dominated by the preferred behaviour at low
energies.

The minimisation procedure that fixes the 14 (7 x 2) free parameters in the fit is performed
using the package MINUIT [76]. Figure 5.4 shows the correction functions determined for
“calorimeter”-ZUFOs in data and Monte Carlo.

5.2.3 Performance of the energy correction on Monte Carlo

Photoproduction Monte Carlo events, in which the true variables are known, are used to test
the performance of the correction functions, determined as described above. The HERWIG
5.9 Monte Carlo generator is used for this study. The measured transverse energy of jets is
compared to the transverse energy of jets determined from the final state hadrons. We consider
the latter as the true transverse energy of a jet. The comparison is made for transverse jet
energies determined from uncorrected islands and from uncorrected and corrected ZUFOs. The
relative difference between the true and the measured transverse energies is shown in figure
5.5 as a function of 7’* and in figure 5.6 as a function of E%;"‘i in different 77¢* bins. The
shaded bands indicate the resolution in EJ*. The true transverse jet energy is required to be
greater than 11GeV. We find that for jets determined from ZUFOs both the bias and the
resolution of the EJ*" measurement are improved. After the ZUFOs have been corrected for
energy losses in dead material, as described above, the measured transverse jet energies come
even closer to the true values and the resolution is further improved. After correction of the
ZUFOs, the transverse energy of jets with pseudorapidity greater than —1, agrees to within 2%
with the transverse jet energy at the hadron level. There is also a noticeable improvement in
the transverse energy measurement in the transition regions between F and BCAL (p=1) and
between B and RCAL (=~ —1).

A similar comparison is made for y;p. In figure 5.7 the relative difference between ysp and
Yirne 18 plotted as a function of :r,_';”", the fractional momentum of the photon participating in
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Figure 5.4: Energy correction functions obtained from a minimisation of equation 5.8 for data and Monte
Carlo in different # regions.

the hard interaction. It is particularly interesting to study the reconstruction of y as a function
of I:bs, because :L'f'rhs is a measure of the relative contribution to E — P, coming from the jets,
i.e. for an event with ;tr,';b*‘ ~ 1 all E — P, is contained in the jets while for a low :n‘;bs event most
E — P, is found outside the jets. y;p has been determined from uncorrected islands and from
corrected and uncorrected ZUFOs. With ZUFOs both the bias and the resolution of the y;p
measurement are improved. After the correction of the ZUFOs for energy losses, the bias and
the resolution in the g5 reconstruction are further improved. The y;p value from corrected
ZUFOs still deviates somewhat from the true y value at low 22%°. Such a deviation is expected,
because at low ;1.‘2"” (i.e. for resolved photoproduction events) some final state hadrons are
expected to escape detection because they leave the detector through the backward beam pipe
hole.

5.3 Hadronic energy scale uncertainty

It has been established in the previous section that our energy correction method for the
hadronic final state performs well on Monte Carlo events. In this section we want to show
that the method performs equally well on data. For this purpose a study is presented in which
energy dependent variables in data and Monte Carlo are compared to the expected values of
these variables determined from the scattering angles in the event. The hadronic final state is
reconstructed using uncorrected islands or corrected ZUFOs. The aim of the study is to:
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e demonstrate that a scale difference exists between the calorimeter response in the data
and in the detector simulation,

e show that this discrepancy is reduced when ZUFOs, subjected to the energy correction
method deseribed above, are used.

5.3.1 Comparison of hadronic and double angle variables

A comparison is made between Pr and y determined from the hadronic final state and from
the scattering angles in an event. The variables are calculated as described in section 5.2.
The hadronic Pr and £ — P. are determined on the basis of uncorrected islands and corrected
ZUFOs. The island(s) and track(s) belonging to the scattered positron are excluded. The
transverse momentum can be reconstructed with the double angle method using the formula:

3 !
sin £,

Praa = 2Be(1 = Yao) 7 — ooy

(5.11)
To first order variables determined with the double angle method are independent of the
calorimeter energy scale. This makes the double angle variables very suitable as reference
values when the energy response in data and Monte Carlo is compared. In most of the NC-DIS
phase space the variables measured with the double angle method are reconstructed with good
resolution and deviate little from the true variables.

In the figure 5.8 and 5.9 the relative difference between the hadronic and the double angle
measurement of Pr and y is plotted as a function of 4.4, for data and Monte Carlo. Also
plotted is the relative difference between data and Monte Carlo. For uncorrected calorimeter
information in the BCAL region the energy response in data is 2 to 3% lower than in the Monte
Carlo. For corrected ZUFOs data and Monte Carlo agree within 2%.
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To test the agreement between data and Monte Carlo for the reconstruction of transverse
jet energies measured with corrected ZUFOs, the comparison of Prj.. and Prg, is repeated
using the transverse energy of the highest Er jet in the event instead of the total hadronic Pr.
Although closely related, the transverse energy of the highest Er jet is not the same quantity
as Pppqq. Therefore the transverse jet energy is not expected to be balanced precisely by the
double angle Pr. We stress that this comparison is only used to check that the transverse jet
energy reconstruction in data and Monte Carlo agrees. In figure 5.10 the relative difference
between the transverse energy of the highest Et jet and Pr 4, is shown as a function of E{ft and
77!, The shaded and the dashed areas indicate the resolution in the transverse jet energy in
data and Monte Carlo, respectively. The lower plots show the relative difference between data
and Monte Carlo. The transverse energy of jets determined from corrected ZUFOs, agrees well
between data and Monte Carlo. Differences are within 2 to 3% in the plotted regions of EZ
and 77*. Also the resolution in F}"' is found to agree well between data and Monte Carlo.
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Figure 5.8: The relative difference between Py reconstructed from the hadronic final state and with the double
angle method. In the left figures the hadronic final state is defined from uncorrected islands and in the figures
on the right from corrected ZUFOs. The difference is plotted as a function of v4,4. The lower plots show the
relative difference between data and Monte Carlo. The errors are statistical errors only.
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Chapter 6

The selection of dijet photoproduction
events

For the analysis presented in this thesis data collected with the ZEUS detector in 1995 are
used. These data correspond to an integrated luminosity of 6.3 pb™'. In this section the online
and offline selection of the dijet photoproduction sample is discussed. Candidate events are
selected online with the ZEUS three-level trigger system. After the selected events have been
corrected for detector effects, as described in chapter 5, the final selection cuts are applied.

The selection criteria are designed to select dijet events and to reject at the same time as
many background events as possible. Different processes are a potential source of background.
We distinguish two classes:

e non-physics background processes. These are:

proton beam gas interactions occurring upstream in the proton beam,

positron beam gas interactions occurring upstream in the positron beam,

halo muons travelling collinear to the proton beam.

cosmic muons entering the detector from above.

Non-physics backgrounds are rejected efficiently when a reconstructed interaction vertex
is required, near the nominal interaction point and when the timing information of the
event is required to be consistent with an ep interaction,

e background contributions that do originate from an ep interaction. These physics back-
grounds are:

— neutral current deep inelastic scattering (NC-DIS) events. Most of these events
are rejected by a cut on the difference between the total energy and longitudinal
momentum of the event (E — P.), which is twice the positron beam energy in a NC-
DIS event and only twice the energy of the exchanged photon in a photoproduction
event, because in the latter type of event the scattered positron escapes undetected.
Most of the remaining NC-DIS events can be rejected when a scattered positron
candidate is identified in the calorimeter:

a9
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— charged current deep inelastic scattering (CC-DIS) dijet events. These are rejected
by a cut on the missing transverse momentum in the event.

Event displays of background events are shown in figure 6.1. In the display the histogram on
the left shows the transverse energy deposited in the CAL as a function of 77 and ¢, while on the
right cross sectional views of the inner tracking detectors and the CAL are shown. Each event
satisfies the dijet selection cuts of the analysis presented in this thesis, with the exception of the
cuts specifically designed to reject the type of backsround to which the shown event belongs.
The background rejection cuts are discussed hereafter. The events shown in the figures are:

* a proton beam gas interaction. These events typically have a high track multiplicity and
many tracks are not associated with an interaction vertex,

e a cosmic muon. The event shown is a typical example of a muon traversing the detector.
There is only one track and there are energy deposits on opposite sides of the BCAL,

e a NC-DIS event. The event shown is a genuine dijet event, but not a photoproduction
event. This is clear from the scattered positron, observed in the RCAL,

e a CC-DIS event, which is recognised by the large missing transverse momentum in the
event, which has been carried away by the neutrino.

6.1 Online event selection

The ZEUS three-level trigger system is used to preselect a sample of dijet photoproduction
candidates. Selection criteria are applied at each of the three trigger levels.

6.1.1 First Level Trigger

At the FLT the summed energies of different sections of the calorimeter' are compared to
threshold values. Furthermore crude track information is available. The requirements made at
the FLT to select dijet candidate events are the following:

o ECAL > 15 GeV or ESk. > 10 GeV or EBGAL > 3.4 GeV or Bl 2 GeV.,

e at least one good track was found, where a good track is defined as a track for which the
z position in the first superlayer of the CTD is between -50 ¢em and 80 cm.

Furthermore events are vetoed at the FLT based on information from various detectors:

e the C5 timing information is used to veto events that have a beam gas timing and no
physics timing in one or both C5 scintillator counters,

'For the determination of calorimeter energy sums at the FLT the cells closest to the beam pipe are excluded.
Furthermore the energy is subjected to a coarse digitisation which makes the energy resolution rather poor,
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e the SRTD timing information is also used to veto events which have beam gas timing and
no physics timing in one or both SRTD planes,

e the Veto-wall is used to veto events when a coincidence is observed between the two planes

of the Veto-wall. This indicates that the interaction occurred outside the detector.

6.1.2 Second Level Trigger
The SLT requires that:

e a vertex was found,

e E—P. > 8.0 GeV, where F and P, are the energy and the longitudinal momentum of
the event, determined from the energy deposits in the calorimeter.

o B > 8.0 GeV where ES™ is the summed transverse energy outside a cone of 10°
around the proton beam direction,

e and (F — P. > 12.0 GeV or P./E < 0.95).

Furthermore events are vetoed at the SLT when one of the following conditions holds:
e only 1 photomultiplier tube in the calorimeter gave a signal or
e FE—P, >75GeV.

Events are also vetoed on the basis of the timing information of different calorimeter sections?.
This happens when:

® tdoun — tup > 10 ns, where t4,,, and t,, are the timing of the lower and upper half of the

BCAL,
® tpcar — trear > 8 ns,
® |tpcar| > 8 ns,

® froar > 8 ns.

6.1.3 Third Level Trigger

At the TLT different jet algorithms are applied to the energy deposits in the calorimeter. Events
are accepted when one or more of these algorithms have found at least two jets with 57 < 2.5
and EI* > 4.0 GeV. It is furthermore required that:

e the 2 position of the reconstructed interaction vertex is within 460 cm from the nominal
interaction point

*Events can only be vetoed on the basis of the timing information of a calorimeter section when at least 1
GeV (2 GeV for the FCAL) of energy was deposited in that section. This requirement, ensures that the timing
was measured accurately (this requirement is also made for the timing cuts applied at the TLT)
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e less than 6 bad tracks are found, where a bad track is defined as a track that has traversed
at least 3 superlavers of the CTD, but does not point towards the interaction vertex.

Events are vetoed at the TLT when?:

o (Tns < trearsp—troarsy < 151s) & (7 ns < trearyy < 15 ns), where tpeapy, and trearsy
are the timing of the F and RCAL beam pipe regions.

|trcar| = 6 ns,

[troar| > 8 ns,

ltpcar — trear| > 8 ns,

{trotatc A L| > 8 ns.

6.1.4 Efficiency of the online event selection

Since the threshold on the transverse energy of the jets applied at the TLT is only 4 GeV, the
selection of high E,}ff“f dijet events is expected to be highly efficient. The HERWIG 5.9 Monte
Carlo was used to determine the efficiency of the trigger selection. The efficiency is defined
as the number of events generated and selected by the trigger divided by the total number of
generated events. Generated events are defined as those events in the Monte Carlo sample that
satisfy the cross section definition given in section 3.4. In figure 6.2 the efficiency of the trigger
to aceept these events is plotted as a function of the z position of the primary interaction. The
trigger efficiency is found to be better than 99% near the nominal interaction point. Away from
the nominal interaction point, in particular at positive z,eper. the trigger efficiency degrades.
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Figure 6.2: The efficiency of the online event selection as a function of the true 2 position of the primary
interaction. The efficiency has been determined from the HERWIG 5.9 Monte Carlo.

#In reality the conditions applied at the TLT are more complicated since they take into account the timing

g I . [=}
resolution. E.g. the condition |[tgear| > 6 ns is in reality [troar| > maz(6 ns. 30¢,,.,, ), where oy, is the
timing resolution.
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6.2 The offline event selection

After correction for detector effects, the data is subjected to more stringent selection criteria.
The cuts made on different observables are motivated by comparing data and Monte Carlo.
In all figures the numbers of events observed in the data are compared to the corresponding
numbers of events in the Monte Carlo, which has been scaled to the luminosity of the 1995 run.
Each distribution is submitted to all selection criteria described in this section, excluding the
cut on the observable that is plotted. Only the statistical errors on the data are shown.

To remove background due to proton beam gas interactions or cosmic showers, cuts are
applied on the z position of the reconstructed interaction vertex and on the relative number of
tracks that can be matched to this vertex. In figure 6.3 the distribution of the z position of the
vertex is compared to the Monte Carlo, which describes the data well. The requirement made
on the vertex position is:

—40em < Zyerter < 40 cm. (6.1)
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Fi gure 6.3: The reconstructed z position of the vertex for data (dots) and for the HERWIG 5.9 Monte Carlo

(histogram). The hatched bands indicate where the cuts are applied.

The distribution of the fraction of tracks matched to the interaction vertex is given in figure
6.4a. The distribution is not described by the Monte Carlo models to which it is compared.
This is due to a larger number of ghost tracks® in the data. The number of tracks matched to
the vertex is well described in the Monte Carlo as can be seen in figure 6.4b. The cut applied
to the distribution in 6.4a removes only a small number of events:

number of vertex fitted tracks
total number of tracks

0.1. (6.2)

The rejection of NC-DIS events is based on the different reconstruction methods for the
variable y. If the scattered positron is detected, its energy and scattering angle can be used to

ghost tracks are tracks which do not correspond to the trajectory of a physical particle but occur because
of the combination of hits from different particles or noise hits.
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Figure 6.4: Figure (a) shows the fraction of vertex fitted tracks in the data (dots) and in HERWIG 5.9 and
PYTHIA 5.7. The hatched band indicates where the cut is applied. Figure (b) shows the absolute number of
vertex fitted tracks for data and Monte Carlo,

determine g, using the formula:

i

B ' :
Yeteo =1 — E (1 —cosé)) . (6.3)
The variable i can also be reconstructed from the hadronic final state, using the Jacquet-Blondel

formula [74]: ( '
Zhud-rans E—P, A

Yip = S, ; (6.4)
where the sum runs over all objects in the hadronic final state. Since in photoproduction
events the scattered positron escapes detection in the central detectors, the hadronic final state
is taken to be the sum over all ZUFOs.

For events in which a scattered positron candidate® with energy greater than 5 GeV is
identified, a cut is applied to yee.. When, in a photoproduction event, an electromagnetic
cluster is identified in the hadronic final state, the corresponding y... value will in general be
higher than that of a genuine NC-DIS scattered positron. This can be seen in figure 6.5 where
the e distribution is compared to the HERWIG and PYTHIA photoproduction Monte Carlo
models and to a NC-DIS Monte Carlo. The NC-DIS Monte Carlo has been subjected to the
same selection cuts as the photoproduction Monte Carlos and the data, i.e. to all cuts described
in this section except for the cut on yee.. Good agreement is found between data and HERWIG
5.9 at high ... values. At low y... values NC-DIS events dominate. PYTHIA 5.7 predicts
less scattered positrons than are observed, this effect will be discussed in more detail in section
6.3.2. Events are rejected when:

et 0 (6.5)

In figure 6.6 the y,;p distribution is compared to the two Monte Carlo models. Below
ysp = 0.85 both are in good agreement with the data. As y;p approaches 1 the contribution

“Electromagnetic candidates identified by the electron finding algorithm described in [77] are considered for
this cut.
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Figure 6.5: y.1,. spectrum for events in which a scattered positron candidate was identified with energy greater
than 5 GeV. The hatched band indicates where the cut is applied.

of NC-DIS events becomes important. For NC-DIS events y;p peaks around 1, because the
energy of the scattered positron is taken as a part of the hadronic final state in the calculation
of y;g. For the event selection it is required that

This removes NC-DIS events. for which y,5 peaks near 1 and beam gas interactions which have
mostly low y,pz values.

The rejection of NC-DIS events using the cuts on y,,. and y;5 makes use of the fact that the
scattered positron energy is deposited in the CAL, while for photoproduction events the positron
escapes detection, due to its smaller scattering angle. The effective cut on the scattering angle
of the positron and therefor on the virtuality of the exchanged photon is determined by the
geometry of the beam pipe hole in the RCAL. Effectively, the cuts on y... and y;p5 restrict
the range of the virtuality of the exchanged photon to Q* < 1 GeV?, with a median Q? of
1073 GeV™.

To remove CC-DIS events, a cut is applied on the missing transverse momentum, which has
been scaled with the inverse square root of the deposited energy to account for the calorimeter
resolution, The distribution of Pr/\/Ep. to which the missing momentum cut is applied, is
shown in figure 6.7. Data and Monte Carlo are in good agreement. Events are rejected when:

Pr -
— > 1.5 vGeV. 6.7
Vi TRVAET: (6.7)

Summarising;:

e we have applied cuts to the z position of the vertex and to the fraction of tracks matched
to the vertex to remove non-physics backgrounds,

e cuts on Y. and y;p remove NC-DIS background and

e CC-DIS background is removed with a cut on the missing transverse momentum.
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Figure 6.6: y;p spectrum compared to the Monte Carlo predictions. The hatched bands indicate where the
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Figure 6.7: The total Pp of events from the data and from the Monte Carlo models, scaled by 1/+/E7. The
hatched band indicates where the cut is applied.

To the selected sample of dijet candidate events we apply the ks clustering jet reconstruction
algorithm. A sample of 8690 events is selected in which at least two jets are found with:

o —1 <pi®t<
~jet

g T jet 7 L !
® B teading > 14 GeV, where B ... is the transverse energy of the highest transverse
energy jet.

jet r \jet . : . :
o BFF > 11 GeV, where E3 ceona 18 the transverse energy of the second highest trans-
Verse energy jet.

In figure 6.8 examples of a resolved and a direct dijet event are shown. Both events have a
clear two jet signature. In the resolved photoproduction event, hadronic energy is deposited
near the RCAL beam pipe. This energy is associated with the photon remnant. The value of
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.f“,:b“‘ for this event is 0.74. which is also indicative of a resolved event. For the direct event no
energy is observed in the RCAL. The reconstructed value of .r.i:"s is 0.96.

6.3 Comparison to Monte Carlo predictions

The selected sample of dijet photoproduction events is compared to the Monte Carlo event
samples described in section 3.3.1. Monte Carlo events have been subjected to the same online
and offline selection cuts as the data. All distributions shown are determined using ZUFOs,
which have been corrected for energy losses in dead material (see chapter 5).

6.3.1 Multi-parton scattering effects

In resolved photoproduction, like in hadroproduction. interactions, in addition to the hard
partonic scattering, can occur between partons inside the colliding particles or their remnants.
These processes, usually referred to as underlying events or multi-parton interactions (MI),
cause additional transverse energy in the final state. This transverse energy enters as a pedestal
in the determination of the transverse energy of jets. We compare data and Monte Carlo to
study the sensitivity of the present measurement to these effects.

In previous jet photoproduction analyses ([30] and [51] to [54]) an excess of events with
respect to Monte Carlo predictions was observed for forward going jets. or correspondingly for
low 22" values. This is illustrated in figure 6.9, where, on the left, the transverse energy flow
amuud Jets at different pseudorapidities and transverse energies is shown and on the right.
the x% distribution is shown. These distributions have been measured in the ZEUS 1994
photoproduction dijet analysis [53]. The measurement refers to jets with transverse energy
greater than 6 GeV. The data are compared to Monte Carlo predictions with and without a
simulation of multi-parton interactions. The transverse energy flow around jets is plotted as a
function of the distance in pseudorapidity with respect to the jet axis and is mftegrated between
@' —1 and ¢'**+1. They show that for low transverse energy jets a Monte Carlo without multi-
parton interactions underestimates the energy flow around the jets. The inclusion of a model
simulating these effects in the Monte Carlo improves the deseription of the data. Similarly for
a L""‘ it is clear that the Monte Carlo model without MI underestimates the jet cross section for

2% < 0.3. When multi- parton interactions are included the description is improved, although
tln' data is still underestimated.

In the 1994 dijet analysis, and also in other analyses, it has thus been demonstrated that
Monte Carlo models. including a simulation of multi-parton interactions, describe the data
better in the regions most sensitive to these effects. In the present analysis, where jets are
studied at much higher transverse energies, we will show that there are no indications that
multi-parton interactions play a role in the determination of jet cross sections.

In figure 6.10 the transverse energy flow around jets is shown as a function of the distance in
pseudorapidity to r,JJ" integrated between ¢! —1 and ¢’ + 1. The transverse energy flows are

shown in bins of ;‘_. and :”"“

The jets are strongly collimated, with relatively little transverse
energy outside the jets. Comparisons to the HERWIG predictions show a reasonable agreement

even though no simulation of multi-parton interactions has been included in the Monte Carlo.
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Figure 6.8: Examples of resolved and direct photoproduction events.
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Only at low x2 values the energy flow outside jets is slightly underestimated by the Monte
Carlo. Jets in the Monte Carlo are also found to be slightly narrower than jets in the data.
Figure 6.11 shows the z2" spectrum for the selected sample of dijet events. The data
show a clear peak near x°" =~ 1, attributed in leading order to a predominance of direct
events, and a tail towards low xf’“ values. attributed in leading order to resolved events. The
data are compared to the HERWIG and PYTHIA Monte Carlo predictions. For the HERWIG
Monte Carlo sample the direct component is shown separately. The distributions show that the
requirement 22" > 0.75 selects a sample of events strongly enriched in direct photoproduction.
The Monte Carlo predictions, which include the normalisation factors discussed in section
3.3.1, are in good agreement with the data. The shape of the direct peak is best described in
the HERWIG Monte Carlo. No additional process, simulating soft or hard underlying events,
is included in the Monte Carlos. There is no evidence for an excess of dijet events at low o
compared to the Monte Carlo predictions. '

ZEUS 1994 ZEUS 1994
e bt &

1
[
|

resolved

1N dE dBn{GeV]
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by ebppnrd ey e 3 e Bevee g
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Figure 6.9: The left plot shows the transverse energy flow around jets from the 1994 dijet analysis, integrated
over |A@| < 1 and in bins of the pseudorapidity and the transverse energy of the jet. The data (dots) are
compared to HERWIG with (full histogram) and without ML (dashed histogram). In the right plot the x%"*
distribution is shown. The data (dots) are compared to the following Monte Carlo predictions: HERWIG
without MI (dotted histogram) and HERWIG (full histogram) and Pythia (dashed histogram) with ML
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6.3.2 The Q? distribution

As discussed earlier in this chapter, the selection cuts on yg.. and ;g effectively form a re-
striction on the photon virtuality @?. In section 3.3.1 it was mentioned that the Monte Carlo
models used in this analysis have a somewhat different approach to the generation of the photon
spectrum radiated from the incoming positron beam. We therefore study how well the models
reproduce the (? distribution in the data.

The Q? spectra of direct and resolved event samples generated with HERWIG and PYTHIA
are shown in figure 6.12. The distributions are normalised to 1 in the lowest @? bin. For
HERWIG the @? distribution of the direct and resolved event samples is identical. The resolved
process in PY'THIA is not shown, since for this process Q? is always zero. For the direct process,
PYTHIA predicts much less events at high @2 values than HERWIG.
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Figure 6.12: The true @ distribution for direct and resolved HERWIG events and for direct PYTHIA events.
The plots are normalised fto 1 in the lowest % bin. Only statistical errors are shown.

A comparison is made between the Q2. distribution in data and the Monte Carlo models,
where 2, is the value of the photon virtuality determined from the energy and angle of the
scattered positron.

12 e 12
5 Plsing]

CJ&FE(: = (68)

1 — Yetee
where f/ and E7 are the polar angle and energy of the scattered positron. For events in which
a scattered positron candidate, with E; > 5 GeV and 6, > 140°, is found, the @?,, distribution
is plotted (figure 6.13). For this study the dijet selection cuts on y,.. and y;5 have not been
applied. As expected from the true Q? spectra PYTHIA predicts much less positrons observed
in the calorimeter than HERWIG. The HERWIG prediction agrees best with the data, although
it overestimates the number of scattered positrons observed.

The effect of a poor simulation of the ()% spectrum on the unfolding of the cross section (see
section 7) was tested by changing the HERWIG (? distribution to that of PYTHIA, and was
found to be very small.
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Figure 6.13: The 2%, distribution in data, HERWIG and PYTHIA. Only the statistical errors for data are
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shown.

6.3.3 Other distributions

Figure 6.14 shows distributions of several kinematic variables. The figures (a) and (b) are the
% and .?';j?ﬂm” distributions. The distribution of .t‘gﬁfjmn lies between 102 and 10! and is

well described by the Monte Carlos. At the low side of the spectrum, z%, s limited by the
transverse energy requirement on the jets and at the high side the distribution reflects the fast
decrease of the proton’s parton densities towards high z. The .T.‘f’“" spectrum was discussed
in detail above already. In figures (c¢) and (d) the average pseudorapidity of the jets and the
absolute psendorapidity difference between the jets is plotted. The average psendorapidity is
well described by both models. The pseudorapidity difference is described well by HERWIG,
while PYTHIA predicts a broader distribution. The figures (e) and (f) show the transverse
energy distributions of the leading jet and of the second jet. Both distributions fall rapidly
with increasing E7 and are well described by the Monte Carlo models.



6.3. COMPARISON TO MONTE CARLO PREDICTIONS

|
(=}

Events

1

Events

Figure 6.14:

(a) i |2 1500 = (b) ®
500 = ¥
. (48] r .l
L) > L
Lot - L]
b | 1000 -~ [
!: | .
500 .._...Z' ] 500 o
.tn- eie® L] J'
!.‘. s i g ll_
(B tioe 2 Lol el e =) e e e S e
Q.2 0.4 0.6 0.8 1 S =7 o (6]
_obs 10 obs
X,), Iog(xproton)
800 . ) _}B ;
(e = . (d)
o *3),
<L) 2 1000 |- .
= | iy
| f L] |
400 | 7 1 : .
[ i L} I .
L 500 -
200 . - r i il
! 'l .. '.i
L] . i
® . [ e
W i i [ |, e |
aes 0 1 2 3 %0 1 2 3 4
Novg An
| ade)
107 - ‘L.....
] [
102;_ \.
*
| s
10 | 10
i
| | I L
20 &80 ! 20 60
jet
T leading (bev) T second (GGV)

ba (a)‘. ohs

1et Tl 1 5 "
Distributions of: zf Syt

(b), the average pseudorapidity of the jets (¢). the absolute

psendorapidity difference between the jets (d) and the transverse energy of the highest (e) and second highest

(f} transverse

PYTHIA 5.7

encrgy jet. The data are compared to the distributions in HERWIG 5

(dashed histograms).

5.9 (full histograms) and



76 CHAPTER 6. THE SELECTION OF DIJET PHOTOPRODUCTION EVENTS

6.3.4 The uncorrected cross sections

The number of events observed in the various bins of E:}."fm ding and ?ﬁﬁ', for which we will
determine the cross section, is compared to the Monte Carlo predictions. In figure 6.15 the
number of dijet events as a function of the psendorapidities of the jets is compared to HERWIG
and PYTHIA. Both Monte Carlo models give a fairly good description of the data, although
the PYTHIA prediction falls more rapidly at backward pseudorapidities than the data.

In figure 6.16 the number of events as a function of the transverse energy of the leading jet,
in different pseudorapidity bins, is compared to the corresponding HERWIG prediction. The
prediction agrees well with the data. The PYTHIA Monte Carlo, which is not shown on the
figure, agrees equally well.

6.3.5 Conclusion of comparisons

For several distributions a comparison was made between data and Monte Carlo. We conclude
that HERWIG gives the best description of the data. The PYTHIA Monte Carlo gives a poor
deseription of the ? distribution in the data, but describes most other distributions fairly well.
We have chosen to use the HERWIG Monte Carlo to determine efficiencies, purities and sys-
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Figure 6.15: The number of events in bins of n™* for fixed 7], for the full z2* range and for 22 > 0.75.

The data are compared to HERWIG 5.9 and PYTHIA 5.7. The data is shown with statistical errors only.
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tematic uncertainties. The PYTHIA Monte Carlo will be used to estimate model dependencies
introduced in the unfolding procedure.



78 CHAPTER 6. THE SELECTION OF DIJET PHOTOPRODUCTION EVENTS




Chapter 7

Unfolding and systematics

The dijet cross section presented in this thesis refers to jets defined on the basis of the hadrons
in the final state. This is referred to as the hadron level cross section. This cross section is
determined from the number of events observed at the detector level, which is defined by the
variables measured using corrected ZUFOs (see chapter 5). In this chapter the unfolding of the
cross section and the determination of systematic uncertainties is discussed.

7.1 Unfolding and systematic checks

The hadron level cross section has to be unfolded from the number of events reconstructed in
bins defined with the measured values of E;}'-"‘:[,m-ng. i and 7). As discussed in the previous
section the HERWIG 5.9 Monte Carlo model is nsed to determine the efficiency and purity
of the event selection. For every bin i. the efficiency and the purity are determined from the

Monte Carlo as:
M_r;m&.‘?'e‘:r-

Efficiency; = — e i)
£¥
argenkirec
gy =t :
Purity,; = e (7.2)
1 AITEC A z : 3 b i i argenkerec -
where N NT* are the number of events generated or reconstructed in bin ¢ and AT

the number of events generated and reconstructed in bin i. In a bin-by-bin unfolding procedure
the number of events in hadron level bin i is estimated from the number of events observed in
the corresponding detector level bin 7, using the formula:

S N gen
'\,'f.?"ur-' _ nJTEc ( Purlt'}i ) — NTEC ( =T (? 5]
ki = lidata e - — “Vidata Nrec H
I";H'I(“.ll".ll(’} t/ Monte Carlo ] Monte Carlo

The outcome of the unfolding procedure can depend on the Monte Carlo model. When
this model does not describe the data, the correction for bin-to-bin migrations becomes model
dependent. For the cross section presented here the uncertainty related to the Monte Carlo
model has been estimated by making the following variations in the unfolding procedure:

e a different Monte Carlo generator, PYTHIA 5.7, was used,

79
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e another parametrisation of the parton densities in the photon was used in HERWIG,

e the HERWIG Monte Carlo was used without the direct and resolved normalisation factors
discussed in section 3.3.1.

To determine further systematic uncertainties the event selection was varied. The variations
include:

e a variation of the vertex range between £30 cm and £50 cin,
e the cut on the fraction of vertex fitted tracks was raised to 0.2 and was removed,

e the cut on the missing transverse momentum was varied between "E\/EI'T' < 1.24/GeV and

.—418\#(:{_‘

o the cut on y... was varied between Y. > 0.8 and yue. > 0.6.

There is also a systematic uncertainty related to the fact that the measured (and corrected)
values of iy, 5 and E-“}-P! have a bias with respect to the true values (see also the figures in section
5). To estimate the effect this may have on the unfolded cross sections the reconstructed:

e y;p was varied by £5%,
e [ of the jets was varied by £3%,

These variations are applied to both data and Monte Carlo.

To estimate the systematic uncertainty related to a possible hadronic energy scale difference
between data and Monte Carlo, the reconstructed transverse jet energies and y;p5. in the Monte
Carlo, have been varied by £3% simultaneously and by +2% separately.

The effect on the cross section due to these variations is shown. for every bin. in figures 7.1
to 7.3. Each variation corresponds to a bin on the x axis of the plotted figures, as indicated on
the first figure. The largest systematic fluctuations are due to the energy scale uncertainty and
the use of PYTHIA instead of HERWIG in the unfolding procedure. Since the energy scale
uncertainty is strongly correlated from bin to bin, it is shown as an error band on the cross
section figures. The positive (and negative) fluctuations, resulting from all other variations, are
added in quadrature to yield the total positive (and negative) systematic uncertainty. The total
systematic uncertainty and the energy scale uncertainty band are shown in figure 7.4 and 7.5.
We find that over most of the kinematic regime, with an exception of the highest transverse
energy bins, the systematic uncertainties are between 10 and 20%.
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7.2 Background from NC-DIS events

Although most NC-DIS events are removed from the dijet photoproduction sample in the event
selection, some survive the cuts. These are genuine dijet NC-DIS events or single jet NC-DIS
events in which the scattered positron is mistaken for a jet.

How many NC-DIS events remain in the selected dijet sample has been estimated from
NC-DIS Mente Carlo. Since the HERWIG 5.9 Monte Carlo sample used for the unfolding of
the cross section includes events up to Q% = 16 GeV?, only NC-DIS events with @* > 16 GeV*
are considered. Figure 7.6 shows the remaining NC-DIS events as a function of the transverse
energy of the leading jet, after the application of all dijet selection criteria described in chapter
6. This background is compared to the number of events observed in data and in the HERWIG
Monte Carlo, for different combinations of the jet pseudorapidities. At the lowest transverse
energies the background from NC-DIS events is less than 1%. With increasing transverse
energies the background contamination increases up to 10-15% in the highest transverse energy
bins. In these bins, however, statistical and systematic uncertainties are much larger than 20%,
therefore no subtraction of the NC-DIS background was performed.
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the jets, for data (dots) and for the HERWIG (open histogram) and NC-DIS (hatched histogram) Monte Carlo
models, after application of the selection criteria described in chapter 6.



Chapter 8

Results

The dijet photoproduction cross section is presented as a function of three variables: f.-':jff';md“”}.
the transverse energy of the leading jet. and 1;-{” and 'r;;;"'i. the pseudorapidities of the two jets.
Statistical and systematic uncertainties, added in quadrature, are shown as thin error bars.
Statistical uncertainties alone are shown as thick error bars and the uncertainty due to the

energy scale is shown as a shaded band.

8.1 Cross sections for 134 < W, < 277 GeV

The dijet cross section as a function of the transverse energy of the leading jet is presented
for six different ranges in jet pseudorapidity. These cross sections have been determined both
for the full %% range and for 22 > 0.75. Numerical values for the cross sections and the
uncertainties are given in tables 8.1 and 8.2. The results are plotted in figure 8.1 and 8.2. The
dijet cross section falls rapidly with increasing transverse energy of the leading jet. The steepest
slopes occur when both jets are in the most backward pseudorapidity bin, —1 < m% < 0. High
.'r‘il’_b'“ events dominate the cross section at backward angles of the jets and at high transverse
energies of the jets. This behaviour is expected on kinematic grounds, since high 22" values
give access to the highest transverse jet energies and to the most backward ]_!Sf*.ll('h)l'éi]l)it_li! ies.

The data are compared to NLO QCD calculations (see chapter 3). Since the calculations
from different groups are very similar [47], as will be shown in figure 8.3 and 8.4, only one set of
calculations is shown here. These calculations use the GRV-HO [22, 23] parametrisation for the
parton densities in the photon, which, in comparison to other parametrisations. corresponds
to the highest cross section. In general, the slopes and the absolute cross section are well
described by the NLO QCD calculations. However, for events with forward jets, 1 < r,rl"j =
and E:jffmd”w < 25 GeV the data lie above the predictions and for events with very backward
jetar= 1= ?]’}r_; < 0. the measurement lies below the caleulations. The Monte Carlo studies,
discussed in chapter 3, show that fragmentation effects decrease the measured cross section in
the latter pseudorapidity region. It is therefore to be expected that the NLO QCD calculations,
in which no parton-to-hadron fragmentation is included, predict a higher cross section than that
observed in this region.

The dijet cross section is also presented as a function of the pseudorapidity of one of the

87
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Jets while confining the other jet to specific pseudorapidity ranges. Numerical values for the
cross section and the uncertainties are given in tables 8.3 and 8.4 and are plotted in figure 8.3.
The eross section peaks for events with r;.l”” near 1 and falls rapidly for events with r;r:”’f < 0.

The measurements are again compared to NLO QCD calculations, but now using three
different parametrisations for the parton densities in the photon. For the full x% range, at
central and forward pseudorapidities of the jets, the data lie above all predictions. At backward
pseudorapidities, as for the cross section as a function of E{, the data lie below the
calculations. In the high r"b" region general agreement is observed between the data and the
predictions.

Figure 8.3d sh(m% a comparison between the NLO QCD results from four different groups
for the range 0 < 7/ * < 1. Each calculation uses the same parton density distributions for the
proton, CTEQ4M [42], and the photon, GRV-HO [22, 23]. The calculations from Aurenche et
al., Frixione et al., Harris et al. and Klasen et al. agree to within a few percent (see also [47]).

In conclusion: it has been shown that NLO QCD calculations generally describe the mea-
sured cross sections. However, for backward pseudorapidities the data are below the calcu-
lations, which is expected to be due to fragmentation effects, while for forward and central
pseudorapidities the data are above the NLO predictions. In the latter kinematic region theo-
retical uncertainties are expected to be small. This observation will be discussed in more detail
in section 8.3.

leading*

8.2 Cross sections for 212 < W,, < 277 GeV

The pseudorapidity dependence of the cross section has also been determined for events in a
narrower region in y. which corresponds to a narrower range in W.,. the photon-proton CM
energy. In such a region the sensitivity to the photon structure is expected to be larger. This
follows from the relation between y, 2% and the pseudorapidities of the jets (see formula 3.5).
Using a narrower range of y values implies that the cross section for specific pseudorapidities of
the jets corresponds to a narrower range of 2 values. It is natural to select a narrow region
of high y values rather than a narrow region of low y values, since in the latter case, events
with low 22" would fall out of the range of jet pseudorapidities, —1 < Pet < 2,

Using a [a.ngr_‘ of 0.50 < y < 0.85, the cross section is presented as a function of the
pseudorapidity of one of the jets while confining the other jet to specific pseudorapidity ranges.
Values for the cross section and the uncertainties are given in tables 8.5 and 8.6 and are shown
in figure 8.4. The cross section for this high y region peaks at more backward pseudorapidities
than the cross section for the full y range, as observed in a previous ZEUS study ' [54], and also
the peak is more pronounced than for the full y range. This observation is consistent with the
expected closer correlation between 77 and xrg‘f"‘ when the y range is constricted. The peak
in the cross sections at backward psendorapidities reflects the p(‘ak near .-rf:b“ ~ 1 in figure 6.11
and the tail towards positive pseudorapidities corresponds to low : i 95 values.

The measurements are again compared to NLO QCD cal(_’nlatwns using the GRV-HO, AFG-
HO and GS96-HO parametrisations of the photon structure. The NLO predictions show an
enhanced sensitivity to the choice of parametrisation for the photon structure. In particular
in the region 1 < 3;3“ < 2 there are clear differences in shape between the NLO predictions
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corresponding to different parton densities in the photon. In the most backward bins, where
me < —0.5 or where ?r{e; < 0, the data again lie below the calculations, but, as stated above,
fragmentation effects are large in this region. At central and forward pseudorapidities, both for
the full and for the high 2 range, the data lie above the NLO calculations.

In figure 8. 4d a comparison is again made between the NLO QCD results from different
groups. The calculations agree to within a few percent (see also [47]).

The fact that the cross sections, measured in the region where jets are produced at central
and forward pseudorapidities and where theoretical uncertainties are expected to be small, lie
above the NLO QCD predictions, suggests that in this kinematic region the parton densities
in the photon are too small in the available parametrisations. The disagreement between the
data and the calculations is observed for the full ;zri;’” range and to a lesser extent also for
o2 > 0.75. Tt is strongest at central pseudorapidities. This region corresponds to values of z,

5
that lie roughly between 0.5 and 1.

8.3 Conclusions

A measurement of dijet photoproduction, in the range 0.20 < y < 0.85, Q% < 1 GeV?, —1 <
gk o gl ;> 14 GeV and EJ . > 11 GeV, has been presented. Jets are defined in
the hadronic final state by applying the kp-clustering jet algorithm. The cross section has been
compared to NLO QCD predictions.

For the full y region, 0.20 < y < 0.85, corresponding to 134 < W.,, < 277 GeV, the dijet
cross section has been measured as a function of the transverse energy of the leading jet and as
a function of the pseudorapidities of the jets. The dependence on the transverse energy of the
leading jet is generally well described by the NLO QCD calculations, although for events with
two forward going jets and E,le”;mdmg < 25 GeV the data lie above the NLO QCD calculations.
Also, the cross section as a function of the pseudorapidities of the jets lies above the NLO QCD
calculations at central and forward pseudorapidities. In the region of x%° > (.75, the cross
section agrees with the caleulations. :

In the high y region, 0.50 < y < 0.85 (212 < W, < 277 GeV), where a stronger sensitivity
to the photon structure is expected, the cross section at central and forward pseudorapidities
lies even higher above the predictions than for the full y range.

Since theoretical uncertainties are expected to be small in most of the kinematic regime of
the present analysis, as was discussed in the chapters 3 and 6.3, the discrepancies observed
between the data and the NLO QCD calculations suggest that, in the kinematic region of the
present analysis, the available parametrisations of the parton densities in the photon are too
small.

The results presented in this thesis cover a kinematic region where both 2% and !';':}i-‘"’, which
acts as the factorisation scale, are high. This region has not been studied in !*f;' measurements at
ete colliders. It remains to be established whether the parton density functions in the photon
can be modified to describe the present data while remaining consistent with the existing F)
data from e*e” experiments. Inclusion of the data presented in this thesis in NLO QCD fits,
used to determine parton density functions in the photon, will clarify this issue.
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Figure 8.1: Dijet cross section as a function of E.‘}f';md”w for 1] between 1 and 2, in three regions of et
For convenience of comparison the results for —1 < it < 0and 0 < 7™ < 1 have been scaled by the factors
indicated in the figure. The filled cireles correspond to the entire x2"* range while the open circles correspond
to events with 22" > 0.75. The shaded band indicates the uncertainty related to the energy scale. The thick
error bar indicates the statistical uncertainty and the thin error bar indicates the systematic and statistical
uncertainties added in quadrature. The data are compared to NLO QCD calculations, using the GRV-HO

parametrisation for the photon structure.
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shaded band indicates the uncertainty related to the energy scale. The thick error har mdudws the statistical
uncertainty and the thin error bar indicates the svstematic and statistical uncertainties added in quadrature.
The data are compared to NLO QCD calculations, using the GRV-HO parametrisation for the photon structure.
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Figure 8.3: Figures a), b) and ¢) show the dijet cross section as a function of r}f_j"f in hins of uf"'r, The filled
circles correspond to the entire 1."1’03 range while the open circles correspond to events with .rf"‘ > (1.75. The
shaded band indicates the uncertainty related to the energy scale. The thick error bar indicates the statistical
uncertainty and the thin error bar indicates the systematic and statistical uncertainties added in quadrature.
The full, dotted and dashed curves correspond to NLO QCD calculations. using the GRV-HO, GS96-HO and
the AFG-HO parametrisations for the photon structure, respectively. In d) the NLO QCD results for the cross
section when () < :;{"" < 1 and for a particular parametrisation of the photon structure are compared.
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do /dBI5], , 4ing for: 0.20 < y < 0.85 and all 25°* values
E;‘e:can‘mg da;dE:}'ﬂ’endingL‘a“‘“ Asyst (/=) | Ap—scate (+/-)
GeV pb/GeV pb/GeV pb/GeV pb/GeV
1< <0k —1<p <0
140 .. 17.0 13.6 1.2 0.9/ 2.2 ST
17.0 .. 21.0 1.81 0.37 1.16/ -0.54 0.60/ -0.26
< <l& —1<p <0
14.0 .. 17.0 6.2 .7 £.4] -8.9 11/ 2.1
17.0 .. 21.0 18.3 0.9 0.7/ -3.1 2.7/ -1.5
21.0 .. 25.0 4.4 0.4 0.6/ -0.2 0.8/ -0.5
25.0 .. 29.0 0.97 0.20 0.29/ -0.29 0.32/ -0.15
29.0 .. 35.0 0.093 0.046 | 0.030/-0.063 0.035/-0.023
1<y <2& — 1< <0
14.0 ., 17.0 41.2 1.6 A= 5.8/ -1.0
17.0 .. 21.0 16.9 0.8 0.5/ -1.4 1.2/-1.2
21.0 .. 25.0 5.1 0.5 0.7/ -0.4 0.7/ -0.6
25.0 .. 29.0 1.56 0.26 0.17/ -0.23 0.29/ -0.19
29.0 ., 35.0 0.42 0.11 0.24/ -0.05 0.10/ -0.08
D<p<l&0<nyT <1
14.0 .. 17.0 81.8 30 118 11.9/ -1.6
17.0.. 21.0 42.5 1.9 0.5/ -4.8 4.1/ -26
21.0 .. 25.0 18.2 1.2 24/ -2.5 2.6/ -1.1
25.0 .. 29.0 7.5 0.8 0.3/ -0.7 1.1/ -0.8
29.0 .. 35.0 2.4 0.4 0.1/ -0.3 0.3/-0.3
35.0 .. 41.0 0.49 0.16 0.14/ -0.04 0.12/ -0.05
<y <2&0<m <1
14.0 .. 17.0 3.7 20 1.7/ -3.0 9.0/ -0.5
17.0 .. 21.0 40.4 1.3 0.7/ -2.6 4.7/ -2.9
21,0 .. 25.0 17.9 0.9 0.2/ -1.3 1.9/ -1.6
25.0 .. 29.0 8.2 0.6 0.1/ -1.0 1.1/ -1.0
29.0 .. 35.0 2.8 0.3 0.7/ -0.6 0.4/ -0.4
35.0 .. 41.0 1.18 0.18 0.25/ -0.41 0.13/ -0.14
41.0 .. 48.0 0.20 0.07 0.15/ -0.03 0.04/ -0.02
48.0 .. 55.0 0.28 0.10 0,04/ -0.19 0.06/ -0.05
l<p <2kl<p <2
14.0 .. 17.0 10.6 23 1.0/ 2.0 7.1/ 0.8
17.0 .. 21.0 30.4 1.6 1.0/ -2.9 3.4/ 2.7
21.0 .. 25.0 15.0 1.1 0.5/ -1.9 1.6/ -1.5
25.0 .. 29.0 6.2 0.7 0.7/ -0.7 0.8/ -0.6
29.0 .. 35.0 2.8 0.4 0.3/ -0.3 0.3/ -0.4
35.0 .. 41.0 1.53 0.29 0.05/ -0.60 0.25/ -0.12
41.0 .. 48.0 0.39 0.14 0.05/ -0.06 0.06/ -0.07
48.0 .. 55.0 0.099 0.070 | 0.183/-0.009 0.009/-0.007

Table 8.1: The dijet cross section for the full x2%% range and 0.20 < y < 0.85, as a function of E

bins of the jet pseudorapidities.

el
Tleading

in
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do [dEAT],  4in, fOr: 0.20 < y < 0.85 and 25 > 0.75
E%-Efteadmg dUKdE/‘Zﬁfeﬂd;“g Astat &sys( (+/=) | AE-scale (+/=)
GeV pb/GeV l pb/GeV pb/GeV pb/GeV
i<t <0k —l<m <0
140 .. 17.0 124 1.2 1.0/ 2.0 2.9/ -1.1
17.0 .. 21.0 1.74 1 0.36 ‘ 1.12/ -0.52 0.58/ -0.25
0<y  <l& —1<n <0
140 .. 17.0 371 1.5 3.5/ 1.7 33/ 1.7
17.0 .. 21.0 15.4 0.8 1.1/ -2.5 5.3/51.3
21.0 .. 25.0 4.2 0.4 0.5/ -0.2 0.8/ -0.5
25.0 .. 29.0 0.93 019 | 022/ -0.32 0.30/ -0.14
29.0 .. 35.0 0.093 0.046 | 0.030/-0.063 0.035/-0.023
l<pT <2k —1<m<i
140 .. 17.0 26.2 1.2 3.2/ 5.9 377 0.7
17.0 .. 21.0 11.8 0.7 0.7/-1.1 0.9/ -0.9
21.0 .. 25.0 4.1 0.4 0.6/ -0.5 0.6/ -0.5
25.0 .. 29.0 1.48 025 | 0.13/-0.22 0.27/ -0.18
29.0 .. 35.0 0.39 011 |  0.20/ -0.02 0.10/ -0.07
< <l&l<m <1
140 .. 17.0 18.6 W] 447 21 7.1/ -0.9
17.0 .. 21.0 7.8 1.5 1.6/ -3.5 2.7/ -1.7
21.0 .. 25.0 13.2 1.0 2.1/ -2.0 1.9/ -0.8
25.0 .. 29.0 6.1 0.7 0.1/ -1.0 0.9/ -0.7
29.0 .. 35.0 1.9 0.3 0.2/ -0.3 0.2/ -0.3
35.0 .. 41.0 0.49 0.6 | 0.1/ -0.10 0.12/ -0.05
1< <2<t <1
140 .. 17.0 29.0 1.3 L1/ -34 36/ 0.2
17.0 .. 21.0 18.4 0.9 L6/ -1.9 2:) 3
21.0 .. 25.0 8.7 0.6 0.6/ -0.7 0.9/ -0.8
25.0 .. 29.0 5.1 0.4 0.1/ -0.8 0.7/ -0.6
29.0 .. 35.0 1.85 0.23 | 0.39/-0.35 0.30/ -0.26
35.0 .. 41.0 0.83 0.15 | 0.30/-0.32 0.09/ -0.10
41.0 .. 48.0 0.125 0.056 | 0.092/-0.012 0.023/-0.012
48.0 .. 55.0 0.21 0.09 | 0.06/ -0.16 0.05/ -0.04
T <2l <pt 20
140 .. 17.0 1.28 0.37 | 132/ -0.73 0.187 -0.02
17.0 .. 21.0 4.2 0.6 0.6/ -1.2 0.5/ -0.4
21.0 .. 25.0 4.1 0.6 0.3/ -0.5 0.4/ -0.4
25.0 .. 29.0 2.8 0.5 0.3/ -0.5 0.4/ -0.3
29.0 .. 35.0 1.29 0.28 | 0.38/-0.21 0.16/ -0.16
35.0 .. 41.0 0.91 0.23 | 0.05/-0.32 0.15/ -0.07
41.0 .. 48.0 0.24 0.11 | 0.07/-0.06 0.04/ -0.04
48.0 .. 55.0 0.099 0.070 | 0.096/-0.009 0.009/-0.007

Table 8.2: The dijet cross section for 22" > 0.75 and 0.20 < y < 0.85, as a function of Eit cading 1t bins of
the jet pseudorapidities.
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do /diP*" for: 0.20 < y < 0.85 and all 22* values
T}%et dﬂ')‘!dﬁ%ﬂ Asfm‘ Asysf (+:‘}_) AE’—smle (+;"r‘_)
pb pb pb pb
—1<p” <0
=05 .. 0.0 88 5 6/ -13 20/ -9
0.0. 0.5 209 9 10/ -39 26/ -13
0:5.. 1.0 258 9 4/ -34 28/ -17
1055 240 9 9/ -39 28/ -12
1.5..20 201 8 71T 25/ -10
Denit<i
107205 115 7 4/-30 21/ -12
0.5 .. 0.0 353 11 11/ -44 35/ -19
0.0.. 05 513 13 16/ -29 66/ -25
05. 1.0 958 14 19/ -43 71/ -23
10.. 1.5 541 13 1/-15 61/ -32
1.5.. 2.0 486 13 6/ -23 63/ -25
= n{“ <2
10.. 05 113 6 10/ -15 18/ -8
0.5 .. 0.0 328 11 7/ -42 36/ -15
0.0.. 0.5 479 12 4/ -19 60/ -25
0.5. 1.0 549 14 1/-18 63/ -33
1.0 L 416 12 9/-14 54/ -28
1550210 358 11 12/ -15 43/ -23

Table 8.3: The dijet cross section, for all 22" values and 0.20 < y < 0.85, as a function of r,rg”, for 77" fixed.
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do /d’*" for: 0.20 < y < 0.85 and z2"* > 0.75
5 [ dofdmd™ | Buar | Beyee (+/-) | Broscate (+/-)
pb pb pb pb
—1<my? <0
05.. 00 80 5 8/ 12 18/ -8
0.0 .. 0.5 185 8 13/ -35 23/ -11
05.. 1.0 204 8 9/ -30 23/ -13
1.0.. 1.5 173 8 15/ -32 20/ -9
5020 129 7 12/ -19 16/ -7
D<np® <1
-1.0 .. -0.5 109 7 3/ -29 20/ -11
-0.5 .. 0.0 283 10 14/ -37 28/ -15
0.0.. 0.5 359 11 19/ -25 46/ -18
0.5.. 1.0 339 11 26/ -35 43/ -14
e 273 9 15/ -27 31/ -16
15.. 2.0 195 8 14/ -20 25/ -10
Laabsg
=100 <05 94 6 11/ -13 15/ -7
05..0.0 210 8 14/ -35 23/ -9
0.0.. 0.5 241 9 20/ -27 30/ -12
0.5.. 1.0 227 9 7/ -18 26/ -14
10.. 15 95 6 6/ -8 12/ -6
15.. 2.0 30 3 9/ -2 4/ -2

Table 8.4: The dijet cross section for 2% > 0.75 and 0.20 < y < 0.85, as a function of et for it fixed.
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do /dn?®? for: 0.50 < y < 0.85 and all z2"* values
B [ do/dET | Avar | Buyer (+/2) | Ab—scate (+/-)
pb pb pb pb
—1<p7 <0
-0.5 .. 0.0 88 5} 6/-13 20/ -9
0.0.. 0.5 208 9 12/ -41 25/ -11
0.5..1.0 232 9 2/ -35 25/ -14
105,15 185 8 11/ -26 20/ -8
15:. 2.0 152 0 2/-19 14/ -8
0<nyt<1
1.0. 05 115 7 1730 21/ -12
-0.5...0.0 326 11 11/ -47 29/ -15
0:0...0:5 284 10 6/-13 48/ -14
0:5...1.0 218 9 3/-13 32/ -13
bl 162 7 12/ -2 26/ -10
1.5.. 2.0 153 T 3/ -3 21/ -8
Teg =2
-1.0 .. -0.5 110 6 10/ -15 16/ -8
-0.5 .. 0.0 227 9 8/ -32 22/ -14
00.. 05 186 8 4/ 4 29/ -9
0.5..1.0 128 6 11/ -3 18/ -8
10.. 1.5 122 6 4/ -1 17/ -8
15520 117 6 11/ -5 17/ -5

Table 8.5: The dijet cross section, for all 228 values and 0.50 < y < 0.85, as a function of 73!, for 77 fixed.



8.3. CONCLUSIONS

99

do /dn?** for: 0.50 < y < 0.85 and 27° > 0.75
?}é“ dﬂ'}'{dﬁ%et Asmt Asyst (“")'II_) AE—xr:nle (+fr_)
pb pb pb pb
—T<pt=0
05 .. 0.0 80 5 8/ -12 18/ -8
0.0.. 05 183 8 15/ -37 22/ -10
0.5.. 1.0 178 8 4/ -29 19/ -11
10.. 15 122 6 13/ -18 13/ -5
il 20 84 5 3/ -15 &) -4
0<n? <1
-1.0.. -05 108 7 4729 20/ -11
-0.5 .. 0.0 255 9 9/ -38 23/ -12
0.0..05 152 7 5/ -9 26/ -8
0.5.. 1.0 66 5 0/ -7 10/ -4
1.0 .. 1.5 27 3 2/ -1 4/ -2
1855 510 15 3 2] 2zl
ey
1.0. 05 91 6 10/ -13 13/ -6
-0.5 .. 0.0 118 6 5/ -18 12/ -7
0.0. 05 37 3 0/ -4 6/ -2
0:he 0 5.0 1.2 2.5/ -0.5 0.7/ -0.3

Table 8.6: The dijet cross section for #2** > 0.75 and 0.50 < y < 0.85, as a function of 7i*, for 77" fixed,
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Chapter 9

Outlook on future analyses

In this section preliminary results are presented of a first analysis of the data collected with the
ZEUS detector in 1996 and 1997. A more detailed analysis is being performed in parallel to the
writing of this thesis. These data correspond to a luminosity of 37.9 pb—!, which is more than
six times the data collected in 1995. With such a large gain in statistics the measurement of
dijet photoproduction can be extended to higher transverse energies of the jets and the errors in
the already measured regions will be reduced significantly. This means the confrontation of the
theory with these data becomes more challenging due to the reduced experimental uncertainties
and because at higher transverse energies theoretical uncertainties are expected to be reduced.

9.1 The 1996 and 1997 analysis

The analysis of the 1996 and 1997 data is to a large extent identical to the 1995 analysis. The
main differences are the following:

e some modifications were made to the detector in the shutdown period between 1995 and
1996, the most important of which was the removal of the vertex detector (VXD) which
reduced the amount of material near the interaction point,

e modifications were made to the online trigger selection of dijet photoproduction candidate
events. In particular on the TLT it was required that: at least two jets were found with
77 < 1.5 and B > 4 GeV or at least two jets with /¢ < 2.5 and B} > 6 GeV. Like
the TLT requirement applied in 1995 this requirement is highly efficient.

e because of the modifications to the detector and the trigger it was necessary to produce
new samples of Monte Carlo events corresponding to the years 1996 and 1997,

e the determination of energy correction functions for ZUFOs from a kinematically con-
strained fit, as discussed in section 5.2, was repeated using 1996 and 1997 NC-DIS data
and Monte Carlo samples.

Between 1996 and 1997 no changes were made to the detector and to the trigger selection,
which makes the combination of data from 1996 and 1997 in one single analysis relatively
straightforward.

101
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The same offline selection procedure, as described in chapter 6, is applied.

After all selection cuts 49312 events remain. Figure 9.1 shows various kinematic distributions
for these events. The distributions are compared to the HERWIG 5.9 Monte Carlo. Good
agreement is found between data and Monte Carlo, as was the case for the 1995 data (see
chapter 6.3). With the gain in statistics the study of jets with transverse energies up to 80 GeV
is accessible.

In figure 9.2 the highest transverse energy dijet event observed in the ZEUS detector until the
end of 1997 is shown. The event is a direct photoproduction event with: B foading = 81.3 GeV,
B rocond = 70.8 GeV, 22 = 0.98 and y;5 = 0.53.
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only.
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[ Eta Phi Cone Jets UCAL transverse energy -

Figure 9.2: Highest transverse energy dijet photoproduction event measured in ZEUS up to the end of 1997.
The two jets have transverse energies of 81.3 GeV and 70.8 GeV.
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9.2 Preliminary results of the 1996 and 1997 data

9.2.1 Event characteristics

An interesting aspect of the photoproduction sample that can be studied, with a high statis-
tics data sample, is the growing relative contribution of the direct component with increasing
transverse energy of the jets. In Fig 9.3 the 22 distribution is shown for different thresholds

on the highest Er jet, ranging from B4, .., > 14 GeV up to Ef,,4,, > 55 GeV. The data are
compared to the HERWIG 5.9 Monte Carlo. The normalisation of the direct and resolved com-

ponents in the Monte Carlo is determined in a fit to the 2% spectrum for E%efmmg > 14 GeV

and EjJ, .., > 11 GeV (i.e. to the 2 distribution in the second plot of figure 9.3). The
distributions show that the relative contribution of the resolved process, as defined in a leading
order Monte Carlo model, decreases as the transverse energy of the jets increases. Nevertheless,
a resolved contribution is present up to the highest transverse jet energies plotted.
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Figure 9.3: Distributions of ;rz"'“’ for different thresholds on the highest transverse energy jet. The second
jet is always required to have E{-"; ccond > 11 GeV. The dots are the combined 1996 and 1997 data, the open
histogram is the prediction of the HERWIG 5.9 Monte Carlo and the shaded histogram is the direct component
of this Monte Carlo. The data are shown with statistical errors only.
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It is also interesting to study the transverse energy flow around jets, as a function of the
transverse jet energy. These distributions were shown in section 6.3 for jets with transverse
energy greater than 11, 14 and 17 GeV and found to be in good agreement with the Monte
Carlo predictions, with an exception only for the lowest I:bs bins. With the 1996 and 1997
data we are able to extend this measurement up to jets with transverse energy greater than 21,
25 and 29 GeV, as is shown in figure 9.4. At the highest transverse jet energies virtually no
energy flow is observed at |[An| > 1. This means that the measurement of a jet cross section
becomes more and more insensitive to issues like underlying events or the jet definition, as the
transverse energy of the jets increases.
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Figure 9.4: The transverse energy flow around jets (integrated over |Ag| < 1), for six thresholds on the
transverse energy of the jet and in four bins in z2**. The data are compared to the HERWIG 5.9 predictions.
For the data only statistical errors are shown.
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9.2.2 Cross sections

The measurement of the dijet cross section as a function of the transverse energy of the leading
jet, determined from the combined 1996 and 1997 data, is presented for six ranges of the jet
pseudorapidities in figures 9.5 and 9.6. The cross sections have been determined for the full
;c;’"’” range and for a:i’fs > (0.75. In comparison to the 1995 measurement one or two transverse
energy bins have been added in each pseudorapidity range. The highest transverse energy
bin for which the cross section is measured corresponds to 65 GeV < Ef 4, < 75 GeV, as
compared to 48 GeV < B3, ... < 55 GeV for the 1995 analysis.

The 1996 and 1997 data was also used to determine the cross section as a function of the jet
pseudorapidities for different thresholds on the highest transverse energy jet, which has been
set at 14 GeV, like in 1995, but also at 17, 21, 25 and 29 GeV. This cross section has been
measured for the full ;r?f'” range and for :c?f’ > (.75, and in two ranges of y. The results for
0.20 < y < 0.85 and for 0.50 < y < 0.85 are shown in figure 9.7 and 9.8, respectively. The data
are compared to NLO QCD predictions using the CTEQ4M and AFG-HO parametrisations
of the proton and the photon structure, respectively. The figures show that the observations
made for the measurement with EJ7, ., > 14 GeV also hold at higher transverse energies.
For Ii’f‘s > 0.75 good agreement is found between data and theory. For the cross section
corresponding to the full ;cﬁ."* range the data lies above theoretical predictions at central and
forward jet pseudorapidities and in particular for high y.

9.3 Conclusion

We conclude that the increased statistics of the 1996 and 1997 data can be used to measure dijet
photoproduction up to transverse energies of around 70 GeV, and to reduce, significantly, the
experimental uncertainties in the regions already measured. We stress that the 1996 and 1997
results presented here are preliminary, in particular, no attempt has yet been made to exploit
the increase in statistics to also reduce the systematic uncertainties. The final results based on
these data will most likely have smaller uncertainties. Moreover, in the year 2000, the HERA
collider is planned to undergo a luminosity upgrade, after which HERA is expected to deliver
luminosities in the order of 250 pb~! per year. These data will allow for even more precise
measurements of dijet photoproduction up to very high transverse energies and in addition for
the measurement of various more exclusive processes.

Here we conclude that the discrepancies observed between dijet photoproduction data and
theory persist also at high transverse energies, where most theoretical uncertainties are expected
to be reduced. Therefore these data pose a theoretical challenge, in particular, the inclusion of
these data in NLO QCD fits, used to determine parton density functions in the photon, may
provide new information on the hadronic structure of the photon.
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Figul‘e 9.5: Inclusive dijet cross section as a function of E{f';m ding for 1;{ " between 1 and 2, in three regions

of I_Jé” (as indicated on the plot). For convenience of comparison the results for —1 < 73 < 0 and 0 < 1?%“ <1
have been scaled by the factors indicated on the plot. The filled circles correspond to the entire 2% range
while the open circles correspond to events with :rg"" > 0.75. The shaded band indicates the uncertainty related
to the energy scale. The thick error bar indicates the statistical error and the thin error bar indicates the
systematic and statistical errors added in quadrature. The data are compared to NLO QCD calculations, using
the AFG-HO parametrisation for the photon structure.
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Figure 9.6: Inclusive dijet cross section as a function of B, , ;.- For the two upper sets of data 71" lies
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shaded band indicates the uncertainty related to the energy scale. The thick error bar indicates the statistical
error and the thin error bar indicates the systematic and statistical errors added in quadrature. The data are

compared to NLO QCD calculations, using the AFG-HO parametrisation for the photon structure.
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Figure 9.7: Figures a), b) and c) show the dijet cross section as a function of 73" in bins of 5. From top to
bottom the figures correspond to different thresholds on the highest transverse energy jet which are: 14, 17, 21,
25 and 29 GeV. The filled circles correspond to the entire z2"* range while the open circles correspond to events
with r‘_’rbs > (.75. The shaded band indicates the uncertainty related to the energy scale. The thick error bar
indicates the statistical uncertainty and the thin error bar indicates the systematic and statistical uncertainties
added in quadrature. The curves correspond to NLO QCD caleulations, using the AFG-HO parametrisation
for the photon structure.
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Figure 9.8: Figures a), b) and ¢) show the dijet cross section as a function of e in bins of
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0.50 < y < 0.85. From top to bottom the figures correspond to different thresholds on the highest transverse
energy jet which are: 14, 17, 21, 25 and 29 GeV. The filled circles correspond to the entire x2" range while
the open circles correspond to events with .'r:ﬁ”" > 0.75. The shaded band indicates the uncertainty related to
the energy scale. The thick error bar indicates the statistical uncertainty and the thin error bar indicates the
systematic and statistical uncertainties added in quadrature. The curves correspond to NLO QCD calculations,
using the AFG-HO parametrisation for the photon structure.
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Summary

In this thesis, we have presented an analysis of dijet photoproduction, based on data collected
with the ZEUS detector in 1995. In performing the analysis, which refers to jets with relatively
high transverse energies, care has been taken to minimise the theoretical uncertainties involved
in the comparison of theory and experiment. These uncertainties, which include: fragmenta-
tion effects, jet finding, scale uncertainties and underlying events, have been studied and were
found to be under control (typically less than 10%), in most of the kinematic region of the
measurement, presented in this thesis.

To improve on the experimental precision obtained in earlier measurements, a new method
was applied to reconstruct kinematic variables. This method involves the use of combined
information from the ZEUS calorimeter and inner tracking detectors. To correct for energy
losses in materials in front of the calorimeter, we have determined energy correction functions
from a kinematically constrained fit to NC-DIS events, exploiting the transverse momentum
balance between the scattered positron and the hadronic final state.

Event selection cuts have been applied to a sample of dijet candidate events selected at the
trigger level. As a result, 8690 dijet photoproduction candidates were selected. The contamina-
tion of background processes in this sample was found to be negligible. The selected events are
compared to simulated events, produced with photoproduction Monte Carlo programs. Good
agreement is found in the shape of various distributions. The normalisation of the cross section
is not correctly described, which is expected since the Monte Carlo models include only the
leading order matrix elements. The Monte Carlo events are used mainly for the unfolding of
the cross section and for the study of systematic effects. For these purposes the agreement of
the shapes of the differential cross sections is more important than the agreement of the nor-
malisations. The distributions of 22, the fractional momentum of the photon participating in
the hard interaction, and of transverse energy flows, indicate that the kinematic region chosen
for this analysis successfully avoids the region were underlying events affect the measurement.
It is also shown that a subsample, strongly enriched with direct photoproduction events, can
be selected by requiring .’r.f;_bs > 0.75.

The cross sections obtained have been confronted with next-to-leading order quantum chro-
modynamics (NLO QCD) calculations. In general, these calculations give a fairly good descrip-
tion of the data. In particular, for a subsample of events with a';’b“ > (.75, data and theory are
in good agreement. However, for the full data sample, when the jets have forward or central
pseudorapidities, the measured cross sections are above the calculations by up to 30%. This
difference becomes even larger when we study the cross section in a restricted kinematic region,
where 0.50 < y < 0.85. The observed discrepancies are much larger than the experimental un-
certainties and are also larger than the estimated theoretical uncertainties. It is possible that
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they are due to the parametrisations of parton density functions of the photon, being too low
in the kinematic region studied. These parton density functions, which are used in the NLO
QCD calculations, have been determined by different theoretical groups in fitting procedures
to available Fy and yy* — jets data. These data do not cover the same range in z., and
correspond to a different factorisation scale, pys, as the present study. It must be stressed,
however, that parton density functions in different regions of z. and iy are not independent.

One of the conclusions of this thesis, therefore, is that the procedures to determine the
parametrisation of the photon structure should be repeated with the data of the present mea-
surement included. This exercise will establish: a) whether our measurements can be described
by NLO QCD once the parton density functions in the photon are modified and b) whether
these modifications can be made without spoiling the agreement with existing earlier data, in
particular from ete~ experiments.

We point out here that long range correlations play an important role in jet photoproduction.
For the dijet measurement presented in this thesis we have investigated various non-perturbative
effects and found the sensitivity to these effects to be under control. Nevertheless, as yet, our
understanding of this type of effects is still limited. Improvements to this understanding are
of great importance for the comparisons made between jet photoproduction measurements and
the corresponding theoretical predictions.

This thesis ends with an outlook towards the future. With the increasing luminosity deliv-
ered by HERA each year, the experimental uncertainty on photoproduction jet measurements
will be further reduced, while the kinematic range covered in these measurements will be ex-
tended to higher transverse energies. A preliminary analysis of the data collected in 1996 and
1997, presented in the last chapter, shows that the observed discrepancy between data and the-
ory persists up to higher transverse energies, where we believe long range correlation effects to
be further reduced. As the discrepancies between data and theory are large, the measurement
constitutes a challenge to theory. In particular, the inclusion of these data in NLO QCD fits,
used to determine parton density functions in the photon, may provide new information on the
hadronic structure of the photon.



Samenvatting

De in dit proefschrift gepresenteerde analyse van twee-jet fotoproductie, is gebaseerd op data
verzameld in 1995 met de ZEUS detektor. Bij het uitvoeren van de analyse, die betrekking
heeft op jets met relatief hoge transversale energieén, is veel zorg besteed aan het onderdrukken
van de theoretische onzekerheden die een rol spelen bij het vergelijken van meting en theorie.
Deze onzekerheden, waaronder: fragmentatie effecten, jet definities, schaal-onzekerheden en
onderliggende botsingen, zijn bestudeerd en blijken, in het grootste gedeelte van het kinema-
tische gebied waarop de gepresenteerde meting betrekking heeft, onder controle te zijn (typisch
minder dan 10%).

Om de experimentele precisie, bereikt in eerdere metingen, te verbeteren, is een nieuwe
methode toegepast voor de reconstructie van de kinematische variabelen. Deze methode be-
helst het combineren van informatie van de ZEUS calorimeter en dradenkamers. Voor de
correctie van energieverlies van deeltjes in inaktief materiaal voor de calorimeters, hebben we
energie-correctiefuncties bepaald middels een kinematische aanpassing aan diep inelastische
positron proton botsingen, gebruik makende van de balans tussen de transversale impuls van
het verstrooide positron en de hadronische eindtoestand.

Selectiesneden zijn toegepast op een verzameling twee-jet kandidaat-botsingen, geselecteerd
met behulp van het ZEUS trigger systeem. Dit resulteert in 8690 twee-jet fotoproductie kan-
didaten. De verontreiniging van deze verzameling botsingen door achtergrond processen is
verwaarloosbaar. De geselecteerde botsingen zijn vergeleken met gesimuleerde botsingen die
geproduceerd zijn met Monte Carlo programma’s. De vorm van diverse verdelingen is in
overeenkomst met die van de Monte Carlo verdelingen. Voor de normalisatie van de werkzame
doorsneden is dit niet het geval. Dit laatste is volgens verwachting, aangezien de Monte Carlo
programma’s slechts de matrixelementen in laagste orde bevatten. De Monte Carlo botsingen
worden hoofdzakelijk gebruikt voor het ontvouwen van de werkzame doorsneden en voor het
bestuderen van systematische onzekerheden. Hiervoor is de beschrijving van de vorm van de
differentiéle werkzame doorsneden meer van belang dan de correcte beschrijving van de nor-
malisatie. De verdelingen in 2%, de fractionele impuls van het foton die bijdraagt aan de harde
wisselwerking, en van transversale energie, geven aan dat het voor deze analyse gekozen kine-
matische gebied met succes het gebied, waar onderliggende botsingen de meting beinvloeden,
vermijdt. De distributie in z2%* laat tevens zien dat door te eisen dat 22 > 0.75 een verzameling
botsingen geselecteerd kan worden die sterk verrijkt is met direkte fotoproductie botsingen.

De werkzame doorsneden zijn vergeleken met hogere orde quantum chromodynamica (NLO
QCD) berekeningen. In het algemeen geven deze berekeningen een tamelijk goede beschrij-
ving van de data. Met name voor botsingen waarbij z°% > 0.75, is de overeenkomst tussen
data en theorie goed. Voor de gehele verzameling data geldt echter dat, als de jets voor-
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waarts geproduceerd worden, de gemeten werkzame doorsneden tot 30% procent hoger zijn
dan de berekeningen. Dit verschil wordt nog groter als een begrensd kinematische gebied met
0.50 < y < 0.85 wordt bestudeerd. De waargenomen verschillen zijn aanzienlijk groter dan
de experimentele onzekerheden en zijn tevens groter dan de geschatte theoretische onzekerhe-
den. Een mogelijke oorzaak van deze verschillen zou kunnen zijn dat de parametrisaties van de
parton-verdelingsfuncties in het foton te lage waarden geven in het bestudeerde kinematische
gebied. Deze parton-verdelingsfuncties, die gebruikt worden in de NLO QCD berekeningen, zijn
bepaald door verschillende theoretische groepen middels aanpassings procedures aan beschik-
bare F) en yy* — jets data. Deze data hebben betrekking op een ander gebied in z, en
een andere factorisatieschaal, iy, dan de hier gepresenteerde meting. Het moet echter ook
benadrukt worden dat parton-verdelingsfuncties bij verschillende waarden van ., and g niet
onafhankelijk zijn.

Eén van de conclusies van dit proefschrift is daarom dat de procedures die gebruikt worden
om parametrisaties van de parton-verdelingsfuncties in het foton te bepalen herhaald zouden
moeten worden, met medeneming van de hier gepresenteerde resultaten. Deze exercitie zal
duidelijk maken: a) of onze metingen beschreven kunnen worden door NLO QCD wanneer de
parton-verdelingsfuncties in het foton worden aangepast en b) of deze aanpassingen gemaakt
kunnen worden zonder de beschrijving van reeds bestaande resultaten te bederven, in het
bijzonder de beschrijving van resultaten van ete~ experimenten.

We wijzen erop dat niet-perturbatieve effecten een belangrijke rol spelen in de fotoproductie
van jets. Voor de gepresenteerde twee-jet; meting. hebben we diverse niet perturbatieve effecten
onderzocht en gevonden dat de gevoeligheid voor deze effecten beheersbaar is. Desalniettemin,
is ons begrip van dit type effecten vooralsnog begrensd. Verdieping van dit begrip is van
groot belang voor het vergelijken van jet fotoproductiemetingen en de bijbehorende theoretische
voorspellingen.

Dit proefschrift eindigt met een blik naar de toekomst. Met behulp van de toenemende
luminositeit die elk jaar geleverd word door HERA, kan de experimentele onzekerheid in jet fo-
toproductiemetingen verder gereduceerd worden, terwijl het kinematische gebied bestreken door
deze metingen uitgebreid kan worden naar hogere transversale energieén. Een voorlopige ana-
lyse van data verzameld in 1996 en 1997, die is gepresenteerd in het laatste hoofdstuk, laat zien
dat de waargenomen discrepantie tussen data en theorie aanhoudt bij hogere transversale ener-
gieén, waar we aannemen dat niet-perturbatieve effecten verder gereduceerd zijn. Aangezien
de waargenomen discrepanties tussen data en theorie groot zijn, vormen deze metingen een
uitdaging aan het adres van de theorie. In het bijzonder is het mogelijk dat het meenemen van
deze data in NLO QCD aanpassingen, die gebruikt worden om parton-verdelingsfuncties in het
foton te bepalen, nieuwe informatie zal verschaffen over de hadronische structuur van het foton.
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