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Abstract

NOvA is a two-detector experiment designed to observe neutrino oscilla-

tions from νµ to νe flavor states. Additionally, the location of the NOvA

Near Detector iswell situated to additionally observe short baseline oscil-

lations to sterile neutrino states. We expand upon previous NOvA sterile

neutrino searches by using a covariance matrix fitting technique. This anal-

ysis is the firstwith NOvA to directly include neutrino interactions in the

Near Detector while fitting the data. The NOvA Near Detector’s greater

statistics to better constrain our Far Detector uncertainties in addition to

increasing the range of ∆m2
41 towhichwe are sensitive.
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Chapter 1

Introduction

1.1 Proposal &Discovery

The history of the neutrino is asmuch about its absence as it is its existence.

First conceived byWolfgang Pauli in 1930, the neutrinowas purposed to

explainwhyobserved beta decays did not obeyour standard laws governing

the conservation of energy, momentum, and angularmomentum. At the

time, beta decaywas understood as a nucleusN, converting a neutron to a

proton (or vice versa) via emitting an electron (positron), e−(+),

N → N′ + e− or N → N′ + e+. (1.1)

However, it was observed that in the decay, the daughter nucleus and elec-

tron had less energy than the parent nucleus. Furthermore, the missing



2

energy could take on anyvalue along the continuum bounded by zero and

the difference in the rest energy of N and N′ + e−(+). As there were no

other particles observed in the decay, this seemed to be a violation of the

well established law of conservation of energy. Pauli, rather than giving up

conservation of energy, proposed that therewas an undetected, electrically

neutral particle produced inbeta decaywhichwould account for themissing

energy. The proposed decays,

N → N′ + e− + ν̄ or N → N′ + e+ + ν, (1.2)

were the first introduction of the (anti-)neutrino, ν(ν̄) [1].

Despite this tidy explanation, the neutrino remained undetected for

over twentyyears after itwas first proposed. It took until 1956,when Project

Poltergeist, headed by Frederick Reines and Clyde Cowan, announced the

detection of neutrinos produced in a nuclear reactor [2]. To detect the neu-

trinos, the collaboration behind Project Poltergeist placed a tank of water

dopedwith cadmium chloride near the reactor. The neutrinos produced

in the nuclear processes in the reactorwere captured in the inverse of the

beta decay described in Equation (1.2). The neutrino is captured by a proton,

which converts into a neutronwith the emission of a positron:

p+ ν̄ → n+ e+. (1.3)

Thepositronwouldquicklyannihilatewithanelectron, emitting two0.5 MeV
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photons in opposing directions. Additionally, the neutron would be ab-

sorbed by the cadmium,whichwould then emit a photon 5 × 10−6 s later.

The photonswere detected by photomultiplier tubeswhich surrounded the

tank, and the signal of two 0.5 MeV photons followed by a second photon

5 × 10−6 s laterwas proof of a neutrino interaction.

1.2 StandardModel

Neutrinos now form a core component of what is known as the Standard

Model (SM) of particle physics [3]. In the StandardModel, there are three

flavorsof neutrinos. Eachflavor of neutrino is associatedwith an electrically

charged particle of the same flavor: the electron (e−), themuon (µ−), and

tau (τ−) are associatedwith the electron neutrino, muon neutrino, and tau

neutrinowhich are labeled as νe, νµ, and ντ respectively. Together these

six particles are called leptons. The leptons are also joined by their anti-

matter doppelgängers the positron (e+), the anti-muon (µ+), anti-tau (τ+),

the electron anti-neutrino (ν̄e), muon anti-neutrino (ν̄µ), and tau- anti-

neutrino (ν̄τ).

In the StandardModel neutrinos aremassless, electrically neutral parti-

cleswhich interact onlyvia theWeak Force,which derives its name from the

low strength of its interactions. As neutrinos are only sensitive to theWeak

Force, and are unaffected by the other two fundamental forces described by

the StandardModel, the Electromagnetic and Strong Forces, they interact
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very rarely. In fact, neutrinos interact so rarely that despite over trillions of

solar neutrinos passing through your body every second, it is unlikely that

more than onewill ever interact [4].

Neutrino interactions can be divided into two categories: charged current

(CC) and neutral current (NC). Charged current interactions proceed by the

exchange of a charged boson, either theW+ or theW−, and can convert a

neutrino into a charged lepton or a charged lepton into a neutrino. Neu-

tral current interactions preserve the type of the leptons involved and are

governed by the exchange of a neutral Z0 boson. Examples of CC and NC

interactions can be found in Figures 1.1 and 1.2 respectively.

Importantly, neither CC nor NC interactions can change the flavor of

a lepton. If, for example, a neutrino scatters off of an electron, then the

StandardModel dictates that the outgoing neutrinomust be of the same

flavor as the original. Since Standard Model neutrinos only interact via

these two interactionmodes, the flavor of a neutrinowill never change.

Yet the StandardModel has not been the final word on the physics of

neutrinos. Since their discovery, there have been numerous experiments

probing the properties of neutrinos, many of which have challenged the

foundations of the StandardModel.
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Figure 1.1: An example of a Charged Current interaction.

νe

d
d
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Z0

νe

d
d
u

n n

Figure 1.2: An example of a Neutral Current interaction.

1.3 Solar Neutrino Problem

The first detection of neutrinos opened up the scientific community to a

whole range of experiments to look for neutrinos. As neutrinos are pro-

duced in nuclear reactions, researchers sought out natural nuclear reactors.

This lead them to look for neutrinos produced by the Sun. The amount of

solar neutrinos which reach the Earth per second per square-meter, the

solar neutrino flux, can be predicted fromour understanding of the Sun: from

the temperature and pressure of the Sun’s core, we can estimate the rate



6

of nuclear processes in the Sunwhich produce neutrinos. From this pro-

duction ratewe can readily calculatewhat fraction of thosewill reach some

surface area on Earth.

In 1964, John Bahcall had modeled the solar neutrino flux and deter-

mined that the reaction

νe + Cl37 → Ar37 + e− (1.4)

would be sensitive to the energies of solar neutrinos, predicting therewould

be (4 ± 2) × 10−35 Sec−1 neutrinos captured per atom of chlorine [5]. An

experiment set up byRayDavis in the Homestakemine in South Dakota,

consisting of a 380 cubic meter tank of perchloroethylene (Cl2C) 1487me-

ters underground,was determined to have low enough backgrounds to be

capable of measuring this flux [6]. By extracting the argon atoms every few

weeks, the rate of solar neutrino interactions could bemeasured.

However, the Homestake experimentmeasured only one third as many

solar neutrinos aswere expected from Bahcall’s model. At first this deficit

was thought to be due to amismodeling of the Sun, but that ideawas ruled

out by other measurements. Themystery behind the dearth of solar neutri-

nos became known as the Solar Neutrino Problem.



7

1.4 Atmospheric Neutrino Problem

Neutrinoswere not onlymissing from solar observations; at the same time

there was a conspicuous absence of neutrinos produced by cosmic rays.

Cosmic rays are particleswhich crash into our atmosphere, and in the pro-

cess producemanyparticles, some of which are neutrinos. Because these

neutrinos are produced in the atmosphere, theyare called atmospheric neu-

trinos. For example, charged pions,which are produced in large quantity

by cosmic rays, primarily decay by

π+ → νµ+µ+

�

ν̄µ + νe + e+, and (1.5a)

π− → ν̄µ+µ−

�

νµ + ν̄e + e−. (1.5b)

It was thus expected that therewould be a consistent 2:1 ratio of muon

(anti-)neutrinos to electron (anti-)neutrinos. As it turned out, much like

in the Solar Neutrino Problem, observations showed that some neutrinos

were goingmissing.

Early detections of the atmospheric neutrino flux were made by the

Irvine-Michigan-Brookhaven detector (IMB) and Kamioka Nucleon Decay

Experiment (KamiokaNDE) [7, 8]. These experimentswere both designed to

observe proton decays, and consisted of large tanks of water surrounded

by photomultiplier tubes. The ideawas that if a proton in thewaterwere to



8

decay, it would produce fast moving charged particles whichwould then

emit Cherenkov radiation. This radiationwould be picked up by the photo-

multiiplier tubes and be seen as a proton decay. However, this designwas

also quite effective at detecting the charged leptons produced byhigh en-

ergyCC interactions. Additionally, because Cherenkov radiation is emitted

in the direction of motion, information about the neutrino’s trajectory can

also be obtained.

The atmospheric neutrinomeasurements by IMB, KamiokaNDE, and

KamiokaNDE’s successor experiment, Super-Kamiokande, saw thatwhile

the number of electron neutrinos events matchedwell with the theoretical

predictions, therewere fewermuon neutrinos than expected [9]. Further-

more, this effect seemed to be dependent on the energy of the neutrinos, as

at higher neutrino energies the ratio of 2:1 muon to electron neutrinoswas

observed, but broke down at lower energies.

A directional dependence in flux of neutrinoswas observed,with the

ratio of election to muon neutrinos being greater when looking at those

traveling upwards through the Earthwhen compared to those going down-

wards directly from the atmosphere. Since cosmic rayswere known to be

isotropic and be no different on one side of the Earth compared to the other,

this disappearance in atmospheric neutrinos could not be explainedwith

physics aswas understood by the StandardModel.
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1.5 Evidence of Neutrino Oscillations

Themysterious absence of neutrinos frommultiple sources had become

evidence for physics beyond the StandardModel, as therewas no SMmech-

anismwhereby neutrinos could simply disappear. In response to this mys-

tery, physicist set for novel theorieswithwhich to explicate the anomaly.

One hypothesiswas that of neutrino oscillations. This theory posited that, in

contrast to the StandardModel, neutrinos in fact had non-zeromasses and

moreover that the difference in flavors of neutrinoswere actually super-

positions of different mass states. The mechanism will be explained in

detail in Chapter 2, but suffice it to say that because of this super-position,

neutrinos could be produced in one flavor state, but later be detected in an-

other, different flavor state. The hypothesis stated that a neutrino produced

in one flavor would have some probability of being detected in another,

with this probability being dependent on the energy of the neutrino and

the distance it had traveled.

The Homestake experiment was looking for electron neutrinos, and

their absence could be explained if, as neutrino oscillations posited, the

electron neutrinos produced by the Sun “oscillated” into other flavors to

which the experimentwas not sensitive. Similarly, the atmospheric neu-

trino asymmetry could be explained as there had already been a demon-

strated energydependence in the discrepancyand the up-down asymmetry

could be understood as the upwards traveling neutrinos having traversed a
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greater distance to reach the detector. All these resultsmade for compelling

evidence of neutrino oscillations, but it remained to show that themissing,

“oscillated” neutrinoswere still there.

The conclusive evidence that themissingneutrinoswerenot in factmiss-

ing came from the SudburyNeutrino Observatory (SNO), an underground

container of 1000metric tons of heavywater surrounded byphotomulti-

plier tubes [10]. Heavywater had been proposed [11] for themeasurement

of the solar neutrino flux byway of the NC interaction

νx + He2 → νx + p+ n (1.6)

where νx represents a neutrino of any flavor. As a NC interaction, the

process in Equation (1.6) can be seen for anyflavor of neutrino. With this

interaction, even if the solar neutrinos oscillated away from the electron

flavor, they could still be detected.

The SNO experiment thus hadmultiple handles on the solar neutrino

flux: one flavor dependent via CC interactions, and one flavor independent

withNCinteractions. SNOsawtherateof CCneutrinoeventswasconsistent

with earlier observation which showed a deficit, but that the rate of NC

eventswas consistent with the expected neutrino flux predicted by solar

models. Thus, it demonstrated that the neutrinoswere not disappearing,

but simply changing. For the discoveryof neutrino oscillations, researchers

TakaakiKajita andArthurB.McDonaldwere jointlyawarded the2015Nobel
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Prize in Physics for theirwork as part of the Super-Kamiokande and SNO

collaborations, respectively.

1.6 Beyond Standard Oscillations

Despite these observations winning a Nobel Prize, the book was not yet

closed on neutrino oscillations. There were further results from experi-

ments such as the Liquid ScintillatorNeutrinoDetector (LSND)which could

not be explainedwith neutrino oscillations aswere understood to explain

the solar andatmosphericneutrino anomalies [12]. Both theSNOandSuper-

Kamiokande experiments found evidence for neutrino oscillationswhich

could be explained with three mass states, but the anomaly observed by

LSND could not be explainedwithout an additional mass state.

Aswill be explained in Chapter 2, neutrino oscillations depend on the

difference in neutrino masses. The observations of the SNO and Super-

Kamiokande experiments could be explained by two separatemass differ-

ences, and hence three neutrinomasses. Thismatchedwellwith the known

three flavors of neutrinos, as any additional neutrinomasseswould require

a fourth flavor. Measurements of Z0 boson decays at the Large Electron-

Positron (LEP) collider put strict requirements onwhat a potential fourth

flavor of neutrino could look like: it needed to be either heavier than half

themass of the Z0 boson, or it needed not interact via theWeak Force [13].

As ordinarily neutrinos interact onlyvia theWeak Force, a neutrinowhich
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did notwould be inert to all of the forces described by the StandardModel.

Suchneutrinos are called sterile, and since theLSNDexperimentmucheffort

has been spent try to prove or disprove their existence.

1.7 Personal Contributions to the Analysis

In a large collaboration it is rare that any individual contribute to every

aspect of an analysis. Therefore it isworthwhile to highlight the aspects of

the following analysiswhere my contributionswere most significant. In

Chapter 4 Iwas personally responsible for the comparison of the tricell and

trajectory calibration methods mentioned in §§ 4.3-4.5. I contributed to

the NC selection described in Chapter 5, in particular bydevelopingways of

quantifying event containment and using those criteria to design the event

containment requirements. I designed the NC energy estimator,with Chap-

ter 6 being an edited version of a previous technical note Iwrote describing

its development [14]. Finally I played amajor roll in the development of the

covariancematrix fitting technique used in this analysiswhich is described

in detail in Chapter 7.
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Chapter 2

Neutrino Oscillations

One of the simplest extensions of the Standard Model is the addition of

neutrinomasses, but despite its simplicity it is an extensionwith profound

implications. If there are neutrinos of different masses then an interesting

effects occurswhereby a neutrinomay be produced as one flavor, but later

observed as another. This phenomenon is known as neutrino oscillation

because the probability for observing a particular neutrino flavor state

“oscillates” as a function of the neutrino’s energy and distance traveled.

These oscillationsmay also violate Charge-Parity (CP) symmetry,wher-

ein fundamental particlesbehavedifferentlythan their anti-matter counter-

partswould in amirrored universe. Bymeasuring the oscillation probabili-

ties forneutrinosandanti-neutrinos separatelywecandetermine theextent

towhich neutrino oscillations violate CP. It is also possible that neutrino

oscillations could provide evidence of Charge-Parity-Time (CPT) symmetry
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violation,where CPT-symmetry says that physics behaves the same under a

CP transformation coupledwith time reversal [15]. However, CPT-violation

is beyond the scope of this thesis.

For the inherent CP-violation in neutrino oscillations to bemeasured

wemust also account for the interactions between neutrinos and thematter

throughwhich they propagate. Neutrinos and anti-neutrinos scatter differ-

ently off of the electrons inmatter leading to a non-CP symmetric effect on

(anti-)neutrino oscillationmeasurements. Understanding this effect is key

to detecting CP-violation in neutrinos.

Furthermore, the oscillationof neutrinos canprovideus awayof search-

ing for non-weakly interacting flavors of neutrinos. Since such neutrinos

would only interact via the relativelyweak force of gravitywe cannot search

for themvia direct detection. However, the nature of neutrino oscillations

means that it ispossible for aneutrino tooscillate intoone suchundetectable

flavor and lower the overall probability of neutrino detection. It is through

this absence thatwemayfind evidence of sterile neutrinos.

2.1 Oscillations inVacuum

2.1.1 NeutrinoMixing

It is the fact that neutrinos havemasswhich allows for neutrino oscillations.

To see thiswe can consider the propagation of a single neutrinowithmass

m and energyE. If the neutrino is initially in a state |ν〉, then the final state
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after some time t is given by.

|ν〉final = e−iHt/ h |ν〉 , (2.1)

whereH is the Hamiltonian operator. In the rest frame of the neutrino, the

Hamiltonian is simplymc2, and so the final state, |ν〉final, is

|ν〉final = P(τ) |ν〉 = e−imc2τ/ h |ν〉 , (2.2)

where P(τ) is the propagation operator, or propagator and τ is the time

which has passed in the neutrino’s rest frame.

We can express the proper time in terms of the laboratory time t it took

the neutrino to propagate a distance L by

τ = γ

(
t−

υL

c2

)
, (2.3)

where υ = L/t and γ is the Lorentz factor

γ =
1√

1 − υ2

c2

. (2.4)

From equations (2.2) and (2.3) we can express the final state in terms of

laboratory observables as

|ν〉final = e−i
(
γmc2t−γmυL

)
/ h |ν〉 . (2.5)
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The quantities γmc2 and γmυ are the energy, E, andmomentum p of the

neutrino respectively. Assuming the neutrino’s mass is much smaller than

it’s energy, i.e., assuming that the neutrino is highly relativistic, then the

momentum is approximately

p =
√

E2/c2 −m2c2 = E/c−
m2c3

2E
+ O

(
m4
)
. (2.6)

Thus the final state is approximately

|ν〉final ≈ e−iE(t−L/c)/ h+im2 Lc3
2E h |ν〉 . (2.7)

Supposewe haveN different flavors of neutrinos andN different mass

states. Consider sets F andM of N indices such that we label the flavor

statesναwithGreek indicesα ∈ F and themass statesνjwith Latin indices

j ∈ M. Themass of νjwill be labeledmj. The sets {να}α∈F and {νj}j∈M each

form a basis for theN-dimensional vector space of all possible neutrino

states. Since {νj}j∈M spans the space of all neutrinoswe can express each

neutrino flavor να as a linear combination

|να〉 =
∑
j∈M

Uα,j |νj〉 , (2.8)

where the coefficientsUα,j form amatrix called the neutrinomixingmatrix.
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Similarlywe can express eachmass state as

|νj〉 =
∑
α∈F

U∗
α,j |να〉 . (2.9)

Assuming the flavor andmass states are orthonormalwe have

δα,β = 〈να|νβ〉 =
∑
j∈M

∑
k∈M

U∗
α,jUβ,k 〈νj|νk〉 =

∑
j∈M

U∗
α,jUβ,j, (2.10)

ie,U is a unitarymatrix. Since there has been no evidence that neutrino

flavor states are not orthogonal [16] wewill assume that this assumption

holds. Similarlywe assume that themass states are also orthonormal.

Using equation (2.7), we can see that the effect of the propagator on a

neutrino in flavor state |να〉with energyE is

e−iHτ/ h |να〉 = e−iE(t−L/c)/ h
∑
j∈M

Uα,je
im2

j
Lc3
2E h |νj〉 (2.11)

fromwhich it follows that the probability of measuring a νβ of energy E
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from a να source a distance L away is

P(να → νβ) =
∣∣〈νβ| e

−iHτ/ h |να〉
∣∣2

=

∣∣∣∣∣∑
j∈M

∑
k∈M

U∗
β,jUα,ke

im2
k

Lc3
2E h 〈νj|νk〉

∣∣∣∣∣
2

=

(∑
j∈M

U∗
β,jUα,je

im2
j
Lc3
2E h

)(∑
k∈M

Uβ,kU
∗
α,ke

−im2
k

Lc3
2E h

)

=
∑
j∈M

∑
k∈M

U∗
β,jUα,jUβ,kU

∗
α,ke

i∆m2
jk

Lc3
2E h

=
1
2

∑
j∈M

∑
k∈M

(
U∗

β,jUα,jUβ,kU
∗
α,ke

i∆m2
jk

Lc3
2E h

+U∗
β,kUα,kUβ,jU

∗
α,je

−i∆m2
jk

Lc3
2E h

)
=

∑
j∈M

∑
k∈M

R
(
U∗

β,jUα,jUβ,kU
∗
α,k

)
cos
(
∆m2

jk

Lc3

2E h

)
−

∑
j∈M

∑
k∈M

I
(
U∗

β,jUα,jUβ,kU
∗
α,k

)
sin
(
∆m2

jk

Lc3

2E h

)
(2.12)

whereR and I denote the real and imaginary components respectively and

we have defined themass-squared splittings∆m2
jk = m2

j −m2
k. In the fifth

line of equation (2.12)wehave symmetrized∆m2
jk = −∆m2

kj. We thenmake

use of the fact thatU∗
β,kUα,kUβ,jU

∗
α,j =

(
U∗

β,jUα,jUβ,kU
∗
α,k

)∗
to cancel the

imaginary parts of both terms. Note that if all of themassesmj are equal,

including the casewhere they are all zero

P(να → νβ) =
∑
j∈M

∑
k∈M

U∗
β,jUα,jUβ,kU

∗
α,k = δα,β (2.13)
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because of the unitary of U, and so neutrino oscillations only occurwhen

there are non-zero, non-degenerate neutrinomasses.

Assuming the laws of physics obeyCPT-symmetry, the probability for

neutrino oscillations from flavor α to flavor β, P(να → νβ), must be identi-

cal to the probability for anti-neutrino oscillations from flavor β to flavor

α, P(ν̄β → ν̄α), and so

P(ν̄α → ν̄β) =
∑
j∈M

∑
k∈M

R
(
U∗

a,jUb,jUa,kU
∗
b,k

)
cos
(
∆m2

jk

Lc3

2E h

)
−

∑
j∈M

∑
k∈M

I
(
U∗

a,jUb,jUa,kU
∗
b,k

)
sin
(
∆m2

jk

Lc3

2E h

)
=

∑
j∈M

∑
k∈M

R
((
U∗

b,jUa,jUb,kU
∗
a,k

)∗) cos
(
∆m2

jk

Lc3

2E h

)
−

∑
j∈M

∑
k∈M

I
((
U∗

b,jUa,jUb,kU
∗
a,k

)∗) sin
(
∆m2

jk

Lc3

2E h

)
=

∑
j∈M

∑
k∈M

R
(
U∗

b,jUa,jUb,kU
∗
a,k

)
cos
(
∆m2

jk

Lc3

2E h

)
+

∑
j∈M

∑
k∈M

I
(
U∗

b,jUa,jUb,kU
∗
a,k

)
sin
(
∆m2

jk

Lc3

2E h

)
(2.14)

The oscillation probabilities for anti-neutrinos are thus the same as those

for neutrinos butwith the substitution sin
(
∆m2

jk
Lc3

2E h

)
→ − sin

(
∆m2

jk
Lc3

2E h

)
.

Since the probability in Equation (2.12) is the sum of trigonometric

functions of L/E, we say that the probability oscillates and refer to the phe-

nomenonof measuringnon-α-flavoredneutrinos fromanα-flavoredsource

as neutrino oscillation.
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Since a(n) (anti-)neutrinowhich is produced in a flavor αmust oscillate

into some flavor β ∈ Fwe have

∑
β∈F

P(να → νβ) = 1, (2.15)

and
∑
β∈F

P(ν̄α → ν̄β) = 1, (2.16)

for all α ∈ F. Additionally, since P(να → νβ) = P(ν̄β → ν̄α) equations

(2.15) and (2.16) imply

∑
β∈F

P(νβ → να) = 1, (2.17)

and
∑
β∈F

P(ν̄β → ν̄α) = 1, (2.18)

for all α ∈ F. These equations mean that to fully describe all oscillation

probabilities forN flavors of neutrinowe need onlywrite down 1
2N(N− 1)

equations.

2.1.2 Two FlavorMixing

We can gain intuition for how these oscillation probabilities function by

limiting ourselves to case of only two neutrino flavor andmass states. Let

F = {α,β} andM = {1, 2}. Assuming the flavor states and themass states

both form orthonormal bases for the vector space of neutrino stateswe can
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switch between the bases by rotating through an angle θ

|να〉 = sin (θ) |ν1〉+ cos (θ) |ν2〉 , (2.19a)

|νβ〉 = cos (θ) |ν1〉− sin (θ) |ν2〉 . (2.19b)

If themasses of the states ν1 and ν2 arem1 andm2 respectively, the angle θ

determines the probability that a ναwould be observed to havemassm1.

We can also express themass states in terms of the flavor states as

|ν1〉 = sin (θ) |να〉+ cos (θ) |νβ〉 , (2.20a)

|ν2〉 = cos (θ) |να〉− sin (θ) |νβ〉 . (2.20b)

After judicious use of double angle formulae, the combination of equa-

tions (2.19a), (2.19b), and (2.12) gives us

P(νβ → νβ) = 1 − sin2 (2θ) sin2
(
∆m2

21
Lc3

4E h

)
. (2.21)

From equation (2.21) it follows that

P(νβ → να) = 1 − P(νβ → νβ) = sin2 (2θ) sin2
(
∆m2

21
Lc3

4E h

)
, (2.22)

and so there is a non-zero probability tomeasure a να neutrino from a νβ

source if and only if themassesm1 andm2 are not equal, and in particular

not both zero. Furthermore,we can see that the angle θ sets themaximum
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P(νβ → νβ) = 1- sin
2(2θ) sin2Δm21

2 Lc3

4Eℏ


θ = π /4, Δm21
2 = 2.5 x 10-3 eV

L = 810 km 
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Figure 2.1: The probability of measuring a νβ of energy E a distance

L = 810 km away from a νβ source. This figure assumes two flavor mix-

ing with a mixing angle of θ = π/4 and a mass-squared splitting of
∆m2

21 = 2.5 × 10−3 eV2. The probability oscillates rapidly as the neutrino’s

energy approaches zero.

value that P(νµ → νe) can obtain,while themass-squared splitting∆m
2
21

setswhich value of L/Ewill obtain that maximum. To illustrate this point

we can plot the oscillation probability for a sample case in Figure 2.1.

2.1.3 Three FlavorMixing

As there are three known flavors of neutrino, νe, νµ and ντwe oftenwork

under the assumption that these flavors are the only flavors, and consider

with them threemass statesM = {1, 2, 3}. Depending on convention, either

∆m2
21 > 0 and 0x < θ12 < π/2 are assumed (as in [17, 18]) or 0x < θ12 < π/4

withnoconstraint on∆m2
21 (as in [19]). Themeasurementsof solarneutrinos
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described in §1.3 place constraints on∆m2
21 cos (2θ12) to be positive, which

means under either convention∆m2
21 > 0. Measurements of atmospheric

neutrino mixing show that ∆m2
21 < |∆m2

31|. We refer to the case where

∆m2
31 > 0 as the Normal Hierarchy (Ordering) and the casewhere∆m2

31 < 0 as

the Inverted Hierarchy (Ordering).

The unitarymatrix,U, which describes how tomove between themass

and flavor bases, is called the Pontecorvo-Maki-Nakagawa-Sakata (PMNS)

matrix [20]. The PMNSmatrix is often parameterizedwith three mixing

real-valued angles θ12, θ23, and θ13 and three real-valued phases δ,α1,and

α2. The PMNS canmatrix be expressed as the product of threematrices

U = A · C · S ·M (2.23)
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where

A =


1 0 0

0 cos θ23 sin23

0 − sin θ23 cos θ23

, (2.24)

C =


cos θ13 0 e−iδ sin θ13

0 1 0

−eiδ sin θ13 0 cos θ13

, (2.25)

S =


cos θ12 sin12 0

− sin θ12 cos θ12 0

0 0 1

, (2.26)

and M =


eiα1/2 0 0

0 eiα2/2 0

0 0 1

. (2.27)

ThematrixA contains the terms governing the atmospheric neutrinomix-

ing described in §1.4; thematrix S contains the terms governing the solar

neutrinomixing described in §1.3;C contains the cross terms; andM con-

tains the phases α1 and α2, which are calledMajorana phases as they are

physicallymeaningful only if neutrinos areMajorana particles. However,

even if neutrinos are Majorana particles, α1 and α2 do not contribute to

neutrino oscillations. That theMajorana phases do not contribute to neu-

trinomixing can be seen bynoting that in equation (2.12) themixingmatrix
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contributes only asU∗
β,jUα,j, and that

U∗
β,jUα,j =

3∑
p=1

3∑
q=1

(ACS)∗β,pM
∗
p,j(ACS)α,qMq,j

= (ACS)∗β,j(ACS)α,jM
∗
j,jMj,j

= (ACS)∗β,j(ACS)α,j (2.28)

asM is a diagonal unitarymatrix.

The phase δ is called the CP-violating phase as it is responsible for the

difference between P(να → νβ) and P(ν̄α → ν̄β). Combining equations

(2.12) and (2.14)we can see this difference in oscillation probabilities is

P(ν̄α → ν̄β)−P(να → νβ) = 2
3∑

j=1

3∑
k=1

I
(
U∗

β,jUα,jUβ,kU
∗
α,k

)
sin
(
∆m2

jk

Lc3

2E h

)
.

(2.29)

Of the matricesA, C, and S, C is the only onewhose elements are not all

real numbers. The complexity of C comes in the form of the phases e±iδ,

and so if δ = 0 then all the elements of C, and henceACS, are real.
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Using equation (2.12)with the three flavor parameterswe have

P(νe → νe) = 1 −
1
2

sin2 (2θ13) −
1
2

sin2 (2θ12) cos4 (θ13)

+
1
2

sin2 (2θ12) cos4 (θ13) cos
(
∆m2

21
Lc3

2E h

)
+

1
2

cos2 (θ12) sin2 (2θ13) cos
(
∆m2

31
Lc3

2E h

)
+

1
2

sin2 (θ12) sin2 (2θ13) cos
(
∆m2

32
Lc3

2E h

)
, (2.30)
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P(νe → νµ) =
1
2

sin2 (2θ12)

[
cos2 (θ13) cos2 (θ23) −

1
4

sin2 (2θ13) sin2 (θ23)

]
+

1
2

sin2 (2θ13) sin2 (θ23)

−
1
2

sin2 (2θ12)

[
cos2 (θ13) cos2 (θ23) −

1
4

sin2 (2θ13) sin2 (θ23)

]
× cos

(
∆m2

21
Lc3

2E h

)
−

1
2
[
cos2 (θ12) sin2 (2θ13) sin2 (θ23)

+ cos (δ) sin (2θ12) sin (θ13) cos2 (θ13) sin (2θ23)
]

× cos
(
∆m2

31
Lc3

2E h

)
−

1
2
[
sin2 (θ12) sin2 (2θ13) sin2 (θ23)

− cos (δ) sin (2θ12) sin (θ13) cos2 (θ13) sin (2θ23)
]

× cos
(
∆m2

32
Lc3

2E h

)
+

1
4

cos (θ13) sin2 (2θ12) sin2 (2θ13) sin2 (2θ23)

×
[

sin (δ)
[

sin
(
∆m2

21
Lc3

2E h

)
− sin

(
∆m2

31
Lc3

2E h

)
+ sin

(
∆m2

32
Lc3

2E h

)]
+2 cos (δ) cos (2θ12) sin2

(
∆m2

21
Lc3

4E h

)]
, (2.31)
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P(νµ → νe) =
1
2

sin2 (2θ12)

[
cos2 (θ13) cos2 (θ23) −

1
4

sin2 (2θ13) sin2 (θ23)

]
+

1
2

sin2 (2θ13) sin2 (θ23)

−
1
2

sin2 (2θ12)

[
cos2 (θ13) cos2 (θ23) −

1
4

sin2 (2θ13) sin2 (θ23)

]
× cos

(
∆m2

21
Lc3

2E h

)
−

1
2
[
cos2 (θ12) sin2 (2θ13) sin2 (θ23)

+ cos (δ) sin (2θ12) sin (θ13) cos2 (θ13) sin (2θ23)
]

× cos
(
∆m2

31
Lc3

2E h

)
−

1
2
[
sin2 (θ12) sin2 (2θ13) sin2 (θ23)

− cos (δ) sin (2θ12) sin (θ13) cos2 (θ13) sin (2θ23)
]

× cos
(
∆m2

32
Lc3

2E h

)
−

1
4

cos (θ13) sin2 (2θ12) sin2 (2θ13) sin2 (2θ23)

×
[

sin (δ)
[

sin
(
∆m2

21
Lc3

2E h

)
− sin

(
∆m2

31
Lc3

2E h

)
+ sin

(
∆m2

32
Lc3

2E h

)]
−2 cos (δ) cos (2θ12) sin2

(
∆m2

21
Lc3

4E h

)]
, (2.32)
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P(νµ → νµ) = 1 −
1
2
[
sin2 (2θ23) + sin2 (2θ13) sin4 (θ23)

+
(
cos2 (θ23) − sin2 (θ13) sin2 (θ23)

)2

−
((

cos2 (θ23) − sin2 (θ13) sin2 (θ23)
)

cos (2θ12)

− cos (δ) sin (2θ12) sin (θ13) sin (θ23))
2

−
1
2
× [cos (δ) sin (2θ12) sin (θ13) sin (2θ23)

+2 cos2 (θ12) sin2 (θ13) sin2 (θ23)

+2 sin2 (θ12) cos2 (θ23)
]

× [cos (δ) sin (2θ12) sin (θ13) sin (2θ23)

−2 sin2 (θ12) sin2 (θ13) sin2 (θ23)

−2 cos2 (θ12) cos2 (θ23)
]

cos
(
∆m2

21
Lc3

2E h

)
+ [cos (δ) sin (2θ12) sin (θ13) sin (2θ23)

+ 2 cos2 (θ12) sin2 (θ13) sin2 (θ23)

+2 sin2 (θ12) cos2 (θ23)
]

× cos2 (θ13) sin2 (θ23) cos
(
∆m2

31
Lc3

2E h

)
− [cos (δ) sin (2θ12) sin (θ13) sin (2θ23)

− 2 sin2 (θ12) sin2 (θ13) sin2 (θ23)

−2 cos2 (θ12) cos2 (θ23)
]

× cos2 (θ13) sin2 (θ23) cos
(
∆m2

32
Lc3

2E h

)
, (2.33)
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and the remaining probabilities can be obtained by applying equations

(2.30), (2.31), (2.32), and (2.33) to equations (2.15) and (2.17).

2.1.4 Four Flavor Oscillations

Themostminimal extension of the three flavor neutrinomodel is to include

a fourth flavor of neutrino, νs, and an additional mass state ν4. In this case

themixingmatrixU is a four-by-four unitarymatrix. This matrixmay be

parameterized bysixmixing anglesθij for 1 6 i < j 6 4; three CP-violating

phases δ13, δ14, and δ24; and 3Majorana phases α1, α2, and α3. Themixing

matrixU can be formed from the product of six rotationmatrices

R12 =



cos (θ12) sin (θ12) 0 0

− sin (θ12) cos (θ12) 0 0

0 0 1 0

0 0 0 1


, (2.34a)

R13 =



cos (θ13) 0 sin (θ13)e
−iδ13 0

0 1 0 0

− sin (θ13)e
iδ13 0 cos (θ13) 0

0 0 0 1


, (2.34b)
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R14 =



cos (θ14) 0 0 sin (θ14)e
−iδ14

0 1 0 0

0 0 1 0

− sin (θ14)e
iδ14 0 0 cos (θ14)


(2.34c)

R23 =



1 0 0 0

0 cos (θ23) sin (θ23) 0

0 − sin (θ23) cos (θ23) 0

0 0 0 1


, (2.34d)

R24 =



1 0 0 0

0 cos (θ24) 0 sin (θ24)e
−iδ24

0 0 1 0

0 − sin (θ24)e
iδ24 0 cos (θ24)


, (2.34e)

R34 =



1 0 0 0

0 1 0 0

0 0 cos (θ34) sin (θ34)

0 0 − sin (θ34) cos (θ34)


, (2.34f)
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and aMajorana phasematrix

M =



1 0 0 0

0 ei
α1
2 0 0

0 0 ei
(α2

2 +δ13
)

0

0 0 0 ei
(α3

2 +δ14
)


(2.34g)

as

U = R34R24R14R23R13R12M. (2.35)

This parameterization follows from [21] except theMajorna phases are not

rotated away. Though as before in the three flavor case the matrixM is

irrelevant to neutrino oscillations.

In general the oscillation probabilities canwe obtained from equation

(2.12) using the matrix in equation (2.35). However, wemaymake several

simplifying assumptions. Wemay assume that themixing angles θ14, θ24,

and θ34 are small sincewe know that nature hues close to the three flavor

model and oscillations into the fourth flavor state are suppressed in this

limit. Additionally,we can assume that the fourthmass statemust be sig-

nificantly heavier than the first three and so ∆m2
41 ≈ ∆m2

42 ≈ ∆m2
43 and

∆m2
41 � ∆m2

32 ≈ ∆m2
31. Frommeasurements of θ23we know that cos (2θ23)

is small. Under the above conditions the νµ survival probability is approxi-
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mately

P(νµ → νµ) = 1 − sin2 (2θ23) cos (θ24) sin2
(
∆m2

31
Lc3

4E h

)
− sin2 (2θ24) sin2

(
∆m2

41
Lc3

4E h

)
, (2.36)

while the appearance probability for νs from a νµ source is approximately

P(νµ → νs) = cos4 (θ14) cos2 (θ34) sin2 (2θ24) sin2
(
∆m2

41
Lc3

4E h

)
+ sin3 (θ34) sin2 (2θ23) sin2

(
∆m2

31
Lc3

4E h

)
−

1
2

sin (δ24) sin (θ24)

× sin (2θ34) sin (2θ23) sin
(
∆m2

31
Lc3

2E h

)
, (2.37)

2.2 Oscillations inmatter

In §2.1 we made the assumption that neutrinos were not subject to any

external forces, i.e., that the neutrinoswere oscillating in a vacuum. This

assumption allowed us to take the Hamiltonian in the propagator as simply

the neutrino’s energy. Inmatter, this is not the case andwemust account for

the interactions between the neutrinos and anymatter they could interact

withwhile propagating.

Undermost circumstances thematter a neutrino traverseswill be com-

posed solely of electrons, protons, and neutrons. These conditions limit the
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possible matter interactions to charged current (CC) interactions between

the electrons and electron neutrinos aswell as flavor independent neutral

current (NC) interactions between the neutrinos and all three fermions. Ad-

ditionally, thematter is electrically neutral, and so the number of electrons

and the number of protonswill be equal.

From the CC interactions, the electron neutrinos pick up a potential

energy

VCC(νe, e) =
√

2GFNe, (2.38)

whereGF = 8.96188× 10−5 GeV · m3 is the Fermi coupling constant andNe

is the electron number density of thematter. The potential energy from CC

interactions for anti-electron neutrinos is

VCC(ν̄e, e) = −
√

2GFNe. (2.39)

All other flavors of neutrino remain unchanged fromvacuum.

The NC interactions produce potential energies for all active flavors of

neutrino. These potentials are

VNC(να, e) = −
1√
2
GFNe

(
1 − 4 sin2 (θW)

)
, (2.40a)

VNC(να,p) =
1√
2
GFNp

(
1 − 4 sin2 (θW)

)
, (2.40b)

VNC(να,n) =
1√
2
GFNn, (2.40c)
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while the potentials for the anti-neutrinos are

VNC(ν̄α, e) =
1√
2
GFNe

(
1 − 4 sin2 (θW)

)
, (2.41a)

VNC(ν̄α,p) = −
1√
2
GFNp

(
1 − 4 sin2 (θW)

)
, (2.41b)

VNC(ν̄α,n) = −
1√
2
GFNn, (2.41c)

whereNp andNn are respectively theprotonandneutronnumberdensities

and θW is theWeinberg angle. For a full derivation of the above potentials

see [22].

We can obtain a total potential for an active flavor of neutrino inmatter

by combining equations 2.38, 2.40a, 2.40b, and 2.40c. AssumingNe = Np

we get

V(να) =
GF√

2
(Nn + 2δα,eNe) (2.42)

while V(ν̄α) = −V(να). Non-active flavors of neutrinos would have no

potential energy frommatter interactions. Splitting the flavors of neutrino

into F = A ∪ S, whereA contains the |A| active flavors of neutrinos and S
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contains the |S| sterile flavors, let us define

Tr =
GF√

2
(|A|Nn + 2Ne), (2.43a)

Vα =



GF√
2

(
|S|

|A+ S|
Nn + 2

(
1 −

1
|A+ S|

)
Ne

)
if α = e

GF√
2

(
|S|

|A+ S|
Nn −

2
|A+ S|

Ne

)
if α 6= e ∈ A

−
GF√

2

(
|A|

|A+ S|
Nn +

2
|A+ S|

Ne

)
if α ∈ S

(2.43b)

The Hamiltonian for the neutrino inmatter,HMat is thus

HMat = HVac + Tr+
∑
α∈F

Vα |να〉〈να| , (2.44)

where,HVac is the vacuumHamiltonian. However, this operator is not di-

agonal in terms of the mass states, and so we cannot simply apply the

propagator. Insteadwemust find a new set of stateswhich diagonalize the

Hamiltonian. Since any terms in theHamiltonianwhich are proportional to

the identity have no physical effect on the propagator,we can ignore them.

This includes the Tr term from thematter potential. Additionally, since

〈νj|HVacτ|νk〉 = mjc
2τδj,k

= (Et− pjL)δj,k

= (Et− EL/c)δj,k +m2
j

Lc3

2E
δj,k (2.45)
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has only the last term not proportional to the identitywe need only diago-

nalize the effective Hamiltonian given by

HEff =

(∑
j∈M

m2
j

c4

2E
|νj〉〈νj|

)
+

(∑
α∈F

Vα |να〉〈να|

)
. (2.46)

2.2.1 Two FlavorMixing inMatter

Considering the twoflavor case outlined in §2.1.2, equation (2.43b) becomes

Ve =
GF√

2
Ne, (2.47a)

and Vµ = −
GF√

2
Ne. (2.47b)

While the vacuumHamiltonian becomes

HVac,2flav =

(∑
j∈M

m2
j

c2

2E
|νj〉〈νj|

)

=
(m2

1 +m2
2)c

4

4E
(|νe〉〈νe|+ |νµ〉〈νµ|)

+
∆m2c4

4E
cos (2θ) |νe〉〈νe|−

∆m2c4

4E
sin (2θ) |νe〉〈νµ|

−
∆m2c4

4E
sin (2θ) |νe〉〈νµ|−

∆m2c4

4E
cos (2θ) |νµ〉〈νµ| . (2.48)



38

Since
(m2

1 +m2
2)c

4

4E
is diagonal in HVac,2flav, an effective two-flavor matter

Hamiltonian is

HEff,2flav =
∆m2c4

4E

(
cos (2θ) +

2
√

2GFNeE

∆m2c4

)
|νe〉〈νe|

−
∆m2c4

4E
sin (2θ) |νe〉〈νµ|

−
∆m2c4

4E
sin (2θ) |νµ〉〈νe|

−
∆m2c4

4E

(
cos (2θ) +

2
√

2GFNeE

∆m2c4

)
|νµ〉〈νµ| . (2.49)

This Hamiltonian is no longer diagonal in terms of the mass eigenstates,

and must be diagonalized. To do this we define several useful quantities.

The first is a dimensionless variablewhich contains the effect of thematter

x =
2
√

2GFNeE

∆m2c4 , (2.50)

a newangle θM given by

sin2 (2θM) =
sin2 (2θ)

sin2 (2θ) + (cos (2θ) + x)
2 , (2.51)

and a scaledmass splitting

∆m2
M = ∆m2

√
sin2 (2θ) + (cos (2θ) + x)

2. (2.52)
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Note that in the absence of matter, x becomes zero, sin2 (2θM) = sin2 (2θ),

and∆m2
M = ∆m2. We can then define two neutrinos states

|ν1M〉 = sin (θM) |νe〉+ cos (θM) |νµ〉 , (2.53a)

|ν2M〉 = cos (θM) |νe〉− sin (θM) |νµ〉 . (2.53b)

Applying the Hamiltonian in equation (2.49) to the state |ν1M〉we find

HEff,2flav |ν1M〉 = ∆m2
Mc4

4E
cos (2θM) sin (θM) |νe〉

−
∆m2

Mc4

4E
sin (2θM) cos (θM) |νe〉

−
∆m2

Mc4

4E
sin (2θM) sin (θM) |νµ〉

−
∆m2

Mc4

4E
cos (2θM) cos (θM) |νµ〉

=
∆m2

Mc4

4E
(
cos (2θM) − 2 cos2 (θM)

)
sin (θM) |νe〉

−
∆m2

Mc4

4E
(
cos (2θM) + 2 sin2 (θM)

)
cos (θM) |νµ〉

= −
∆m2

Mc4

4E
|ν1M〉 , (2.54)

and similarly

HEff,2flav |ν2M〉 = ∆m2
Mc4

4E
|ν2M〉 . (2.55)

The states |ν1M〉 and |ν2M〉 thus diagonalize the effective Hamiltonian in the

sameway as themass eigenstates |ν1〉 and |ν2〉 diagonalize the Hamiltonian

in vacuum. The form of the oscillation of two neutrino flavors in matter
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is identical to two flavor oscillations in vacuum but with effective mass

splitting∆m2
M andmixing angle θM.

Note that if insteadof twoactiveflavorswehadoneactive (non-electron)

flavor, νµ, and one sterile flavor νswewould obtain the same results except

with the electron densityNe being replacedwith the neutron densityNn.

For rockwe can expectNn ∼ Ne [16]. Thus the strength of thematter effect

for sterile flavors weaker than for active flavors by the ratio of the mass

splittings

xsterile ∼ xactive
∆m2

active

∆m2
sterile

. (2.56)

By the assumptions laid out in §2.1.4m2
sterile � ∆m2

active, and sowe can safely

ignore the effect of matter on sterile oscillations.

2.2.2 TheMSWEffect

As x goes to zero, the oscillations inmatter approach those invacuum. How-

ever it is alsoworth considering the opposite case, that inwhich x becomes

very large. In a very densemedium, equation (2.51) forces sin (θM) ∼ 1 and

cos (θM) ∼ 0, and so |νe〉 ∼ |ν2M〉. So an electron neutrino in a very dense

medium is in themoremassive of the two effectivemass eigenstates. The

preceding case is exactlywhat happens for electron neutrinos created in

the dense core of the Sun.

The Mikheyev–Smirnov–Wolfenstein (MSW) effect occurs when the

density of themedium is no longer constant, but instead changes adiabati-
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cally along the path of the neutrino. When the density of matter changes

slowly, the state of neutrino remains in the effective state it started in. Prac-

tically speaking, this means that an electron neutrino created in the Sun’s

core remains in the state |ν2M〉 as it travels through the Sun even as the ef-

fectivemass splitting andmixing angle changeswith the changing density.

As the neutrinos exit the Sun and enter thevacuumof space theymust all be

in the state |ν2〉. Thus the deficiency in electron neutrinos observed by the

Homestake experiment in §1.3was actuallydue to the fact that |〈νe|ν2〉|2 6= 1.

2.3 Analysis Phenomenological Framework

For this analysis we are investigating a four neutrino flavor model with

three active flavors and one sterile flavor. We assume that the fourthmass

statewe introduce is sufficiently large than Equations (2.36) and (2.37) hold.

Thismodel is a sufficient candidate to explain the anomalous oscillations

described in §1.6 and is a model towhich the NOvA experiment is sensitive.
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Chapter 3

The NOvA Experiment

The NuMI Off-axis νe Appearance (NOvA) experiment is a long-baseline

neutrino oscillation experiment operated by the FermiNational Accelerator

Laboratory (FNAL) consisting of a Near Detector (ND) and a Far Detector

(FD) separated by a distance of 810 km. Neutrinos are produced by the

Neutrinos at theMain Injector (NuMI) beam near Batavia, Illinois and are

used for several neutrino experiments. NOvA was built to lay 14.6 mrad

off the central axis of the NuMI beam. This choice was made so that the

neutrinos seen by the NOvA detectors see a flux of neutrinoswhich peaks

at an energy of 2 GeV [23]. Themechanism for responsible for this spectral

shapewill be described in §3.1.

The NOvA detectorswere designed to be functionally identical tracking

calorimeters. This goalwas achievedbythe compositionof numerous liquid

scintillator cells arranged in planes of alternating orientation. These cells
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are read out by avalanche photodiodes (APDs) to convert the scintillation

light into a digital signal.

The original intention of the NOvA experimentwas tomeasure the pa-

rameters θ13, θ23, and δCP of the PMNSmixingmatrix aswell as measuring

the value of the neutrino mass splitting∆m2
32 and determining the mass

hierarchy. However, NOvA is not limited to these inquires and can also be

used to search for sterile neutrinos

3.1 The NuMI Beam

The origin of the NuMI beam startswith the acceleration of hydrogen ions

H− by a linear accelerator to an energy of 400 MeV [24]. These ions are then

passed through a carbon filterwhich strips themof electrons. The resultant

protons enter a 474.2 m circumference synchrotron acceleratorwhere they

are accelerated to 8 GeV before feeding into theMain Injector, a 3, 319.4 m

synchrotron that takes the protons up to 120 GeV.

The Main Injector directs the 120 GeV towards a 1.2 m long graphite

target. Manykinds of particles are produced by the collisions of protons on

the carbon atoms, but of interest to NuMI are the pions π+ and π−which

predominately decay intomuons andmuon-neutrinos

π+ → νµ + µ+, and (3.1a)

π− → ν̄µ + µ−. (3.1b)
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Figure 3.1: A schematic diagram of the NuMI beamwhich shows the target,

magnetic horns, decay pipe, and absorbers [24].

There is also a secondarybeam component formed from the decayof kaons

K+ andK−, who primarily decay as

K+ → νµ + µ+, and (3.2a)

K− → ν̄µ + µ−. (3.2b)

By focusing the charged pions into a beamwith magnetic horns, NuMI

creates a beam of either νµ or ν̄µ depending on the current supplied to

themagnets. By supplying a forward horn current (FHC)we select for the

positively changed π+ and create a beam of primarilyνµ. By reversing the

horn current (RHC)we focus the decay of π− into ν̄µ. The pions primarily

decay in a 675 m long evacuateddecaypipewhich starts 46 m from the target.

After the decay pipe is an absorbermade of aluminum, steel, and concrete

designed to halt anyhadrons in the beam. The absorber is followed by240 m

of dolomite rock to absorb themuonswhich remain. Figure 3.1 diagram of

the NuMI beam.

In the lab reference frame, the neutrinofluxΦν and energyEν produced
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from a pion decay from Equation (3.2) are [25]

Φν =

(
2γ

1 + γ2θ2

)2
A

4πz
(3.3)

and

Eν =
0.43Eπ

1 + γ2θ2 (3.4)

where γ = Eπ/mπc
2, θ is the angle between pion’s initial trajectory and the

direction the neutrino is emitted in,A is the area of the detector seeing the

neutrino, and z is the distance the neutrino has traveled from the decay. A

detector on axiswith the pion decay thus sees a neutrino energy spectrum

proportional to the pion energy spectrum. Howeverwhen γ2θ2 � 1, which

necessitates θ 6= 0, the neutrino energy is proportional to E−1
π . Since E−1

π is

relatively flat at high energies in comparison to Eπ, this leads to a neutrino

energy spectrum peaked at awell defined energy. For θ ∼ 14 mrad this peak

energy is approximately 2 GeV [25]. This spectral shaping is useful for a

neutrino oscillation experiment since the oscillation probability is, in the

twoflavor approximation in Equation (2.22), proportional to sin
(
∆m2 Lc3

4E h

)
.

By building the detector at a particular angle off-axis and distance from the

neutrino productionwe can set both L and E. If themass splitting∆m2 is

knownwith some precisionwe can then ensure our detector sees neutrinos

when the oscillations aremaximal simply by choosing the location of the

detector. The off-axis angle and baseline of NOvAwere chosen such that

the oscillations driven by∆m2
32 aremaximalwith a peak neutrino energy
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of 2 GeV.

Simulation predicts that the NuMI beam running FHC produces a flux

of neutrinos 14.6 mrad off axis composed of neutrinoswith energybetween

1 and 5 GeV, 96% of which are νµwithmost of the contamination being ν̄µ,

with less than 1% being νe and ν̄e [26]. Running in RHCmodewe instead

predict 83% ν̄µwith the remainder being νµ, and less than 1% being νe and

ν̄e [26]. When NOvA is takingMain Injector delivers protons for 10µs to

the NuMI target every 1.33 s [27]. As of the cut off for data to be included in

this analysis, the NuMI beam delivered 11 × 1020 protons on target (POT)

to the ND and 9.5 × 1020 POT to the FDwhile running FHC, and 11.8 × 1020

POT to the ND and 12 × 1020 POT to the FDwhile running RHC.

3.2 The NOvADetectors

Both of NOvA’s two detectors are located 14.6 mrad off the central axis of

the NuMI beam, with the ND seeing a range of 11 ∼ 20 mrad, and are of

similar construction. The ND is located 100 m underground and 1 km away

from the NuMI beam target. The FD is located 810 km from the NuMUI

target in Ash River, Minnesota. The FD is on the surface, but is under a 3 m

water-equivalent overburden to reduce cosmic ray background events. The

ND has amass of 300 tonswhile the FD is 14.4 kilotons [23].

To orient ourselveswhile talking about the detector and events therein

we define local coordinate systems (x,y, z) for each detector such that the
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positive z-direction is the direction from the NuMI target to the FD, the

y-directionpoints upwards, and the x-direction is such that (x,y, z) is right-

handed. The origin of the coordinate systems are situated in the center of

the first plane of their respective detector.

Both detectors are made up of many PVC cuboids full of liquid scintilla-

tor called cells. Each cell is roughly 3.56 cmwide and 5.59 cm deepwith cell

walls 0.51 cm thick. The length of each cell in the ND is 3.9 mwhile FD cells

are 15.5 m. A diagram of a single NOvA cell can be seen in Figure 3.2.

Thecells arearranged intoplanes consistingof cells adjoined lengthwise.

The planes aremade of 96 cells for ND planes and 384 cells for FD planes,

witheveryotherof thefinal22planesof theNDcontainingonly64 cells. The

planeswere thenattacheddepthwisewithplanes inalternatingorientations.

Planeswith their cells’ length oriented in the vertically direction are called

x-viewplanes and planeswith their cells’ length oriented horizontally are

called y-viewplanes. These planes are so called because the x-viewplanes

will read out the position of a particle in the horizontal (x) direction, and

likewise for the y-viewplanes. Since the cells have alternating orientations

in different planeswe define a view-agnostic coordinatewwhich give the

locationswithin a cell. We definew such that it is equivalent to x in y-view

cells and y in x-view cells.

By alternating the views of the plans in each detector NOvA is able

to track a changed particle as it moves through the detector. The ND is

composed of 214 planeswhile the FD has 896. These planesmake the total
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5.5  Description of the NOνA Detectors 

5.5.1  The Basic NOνA Detector Element 
The basic unit of all the NOνA Detectors is a simple rectangular rigid PVC plastic cell 

containing liquid scintillator and a wavelength-shifting fiber.  This is illustrated in Figure 5.10.  
Charged particles traverse the cell primarily along its depth (D) and scintillator light is produced 
in the liquid.  The light bounces around in the rectangular cell of width W, depth D, and length L 
until it is captured by a wavelength-shifting fiber or absorbed by PVC or scintillator.  The fiber is 
twice the length L of the cell and is looped at the bottom so the captured light is routed in two 
directions to the end (top in the illustration) of the cell.  Effectively there are two fibers in the cell, 
each with a nearly perfect mirror at the bottom so that nearly four times the light of a single non-
reflecting fiber is captured.  At the top of the cell both ends of the looped fiber are directed to one 
pixel on an Avalanche Photodiode (APD) photodetector array and the light is converted to an 
electronic signal. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.10:  A PVC cell of dimensions (W, D, L) containing liquid scintillator and a wavelength-
shifting fiber (green).  A charged particle incident on the front face produces light (blue line) that 
bounces off the cell walls until absorbed by the fiber.  The fiber routes the light to an APD. 

 
The NOνA cell is made of a highly reflective titanium dioxide loaded rigid PVC cell with 

walls 2 to 4.5 mm thick.  The cells have an interior width of 3.8 cm transverse to the beam 
direction, an interior depth of 5.9 cm along the beam direction, and an interior length of 15.5 
meters.  The cell width and depth satisfy the scientific requirements and the cell length is sized to 
fit on a standard domestic 53-foot semi trailer truck.  To achieve the 15 kiloton mass stipulated by 
the scientific requirements, we repeat the cell structure 385,000 times.   
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Figure 3.2: A schematic diagram of a single NOvA cell. Shown in green is

thewavelength shifting fiber contained in the scintillation mixture. The

widthW and depthD are 3.56 cm and 5.59 cm respectively,while the length

L depends onwhich detector the cell is in. For the ND L = 3.9 m and L =
15.5 m for the FD. Also shown is the scintilation light (blue) generated by a

charged particle (black dashed) traveling through the cell [28].

lengths of the ND and FD 12.8 m and 60 m respectively. The final 22 planes

in theND farthest down streamof the beam (in the positive z-direction) are

two thirds the height of ordinaryND cells and formwhat is call theMuon

Catcher. The muon catcher has 10 cm of steel interspersed between each

planewhich functions to slowdown anymuons produced from neutrino

interactions.
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Inside each cell is liquid scintillator composed of mineral oil, pseudoc-

umene (1,2,4-trimethylbenzene), PPO (2,5-diphenyloxazole), bis-MSB (1,4-

bis-(o-methyl-styryl)-benzene), Stadis-425, and vitamin E [29]. Themin-

eral oil makes up the bulk of the scintillator, around 94%, and functions

to as a solvent to hold the othermaterials. The pseudocumene acts as the

primary scintillating substance and emits 270 ∼ 320 nm photonswhen ex-

cited by passing charged particles. These photons are then absorbed by

the PPO, which then radiates predominantly 340 ∼ 380 nm though it can

emit photonswithwavelengths as large as 460 nm. The bis-MSB then fur-

ther converts these photons to awavelengthmostly in the range of 390 to

440 nm, though somemay go as large as 480 nm [29]. The Stadis-425 acts as

a antistatic and serves to reduce the risk of fire by increasing the conductiv-

ity of themixture allowing it to dischargemore efficiently. The vitamin E

was added to prevent discolorationwhich could interferewith the photons

traveling through the scintillator [29].

Suspended in the scintillator is awavelength shifting (WLS) fiberwhich

captures and converts photonswithwavelengths between 400 and 450 nm

into photonswithwavelengths in the range 490 to 550 nm. TheWLS fibers

carry the photons to APDs attached to each plane on the positivew-side.

The APDs convert the photons from theWLS fibers into electronswhich

can be read out as a digital signal. These photoelectrons (PE) form the basic

physical measurement of activity in detector. It is the PE signal which is

calibrated in order to associate the activitywith the energy deposited in the



50

scintillation by passing particles. This calibration process is described in

Chapter 4.
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Chapter 4

Energy Calibration

All detectors must be calibrated. The NOvA detectors are composed of

individual scintillating cells, eachwith their own electronics and filledwith

one of several scintillation liquid batches. These cell-by-cell differences

means thatwemust calibrate each segment of the detector separately. To

handle the differing responseswe the compare the signals produced in each

cell to known energy depositions.

To this endwe use cosmic raymuons as a standard candle. As muons

traverse the scintillator they emit radiation in accordancewith their energy

and the density of the scintillator. As the radiative losses for themuon are

well known,we can determine the rate of energy depotition per unit length

from the geometry of themuon’s trajectory. We estimate the distance the

cosmicmuon travels in a cell to associate the cell’s response to the known

energy deposition.
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Since the physics of muon energy loss inmatter iswell understood, the

main source of uncertainty in our calibration is determining the distance

the cosmic muon traversed a given cell. However, we are also limited by

the number of cosmic raymuons that can be used for calibration. As each

cell needs to be calibrated separatelywewant tomaximize the number of

cosmicmuons used in our calibration. This balancing act is at the core of

NOvA’s calibration strategy. What follows is a discussion of howNOvA uses

cosmic raymuons to calibrate the detectors and howwe compared different

reconstruction techniques tomaximize our calorimetric energy estimation.

4.1 Standard Candle

The average energy lost per unit length by a charged particle as it travels

through a material,

〈
−

dE
dx

〉
, is well described by the Bethe-Bloch equa-

tion [16]

〈
−

dE
dx

〉
= K

Z

A

1
β2

[
1
2

ln
(

2mec
2β2γ2Qmax

I2

)
− β2 −

δ

2
+

Q2
max

8(γMc2)2

]
. (4.1)

The numerous quantities in equation (4.1) can be broken down in to two

primary categories: material and kinematic. Thematerial properties are Z,

A, and I, which are the atomic number, atomicmass andmean excitation

energy of thematerial respectively. The kinematic variables are β = v/c,

γ = (1 − β2)
−1/2

, andQmax =
2mec

2β2γ2

1 + 2γme/M+ (me/M)2 , whereme andM
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Figure 4.1: The stopping power of benzene on an impingingmuon as cal-

culated using equation (4.1). The parameters for the Bethe-Bloch equation

were taken from the Particle Data Group [16].

are the mass of an electron and of the traveling particle. The remaining

terms are the scaling constant, K = 0.307075MeVg−1 cm2, and the density

effect correction, δ, which is dependent on β and thematerial in question.

For benzene, which is a similar chemical makeup to the primary scintillant

used by NOvA (1,2,4-trimethylbenzene) [29], the result of equation (4.1)

can be seen in Figure 4.1. Important to note is that the stopping power is

relativelyflat for a large range of energies and is close to theminimumvalue

of 1.70831MeVcm−1, which occurs exactly for E = 418.823MeV. It is this

consistent energy loss that allows NOvA to usemuons for its calibration.

A particle which loses energy at the minimum value of equation (4.1)
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is said to be aminimally ionizing particle (MIP). Since the energy lost by a

MIP is readily predictable from equation (4.1), identifying detector activity

caused byMIPs gives a good estimate of howmuch energy per unit length

was deposited in the scintillator. Assuming a particle is traveling through a

singlemedium until it loses all kinetic energywe can integrate the Bethe-

Bloch equation to find the distance, L, from the end of the particle’s track at

which it reaches an energy, E,

L =

∫E

Mc2

dE′〈
−dE′

dx

〉 . (4.2)

As L is a bijective function of E, we can associate the position along the par-

ticle’s track to a unique energy, and thus also the energy deposited per unit

length via equation (4.1). The stopping power of a muon impinging on ben-

zene as a function of L can be seen in Figure 4.2. From this figurewe can see

that the stopping power is close to theminimumvalue of 1.70831MeVcm−1

when themuon is between 1mand 2m from the point atwhich it decays.

However, when we are considering a real muon moving through the

NOvA detectorwemust considermore than just the scintillator. The non-

scintillatingmaterials in the detector also causemuons to lose energy. Ac-

counting for the energy lost in non-scintillatingmaterial and the composi-

tion of the scintillator by simulatingmuons in the NOvA Far Detectorwe

find that cosmicmuons deposit aminimum of 1.7915 ± 0.0035MeVcm−1

in the scintillator, and depositwithin 1.8% of this amount between 1mand



55

0 100 200 300 400 500

1.70

1.75

1.80

1.85

1.90

Distance from end of muon track (cm)

S
to
pp
in
g
P
ow
er
,
-
dE dx


(M
eV

/
cm

)

Figure4.2: The stoppingpowerof benzeneonan impingingmuon, obtained

using equation (4.1), as a function of distance from the end of themuon’s

track, L. The distancewas obtained bynumerically integrating (4.1).

2m from the end of themuon track [30].

4.2 Event Selections

We can nowconvert the activity observed in a cell, hereafter a cell hit, using

the deposited energy per unit length and a reconstruction of the muon’s

trajectory. As NOvA uses tracking detectorswe are able to reconstruct the

path amuon takes through the detector easily. We use this information to

predict the path length inside any given cell along themuon track.

To ensurewe accurately reconstruct the path length inside the cell we

restrict ourselves to only looking at muon trackswhich
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1. stopwithin the detector

2. have a total track length greater than 200 cm;

3. have at least 80% of the hits in the event included in the reconstructed

track;

4. have a trackwhich crosses at least three planes;

5. travel at least 70 cm down the z-axis of the detector;

6. have an initial z-direction cosine greater than 0.2;

7. have nomore than six hits per x-/y-plane of the detector;

8. have no more than a 10% asymmetry in the number of x- and y-

planes; and

9. have a track that starts at most 10 cm away from any edge of the de-

tector.

The conditions 2 through 4 ensure thatwe reconstruct themuon path accu-

rately; the conditions 5 through 9 require that the muon travel along the

beam direction andmimic themuons produced by beam events; and con-

dition 9 helps to remove activity that is not truly cosmogenic. In addition

to the above conditions on the track as a whole we do not use individual

cell hitswhich are further than three times themean separation between

cell hits away from the previous cell hit in the track orwhich have a recon-

structed path greater than 10 cmwithin the cell. This condition removes
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lowquality cell hits, even if the track containing them is reconstructable

on thewhole.

These restrictions on their own do not fully specify the reconstruction

method. Twomain algorithmswere considered, whichwill be described

in the following sections. These two algorithms have different restrictions

on the cell hits they can reconstruct which changes howmany eventswe

can use in our calibration. Wewant to have as large a calibration sample

as possible to account for statistical fluctuations. However, we also wish

to ensure that our reconstructions are as accurate as possible. Our two

algorithms are compared on the basis of these two factors.

4.3 TricellMethod

To qualify for tricell reconstruction the cell hit must have two adjacent cells

in the same planewhich also see activity from themuon. This requirement

ensures that muons cross the two opposite sides of the cell, a distance

known to be 3.56 cm on average. Using this fact in conjunction with the

direction themuon is going through the planewe can estimate path length

in the cell, as seen in Figure 4.3.

Since we require the muon to cross at least three planes of the detec-

torwe have a handle on the direction of themuon aswe knowhowmany

x-(y-)cells the muon crossed in the interval it took to move through the

width of three planes in the z-direction as well as the distance between
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Figure 4.3: A schematic depiction of a cell hit valid for the tricell method

within a y-plane. By requiring activity to occur in all three red cells, we

know that themuonmust have crossed the twowalls of the dark red cell,

which are on separated by the interior cell width Ly, which is on average

3.56 cm, and the path through the cell can be estimated as L = Ly/cy. The

activity in the dark red cell is then suitable for the tricell calibration. [30]

the y-(x-)cells in the outer two planes. Taking the direction cosines for the

muon in the cell we can reconstruct the path length of themuon track in a

x-(y-)plane cell as

Lpath = Lx(y)/cx(y) (4.3)

where Lx(y) is thewidth of the cell in the x-(y-)direction and cx(y) is the cor-

respondingdirection cosine. Thismethodwill almost alwaysunderestimate

the path as it accounts for themotion in only two directions.
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4.4 TrajectoryMethod

The trajectory reconstruction does not impose additional constraints on

the cell hits. Instead, it relies on the reconstruction of themuon’s path as a

whole. Using the tracking capabilities of the detectorwe reconstruct the

points in three dimensional spacewhich themuon likely passed through

each cell. We call these reconstructed points trajectory point. To estimate the

pathwedrawa line from the trajectorypoint in the cell to thenext trajectory

point and calculatewhere this line intersects the cell’swalls. A schematic

of this reconstruction can be seen in Figure 4.4.

The reconstruction accuracy in the trajectorymethod is limited by our

ability to reconstruct trajectory point. However, as this method does not

require adjacent cell hits, there are farmore of them, allowing for increased

coverage of the detector.

4.5 Method Comparisons

To compare these reconstructionmethodswe use theMonte Carlo simula-

tionwhere the truemuon path through each cell is known. We apply the

selections outlined in §4.3 and §4.4 and then reconstruct the path for each

hit using both the tricell and trajectorymethodswhenever possible.

As each cell needs to be calibrated individually it is better tomaximize

the number of hits in each cell. As can be seen in Figure 4.5, in each cell

there are between 3 and 10 timesmore trajectory hits than tricell hits. This
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p0

p1

p2

Figure 4.4: A diagram illustrating the trajectory reconstruction. Here a

muon is reconstructed as having passed through the location p1 inside a

cell, andp2 is the subsequent trajectorypoint. The trajectory reconstruction

draws the line containing p1 and p2 and estimates the muon path length

in the cell consisting of the segment of that line contained withing the

walls of the cell. This segment is shown in red on the diagram. Note that the

trajectorypointp0whichprecedesp1 doesnot factor into the reconstruction.

additional coverage allows for the response to be averaged overmore hits

and potentially have amore precise understanding of each cell’s response.

However, it is also important to consider the accuracy of the path recon-

structions in addition to the number of hits used. Figures 4.6 and 4.7 show

the accuracy in the reconstructed paths for simulated cell hits for the tricell

and trajectorymethods respectively. Note that there are no tricell hitswith

a path less than 3.56 cm as the reconstruction is limited by the width of

the cells. In both views the trajectorymethod has awider distribution of

uncertainties for all path lengths in bothviews than the tricell method does.
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Figure 4.5: The ratio of the number of simulated cell hits in the NOvA Far

Detectorwhich can be reconstructedwith the trajectory to the numberused

with the tricell method. Each bin corresponds to one cell specified by the

location of the cell in the plane and the plane in the detector.

Additionally, trajectory reconstructionswith a path length less than 3.5 cm

tend to underestimate the lengthmore frequently.

We can compare the number of hits for each reconstructed path length

between the twomethods. This comparison,which can be seen in Figure

4.8, shows that much of the gain in coverage from the trajectorymethod

occurs for hitswith a reconstructed path length less than 3.5 cm. Since this

range of path lengths falls in the region forwhichwe know the trajectory

method tends to underestimate the path we conclude that many of the
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Figure 4.6: The fractional difference in the the path reconstruction as a func-

tion of reconstructed pathwith the tricell method for x-view cells (a) and

y-view cells (b). The black lines show themean error for each length. Note

there are no tricell hitswith a path less than 3.56 cm as the reconstruction

is limited by the physicalwidths of the cells.
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Figure 4.7: The fractional difference in the the path reconstruction as a

function of reconstructed pathwith the trajectorymethod for x-view cells

(a) and y-view cells (b). The black lines show themean error for each length.
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additional hits includedwith the trajectorymethod are not of good quality

reconstruction. Given these reservationswe have chosen to use the tricell

reconstructionmethod for our calibration.

4.6 Applying the Calibration

The first step of the calibration is the measurement of individual cell re-

sponses. We record the average number of photoelectrons produced per

centimeter, PE/cm, as a function of position in the cell, w. We definew

such thatw = 0 cm corresponds to the central z-axis of the detector and

greaterw is closer to the readout of the cell’s APD. To calculate the PE/cm

for a cell hitwe use the tricell method described in §4.3. The average PE/cm

as a function of w for the entirety of the ND and FD can be seen in Figure

4.9, but note that for the calibration these plots are produced for each in-

dividual cell. The average PE/cm changes as a function of the position in

the cell primarily as a result of attenuation and threshold effects. As the

photonic signal from an event travels though thewavelength shifting fiber

it becomes attenuated anddecreases in strength, leading to fewer photoelec-

trons produced in the APD. This effect is stronger the farther the photons

are produced from the readout of the cell. The attenuation also introduces

a threshold effect, where low energy cell hits produced farther away from

the cell readout can only be seen if there is an upward fluctuation in the

number of photoelectrons produced, meaning at lowwwe are biased to-
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Figure 4.8: The number of simulated cell hitswhich can be used for calibra-

tion as a function of the reconstructed path reconstruction as a function

of reconstructed path lengthwith the trajectorymethod for x-view cells

(a) and y-view cells (b). Note there are no tricell hitswith a path less than

3.56 cm as the reconstruction is limited by the physicalwidth of the cells.
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wards higher PE/cm. Each cell in the detector attenuates light differently,

and sowe assign a rating from 0 to 8whichwe call the fiber brightness,with

lower fiber brightness corresponding to shorter attenuation lengths.

In addition to the threshold effects, the fact that the cosmic raymuons

are traveling downwards causes low energymuons to be filtered out before

they reach the lower parts of the detector. This “shadowing” effect means

that thehits at thebottomof thedetectorarebiased towardshigherenergies,

and thus higher PE/cm.

To account for the differences in electronic response in each cell due to

the threshold and shadowing effectswe look atMC simulated eventswhere

we have access to the truth information about themuon energy, and so can

be used to correct for the bias inmuon energy [31]. A function T(w) is calcu-

lated for each cell by comparing the simulated number of photoelections

produced by a givenMC event to the number of simulated photonswhich

would be seen at the readout in the absence of fluctuations, λ. We also com-

pare the simulated true energy deposited in the cell, Etrue, to the predicted

energy using the average deposited energy of aminimally ionizingmuon

traversing a distance L in the cell EMIP = (1.70831MeVcm−1)L.

T(w) =

〈
PEsim

λ

〉
w

×
〈
Etrue

EMIP

〉
w

(4.4)

Equation (4.4) is thenfitasa functionof cellnumberandw for eachviewand

fiber brightness separately. This fit of T(w) is our threshold and shadowing
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Figure 4.9: The average detector response for the ND (a) and FD (b), sepa-

rated into x−view (red) andy−viewcells (blue). Note that detector response
is higher for largew aswe a closer to the cell readout [32].
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correction. This is done to smooth out statistical noise in T(w). Figure 4.10

shows plots of T(w) averaged over each plane view.

To account for the attenuation effects in each cell the average number of

photoelectrons per reconstructed path length produced in a cosmic ray cell

hit is fitwith a double exponential function

yexp = A
(
ew/B + e−(w−Lcell)/B

)
+ C, (4.5)

where Lcell is the length of the cell andA, B, andC are free parameters. The

fit is performed in the region of −150 cm< w < 150 cm for ND cells and

−750 cm< w < 750 cm for FD cells. However, this fit does not accurately

model the detector response near the edges of each cell. To account for this

defficency a twenty point tri-cubic local regression is performed on the

ratio of data over yexp. We obtain a curvewhich can serve as amultiplicative

correction to yexp. For a givenwwe interpolate between the twenty local

regression points to construct a correction cinterp. A full estimate of the

average photoelectrons per centimeter produced in a cell at a givenw is

then calculated as cinterp × yexp. An example of the full fit can be seen in

Figure 4.11. A dimensionless normalization of 37.51 in the ND and 39.91

and in the FD is used to scale yexp to obtain a correction factor to convert the

PE/cm of a cell hit to a PEcorr/cm,which corresponds to a uniform energy

deposition per unit length regardless of where in the detector the activity
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Figure 4.10: Average threshold and shielding correction factor T as a func-

tion of position in the cell w. The red curves show are average over all

x-view cells, while the blue is averaged over y-view cells. Note that loww

corresponds to the end of the cell farthest from the readout, and so those

ends require a stronger correction to dealwith threshold effects [32].
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was recorded.

PEcorr,ND/cm =
cinterp × yexp

37.51
, (4.6a)

PEcorr,FD/cm =
cinterp × yexp

39.91
. (4.6b)

Thenormalization factors are included so the averagePEcorr/cmatw = 0 cm

is 1/cm. Once these uniform PEcorr are established for each detector, all that

remains is to convert this activity to an energy.

To convertPEcorr to an energy is a simplematter of finding a scaling coef-

ficient. This factor is calculated byfinding the average PEcorr/cm produced

in the data, and comparing it to the average simulated energy deposition

per unit length. The reconstructed energywe associatewith a cell hit is thus

E = PE×
〈

MeV/cm
∣∣
MC

〉〈
PEcorr

∣∣
Data

〉 . (4.7)

To check the reliability of the calibrationwe look at the reconstructed

dE
dx

for tricell hits in the penultimatemeter of a stoppingmuon track. As

this is the regionwhere the energy losses are known tobe 1.70831MeVcm−1,

our calibrated energy should return a distribution peaked near this value.

Figure 4.12 shows this distribution of tricell hits in the ND and FD for both

the data and MC. The distribution peaks are near the expected value for

both detectors, and the data andMCmeans agree towithin 2%.

With this calibration method we have an accurate way to obtain the
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Figure 4.11: An example of the attenuation fit for ND cell 81 in plane 48.

The dashed lines show the physical boundaries of the cell. Note that as the

distance from the center of the cell,w, is a reconstructed quantity some cell

hits are reconstructedwith unphysicalw. The red curve shows the result of

fitting the datawith Equation (4.5) for−150 cm< w < 150 cm. The ratio of
the data to red curve is thenfitwith a twentypoint tri-cubic local regression

to obtain a second order correction. The full fit including this correction is

shown in blue [32].

energy deposited in a scintillating cell. This forms the basis for construct-

ing the energy of neutrino interaction event in the detector. However, the

energy of a neutrino event cannot be assumed to be the sum of energies in

the cell hits composing the event as there are inefficiencies in the recon-

struction of neutrino interactions. These inefficiencies can lead to either

missing energy from the neutrino or to erroneously attributing unrelated
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(a) Near Detector

(b) Far Detector

Figure 4.12: The distribution of reconstructed
dE
dx

for tricell hits in the

penultimatemeter of a stoppingmuon track for data (black) andMC (red)

in the ND (a) and FD (b) [33]. The plots have been normalized so there are

the same number of events in the data andMC. The data andMC agree on

themean of the distributions towithin 2% for both detectors [34].
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detector activity to the neutrino. To properly estimate the neutrino energy

wemust proceedwithmore care. This estimation processwill be described

in Chapter 6, but requires already defining the event selection used in the

analysis.
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Chapter 5

Event Selection

For the sterile neutrino searchwemeasure the energy spectra of charged

current interactions frommuon neutrinos and the neutral current interac-

tions from all neutrinos. Previous NOvA analyses have already developed

selection criteria for νµCC and νeCC events [35]. We use the same sample

of νµCC events exceptwe do not separate them into quantiles based on the

fraction of the energy deposited into the hadronic system. Previous analy-

ses use four quantiles to improve the energy resolution, butwe found that

we gained no additional sensitivity to sterile neutrinos by doing so. Instead

we combine the four quantiles to increase our statistics in each energy bin.

Our NC selectionwas developed specifically for this analysis, designed

with a search for sterile neutrinos in mind. Our chief concerns with the

NC selection are removing poorly reconstructed events, ensuringmaximal

energy deposited in the detector, and rejecting background events. In a
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NC interaction the neutrino deposits a fraction of its energy, y, into the

hadronic system,with the outgoing neutrino retaining the remaining en-

ergy. We define the energy deposited in the detector as

Edep = y× Eν. (5.1)

Sincewe cannot detect the outgoing neutrino,we optimize our selection to

measure the deposited energy.

At a conceptual level we can divide the event selection processes into

several stages: quality, containment, and signal/background separation.

Starting with an event formed from a collection of cell hits which have

been grouped together based on their proximity in time and space [36],

we ensure that these hits can be properly reconstructed into something

which qualitatively looks like a neutrino interacting in the detector. Next

we remove events whichwe believe did not deposit all of their energy in

the detector. In the FDwe remove cosmic background events; as the ND

is undergroundwe have effectively no cosmic background events in that

sample. Finally, we usemachine learning algorithms to identify the events

which look most NC-like. These criteria taken together form the full NC

event selection.

We designed the selection by looking at our simulation and defining

our signal as true NC events whose interaction vertices were within the

boundaries of the detector. All other events were taken as background.
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The selectionswere defined separately in the ND and FD to account for the

different backgrounds, beam angle, and detector geometries.

This is a blinded analysis [37], and sowe do not look at the data collected

byNOvAwhichwill be used in the analysis until the analysis framework is

finalized and approved by the collaboration. As suchwe cannot examine

the full effect of our selection on the data. However, 10% of the ND data

was designated to be studied and not used in the final analysis. We did not

set aside anydata in the FD as the event rate ismuch lower there than in the

ND and every event is needed for the analysis. These data allowus to have

some understanding of what effects the ND selections have on our sample,

butwe gain no such understanding for the FD selections.

5.1 Neutral Current Selection

5.1.1 Near Detector Selection

5.1.1.1 Event Quality

Wefirst check the reconstruction of each event along several axes. Wemust

be able to locate a vertexwherewe believe the interaction took place, ensure

that something “particle-like” emerges from said vertex, and require that

the event extends intomultiple planes. To obtain a vertexwe apply a Hough

Transformation to locate the positionwhich looksmost like the origin of

the cell hits [38, 39]. In general this process looks for lines in collections
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of points by considering the set of all possible lines passing through each

individual point. For our purposes we are looking at trajectory points in

the x-z and y-z planes. Each of these lines has some distance of closest

approach to the origin of the coordinate system. If there are collinear

points in the collection theywill share a line and hence a distance of closest

approach. A line existwhen there is apeak in thedistributionof distances of

closest approach. Byfinding lines in the x-z andy-zplaneswe can construct

a vertex from their common origin in three dimensional space. If a vertex

cannot be found then the event is discarded.

Once a vertex is locatedwe attempt to reconstruct prongs in the event.

These prongs are collections of cell hits in the x-view and y-viewwhich

are designed to capture the energy deposited by the daughter particles

of the interaction. Using a fuzzy k-means algorithmwe cluster cell hits

within the event into track-like collections which appear to stem out of

the reconstructed vertex [40]. Prongs are later to be classified by a CVN to

identify the probable daughter particlewhich is responsible for the energy

depositions in the prong. This process of identifying the daughter particles

of the interaction is crucial to the event reconstruction. As suchwe require

at least one prong be found.

We also require that the event has cell hits in at least three planes of the

detector. The NOvA detectors are tracking calorimeters and, as described

in §3.2, to reconstruct the trajectories of particleswe need to see activity in

both the x-viewand y-viewplanes. To ensurewe can accurately reconstruct
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Figure 5.1: Comparisons of data and simulation for the ND quality require-

ments. The trueNC events are highlighted in blue, and the removed regions

are shown as grey boxes. The simulation is normalized to have the same

number of events as the data.

the eventwe require that the event spans at least 3 contiguous planes.

The plots in Figure 5.1 show the distribution of the variables used in

the selection criteria aswell as their selection limits. We also compare the

simulation to the ND data not used in the analysis and find that there are

shape differences on the order of 10% for all criteria.
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5.1.1.2 Containment

There are twomainwayswe could fail to contain an event—firstly, the event

could originate outside the detector, inwhich casewewould see only the

fraction of the event thatmade it into the scintillator; secondly, the particles

produced by the event could escape the detector, in which case theywill

carry away energywe cannot hope to measure. The containment of the

event is thus based on reducing the frequency of these two cases.

We look at the reconstructed vertex positionwithin the detector to re-

move eventswhich originated outside the detector. We refer to such events

as “rock” events as they primarily occur from neutrinos interactingwith

the rock surrounding the ND producing particleswhich then aremistaken

for events originating inside the detector. Using the coordinate system

defined in §3.2, we restrict our sample to events whose vertices are con-

tained in the region−100 cm < x < 100 cm; −100 cm < y < 100 cm; and

150 cm < z < 1000 cm. Figure 5.2 shows the distribution of these quantities

for events passing the criteria of §5.1.1.1.

We also constrain how close we allow the outgoing particles to get to

the walls of the detectors. To maximize Edep, we looked at the energy in

our simulated NC eventswhich is visible to the detector, Evis. This visible

energy is not the calorimetric energy defined in Chapter 4; instead it is the

amount of energy deposited in the scintillatorwithin the simulation. Since

Evis does not account for the energy deposited in the non-active material

in the detector,we expect Evis ∼ 0.58Edep [41]. However, this ratiowill only
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Figure 5.2: Comparisons of data and simulation for theNDvertex positions,

with the NC signal events in blue. Note that the simulation has been nor-

malized tomatch the number of events in the data. The removed regions

are shownas greyboxes. These plots have the quality requirements outlined

in §5.1.1.1 already applied.
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hold for eventswhich are fully contained in the detector. When the event

is poorly contained and particles leave the detector the value of Evis/Edep

drops. Sincewe expect that more particleswill escape the detectorwhen

the reconstructed prongs are closer to the edges of the detector, we can plot

the average Evis/Edep as a function of theminimum distance of each event’s

prongs to any edge of the detector. These plots can be found in Figure 5.3

and show that as this distance goes to zero, Evis/Edep drops slightly. We see

that the distributions for the top, bottom, East, andWest edges flatten out

when the prongs are 20 cm from the edges. The back edge of the detector

has a slightly stricter requirement of 50 cm to ensure the events are not lost

in the muon catcher. We see a pronounced falloff in the ratio for events

which are closer than 150 cm to the front of the detector, and sowe remove

all such events. The remaining volume is called the fiducial volume of the ND.

The distributions of events passing the quality criteria of §5.1.1.1 are shown

as a function of minimumprong distance to each detector edge in Figure

5.4.

5.1.1.3 Signal Selection

For the signal selectionwe use a convolutional visual network (CVN)which

has been trained to recognize NC-like neutrino interactions [42]. The CVN

score ranges from 0 to 1 and gives ameasure of howmuch an event looks

like a NC interaction,with 1 beingmost NC-like and 0 being least NC-like.

The distribution of CVN scores can be seen in Figure 5.5. We select only
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Figure 4: Pro�les of the distributions shown in Figure 3. �ese plots have both the quality demands (3.1) and the
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11

Figure 5.3: The average fraction of Evis/Edep in our ND simulation as a func-

tion of theminimum distance of the prongs from each detector edge. Note

that there are negative values of the prong distance to edge due to errors in

the prong reconstruction.
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Figure 5.4: Comparisons of data and simulation for theminimum distance

of any prong to each detector edge. Here, the true NC events are in blue,

and the removed regions are shown as grey boxes. Note that the simulation

has been normalized to have the same number of events as the data. In

these plots, the event quality requirements of §5.1.1.1 and vertex position

demands have been applied.
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Figure 5.5: Comparisons of data and simulation for the CVN score for the

ND. Here, the true NC events are in blue, and the removed region is shown

as a gray box. Note that the simulation has been normalized to have the

same number of events as the data. These plots have the event quality

and containment requirements applied as outlined in §5.1.1.1 and §5.1.1.2

respectively.

eventswith a CVN score greater than 0.98. The reason for this valuewill be

elaborated on in §5.1.2.3 as it relates to the FD selection.
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Figure 5.6: Distributions for the variables used in the FD event quality

requirements. The true NC events are highlighted in blue, and the removed

regions are shown as grey boxes.

5.1.2 Far Detector Selection

5.1.2.1 Event Quality

TheFDevent qualityrequirements are identical to those for theNDoutlined

in §5.1.1.1. Figure 5.6 shows the distribution of the number of vertices,

number of prongs, and number of contiguous planes. Aswith the ND,we

remove events with no reconstructed vertex or prongs, and events with

fewer than 3 contiguous planes.
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5.1.2.2 Containment Requirements

Unlike the ND requirements in §5.1.1.2, we do not use the vertex position

directly to determine the containment of FD events. Instead the vertex

position is used in rejecting cosmic background events which are more

prevalent in the FD. The way the vertex position is used is described in

§5.1.2.3.

We still use theminimum distance between the event’s prongs and the

walls of the detector as a containment criterion. The distributions for the

average fraction of visible energy, 〈Evis/Edep〉, for FD events are shown in

Figure 5.7 and showthe samedecline in 〈Evis/Edep〉 as thedistance to the edge

becomes smaller. We remove eventswhose prongs get closer than 100 cm to

the top, bottom, East, orWest edges or 160 cm to the front or back edges. The

remaining volume is the fiducial volume for the FD. These requirements

and the distributions can be seen in Figure 5.8.

5.1.2.3 Cosmic RayMuonRejection and Signal Selection

As cosmogenic muons are a significant background in the FDwe require

additional handling to remove. Aswell as a CVN selection similar to that

used in §5.1.1.3,we also use a boosted decision tree (BDT) to help us separate

true NC events from the cosmic ray background events. The cosmic ray

background rejection BDTwas trained on twenty event variables using the

TMVA package [43]. The training variables are
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Figure 12: Pro�les of the distributions shown in Figure 11. �ese plots do not have the quality requirements
applied, however the impact of not applying those requirements is expected to be minimal.

23

Figure 5.7: The average fraction of Evis/Edep in our FD simulation as a func-

tion of theminimum distance of the prongs from each detector edge. Note

that there are negative values due to errors in the prong reconstruction.
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Figure 5.8: Distributions for the minimum distance of any prong to each

edgeof theFD.Here, the trueNCevents are inblue, and the removedregions

are shown as grey boxes. In these plots, the quality requirements of §5.1.2.1

have been applied.
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1. the vertex position in x, y, and z

2. the number of contiguous planes

3. total number of hits in the event

4. the number of hits per plane

5. thenumberof hitswhose energyrange is like those in thepenultimate

meter of amuon track

6. momentum fraction transverse to the beam

7. howseparated the event is to the nearest event in both time and space

8. number of reconstructed showers

9. calorimetric energy of the reconstructed showers

10. distance between the vertex and the closest reconstructed shower

11. the shower y−direction cosine

12. the shower length

13. the showerwidth

14. and the number of hits in both x−planes, y−planes, as well as the

difference and ratio of the two

Distributions of variables 1 through 7 and 14 can be seen in Figure 5.9while

the distribution of variables 8 through 13 are in Figure 5.10. By looking
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Figure 5.9: Variables 1 through 7 and 14 used in the BDT training. These

distributions are normalized to have one event and have requirements

described in §§5.1.2.1-5.1.2.2 applied to them.

at these variables the BDT ranks how likely the event is to be a NC event

instead of a cosmic background event.

To choose the values of the CVN and BDT scores to use for our selection

we use a figure of merit which takes into account the number of signal

events in the i-th bin in the energy spectrum, Si, the number of background

events, Bi, and the total systematic and statistical uncertainty for that bin,

σi

FOM =
1
N

∑
i

Si√
Si + Bi + σ2

i

, (5.2)
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Figure 5.10: Variables 8 through 13 used in the BDT training. These

distributions are area normalized and have requirements described in

§§5.1.2.1-5.1.2.2 applied to them.
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where N is the number of bins in the spectrum. The uncertainties were

calculated bydecorelating a covariancematrix to obtain an effective per bin

uncertaintyσi. Thisprocesseswill bedescribed inChapter 7. The covariance

matrix relies on simulating expected neutrino spectra, and thematrix used

for this processeswas generatedwith anolderversionof our simulation and

is not the same as the covariancematrixwhich is used in this analysis. We

used an older version of our simulation since the covariancematrix for the

current simulationwas still in development at timewewere constructing

our selection. We expect this choice to haveminimal impact on the analysis

as the general shape of the systematic uncertainties should be similar.

In optimizing our figure of merit, FOM, we maximize the number of

signal events in eachbinwhileminimizing thebackgroundsand their uncer-

tainties. Since the uncertainties from the covariancematrix are calculated

using both theND and FD spectrawe calculate the optimal CVN scores used

in the ND and FD selections simultaneously. After maximizing the FOM

we find the optimal values are 0.98 for the ND CVN, 0.1 for the FD CVN, and

0.85 for the cosmic rejection BDT. The distribution of FD CVN scores and

cosmic rejection BDT scores can be seen in Figure 5.11.

5.1.3 Selection Summary

We require that our NC events are taken only from the sample of events

which are not alreadyνeCC or νµCC selected to ensure thatwe do not use

the same event in two samples. We developed selection criteria based on
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Figure 5.11: Distributions for the FD CVN and cosmic rejection BDT scores.

Here, the true NC events are in blue, the cosmic background events are

shown in orange, and the removed regions are shown as grey boxes. These

events have the requirements described in §§5.1.2.1-5.1.2.2 applied to them.

event quality to ensure our events can be reconstructed accurately. We also

determined boundaries in the ND and FD that allowus to remove uncon-

tained events—eventswith activity beyond these boundaries likely have

particleswhich escaped the detector and sowe cannot accurately estimate

the event’s energy. Finallywemade use of CVNs and BDTs to separate our

signal and background. The critical values for the CVNs and BDTswere de-

termined by optimizing our signalwith the constraints of our backgrounds

and systematic uncertainties. All eventswhich satisfy these conditions are

included in our NC selection.

Once our NC sample is defined, we need to reconstruct the energy of

each event in our sample to create our data spectrum.
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Chapter 6

Neutral Current Event Energy

Estimation

When a neutrino of energyEν interacts via the exchange of aZ boson there

is no charged lepton in the final state. Instead there is a shower of hadrons

which carry a fraction of the incoming neutrino energy, y, and the neutrino

deposits an amount of energy Edep = y × Eν into this hadronic shower.

The outgoing neutrino carries away an immeasurable amount of energy

(1 − y) × Eν. Since it is not possible to directly measure Eν for a NC in-

teractionwe do not attempt to estimate it during NC event reconstruction.

Insteadwe only attempt to estimate Edep.

An energy estimator is a function of reconstructed quantities from an

eventwhich calculates an energy, Eest, whichwe use as an estimate of Edep.

The goal is to construct a function such that the difference between Eest and
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Edep is small for as many events as possible. To determine the quality of an

estimatorwe look at distributions of

∆Edep,est

Edep
≡

Eest − Edep

Edep
. (6.1)

For a good estimator, Equation (6.1) should be narrowly and symmetrically

distributed about zero. The narrowness in the distribution indicates a pre-

cise estimator, while being distributed about zero indicates an accurate

estimator.

It is important to look at only true NC events passing our selections, as

outlined in Chapter 5.1.2, when developing the energy reconstruction aswe

want to base our estimate only on the selected signal. Additionally, we can

underestimate Edep due to particles carrying energy outside of the fiducial

volume of the detector and causing us to not have enough information to

properly reconstruct the event. Such events are said to be uncontained and

are impossible to accurately reconstruct. Instead, an energy estimator only

accounts for inefficiencies in capturing the energy of showers contained

within the detector, not in our ability to contain events. Any estimator is

applied to eventswhichwe believe are contained; an estimatorwhich tries

to account for energy outside of the detectorwill lead to an overestimation

of Edep for eventswhich are fully contained. To this end,we only consider

eventswhich have a true vertexwithin the detector, as this requirement is

a good proxy for contained events after applying our selection. As part of



96

the NC selectionwe exclude events producing particles that deposit energy

near the detector edges. This selectionmeans that events originating right

on a detector edge are not a concern because theywill produce particles

depositing energy near the edge of the detector.

The task of developing an energy estimator is thus to use the recon-

structed quantities of the selected events and construct an accurate and

precise estimate of Edep from those quantities. Truth informationmaybe

used inmotivating our estimator, and in fact must be used as Edep is known

only from truth information, but the calculation of the estimate Eest can

only use reconstructed quantities. Many estimators were considered for

this analysis, with the preferred estimator described in §6.2.

6.1 Candidate Energy Estimators

6.1.1 Calorimetric Estimator

When a neutrino interaction occurs in the detector the observed energy

is called the calorimetric energy, Ecal. This quantity is simply the sum of

the calibrated energy depositions described in Chapter 4. We can use Ecal

as an estimate of Edep. One complication is that it is difficult to fully cap-

ture the energy in hadronic showers as they contain neutrons. Neutrons

do not directly ionize the scintillator in the detector and can only deposit

energywhen the neutron collides with a nucleus. These collisions occur

sporadically, and so the energy depositions from neutrons are not easily as-
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Figure 6.1: The distribution of ∆Edep,cal/Edep, for true NC events passing the

full selection and having an interaction vertex inside the detector for the

ND (blue) and FD (red). An accurate, unbiased estimatorwould result in a

symmetric distribution peaked at zero. Clearly, Ecal underestimates Edep.

sociatedwith a neutrino interaction during reconstruction. Because of this

reconstruction deficiency, Ecal is not an accurate measure of Edep. We can

see howwell Ecal approximates Edep from the distribution of ∆Edep,cal/Edep in

Figure 6.1. This distribution shows thatEcal is lower thanEdep in 75%of Near

Detector (ND) events and and 85% of Far Detector (FD) events. Because

Ecal is not an effective measure of Edep we need to develop away of better

estimating Edep.
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6.1.2 Linear Estimator

In previous analyses the NC energy estimatorwas based on linear fits of

the average deposited energy, 〈Edep〉, as a function of Ecal over the range of

0 to 10 GeV for both the ND and FD [44]. A new round of MC simulation

has been produced, and so these fitswere redone. The linear estimator for

the newMC uses the same fitting method as the previous analyses. The

results of these fits can be seen in Figure 6.2. Applying the fit parameters,

the linear estimator returns an estimate, EL, for the ND and FD

END,L = (0.034 ± 0.001)GeV + (1.168 ± 0.001)× Ecal, (6.2)

EFD,L = (0.070 ± 0.001)GeV + (1.170 ± 0.001)× Ecal. (6.3)

This estimator treats all events in the samemanner and neglects the differ-

ences in the hadronic content. Attempting to account for hadronic activity

in eventswith a large fraction of electromagnetic activity leads to an over-

estimation of Edep. To illustrate this deficiencywe consider two samples of

events, those dominated by energy from hadronic activity, EHad, and those

dominated by energy from electromagnetic activity, EEM.

To determinewhich events are dominated by either EHad or EEM, we con-

siderwhich particles the NC interaction produces. In particular, neutrons

and pions are a good discriminator of eventswith high amounts of EHad or

EEM. Neutrons are the primarysource of hadronic activitywe are concerned

with, however charged pions,π+ or π−, are also sources of EHad. Like neu-
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trons, charged pions are hadronswhile, as charged particles, they ionize

the scintillator. Thus events with either neutrons or charged pions have

significantEHad. Neutral pions,π
0, are also hadrons but theyare electromag-

neticallyneutral and so do not directly ionize the scintillator. However, π0’s

quickly and predominatelydecay into a pair of photons,which are easilyde-

tectable sources of EEM. The EHad dominated sample is therefore composed

of eventswhich produce at least one neutron, π+, or π− and no π0s,while

theEEM dominated sample is composed of eventswith at least oneπ
0 andno

neutrons, π+, or π−. This selection uses the truth information of particles

generated in these events. By scaling Ecal for both types of events in the

samemanner, on average the EEM dominated eventswere overestimated

while the EHad dominated events were underestimated, as can be seen in

Figure 6.3which shows∆Edep,L/Edep for events dominated byEEM or EHad.

6.1.3 Orphaned Energy Estimator

Since the linear estimator overestimates the energy for the EEM dominated

sample and underestimates the energy for the EHad dominated sample, one

avenue of improvement is to estimate the energy for these samples sepa-

rately. To do sowewould like to split the events based on neutron content;

neutrons represent the hadronic activity most likely to be absent in Ecal.

However, because an energy estimator must be applied to data, any esti-

mation must be done using only reconstructed quantities. As we cannot

accurately determine if an event produces neutrons, we cannot use directly
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Figure 6.2: Distributions of simulated events showing Edep as a function

of Ecal for the ND (left) and FD (right). The black points are 〈Edep〉 for each
bin of Ecal, and the red lines are the linear fits to these averages. The fits

are performed over the range of 0 to 10 GeV. The fit in the ND is 〈Edep〉ND =
(0.034 ± 0.001)GeV+(1.168 ± 0.001)×Ecal, and thefit in theFDis 〈Edep〉FD =
(0.070 ± 0.001)GeV + (1.170 ± 0.001)× Ecal.

use neutron content as an input to our energy estimator.

Instead, we use the fact that neutrons are not easily reconstructed to

our advantage. During the reconstruction of a neutrino event, we asso-

ciate energy depositions into collections called prongs which represent

individual particles. Charged particles easily ionize the scintillatorwhile

neutrons do not. This means that charged particles are easy to reconstruct

into prongswhile neutrons are not. Because of this difficulty, eventswith

calorimetric energy that is not reconstructed into prongs are more likely to

have neutrons in the final state than events forwhich all deposited energy

is reconstructed into prongs. We call the energy from depositionswhich
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Figure6.3: Distributionsof ∆Edep,L/Edep for theNDandFDeventsdominated

by electromagnetic energy (top) and events dominated by hadronic energy

(bottom).
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are not in any reconstructed prong the orphaned energy, EOrph. Figure 6.4

shows that splitting the sample at EOrph = 0.01 GeV is a proxy for splitting

events by neutron content.

For the orphaned energy estimator,we fit 〈Edep〉 as a linear function of

Ecal for each EOrph sample separately. For the EOrph < 0.01 GeV sample the

fit is performed from 0 to 2 GeV, while the EOrph > 0.01 GeV sample is fit

from 0 to 10 GeV. These rangeswere chosen so that the fit is performed on

regionswhich containmore than 90% of events in the sample. The fits are

shown in Figures 6.5 and 6.6. The orphaned energy estimator, EO, is then

formed in the sameway as in the linear estimator,

END,O =


(0.211 ± 0.002)GeV + (0.905 ± 0.002)× Ecal, EOrph < 0.01 GeV,

(0.062 ± 0.001)GeV + (1.189 ± 0.001)× Ecal EOrph > 0.01 GeV,

(6.4)

EFD,O =


(0.205 ± 0.004)GeV + (0.971 ± 0.004)× Ecal, EOrph < 0.01 GeV,

(0.100 ± 0.001)GeV + (1.167 ± 0.001)× Ecal EOrph > 0.01 GeV.

(6.5)

While the orphaned energy estimator does better than the linear estimator

at accounting for EEM and EHad, it does not do so perfectly. This behavior

can be seen best in ND eventswith Ecal < 2 GeV, where 90% of the electro-

magnetic energy dominated ND events are located. In Figure 6.7, we can

see that the linear estimator leads to a distribution neither sharply peaked
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Figure 6.4: The distribution of of the∆Edep,cal/Edep in the ND. The sample is

split into eventswhich produce at least one neutron in the final state (red)

and thosewhich have none (blue). Also shown is the split into eventswith

EOrph < 0.01 GeV (cyan) and eventswith EOrph > 0.01 GeV (magenta).

nor symmetrically distributed around zero. While the orphaned energy

estimator leads to amore sharply peaked distribution, it is not symmetric

about zero. The reason for this deficiency is two fold: firstly, 〈Edep〉 is not lin-

early distributed in Ecal for ND events, as can be seen in Figures 6.2 and 6.5;

and secondly, eventswhich have neutrons can still contain electromagnetic

showers and the energy from these showers can still be overestimated. To

correct this deficiency,we need an estimatorwhich estimates energy from

hadronic and electromagnetic showers both separately and non-linearly.
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Figure 6.5: Distributions of simulated ND events with EOrph < 0.01 GeV
(left) and EOrph > 0.01 GeV (right). The black points are 〈Edep〉 vs Ecal, and the

red lines are the linear fits to these averages,with a fit range of 0 to 2 GeV
for EOrph < 0.01 GeV and a fit range of 0 to 10 GeV for EOrph > 0.01 GeV.
The fit is 〈Edep〉 = (0.211 ± 0.002)GeV + (0.905 ± 0.002) × Ecal for EOrph <

0.01 GeV, and 〈Edep〉 = (0.062 ± 0.001)GeV + (1.189 ± 0.001) × Ecal for

EOrph > 0.01 GeV.

6.1.4 Quadratic Estimator

The quadratic energy estimator splits calorimetric energy into two parts,

Er
EM and Er

Had, which are the reconstructed calorimetric energy that is re-

spectively electromagnetic or hadronic in origin. A Convolutional Neural

Network (CNN) determineswhich prongs in an event are electromagnetic

in origin. The total energy from all electromagnetic prongs is Er
EM, while

Er
Had = Ecal − Er

EM [45]. The quadratic energy estimator is inspired by the

electron neutrino charged current (νe CC) energy estimator. Details of the

νe CC energy estimator can be found in [45]. For that estimator, 〈Edep〉was
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Figure 6.6: Distributions of simulated FD eventswith EOrph < 0.01 GeV (left)

and EOrph > 0.01 GeV (right). The black points are 〈Edep〉 vs Ecal, and the

red lines are the linear fits to these averages,with a fit range of 0 to 2 GeV
for EOrph < 0.01 GeV and a fit range of 0 to 10 GeV for EOrph > 0.01 GeV.
The fit is 〈Edep〉 = (0.205 ± 0.004)GeV + (0.971 ± 0.004) × Ecal for EOrph <

0.01 GeV, and 〈Edep〉 = (0.100 ± 0.001)GeV + (1.167 ± 0.001) × Ecal for

EOrph > 0.01 GeV.

fitwith the function

〈Edep〉 =
1
F

(
A× Er

EM + B× Er
Had + C× Er2

EM +D× Er2
Had

)
. (6.6)

However, for this analysis the overall scaling factor F is dropped andwe

add a cross term. We fit 〈Edep〉 to the function

〈Edep〉 = α× Er
EM + β× Er

Had + γ× Er2
EM + δ× Er2

Had + ε× Er
EM × Er

Had.

(6.7)
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Figure 6.7: Distribution of ∆Edep,Est/Edep,whereEEst is eitherEL orEO, forND

eventswith Ecal < 2 GeV using the linear estimator (blue) and the orphaned

energy estimator (red).

The quadratic energy estimator calculates EQ,

EQ = α× Er
EM + β× Er

Had + γ× Er2
EM + δ× Er2

Had + ε× Er
EM × Er

Had, (6.8)

where the parametersα,β,γ, δ, and ε take the values from the fit described

in equation (6.7). The distributions of 〈EDep〉 in Er
EM and Er

Had can be seen

in Figure 6.8. However, the simulation does not cover the entire range of

Er
EM and E

r
Had with sufficient statistics to be fitwell. OnlyE

r
EM and E

r
Had bins

which have at least 20 events are used in the fit of 〈Edep〉. The location of
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these bins can be seen in Figure 6.9. The results of the fit yield

END,Q = (1.041 ± 0.001)× Er
EM + (1.187 ± 0.001)× Er

Had

+ (8.1 ± 0.3)× 10−3 × GeV−1 × Er2
EM + (2.78 ± 0.08)× 10−2 × GeV−1 × Er2

Had

+ (0.108 ± 0.02)× GeV−1 × Er
EM × Er

Had, (6.9)

EFD,Q = (1.035 ± 0.001)× Er
EM + (1.259 ± 0.001)× Er

Had

+ (4.2 ± 0.3)× 10−3 × GeV−1 × Er2
EM + (4 ± 6)× 10−4 × GeV−1 × Er2

Had

+ (5.67 ± 0.001)× 10−2 × GeV−1 × Er
EM × Er

Had. (6.10)

However, the quadratic estimator does not performwell for high energy

events. As canbe seen inFigure 6.9, onlythe lowenergyregionhas sufficient

statistics to be used in the quadratic fit, whichmeans the fit does not have

the information necessary tomake accurate estimations of Edep at higher

values of Ecal. To improveon this deficiency, an estimatormust bedeveloped

based on events at all energy scales.

6.1.5 Scaling Estimator

The scaling estimator is developed by looking at ∆Edep,cal/Edep for events

dominated by hadronic showers and events dominated by electromagnetic

showers. These samples are defined in the samemanner as in Section 6.1.2.

These distributions, seen in Figure 6.10, are peaked at different values of

∆Edep,cal/Edep. Fitting the the region where these distributions are above
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ND (left) and FD (right). The color axis is capped at 20 events so that dark

red bins have at least 20 events. The fit of 〈Edep〉vsEr
EM andE

r
Had is done only

for binswith at least 20 events.
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75% of themaximumvaluewith Gaussian distributions indicates that Ecal

overestimates Edep for events dominated by electromagnetic showers by

4.9% (2.5%) and underestimates Edep for events dominated by hadronic

showers by 20.5% (20.3%) in the ND (FD). If Ecal for a single event differs

from the event’s Edep byX%, then Ecal = (1 + X/100) × Edep. This relation

relies on truth information, sowemust use the simulation tofindanaverage

difference 〈X%〉 for all events. If a sample is found on average to have Ecal

differ fromEdep by〈X%〉,wedivideEcal by1+〈X%〉 /100 toobtainanestimate

of Edep. Using these biases, ES is obtained by scaling E
r
EM and E

r
Had as

END,S =
Er

EM

1.049 ± 0.003
+

Er
Had

0.795 ± 0.002
, (6.11)

EFD,S =
Er

EM

1.025 ± 0.003
+

Er
Had

0.797 ± 0.001
. (6.12)

However, this estimator overestimates the energy of events with Ecal >

2.5 GeV as seen inFigure 6.11. Byfitting aGaussiandistribution to the region

above 90% of themaximumvalue of the∆Edep,S/Edep distribution,we and

see that the scaling estimator overestimate ND eventswith Ecal < 2.5 GeV

by4.5%.

6.1.6 Bias Corrected Estimators

All the energy estimators considered above are biased across Ecal, and sowe

attempt to correct for this deficiency. However, beforewe correct for this

effect, wemust first quantify it. The events are separated into sampleswith
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Figure 6.10: Distributions of ∆Edep,cal/Edep for electromagnetic energy domi-

nated events (top row) and hadronic energydominated events (bottom row),

for the ND (left column) and FD (right column). In red are Gaussian fits to

the region above 75% of themaximumvalue. Themeans from theGaussian

fits are used to obtain correction factors to scaleEr
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r
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the deposited energy. The results of the fit indicate that electromagnetic

energy dominated events tend to be overestimated by (4.9 ± 0.3)% in the

NDand (2.5 ± 0.3)%in theFD,while thehadronic energydominated events

are underestimated by (20.5 ± 0.2)%and (20.3 ± 0.1)% in the ND and FD

respectively.
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Figure 6.11: The distribution of ∆Edep,S/Edep for ND events with Ecal <

2.5 GeV. In red is the Gaussian fit to the distribution in the region above
90% of themaximumvalue of the distribution. Themean from this Gaus-

sian fit is 4.5%.

0.5 GeV 6 Ecal 6 1 GeV, 1 GeV 6 Ecal 6 1.5 GeV, and so on up to 40 GeV.

The distribution of ∆Edep,Est/Edep is obtained for each sample, and these

∆Edep,Est/Edep distributions are fitwith a Gaussian distribution. Themean

from the Gaussian fit is the bias for that Ecal range, with the uncertainty

in the bias taken as the uncertainty in the fit mean. However, not every

sample is trulyGaussian, and so different ranges of ∆Edep,Est/Edep are used

depending on the number of events in the Ecal sample. If the number of

events is greater than 50000, only the bins in the samplewith content above
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Figure 6.12: The biases in Ecal (top), EL(middle left), EO (middle right), EQ

(bottom left), and ES (bottom right) for ND events. In red are the best fits of

the biases to the function defined in equation (6.13).
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the biases to the function defined in equation (6.13).
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80%of themaximumbin content are fit; if the number of events is between

3200 and 50000, the bins in the sample above 50% of themaximumvalue

is fit; and if the number of events is less than 3200 then the entire region is

fit. By changing the range of the fits based on the statistics of the sample

we ensure that each fit identifies the peak of the distribution as accurately

as possible. Figure 6.14 shows the bias in EEst as a function of Ecal for the

calorimetic, linear, orphaned energy, quadratic, and scaling estimators.

To correct these biases,we fit them as a function of Ecal with the product

of a parabola and an exponential

fEst(Ecal) = P × (Ecal/GeV +Q)2 × e−R×Ecal + S (6.13)

This adhoc functionwas chosenas it captures the shape at lowenergieswhile

becoming asymptotically flat at high energies. The asymptote ensures the

correctionwill not change rapidly at high energies. The fits can be seen in

Figures 6.12 and 6.13. The best fit functions for the ND are

fND,cal(Ecal) = 3.44 × (Ecal/GeV − 0.28)2 × e−2.39×Ecal/GeV − 0.1694, (6.14a)

fND,L(Ecal) = 3.63 × (Ecal/GeV − 0.15)2 × e−2.43×Ecal/GeV − 0.0257, (6.14b)

fND,O(Ecal) = 1.62 × (Ecal/GeV − 0.01)2 × e−2.49×Ecal/GeV − 0.0078, (6.14c)

fND,Q(Ecal) = 2.63 × (Ecal/GeV − 0.42)2 × e−2.33×Ecal/GeV + 0.0397, (6.14d)

fND,S(Ecal) = 0.17 × (Ecal/GeV + 0.82)2 × e−1.00×Ecal/GeV − 0.1591, (6.14e)
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and the best fit functions for the FD are

fFD,cal(Ecal) = 2.90 × (Ecal/GeV − 0.79)2 × e−2.59×Ecal/GeV − 0.1465,

(6.15a)

fFD,L(Ecal) = 9.61 × (Ecal/GeV − 0.81)2 × e−2.75×Ecal/GeV + 0.0068,

(6.15b)

fFD,O(Ecal) = 0.86 × (Ecal/GeV − 0.81)2 × e−2.64×Ecal/GeV + 0.0072,

(6.15c)

fFD,Q(Ecal) = −0.24 × (Ecal/GeV − 1.61)2 × e−0.71×Ecal/GeV + 0.0740,

(6.15d)

fFD,S(Ecal) = 0.53 × (Ecal/GeV − 0.26)2 × e−1.48×Ecal/GeV − 0.0838.

(6.15e)

An eventwith energyEcal can be assumed to differ from Edep by f(Ecal). For

each energy estimator, we can generate a new energy estimator

EEst′ =
EEst

1 + fEst(Ecal)
. (6.16)
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The bias corrected estimators for the ND are

END,cal′ =
Ecal

0.8306 + 3.44 × (Ecal/GeV − 0.28)2 × e−2.39×Ecal/GeV
, (6.17a)

END,L′ =
END,L

0.9743 + 3.63 × (Ecal/GeV − 0.15)2 × e−2.43×Ecal/GeV
, (6.17b)

END,O′ =
END,O

0.9922 + 1.62 × (Ecal/GeV − 0.01)2 × e−2.49×Ecal/GeV
, (6.17c)

END,Q′ =
END,Q

1.0397 + 2.63 × (Ecal/GeV − 0.42)2 × e−2.33×Ecal/GeV
, (6.17d)

END,S′ =
END,S

0.8409 + 0.17 × (Ecal/GeV + 0.82)2 × e−1.00×Ecal/GeV
. (6.17e)

Where END,L, END,O, END,Q, and END,S are defined in equations (6.2), (6.4),

(6.9), and (6.11) respectively. The bias corrected estimators for the FD are

EFD,cal′ =
Ecal

0.8535 + 2.90 × (Ecal/GeV − 0.79)2 × e−2.59×Ecal/GeV
, (6.18a)

EFD,L′ =
EFD,L

1.0068 + 9.61 × (Ecal/GeV − 0.81)2 × e−2.75×Ecal/GeV
, (6.18b)

EFD,O′ =
EFD,O

1.0072 + 6.86 × (Ecal/GeV − 0.81)2 × e−2.64×Ecal/GeV
, (6.18c)

EFD,Q′ =
EFD,Q

1.0740 − 0.24 × (Ecal/GeV − 1.61)2 × e−0.71×Ecal/GeV
, (6.18d)

EFD,S′ =
EFD,S

0.9162 + 0.53 × (Ecal/GeV − 0.26)2 × e−1.48×Ecal/GeV
. (6.18e)

WhereEFD,L, EFD,O, EFD,Q,andEFD,S aredefined inequations (6.3), (6.5), (6.10),

and (6.12) respectively. The bias corrected estimators do not fully remove

the biases as the fits in Figures 6.12 and 6.13 do not perfectly follow the



118

biases. The remaining biases in the the corrected estimators can be seen in

Figure 6.15. We use these biases to determinewhich of these estimators to

use in the analysis.

6.1.7 Selecting an Estimator

Sincemore than 50% of all events in both the ND and FD have Ecal < 2 GeV,

it is this region thatwe should give themost considerationwhen selecting

an energy estimator. As can be seen in figure 6.15, the bias corrected scaling

estimator is almost always the least biased energy estimator in the Ecal <

2 GeV region. The twoexceptionsare that thebias corrected linear estimator

has a smaller bias for ND eventswith 1 GeV < Ecal < 1.5 GeV and that the

bias corrected quadratic estimator has a smaller bias for FD events with

1.5 GeV < Ecal < 2 GeV. In ND eventswith 1 GeV < Ecal < 1.5 GeV the bias

corrected calorimetric estimator has a bias of −6×10−3% compared the the

bias corrected scaling estimator’s 0.2%, and in FD eventswith 1.5 GeV <

Ecal < 2 GeV the bias corrected quadratic estimator has a bias of −0.9%

compared to the bias corrected scaling estimator’s 1.2%. However, the bias

corrected calorimetric and quadratic estimators have their owndeficiencies.

As seen in Figure 6.15 the bias corrected calormetric estimator has a bias

of −9% for FD events with Ecal < 1 GeVwhere 28% of the FD events are

located, and the bias corrected quadratic estimator has an increasing bias

for for Ecal > 10 GeV.

Additionallywe look at the distribution of ∆Edep,Est/Edep for each esti-
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Figure 6.15: The remaining biases in EEst after bias correction for the calori-

metric, linear, orphaned energy, quadratic, and scaling estimators for ND

(top) and FD (bottom) events. Also shown is the cumulative fraction of

events bellowEcal, shownwith the dashed line. The inlays showa zoomed

in viewof the region Ecal < 3 GeV.
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mator. These distributions can be seen in Figure 6.16, and show that the

bias corrected quadratic and scaling estimators are the most precise of

the estimators considered in both detectors. The full widths at half max

(FWHM) of the∆Edep,Q′/Edep distributions are 40% and 31% in the ND and

FD respectively, while the FWHMof the∆Edep,S′/Edep distributions are 37%

and 30% in the ND and FD respectively. Additionally, the bias corrected

scaling estimator is has a more symmetric resolution in the ND than the

bias corrected quadratic estimator.

As the bias corrected scaling estimator is most accurate and precise

estimator byourmetric,we select it as the energyestimator for this analysis.

6.2 Summary

We investigated several different methods of estimating the energy de-

positedbyNCevents. Wefoundthat scaling theelectromagnetic andhadronic

energy in an event separately had the least bias in the regionwheremost of

theNCevents exist,ECal < 2 GeV. The electromagnetic andhadronic energy

is determined by prong CNN scores, and the scaling factors are found by

comparing Ecal from simulated electromagnetic and hadronic events to Edep.

The estimator is further tuned based on a fit of the biases in ES as a function

of Ecal. The final energy estimators for the ND and FD FHC samples from
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equations (6.17e) and (6.18e) are

END,FHC =
Er

EM/1.049 + Er
Had/0.795

0.8409 + 0.17 × (Ecal/GeV + 0.82)2 × e−1.00×Ecal/GeV
,

EFD,FHC =
Er

EM/1.025 + Er
Had/0.797

0.9162 + 0.53 × (Ecal/GeV − 0.26)2 × e−1.48×Ecal/GeV
.
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Chapter 7

CovarianceMatrix Fitting

Whenwe examine the effects of a sterile neutrino state on neutrino oscil-

lations in Equation (2.36)we find a term coming from the squared sine of

∆m2
41. When this factor is close to zero then the effect of sterile neutrinos is

negligible, while the larger it is themore significant the effect. This fact is

useful as it allows us a handyway to checkwhen neutrino oscillations in

the ND start to occur. Taking L = 1 km, which is the distance the ND is from

the beam source, and E = 1.8 GeV, which is the approximate peak energyof

our neutrino beam,we can plot this term as a function of ∆m2
41. Figure 7.1

shows that for∆m2
41 & 0.5 eV2/c4 that this term is non-negligible and that

wemust account for oscillations in the ND.

This analysis uses covariance matrix fitting techniques to maximize

our sensitivity to sterile neutrinos at higher ∆m2
41. Covariance matrices

allowus to correlate the systematic uncertainties between every bin in our
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Figure 7.1: The value of sin2

(
∆m2

41
Lc3

4E h

)
at the distance of the NOvAND,

L = 1 km, for the energy peak of the neutrino beam, Eν ≈ 1.8 GeV. For
∆m2

41 . 0.5 eV2/c4 the term is negligible andwe can ignore sterile oscilla-

tions in the ND. Larger values of ∆m2
41 necessitate accounting for oscilla-

tions in the ND.

selected energy spectra, which allows us to use the high statistics in the ND

to constrain the systematics in the FDwithout removing the ND selection

from the analysis. Previous NOvA analyses have used a one-detector fit

for sterile neutrinos, which inherently limits our sensitivity to the mass-

squared splitting∆m2
41 [46].

Previous NOvA analyses used NDmeasurements to predict the FD spec-

trumvia an extrapolationmethod [47]. In a detector extrapolation analysis

the ND spectra is assumed to be a measurement of the neutrinos before
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they have propagated far enough to oscillate and so can be used to pre-

dict the FD spectra in the presence/absence of sterile neutrino oscillations.

This analytic technique is serviceable when we can assume that the ND

baseline is short enough that no significant oscillation has occurred. How-

ever, as we can see from Figure 7.1, this assumption limits us to values of

∆m2
41 . 0.5 eV2/c4. To this endwewant to use a techniquewhich allows us

to use the ND data as part of the analysiswhile also taking advantage of the

similarities between the detectors outlined in Chapter 3. This is precisely

what a covariancematrix fit does for us.

7.1 Principals of Covariance

Covariance is the toolwhichwe can leverage tomaximize the sensitivity

of our two detectors to oscillations due to sterile neutrinos. Suppose we

have two variablesX and Ywhichwe canmeasure simultaneously in one

experiment to obtain values x1 and y1. Wemay repeat the experiment to

obtainmeasurements x2,y2, x3,y3, and so on. AfterN experimentswe can

calculate meanmeasurements of the two variables as

x̄ =
1
N

N∑
i

xi, ȳ =
1
N

N∑
i

yi (7.1)
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and the covariance between X and Y as

Cov(X, Y) =
1
N

N∑
i

(xi − x̄)(yi − ȳ) (7.2)

The basic interpretation of Cov(X, Y) is as ameasurement of howX and Y

are expected to varywith respect to eachother. If Cov(X, Y) > 0we should

expect thatwhen ameasurement of Xfluctuates about its truevalue that the

measurement of Ywill fluctuate in the same direction, i.e. if Cov(X, Y) > 0

and xi > x̄we should expect yi > ȳ. If Cov(X, Y) < 0 thenwe expect the

fluctuations in xi and yi to act in opposite directions. When there is no co-

variance between two variables, i.e. Cov(X, Y) = 0, then ameasurement of

X gives us no information about themeasurement of Y. Examples demon-

stratingwhat positive, negative, and near zero covariance look like can be

found in Figure 7.2.

Covariance is symmetric,Cov(X, Y) = Cov(Y,X), and the covariance of

a variablewith itself is the variance in that variable

Cov(X,X) =
1
N

N∑
i

(xi − x̄)
2
= σ2

X. (7.3)

However, it is important to note that the covariance does not capture the

shape of the underlying distribution. For example, suppose the variables

X and Y are chosen about the circle X2 + Y2 = 1with some experimental

uncertainty on themeasurement applied. Since x̄ and ȳwill be near-zero,
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Figure 7.2: Example distributionswith different values of Cov(X, Y). Each
point shows the values xi and yi from a single experiment. Figure 7.2a

has Cov(X, Y) = 0.110453, Figure 7.2b has Cov(X, Y) = −0.166053, and
Figure 7.2c hasCov(X, Y) = 0.000986901.
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for a given xi, (yi − ȳ) is equally likely to be positive or negative. This

leads to zero covariance. This situation is illustrated in Figure 7.3. The

covariance only tells us if the data tend towards a linear relation. Note that

in performing a simple linear regression on X and Y to find α and β such

that Y = βX+ α the ordinary least squaresmethod finds

β =

∑N
i (xi − x̄)(yi − ȳ)∑N

i (xi − x̄)
2 =

Cov(X, Y)
σ2
x

. (7.4)

From Equation (7.4)we see thatCov(X, Y) is intrinsically linked to the how

steep a linear relation exists between X and Y.

We encode the covariance betweenmultiple variables, X1,X2, . . .XM, in

amatrixCwhose elements are the covariance between any two variables

Ci,j = Cov(Xi,Xj). (7.5)

Since the covariance is symmetric the covariancematrix is symmetric, and

by Equation (7.3) the diagonal elements of C give us the variance of each

variable. Oftenwewant the fractional changes in the variables and sowe

define a fractional covariancematrix Fwherewe normalize the covariance

by the expected values

Fi,j =
Cov(Xi,Xj)

x̄ix̄j
. (7.6)

The fractional covariancematrix is useful to us because it allows us to deter-

mine how the contents of two binswill varywithoutmaking assumptions
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Figure 7.3: An example of data distibuted about the circleX2 + Y2 = 1. Each
point shows the values xi and yi from a single experiment. The X and Y

variables have no relation and have a covariance of −0.00143745.
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on the bin content, the expectation of which depends on the choice of os-

cillation parameters [48]. Sincewewish to use this matrix to compute χ2

values for the data we do not want to make a priori assumptions on the

spectra.

The covariancematrices are also useful since they can be generated for

different systematic shifts separately and combined into a singlematrix. So

long as the systematic uncertainties are independent of each otherwe have

CTotal = C1 + C2 + C3 + · · · , (7.7)

whereCi are the covariancematrices generated from independent system-

atic uncertainties. This property allows us to easily incorporate additional

systematic uncertainties sincewe need only generate the covariancema-

trix for the new systematic uncertainties and add it to the previous total

matrix. In total we consider 93 systematic parameters, each with their

own covariance matrix. These systematic parameters encode the effects

of our uncertainty in the POTnormalization for both the ND and FD, the

various components of the neutrino cross section, the effectiveness in the

calibration, composition of the NuMI beam flux, and so forth [49].
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7.2 CovarianceMatrix Generation

Togenerate the covariancematrix for somesystematicuncertaintywegener-

ate 2000 pseudo-experimentswhere the systematic uncertainty parameter

is allowed to vary randomlywithin expected ranges [48].

The νµCC events are binned by reconstructed neutrino energy using

the same schema as the three flavor analysis with the exception that we

do not use the quality quantile binning [50]. The NC events are binned in

reconstructed deposited energy Edep with 14 bins from 0.5 GeV < Edep <

20 GeV evenly spaced in log(Edep). The NC binning is identical in both the

ND and FD.

To ease the creation of ourmatriceswe present our spectra inwhat is

called a logical binning scheme: we take the 66 binswhichmake up the ND

νµCC, NDNC, FD νµCC, and FDNC spectra and label each bin in that order

with a number from 0 to 65. This scheme allows us to consider all samples

at once sowe can calculate the covariance between each bin and every other

bin. The logically binned spectrum for the nominal spectra in the absence

of sterile neutrinos can be seen in Figure 7.4.

The systematic fluctuations are applied to a nominal spectrum gener-

atedwithout sterile neutrinos using NOvA’s three flavormeasurements for

the oscillation parameters. The choice to generate our covariancematrix

excluding sterile neutrinos does not impact our sensitivity [48]. The reason

for this is thatwhenwe fitwe use the fractional covariancematrixwhich



132

0 10 20 30 40 50 60
Bin

1−10

1

10

210

310

410

510

610

E
ve

nt
s

CCµνND ND NC CCµνFD FD NC

Figure 7.4: The logically binned spectrum for the Asimov spectra generated

with nominal three flavor oscillation parameters. Bins 0 to 18 are bins for

the ND νµCC selection, 19 to 33 are the NDNC selection, 34 to 52 are for the

FD νµCC selection, and 53 to 66 are for the FDNC selection.

is resilient to the shape changes that oscillations to sterile neutrinos could

cause in the spectrum.

We generate U = 2000 pseudo-experiments for each systematic pa-

rameter [48]. For each pseudo-experiment uwe compare the fluctuated

content of the i-th logical binNu
i to the nominal content of that bin, N̄i.

The covariancematrix for each systematic uncertainty is thus

Ci,j =
1
U

U∑
u

(
Nu

i − N̄i

)(
Nu

j − N̄j

)
, (7.8)
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and the fractional covariancematrix is

Fi,j =
Ci,j

N̄iN̄j

. (7.9)

The one exception to this procedure is the covariance matrix generated

to cover our flux systematic uncertainty. For that systematicwe have 100

pre-generated spectrawhichwere generatedwith different assumptions

about the flux. We take these 100 spectra each as a single random choice of

our systematic uncertainty parameters and generate a covariancematrix

from them [48]. The total fractional covariancematrix used in this analysis

can be seen in Figure 7.5.

7.3 CovarianceMatrix Test Statistic

Oncewehave our covariancematrixwe can use it to compare two spectra. If

Ni(Θ) is the contentof the i-thbin ina spectrumgeneratedwithparameters

Θ and thebin contents for the (pseudo-)data areNdata
i , thenwe can construct

a test statistic as

χ2 =
∑
i,j

(
Ndata

i −Ni(Θ)
)
C−1

i,j

(
Ndata

j −Nj(Θ)
)
, (7.10)

whereC−1 is the inverse of the covariancematrixC excluding the statistical

component. To understandwhat Equation (7.10) is doing, note thatC−1
i,j ∝

1
Ci,j
, and so the larger the covariance between the two bins, the smaller the
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Figure 7.5: The total fractional covariancematrix. The solid lines separate

theNDbins (left/down) from the FD bins (right/up). The dashed lines divide

the νµCC and NC events in each detectorwith the former on left/lower side

and the later on the right/upper side.
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contribution to the χ2.

We are also able to construct a covariancematrix to capture the statisti-

cal uncertainty using Equation (7.10). The canonical goodness-of-fit metric

for Poisson distributed variables is the Poisson log-likelihood [16],

χ2
PLL = 2

∑
i

[
Ni(Θ) −Ndata

i

(
1 − ln

Ndata
i

Ni(Θ)

)]
, (7.11)

which cannot be replicated by Equation (7.10). However, we can instead use

the Combined Neyman-Pearson χ2 [51]

χ2
CNP =

∑
i

1
3

(
1

Ndata
i

+
2

Ni(Θ)

)−1(
Ni(Θ) −Ndata

i

)2, (7.12)

Which approximates χ2
PLL sufficiently well for our use [52]. This χ

2
CNP is

compatiblewith Equation (7.10)with the statistical covariancematrix being

Cstatistical
i,i =


3
(

1
Ndata

i
+ 2

Ni(Θ)

)
Ndata

i > 0

Ni(Θ)
2 Ndata

i = 0
. (7.13)

This diagonal covariancematrix reproduces Equation (7.12)when used in

Equation (7.10) providedNdata
i > 0. In the case whereNdata

i = 0 it instead

reproduces Equation (7.11) as for a diagonal matrix (Cstatistical)
−1
i,i = 1

Cstatistical
i,i

.

Thus by combining the statistical covariancematrix for the datawith the

total systematic covariancematrix in Figure 7.5we can use Equation (7.10)

to produce χ2-values comparing the data to a prediction atΘ.
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We also include penalty terms in ourχ2 for oscillation parameterswhich

are constrained in the fit. For a parameter µ ∈ Θwith expected value µ̄ and

uncertaintyσµwe add

χ2
µ =

(µ− µ̄)

σ2
µ

(7.14)

to the χ2 from Equation (7.10).

7.4 CovarianceMatrix In Use

Wewish to produce sensitivity contours for the case where there are no

sterile neutrinos. We produce these contours by comparing a spectrum

producedwith fake datawithout sterile neutrinos to spectra generatedwith

a variety of parameters. In thiswaywe can showwhich regions of param-

eter space we expect to exclude under the null hypothesis. We generate

manypredictions for differentΘ, and call the collection of them a predic-

tion library. The predictions are generatedwith the central values for the

systematic parameters; the oscillation parameters are spaced at regular

intervals. Table 7.1 show the ranges and number of points used for the pre-

diction libraries. Note that the degenerate values of θ23 are only used in the

region of parameter spacewhere sin2 θ24 > 0.1 and ∆m2
41 < 0.01 eV2. We

include these points in our prediction libraries to allow for the potential

degeneracy between∆m2
41 and∆m

2
32 in that region.
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Oscillation Parameter Range Points

θ23 [0.77, 0.97] 13

θ23 (Degenerate) [1.2,π/2] 13

θ24 [0,π/2] 48

θ34 [0,π/2] 21

∆m2
32 (NH) (eV2) [2.46 × 10−3, 2.57 × 10−3] 16

∆m2
32 (IH) (eV2) [−2.66 × 10−3,−2.36 × 10−3] 16

∆m2
41 (eV2) [0.01, 100] 45

δ24 [0, 2π] 5

Table 7.1: Oscillation parameters varied to create the library of predicted

spectra for the four-flavor analyses [48]. The points for∆m2
41, θ24, and θ34

are evenly spaced in log(∆m2
41), log

(
sin2 θ24

)
, and log

(
sin2 θ34

)
. The points

for the remaining parameters are evenly spaced within each range. The

degenerate values of θ23 are only used in the region of parameter space

where sin2 θ24 > 0.1 and∆m2
41 < 0.01 eV2.

7.4.1 Sensitivity

We compare the fake data spectrum to the spectra produced at each point in

Table 7.1. Whenwewish to create sensitivity contours in, for example, the

sin2 θ24-∆m
2
41 spacewe plot theminimumvalues of of χ2 for each choice of

sin2 θ24 and∆m
2
41 and subtract off theminimumvalue of χ2 from all predic-

tions. ByWilkes’ theorem, for two parameters the 90% confidence level is

given by∆χ2 = χ2 − χ2
min < 4.61 [16]. However, the oscillation parameters

governing neutrino oscillations are physically bounded by |∆m2| > 0 and

0 < sin2 θ < 1. Due to these physical boundaries we should instead use

a Feldman-Cousins procedure to find the critical values of ∆χ2 [53]. The

planned implementation for our Feldman-Cousins procedure is described

in §7.4.2, but is as yet unimplemented. For our fake data with no sterile
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Figure 7.6: The 90% confidence level contour and∆χ2-values for a fake data

spectrumwithout sterile neutrinos. The color scale shows the value of ∆χ2

for each point of sin2 θ24-∆m
2
41 from the values in Table 7.1. The black line is

theWilks’ 90% confidence level contour.

neutrinoswe have the 90% confidence level contour and∆χ2-values for the

Asimov sensitivities shown in Figure 7.6.

We also generated 500 statistically and systematically fluctuated fake

data spectrawithout sterile neutrinos. Fitting these spectrawe construct a

median sensitivity by constructing the surfacewhere each grid point takes

themedian of all the 500∆χ2-values computed at that point. We can then

construct a 90% confidence level contour from these∆χ2-values as seen in

Figure 7.7. The median sensitivity excludes more of the parameter space

than the Asimov sensitivities, but as the Asimov is only an approximation
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Figure 7.7: Themedian 90% confidence level contour and∆χ2-values from

500 statistically and systematically fluctuated fake data spectra without

sterile neutrinos. The color scale shows the value of ∆χ2
Median for each point

of sin2 θ24-∆m
2
41 from the values in Table 7.1. The black line is theMedian

90% confidence level contour drawn from themedian value of ∆χ2 at each

grid point.

of the median sensitivity this is unsurprising [54]. We can also calculate

howmany of the 500 fluctuated spectra are allowed at the 90% confidence

level at each grid point, as can be seen in Figure 7.8. Note that drawing the

contour at∆χ2
median = 4.61 is equivalent to drawing itwhere there are 250

allowed universes at the 90% confidence level.

Our sensitivity in the region of large∆m2
41 is driven by our data in the

ND. As discussed at the start of Chapter 7 and shown in Figure 7.1, for

∆m2
41 & 0.5 eV2/c4 we expect oscillations to occur before the neutrinos
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Figure 7.8: The median 90% confidence level contour and the number of

statistically and systematically fluctuated fake data spectrawithout sterile

neutrinos forwhich that grid point is allowedwithin theWilks’ 90% con-

fidence level. The black line is the Median 90% confidence level contour

drawn from themedian value of ∆χ2 at each grid point.

reach the ND. This is due to the value of L/Eν in for the shorter ND baseline.

In the FD,∆m2
41 & 0.5 eV2/c4 causes a frequency of oscillations too rapid to

be observed at our energy resolution. These rapid oscillations average out

whenwe bin our events, and sowould be unobservable. This is illustrated in

Figure 7.9. FromFigure 7.9we can see that the oscillations caused by∆m2
41 &

0.5 eV2/c4 could not be distinguished from oscillations at lower values of

∆m2
41with theFDalone. However, theNDallowsus todiscriminatebetween

different values of ∆m2
41 in the∆m

2
41 & 0.5 eV2/c4 regime. The effect is that
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the ND iswhat drives our sensitivity for larger values of ∆m2
41. Vice versa

when∆m2
41 . 0.5 eV2/c4 there arenoobservable oscillations to sterile states

occurring at the ND baseline. We can therefor split the parameter space

into ND and FD dominated regions approximately separated by ∆m2
41 ∼

0.5 eV2/c4.

For∆m2
41 ∼ 3 × 10−3 eV2/c4 we lose sensitivity for oscillations to sterile

flavors. This degradation occurs because at these values there is a degener-

acy between∆m2
41 and∆m

2
32 for sin2 θ24 ∼ 0.5. At these values atmospheric

neutrino oscillations can be driven in part by∆m2
41. In this case the effects

of the oscillations driven by the twomass-squared splittings are indistin-

guishable to us, and sowe cannotmeasure∆m2
41.

Our systematic uncertainties primarily degrade our sensitivity in the

region where ∆m2
41 is large. This is because the limiting factor in the FD

dominated region is the lownumber of neutrino eventswe see in the FD.

The primary systematic uncertaintieswhich limit our sensitivity are due

to uncertainty in the composition of the beam flux, the calibration, and

our understanding of the neutrino cross section. These uncertainties are

characterize by 1, 7, and 62 systematic parameters respectively.

7.4.2 Feldman-Cousins Procedure

To obtain Feldman-Cousins corrected critical values for∆χ2 wewill gener-

ate 1000 spectra for each point in the contour space. Wewill use a profiled

Feldman-Cousins approach,wherewe take the oscillation parameters, in-
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Figure 7.9: Averaged probability that muon neutrinos do not oscillate to the

sterile flavor for∆m2
41 = 0.05 eV2/c4, 0.5 eV2/c4, and 5 eV2/c4. The probabil-

ities are averagedover theneutrino energytomimic the effect of our limited

energy resolution. Note that the probabilities are nearly identical in the

region of L/Eν that the FD sees. Image courtesyof theNOvACollaboration.

cluding hidden parameters, to be the best fit values at that point [55]. These

spectrawill be systematically and statistically fluctuated in the sameway

we fluctuate our normal pseudo-experiements. For each spectrumwewill

compute the χ2 from comparing the fluctuated universe to the Asimov pre-

dictionwith those oscillation parameters. We call this χ2-value χ2
Input. We

will then perform the same χ2 minimization as described in §7.4 to obtain

χ2
min. For each of the 1000 spectrawewill calculate∆χ

2
FC = χ2

Input − χ2
min. We

will take thevalue of ∆χ2
FCwhich is greater than 90%of all values of ∆χ2

FC as

∆χ2
c. The 90% confidence level at the grid point is defined by∆χ2 < ∆χ2

c. By

calculating∆χ2
c for each point in the contour spacewewill be able to draw
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Feldman-Cousins corrected contours. These contourswill account for the

physical boundaries in the neutrino oscillation parameters in accordance

with the Feldman-Cousins procedure [53]. At time of writingwe are in the

process of generating and fitting the required spectra to calculate∆χ2
c at

each grid point.

7.5 Data Fit

Our data spectra can be seen in Figure 7.10. The number of events in each se-

lection can be seen in Table 7.2. Note thatwe do not expect that the number

of events should agree even in the absence of sterile neutrinos. These pre-

dictionsweremade using the central values of our systematic parameters.

We performed a global MINUITminimization of the χ2 calculated from our

covariancematrix as defined in Equation (7.10). The best fit parameters are

listed in Table 7.3. A comparison of the data spectra toMC generated at the

best fit parameters is shown in Figure 7.11. Note that theMC spectrawere

generatedwith the central values for our systematic parameters aswe do

not calculate them as part of our fitting procedure—we do not expect the

spectra to perfectly align. The 90% confidence level contours from the data

are shown in Figure 7.12. The contours are consistentwith our Asimov and

median sensitivities to the three flavor model. In fact, the data contours

exclude a greater region of parameter space than theAsimovormedian con-

tours. We do see an island of allowed parameter space near sin2 (θ24) = 0.4,
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Figure 7.10: Thedata spectra for this analysis. Note that theνµCCspectra are

normalized by the 0.1GeVbinwidthwhile the NC spectra are normalized

by a 1GeV binwidth. Additionally the NC spectra are presentedwith the

energy on a logarithmic scale.

∆m2
41 = 5× 10−3 eV2/c4, which is due the potential for degeneracy between

∆m2
41 and∆m

2
32.



145

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Energy (GeV)

0

20

40

60

80

100

120

140

160

180

200

220

) 3
10×

E
ve

nt
s/

0.
1 

G
eV

 (

 SelectionµνFHC NearDet 

1 10
Energy (GeV)

0

20

40

60

80

100

120

140

160

180

) 3
10×

E
ve

nt
s/

1.
0 

G
eV

 (

FHC NearDet NC Selection

Data

Fit

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Energy (GeV)

0

2

4

6

8

10

12

14

16

18

E
ve

nt
s/

0.
1 

G
eV

 SelectionµνFHC FarDet 

1 10
Energy (GeV)

0

50

100

150

200

250

E
ve

nt
s/

1.
0 

G
eV

FHC FarDet NC Selection

Figure 7.11: The data spectra for the ND/FD νµCC/NC selection. These spec-

tra are compared toMC generatedwith the best fit oscillation parameters.

Because our method does not fit for systematic parameters the MC was

generatedwith the central values for all systematic parameters.
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Selection Predicted Events Data Events Difference

ND νµCC 2444833.6 2826070 −381236.4
NDNC 116739.6 103109 13630.6
FD νµCC 180.53 209 −28.47
FDNC 476.77 469 7.77

NDCosmic Background 0 — —

FDCosmic Background 92.15 — —

Table 7.2: The number of events predicted in each sample under the three

flavormodel and the number of observed events in data. Note thatwe do

not have thenumber of cosmic background events in the data as such events

would be part of the data samples.

Best Fit Value

χ2 58.61
∆m2

32 −2.42027 × 10−3 eV2/c4

∆m2
41 7.39484 eV2/c4

θ23 0.777312
θ24 0.0759573
θ34 0.146648
δ24 4.34316

Table 7.3: The parameters obtained from the best fit of the data spectra.
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Chapter 8

Conclusion

We performed a two-detector fit of the NOvA data in a search for sterile

neutrinos and found a result consistentwith no sterile neutrinos. This fit

was performed using a covariancematrix fitting techniquewhich allowed

us to leverage the ND events in the fit to better constrain our uncertainty in

the lower statistics FD sample. A two-detector fit also allows us sensitivity

to a larger range of ∆m2
41.

The Feldman-Cousin correction procedure has been developed but not

yet implemented due to the computational intensity of the process. Future

work is required to obtain Feldman-Cousin corrected sensitivity contours

whichwill accurately showhowmuch of parameter space is excluded. Ad-

ditional sensitivity could be achieved with the inclusion of NOvA’s anti-

neutrino data in a future analysis.

The results presented here are consistentwith the latest sterile neutrino
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searches from IceCube [56] andMicroBooNE[57, 58, 59], which saw results

consistentwith no sterile neutrinos. However, we should be cautious com-

paring our sensitivities until our Feldman-Cousins corrected results are

finalized.

These results show results consistent with no sterile neutrinos, and

exclude a greater region of oscillation parameter space than our sensitivity

studies suggested. From this result we can expect that our analysis will

place strong limits on the potential for sterile neutrino flavors.
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