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Abstract

Since the discovery of the Higgs boson at the Large Hadron Collider at CERN by the ATLAS
and CMS experiments, measurements of its properties have been carried out. These measure-
ments have yielded results in good agreement with the Standard Model expectation. Signs of
new physics have not been discovered in the properties of the Higgs boson. The precision of
these measurements is limited by the amount of data. Continuous measurements on the dataset
of increasing size would be able to constrain the properties with shrinking uncertainties. This
would enable experiments to detect potential deviations from the Standard Model more pre-
cisely and indicate the direction of future new physics searches.

This study aims to search for the potential violation in simultaneous charge conjugation
and parity inversion, known as CP violation, in the Higgs boson couplings with the 2015-2018
ATLAS data. Among different Higgs boson decay modes, the four-lepton decay mode through
Z bosons is a “‘clean” channel at the Large Hadron Collider, despite its moderate branching ratio.
Events in this channel are well-separated from heavy multi-jet backgrounds. The electrons and
muons in this final state are fully reconstructable with high reconstruction efficiency. These
features make it a suitable channel to study the bosonic couplings of the Higgs boson. In
addition, vector boson fusion, as the subleading Higgs boson production channel at the Large
Hadron Collider, produces jets that are sensitive to CP violation. Their information is used
together with the four-lepton decay information in this study to optimize sensitivity.

In this study, the potential CP violation in the Higgs boson coupling to Z bosons is searched
through the measurement of the CP-odd couplings beyond the Standard Model. The CP-odd
couplings measured are parametrized using the effective field theory framework. The measure-
ment is based on the likelihood fit method of the normalized kinematic observable distributions
of the leptons and jets in the final state.

The results of this study are consistent with the Standard Model expectation within two
standard deviations. The statistical fluctuations of data are the dominant source of uncertainties
in this analysis. More strict constraints than the previous yield-based analysis have been set
in the CP-odd effective couplings. This measurement inspires a deeper understanding of the

coupling structure of the Higgs boson.
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Introduction

In 2012, a new particle was discovered at the Large Hadron Collider at CERN by the ATLAS
and CMS experiments [1, 2]. The properties of this new particle are consistent with the predic-
tions of the Higgs boson in the Standard Model.

The Standard Model is the minimal theory of particle physics describing the electromag-
netic, strong and weak interactions well. It is built on quantum field theory and the principle of
gauge symmetries [3]. In the Standard Model, the Higgs mechanism is proposed to solve the
difficulty in the weak interaction boson mass generation [4]. The Higgs mechanism introduces
additional scalar fields that break the electroweak gauge symmetry spontaneously. The weak
interaction bosons W= and Z acquire their mass from the vacuum expectation values of the
scalar fields in this process. The mass of Standard Model fermions is simultaneously generated
through the Yukawa couplings to the introduced scalar fields [5]. The Higgs mechanism in the
Standard Model predicts the existence of a single scalar particle. The scalar particle named the
Higgs boson had been searched for a long time.

In continuing analyses, the properties of the Higgs boson were gradually revealed. In the
spin and parity test in the vector boson decay channels, the scalar particle hypothesis of the
Higgs boson is favoured against the pseudoscalar, vector or tensor particle hypotheses [6—8].
The cross-sections and couplings of the Higgs boson to different particles through multiple
final states currently measured do not have significant deviations from the Standard Model
predictions [9—-14].

Despite the discovery of the Higgs boson at the Large Hadron Collider has made the Stan-
dard Model a great success, there are still puzzles left with the Standard Model. From cosmic
observations, there is a sign of more matter than antimatter in the Universe [15]. This is known
as matter-antimatter asymmetry. The production mechanism of the extra baryons named baryo-
genesis is a potential solution to this puzzle. The simultaneous violation of the charge conju-
gation and parity inversion symmetry, known as CP violation, is necessary for the baryogenesis
[16]. The measured CP violation within the Standard Model processes is not strong enough.
This makes it difficult to match the matter-antimatter asymmetry from this observation. The

sources of CP violation beyond the Standard Model could help with the explanation [17].



In this study, CP violation is searched in the Higgs boson couplings to Z bosons. The
extension of the Higgs sector beyond the Standard Model introduces potential CP violation to
the couplings of the Higgs boson to other elementary particles in the Standard Model. This study
uses the effective field theory approach to make a model-independent measurement [18]. In this
approach, physics beyond the Standard Model is parametrized to all possible forms of operators
obeying the Standard Model gauge with the least assumptions. With the CP-even coupling
in the Standard Model, if non-zero CP-odd couplings were measured, CP violation would be
achieved. This study is based on the newly submitted ATLAS paper in which I contributed to
the work as a member of the ATLAS Higgs CP group [19].

The Higgs boson decay to four leptons through Z bosons, labeled as H — ZZ* — 4l,is a
good channel to study the Higgs boson coupling to vector bosons. In this analysis, the leptons in
the final state only refer to electrons, muons and their antiparticles unless otherwise specified.
The properties of 7 lepton are significantly different from these particles. The events with
7 lepton in the final state were not used in this study. The correlated final state leptons in this
channel are well-isolated from the heavy multi-jet backgrounds at the Large Hadron Collider.
This makes the channel “clean" to study. There are no neutrinos in the final state, which cannot
be observed by the ATLAS detector and thus leave missing momentum and energy. This makes
the final state fully reconstructable.

In this study, the CP violation measurement focuses specifically on the vector boson fusion
channel. Among the main production channels of the Higgs boson at the Large Hadron Collider,
the merging of two virtual weak bosons emitted from quarks into the Higgs boson is known as
vector boson fusion. The vector boson fusion channel involves the Higgs boson to Z bosons
couplings in the production vector. This gives this production channel additional information
in effective couplings over the other channels. In this channel, there are at least two jets pro-
duced together with the Higgs boson. The kinematic observables of these jets are of high CP
sensitivity.

The non-Higgs boson events with four leptons in the final states are the backgrounds in
this analysis. The events with four leptons originating from the primary vertices are named
irreducible background events. These leptons are named prompt leptons. The events with non-
prompt leptons originating from the decay of particles traveling in the detector or misidentified
fake leptons are named reducible background events. The dominant background in this study
is the events with non-resonant Z bosons or photons from gluons or quarks collisions, labeled
as ZZ*. The other irreducible backgrounds include the triple vector boson events and vector
boson produced together with top quarks events. The reducible backgrounds include Z boson
together with jets production events and top quark pair production events. These contributions

are very small compared to the Z Z* backgrounds.



The measurement of the potential CP-odd couplings is based on the likelihood scan. Dis-
tributions of the observables are compared between the data and the hypotheses with varied
CP-odd couplings. The differences in the likelihood values scanned through the full phase
space of the couplings of interest are presented. The models of the hypotheses are predicted by
interpolations from Monte Carlo simulation for a few optimized coupling points. The main un-
certainty in this measurement is the statistical fluctuations in the ATLAS data. The systematical
uncertainties from the theoretical modeling, experimental measurement, and statistical fluctua-
tions in the Monte Carlo model building are estimated. The impact of systematical uncertainties
is negligible.

This study is a group work done by the H ZZ analysis group in the ATLAS collaboration.
As a complicated research, the measurement contains different jobs including the preparation of
the Monte Carlo dataset, determination of the measured parameters, optimizations of analysis
strategies, and estimation of uncertainties. In this analysis, I proposed the production and decay
combined measurement and joined the observable binning optimization for it. Meanwhile, I
joined the estimation of backgrounds and systematical uncertainties. For the closure test, |
participated in the examination for higher-order effects with additional toy samples generated
as well, which is not included in the result of the measurement.

In this thesis, the first chapter introduces the Standard Model as the theoretical foundation
and reviews previous experimental results on Higgs physics. The second chapter explains the
role of CP violation in this analysis. The third chapter describes the Standard Model Effective
Field Theory as the framework of this analysis. The fourth chapter introduces the structure
and performance of the experimental setup. The fifth chapter describes the data and the Monte
Carlo simulations. The sixth chapter analyses the methodology, optimizations and uncertainties
in this analysis. The seventh chapter shows the measurement results and comparisons with
previous and parallel studies. The eighth chapter discusses the prospects of this analysis. The
ninth chapter is the summary of this thesis.



Chapter 1

The Standard Model

Particle physics is a relatively new field in investigating the microscopic nature of the world. In
1897, the electron was discovered by Thomson in the study of the cathode rays and its mass-to-
charge ratio was measured [20]. The electron was the first fundamental particle discovered. In
1901, Planck’s law was published to describe black-body radiation with the assumption of the
discrete energy element [21]. This is the beginning of quantum mechanics. In 1905, a quantum
theory of light was proposed by Einstein to explain the photoelectric effect [22]. This theory
extended the quantum nature to the electromagnetic field. Based on these and other studies,
quantum mechanics was formulated and became the fundamental language for particle physics
in the 1920s [23-25].

The contemporary theory of particle physics is the Standard Model (SM) [3]. The SM is a
theory based on the quantum field theory (QFT), describing three fundamental interactions: the
strong, the electromagnetic and the weak interactions. The modern quantum field theory uses
quantum fields to describe both matter and interactions. In the QFT, the elementary particles are
excitations of the quantum fields. The matter is composed of fermions, which are the excitations
of the spinor fields. The interactions correspond to bosons, which are the excitations of the
vector fields.

The interactions in the SM are described by the gauge theories. The gauge is the local sym-
metry on the internal structure of the fields. Different gauges characterize different interactions.
The electromagnetic and the weak interactions are described by the unified electroweak theory
(EW) [5, 26, 27]. The strong interaction is described by the quantum chromodynamics (QCD)
[28].

The fermions of the SM are quarks and leptons. Quarks participate in strong interactions
and leptons do not. Vector bosons are the force carriers. The strong interactions are realized by
exchanging gluons between quarks. The electromagnetic interactions correspond to the photon

exchange between electrically charged particles. In weak interactions, unstable heavy elemen-



tary particles decay to stable elementary particles mediated by 7+ bosons and Z boson.

In the SM, the Higgs mechanism introduces a scalar field to generate the mass of the W+
and Z bosons and the fermions [4]. In its simplest formulation, the Higgs mechanism predicts
the existence of a scalar elementary particle named the Higgs boson.

The SM elementary particles and their quantum numbers including mass, electric charge
and spin are summarized in Figure 1.1 [29]. There are three generations of elementary fermions
with the same charges and different masses. The up quarks, charm quarks and top quarks are
with 2/3 elementary electric charge, known as up-type quarks. The down quarks, strange quarks
and bottom quarks are with —1/3 elementary electric charge, known as down-type quarks. The
electrons, muons and tau leptons are negative electrically charged leptons. The corresponding

electrically chargeless leptons are the neutrinos only involved in weak interactions.

1.1 Gauge field theories

In the QFT, the fermions are described by the excitation of the spinor field denoted by ). The
free fermion field theory does not realize interactions and gauge invariances in Maxwell’s equa-
tions. In the formalism of quantum mechanics, the electromagnetic gauge transformation adds
a phase on the states [30]. As a generalization, fermions assigned to a gauge are involved in the
corresponding fundamental interaction. The theories of this type are named gauge theories.

In a gauge theory, the Lagrangian of the fermion field needs to be invariant under a group
of gauge transformations. A gauge transformation on a fermion field is a local unitary transfor-
mation with a general form ¢ — ¢/(z) = U(x)y(z), where U(x) is the operator of a gauge
transformation. The locality in these transformations requires the gauge invariance to be an
intrinsic structure of the field different from the symmetries in the field spacetime configura-
tion. These gauge symmetries are achieved by the introduction of vector fields named gauge
fields. The mass terms of the gauge fields are not gauge-invariant and therefore forbidden in the
Lagrangian. This means gauge bosons as excitations of these fields must be massless without
additional mechanisms introduced.

Quantum electrodynamics (QED) is the simplest gauge theory describing the electromag-
netic interactions with the local U(1) gauge group [25]. To make the Lagrangian U (1) gauge-
invariant, a single gauge field is required. Photons are the excitations of this field. The con-
served charge for the U(1) gauge transformation is the electric charge of the fermion. This
theory demonstrates the need for photons and the electric charges from the U(1) gauge invari-
ance.

In the SM, there are multiple gauge structures associated with the fermions. The EW the-
ory follows the SU(2), x U(1)y gauge group. The QCD theory follows the SU(3) gauge
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Figure 1.1: The SM elementary particles and quantum numbers.

group. These non-Abelian gauges are described by the Yang-Mills theory [31]. The QCD
theory describes strong interactions. The fermions subject to this gauge are the quarks with
SU(3) charges named colors. The gauge bosons for this theory are the gluons. The EW theory
describes the unified electromagnetic and weak interactions. This theory accumulates contri-
butions from many physicists known as Glashow-Salam-Weinberg (GSW) theory [5, 26, 27].
The subscript L means only left-handed fermions (and right-handed anti-fermions) observe the
SU(2) part of the gauge. The subscript Y denotes the U(1) charge known as hypercharge
in this theory, distinguished from the electric charge. The electric charge is produced by the
combination of SU(2), charge named weak isospin and hypercharge.

In Fermi weak interaction, the current is electrically charged [32]. This requires a mixed de-
scription of the electromagnetic and weak interactions. Parity violation in the weak interaction
was proposed by Lee and Yang [33] and confirmed by the Wu experiment [34]. The fermions
described by the spinor fields have the components invariant under the Lorentz transformations
in the right-hand and left-hand frames respectively. This property is known as chirality. The
chirality of a fermion is inversed under parity transformation. Therefore, parity violation in the
weak interaction requires its theory should be chiral, which means left-hand particles and right-
hand particles behave differently under weak interaction. The neutral current was predicted by
the GSW theory and experimentally confirmed later [35]. The mass production of weak bosons



and chiral fermions needs additional mechanisms to manifest the gauge invariance. The weak
boson mass generation problem is achieved by the Higgs mechanism in the GSW theory [4].

This mechanism provides a simple solution to the fermion mass generation as well.

1.2 The Higgs mechanism

The Higgs mechanism generates mass for vector bosons by introducing scalar fields ¢ to break
the gauge symmetry [4]. In this mechanism, there are some requirements on the potential of ¢.
The potential distribution over the ¢ configuration conserves the gauge symmetry. The potential
attains the minimum value at multiple ¢ points that are not at ¢ = 0. Since the system always
tends to achieve the minimum potential state, there has to be a choice of vacuum at one of the
minimum potential points. The Lagrangian of ¢ is re-expanded around the chosen vacuum.
The vacuum and the re-expanded form of Lagrangian do not observe the original symmetry
anymore. This process is named spontaneous symmetry breaking (SSB) [36]. In the maximum
breaking of gauge symmetries, the ¢ fields are gauge transformed to make the expansion with
the vacuum expectation value v and a single scalar field defined around the vacuum point. The
gauge bosons acquire mass from the vacuum configuration. This new scalar field from the
expansion predicts the existence of the Higgs boson.

In the Standard Model, the Higgs mechanism is applied minimally with a doublet of com-
plex scalar fields conserving the EW gauge SU(2) x U(1)y. The scalar fields are transformed
as:

b — T 02, (1.2.1)

where 7% are the generators for the SU(2) group. The symbols a® and 6 are the real numbers
indicating the amount of transformation. The SSB process breaks the EW gauge to U(1)gy
which is the electromagnetic gauge. A general doublet of complex scalar fields has four degrees
of freedom. Three of them are eliminated by the choice of gauge and only one real scalar field
around the vacuum point leaves. These eliminated degrees of freedom generate mass for W+
and Z bosons through the vacuum expectation value of the scalar field. Photons are not coupled
to the vacuum expectation value and remain massless upon the gauge choice. The left real scalar
field predicts the Higgs boson [4].

The mass generation of chiral fermions is achieved simultaneously by introducing their
Yukawa couplings to the ¢ field [5]. The expansion around the vacuum in the SSB applies to
the Yukawa coupling terms as well. In this process, the left chiral and right chiral fermions
are coupled together by the vacuum expectation value. These terms provide mass to fermions.
These mass terms are accompanied by the interaction terms with the Higgs boson.

With the Higgs mechanism included, the Lagrangian of the SM is summarized in the fol-
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The first term is the kinetic term for the gauge bosons, where £, is the field strength tensor.
The second term and its Hermitian conjugation are the kinetic terms for the SM fermions, where
) = 1T7° denotes the conjugation of the fermion fields, v* denotes the gamma matrices and
D, is the covariant derivative. The third term and its Hermitian conjugation are the Yukawa
interactions of the fermions and the Higgs field, where y;; is the Yukawa coupling where the
indices 7 and j refer to the fermions. The last two terms are the Lagrangian for the scalar field
introduced by the Higgs mechanism, where V'(¢) is the potential term. Through the Higgs
mechanism, the mass of chiral theory fermions and weak gauge bosons are explained well. An
additional scalar particle is predicted as the Higgs boson. The discovery of the Higgs boson at
CERN in 2012 found this last missing piece in the SM, making it a great success [1, 2].

1.3 Higgs boson production and decay at the Large Hadron
Collider

This analysis is carried out at the Large Hadron Collider (LHC) at CERN [37]. This is the
world’s largest proton collider in which the Higgs boson was discovered. The designed centre-
of-mass energy for the protons in collisions ranges from 7 TeV to 14 TeV. The production
channels of the Higgs boson are determined by the properties of proton collisions.

A proton is not an elementary particle. It is a bound state composed of quarks and gluons
through the strong interaction [38]. The quantum numbers of a proton are determined by two
up quarks and one down quark. These are the valence quarks. From the quantum fluctuation
inside a proton, many gluons and other quarks are created and annihilated. The proton collision
events are described by the interactions between these quarks and gluons as a “part" of a proton.
This is the parton model [39]. The probability density distribution of different flavour partons
involved in the collision is described by the parton distribution function (PDF). The PDF of
interacting protons at the LHC is dominated by gluons with a low momentum share among the
total proton momentum [40]. The deep inelastic collisions at the LHC are intrinsically gluon-
gluon collisions and quark-quark collisions, where the gluon-gluon collisions are dominant.

The dominant production channel of the Higgs boson at the LHC is gluon fusion (ggF).
The other important channels include vector bosons fusion (VBF), associated production with
W/Z boson (VH), and associated production with heavy quarks [41]. An example of the associ-
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ated production with heavy quarks is top quark pair fusion (ttH). These processes are visualized
by the Feynman diagrams [42, 43]. The leading order contributions of ggF, VBF, VH and ttH
processes are illustrated in Figure 1.2.

The theoretical predictions of the cross-section of these channels are computed by the LHC
Higgs cross-section working group [44]. These cross-section values with the mass of the Higgs
boson at 125 GeV assumption are shown in Figure 1.3 as a function of the centre-of-mass
energy of protons in the collision [44]. The cross-section computation for the ggF is with
QCD accuracy up to next-to-next-to-next-to-leading order (N*LO) and EW accuracy up to next-
to-leading order (NLO). The cross-section computation for the VBF is with QCD accuracy
up to next-to-next-to-leading order (NNLO) and EW accuracy up to NLO. The cross-section
computation for the VH is with QCD accuracy up to NNLO and EW accuracy up to NLO.
The cross-section computation for the ttH is with both QCD and EW accuracy up to NLO. The
dataset used in this analysis has the centre-of-mass energy /s = 13 TeV., during the second
stable operation period known as Run 2. At /s = 13 TeV, the ggF, labeled by pp — H in the
plot, has the largest cross-section of these channels. The value is of an order larger than the
second dominant VBF channel, which is labeled as pp — qqH. The VH production channel,
labeled as pp — W H and pp — Z H depending on vector boson type, has a cross-section of
about half of the VBF value.

In the VBF and VH channels, the Higgs boson has couplings to W= or Z bosons as shown in
the Feynman diagrams. The VBF channel has at least two non-resonant jets produced together
with the Higgs boson. Kinematic observables of these two jets are sensitive to the Higgs boson
beyond the Standard Model (BSM) couplings to vector bosons couplings. This feature makes
the VBF channel a suitable channel for measuring the couplings using the information in the
production process.

The properties of the Higgs boson are studied with its decay products in the collider. The
theoretical predictions of the branching ratio of the Higgs boson decay modes are computed by
the LHC Higgs cross-section working group up to NLO EW accuracy [44]. The branching ratio
values are shown in Figure 1.4 as a function of the Higgs boson mass [44]. The b quarks decay
mode, with about 58% branching ratio, dominates the decay channels around 125 GeV Higgs
boson mass. The bosonic decay modes of the Higgs boson have relatively smaller branching
ratios. The branching ratio of the W bosons decay mode is about 22%. The value for the
decay into Z bosons mode is about 2.6%.

Among decay products of the Higgs boson, the Z boson has leptonic decay modes into a
pair of electron and positron denoted by e~ and e™ and a pair of muon and anti-muon denoted
by p~ and p™. This results in a final state with four leptons from the full leptonic decay of
the Z bosons decayed from the Higgs boson denoted as H — ZZ* — 4l. In the ATLAS
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Figure 1.2: Leading order Feynman diagrams for the main Higgs boson production channels at
the LHC: (a) ggF (b) VBF (c) VH (d) associated production with heavy quarks.

and CMS experiments, this decay channel has played an important role in the discovery of the
Higgs boson [1, 2]. This final state is neutrino-free. This makes it fully reconstructable. The
lepton-only final state is well separated from the heavy multi-jet backgrounds at the LHC. The
e* and pF are identified with high efficiency at the LHC [45, 46]. These features make this
decay channel suitable for precise measurements of the Higgs boson couplings. In this study,

the measurement of the Higgs boson couplings focuses on the H — ZZ* — 4l decay channel.

1.4 Experimental results

As the last missing piece of the Standard Model, searching for the Higgs boson has a long his-
tory since the prediction from the Higgs mechanism [47]. In the analyses at multiple accelerator
experiments, the exclusion limits on the Higgs boson mass have been set and the significance of
the potential Higgs boson signal has been studied [48—51]. In 2012, the Higgs boson has been
finally discovered by the ATLAS and CMS experiments at the LHC independently based on the
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Figure 1.3: Cross-sections of Higgs boson production channels at the LHC as a function of the
centre-of-mass energy in pp collisions.

analysis of the 2011-2012 data [1, 2]. Measurements of the properties of the Higgs boson have
been carried out since its discovery.

In high-energy physics experiments, the discoveries and measurements are based on statis-
tical analyses from enormous data produced in accelerators. The number of collision events
available is crucial to analyses of an experiment. In high-energy physics, the concept of lumi-
nosity is introduced to quantify the ability of an accelerator to deliver collision events [52].

The instantaneous luminosity is defined as the proportional factor between the cross-section
and the event rate shown as follows:

dR
~ = Lo, (1.4.1)

where dR/dt is the event rate, o, is the cross-section of the process of interest and L is the
instantaneous luminosity. This quantity depends only on the properties of the machine. By

increasing the beam intensity, more particles can pass through the area that two beams cross in
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Figure 1.4: Higgs boson decays branching ratios as a function of the Higgs boson mass.

the same period. By squeezing the transverse size of two beams, particles in one beam are more
likely to collide with particles in the opposite beam. Both methods can increase luminosity. The
expression of the instantaneous luminosity for a head-to-head collision of Gaussian distributed

beams in a circular collider is shown as follows:

L= M, (1.4.2)
dro,oy

where N; and N, are the numbers of protons in each bunch of collision, f is the revolution
frequency of each beam in the circular collider rings, 7y, is the number of bunches, o, and o,
are the bunch sizes orthogonal to the beam traveling [52]. The integrated luminosity is the
integrated value of instantaneous luminosity over time. This quantity is a measure of the total

amount of data available in an accelerator.
In 2012, the ATLAS and the CMS experiments at the LHC announced the discovery of
a new particle [1, 2] The ATLAS experiment combined the 2011 data at central-mass energy
/s = 7TeV of integrated luminosity 4.8 fb~' and 2012 data at /s = 8 TeV of 5.8 fb~" received
inH — ZZ* — 41, H — ~vyand H — WW?* — evuv channels. The obvious excesses with
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high mass resolution were observed H — ZZ* — 4l and H — -y channels. The analysis
in the H — WW* — evuv channel found the excess in a broad mass region. The CMS
experiment combined the 2011 data at /s = 7 TeV of integrated luminosity 5.1 fb~! and 2012
data at /s = 8 TeV of 5.3 fb~ ' received in H — ZZ* — 41, H — vy, H - WW* — evpuv,
H — bband H — 7t7— channels. The H — ZZ* — 4l and H — ~~ channel analyses
found obvious excesses with high mass resolution. The H — WW™ — evuvr channel analysis
found the low mass resolution excess. The analyses in the H — bb and H — 77— channels
did not find clear sign of signal. The result of the ATLAS and the CMS experiment agrees with
each other. The observed particle is compatible with the SM Higgs boson of mass 125 GeV
hypothesis. The properties of the new particle have been studied in the analyses following.

The mass of the Higgs boson was measured jointly by the ATLAS experiment and the CMS
experiment on the analyses using 2011-2012 data in the H — ZZ* — 4l and H — vy
channels. The result is 125.09 £ 0.21(stat.) & 0.11(syst.) GeV [53], where the two errors are
statistical uncertainties and systematic uncertainties respectively. The latest Higgs boson mass
measurement result is 125.25+0.17 GeV combined the ATLAS and CMS experiments analyses
on 2015-2018 data in these channels [54-56].

The spin and parity of the Higgs boson were measured by both the ATLAS and CMS ex-
periments. The behavior of the interactions between the Higgs boson and the other elementary
particles under the simultaneous charge conjugation and parity inversion (CP) was tested mean-
while in these studies. In the SM, the Higgs boson is a scalar particle with spin-0 and CP-even
couplings. This means the physics is invariant under the CP. The H — ~~y process disfavoured
the spin-1 hypothesis based on the selection rule [57, 58]. The ATLAS analysis using 2011-2012
datainthe H — ZZ* — 4l and H — WW™ — evuv channels excluded the spin-1 hypoth-
esis at more than 99% confidence level [6]. The succeeding study on the H — ZZ* — 4l,
H — WW* — evurv and H — ~ channels using 2011-2012 data strongly favoured the
spin-0 with CP-even couplings hypothesis against the spin-0 with CP-odd couplings hypothesis
and spin-2 hypotheses tested at more than 99.9% confidence level [7]. The CMS analysis using
Run 1 datainthe H — 41, H — WW"* — evuv and H — -7y channels had results consistent
with the spin-0 with CP-even couplings hypothesis against the spin-1 and spin-2 hypotheses
at more than 99.999% and 99.87% confidence level respectively [8]. The CP-odd couplings
spin-0 hypothesis was constrained well. The measured spin and parity properties of the Higgs
boson in the ATLAS and CMS experiments on Run 1 data are highly consistent with the SM
expectations.

There are updated CP measurements of BSM Higgs boson coupling structures in different
channels in the ATLAS and CMS experiments. The ATLAS experiment has measured the Higgs

boson production cross-section and interpreted them in terms of effective couplings to gauge
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bosons using 139 fb~! of data in the H — ZZ* — 4l channel [9]. The CP invariance has been
tested in the Higgs boson coupling to 7 leptons on the 139 fb~* of data in the H — 77 channel
[10]. The test in the Higgs boson coupling to top quarks has been done using 139 fb~! of data
in the H — 7y channel in the ATLAS experiment [11]. The test in the Higgs boson coupling
to EW gauge bosons has been done using 139 fb~* of data in the VBF H — ~~ channel in the
ATLAS experiment [12]. The CMS experiment has measured the CP structure of Higgs boson
coupling to top quarks using 138 fb~' of data in the ttH and top quark associated production
with H — WW?* and H — 77 decay channels [13]. The CP structure in the Higgs boson
coupling to 7 leptons was measured using 137 fb~! of data in the H — 77 decay channels in
the CMS experiment [14]. The results of these measurements are all consistent with the SM
predictions with available data samples. Higher sensitivity is required to further investigate the
CP structure in the Higgs couplings.

The analysis described in this thesis is specially designed to investigate the CP structure of
the Higgs boson couplings to Z bosons using 139 fb~! of data. The shape distributions of the
kinematic observables in the VBF and H — ZZ* — 4l events are used to constrain the effective
CP-odd Higgs boson to Z bosons couplings. The use of the shape information is expected to
produce results with higher sensitivity from the effective coupling measurement succeeding the
ATLAS 139 fb™! cross-section measurement in the H — ZZ* — 4l channel.
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Chapter 2

CP violation and baryon asymmetry

2.1 CP violation in the Standard Model

Charge conjugation is the transformation that reverses the charge of particles. If a theory is
invariant under the charge conjugation, it has the C symmetry. Parity inversion is the transfor-
mation that flips the spatial coordinates of particles. If a theory is invariant under the parity
inversion, it has the P symmetry. A theory has the CP symmetry if it is invariant under the
simultaneous charge conjugation and parity inversion.

In the SM, the strong interactions and electromagnetic interactions preserve the C symmetry,
P symmetry and CP symmetry. The weak interaction in the SM violates the C and P symmetry
significantly [5, 26, 27]. In the weak interaction, only left chiral fermions and right chiral
anti-fermions involve in the interaction with the weak bosons. The parity violation in the weak
interaction was first raised by Lee and Yang in the analysis of the kaon decay [33]. The violation
was observed in the Wu experiment through 3-decay of cobalt-60 atoms [34]. The cobalt-60
nucleus is radioactive. It decays into an excited nickel nucleus and the nickel nucleus radiates
~-rays to fall into the ground state. If the parity were conserved in this process, the electrons
should be emitted along both the polarization direction of the cobalt atom and the reverse for the
same probability. In this experiment, a magnetic field was applied to align the polarization of
the atoms. The experiment started at a low starting at a low temperature and gradually warmed
up. The alignment of the atom polarization became looser during this process. Two ~y-ray
counters at the equator and around the polar direction were used to monitor the polarization
situation of the cobalt atoms. The [-decay electrons were detected along the polar direction.
These detections were done again with the magnetic field direction reversed. The result showed
for the more aligned atom polarization indicated by the v-ray counting, the larger share of the
electrons was emitted along the magnetic field direction both before and after the magnetic field

reversion. This indicated the existence of the parity violation in the S-decay.
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As a step forward, the CP symmetry is violated as well in the weak interactions with the
existence of fermions of multiple generations in the Standard Model. Both CP-even and CP-
odd mesons are constructed from a pair of quarks with each quark from a different generation.
For example, the neutral kaon constructed by a pair of down quark (d) and strange quark (s) and
their anti-particles has the CP-even state (d5 + sd)/+/2 and the CP-odd state (d5 — sd)/+/2 with
different lifetimes. The bar above the quark denotes the anti-particle. The fermion masses are
generated from their Yukawa couplings to the scalar field in the Higgs mechanism [S]. The mass
eigenstates of the quarks are mixed from their weak interaction eigenstates. Therefore, the weak
interaction between massive quarks crosses generations. The weak interactions between three-
generation massive quarks in the SM are characterized by the CKM matrix [59]. The small
off-diagonal entries are measured for the couplings between quarks from different generations.
These CP-even and CP-odd mesons oscillate between each other mediated by the weak bosons
following the CKM matrix [60]. CP violation is generated from this process.

In the Brookhaven National Laboratory, the “indirect” CP violation was first observed in an
experiment studying the decay of the long-lifetime kaons [61]. If the CP were conserved, the
final state of CP-odd neutral kaon hadronic decay should consist of three pions. The one for
CP-even neutral kaon should consist of two pions. This leads to a longer lifetime for the CP-
odd neutral kaon. There was a branching ratio of about two in a thousand for the long-lifetime
kaon decaying into two pions observed in this experiment. This indicated only the long-lifetime
neutral kaon should not be pure CP-odd but with a CP-even component. The CP violation
observed could be due to the state mixing but not the decay coupling and therefore was named
indirect.

The succeeding experiment studies have been carried out to search for the so-called “direct”
CP violation in the weak interaction vertex. The KTeV experiments at Fermilab and the NA48
experiments at CERN first observed the evidence for the direct CP violation in the decay of
kaons [62, 63]. The theoretical parametrization indicated the observable for direct CP violation

searching as follows:

o 1 T(Kp — wta) T (Ks — 77)
R(e'/e) [ T(K, — WOWO)/F(KE — 070)

=3 —1], (2.1.1)
where €’ is the direct CP violation contribution to the neutral kaon decay into two pions and €
is the total CP violation contribution to the processes [64]. The I' factors are the decay rate of
the corresponding processes where K, indicates the long-lifetime kaon and K'g indicates the
short-lifetime kaon. The KTeV experiment measured the result $(¢’/¢) = (28.0 + 3.0(stat) +
2.8(syst)) x 1074 [62]. The NA48 experiment measured the result R(€’/e) = (18.5+4.5(stat) +
5.8(syst)) x 1074 [63]. Both experiments confirmed the CP symmetry is directly violated in the

16



kaon decay processes.

The CP violation has been found continuously in the weak interaction for different generation-
mixed mesons in the SM. The CP violation in B® mesons which are constructed by a pair of
down quark and bottom quark has been observed in the Belle experiment at the KEKB accel-
erator [65]. The CP violation in D° mesons which are constructed by a pair of up quark and
charm quarks has been observed in the LHCb experiment at the LHC [66].

In a more formal description, the quantity Jarlskog invariant is derived from the commu-
tation of the mass matrices for up-type quarks and down-type quarks in their weak interaction
eigenstates [67]:

J = S(ViyVuVisVid), (2.12)

J

where V;; denotes the CKM matrix element with the indices ranging from 1 to 3. This quantity
is independent of the parametrization in the CKM matrices. Given the CKM matrix is the only
source of the CP violation in the SM, any CP violation effect in the SM is proportional to this
quantity. The latest fit value for the Jarlskog invariant is 3.0870 15 x 107° [54].

2.2 Baryogenesis and the need of beyond the Standard Model

CP violation

The observable Universe is dominated by matter. If there were regions of matter and antimatter
in the Universe, the antimatter and matter should annihilate to emit ~y-rays at the boundaries.
Studies based on cosmological observations have excluded this scenario [68]. This fact sug-
gests the Universe is purely matter-dominant. The phenomenon is known as matter-antimatter
asymmetry.

To produce the matter-dominant Universe, there have to be some mechanisms producing
more matter than anti-matter. The nuclei of atoms consist of protons and neutrons, which are
baryons. Ordinary matter formed from atoms is dominant by the baryons and is therefore known
as baryonic matter. Baryogenesis is the process to produce extra baryons in the early Universe.
It is one of the possible mechanisms. Sakharov raised three requirements known as Sakharov’s
conditions for the baryogenesis happening [16]. The conditions include:

e The baryon number is violated.
* Both C and CP are violated.

* The Universe is not always evolving under thermal equilibrium.

The baryon number is a quantum number in the strong interaction. The baryon number is

conserved for all perturbative interactions in the SM. Each quark is with a +1/3 baryon number
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and the anti-quark with —1/3. A baryon consisting of three quarks has a +1 baryon number.
An anti-baryon consisting of three antiquarks has a —1 baryon number. A meson consisting of
one quark and one antiquark has a 0 baryon number. The baryon number changes in generating
extra baryons. Therefore this mechanism must allow the baryon number violation.

For a process of generating baryons, the charge-conjugated process generates antibaryons at
the same rate if the C symmetry is preserved. In this scenario, there would be no extra number
of baryons generated. Furthermore, for a process generating left-chiral (right-chiral) baryons,
the CP-inverted process generates right-chiral (left-chiral) antibaryons at the same rate if the
CP symmetry is preserved. There would be no extra number of baryons generated as well. For
more baryons produced in baryogenesis, the C and CP symmetries must be violated.

If the Universe evolves always under the thermal equilibrium, the rates of producing and
vanishing baryons are the same. No net baryon number increasing should be kept given the
thermal equilibrium. To achieve the current matter-dominant Universe, there has to be an exit
mechanism for the thermal equilibrium.

In the cosmological observation results of the Wilkinson Microwave Anisotropy Probe ex-
periment, the baryon-to-photon ratio is 6.5733 x 107'° [15]. As the Universe cooled down,
the baryons and antibaryons in the early Universe annihilated into photons. This observation
suggests there is about one extra baryon left for a billion baryons and antibaryons. Together
with the baryon number violation and non-equilibrium, CP violation is one of the necessary
conditions for baryogenesis. The only source of this violation in the SM is described by the
Jarlskog invariant, which would be difficult to match this observed value. In a theoretical esti-
mation with certain baryon number violation and non-equilibrium conditions, a dimensionless
quantity constructed from the Jarlskog determinant is of a value around the order 10~2° [69].
This value is too small compared to the observed baryon-to-photon ratio. The 10'° order am-
plified Jarlskog invariant value would possibly account for the matter-antimatter asymmetry
naturally. For additional sources of CP violation, physics beyond the SM should be considered.
The potential CP violation contribution in the precision measurements of the Higgs boson cou-
plings to SM particles might be one of the sources beyond the SM. This study tests the BSM
CP-odd contributions in the Higgs boson couplings to Z bosons. With the CP-even couplings
in the SM, additional CP violation would be produced if non-zero CP-odd coupling could be
measured. This emphasizes the importance of measuring the properties of the Higgs boson, as

it potentially opens a window into physics beyond the Standard Model.
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Chapter 3

Effective field theory

An enormous number of BSM theories and models exist. These models are constructed based
on different assumptions and have different predictions. It is impossible to design a specific
experiment and do the analysis for each of them one by one. To be able to test different the-
ories efficiently, experimental studies should be designed in a model-independent approach.
This means that experimental analysis should rely on the assumptions of a specific new physics
model at the minimum level. The results from the model-independent experiments can be inter-
preted by parameters predicted by different theories. Theories with different mechanisms and
assumptions can test their predictions to these interpretations.

The processes studied at the LHC reach the electroweak scale around v = 246 GeV. Po-
tential new physics above this scale is of interest. The effective field theory (EFT) offers a
model-independent approach for the searches of new physics at higher-energy scales. In this
approach, all possible operators with required symmetries in the SM are added to the effective
Lagrangian. The potential high-energy theories of new physics may contribute to processes
at lower-energy scales. These contributions are folded as the high-order operators at the elec-
troweak scale [70]. If non-zero coupling values for these operators are observed, this would
indicate some new physics existing above the electroweak scale. These EFT measurements
only assume the symmetry requirements for the operators to measure. This minimization of the
assumptions makes this approach highly model-independent. On the other side, a non-zero cou-
pling measured does not indicate what new physics models lead to the effect at the electroweak
scale. Further investigations are required to identify the new physics models that lead to the

observations.
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3.1 The Standard Model Effective Field Theory in the Higgs

sector

The strong, electromagnetic and weak interactions are described well using the gauges in the
Standard Model. The up-to-date experimental results are in good agreement with the SM predic-
tions as described in Section 1.4. Therefore the gauge structures of the SM should be preserved
in probing new physics beyond the Standard Model. In this model-independent analysis, the
Standard Model Effective Field Theory (SMEFT) as a direct extension of the Standard Model
isused [71].

The SMEFT is an EFT model that includes all the SM effects and parametrizes the BSM
effects up to a scale of interest for theorists. The requirements for building the effective La-
grangian for the SMEFT are as follows:

1. The SM gauge symmetry SU(3) x SU(2). x U(1)y is preserved;
2. The final theory should contain all SM degrees of freedom;
3. No low energy limit BSM theory should be present in the Lagrangian.

The first two criteria make sure that the full physics in the SM are satisfied. The third criterion
makes sure that the SMEFT only parametrizes the new physics above the scales the current
experiments can reach. If there exists new physics at the low-energy limit, it would predict
deviations from the SM expectations, which is not consistent with the current observations. The
low energy limit new physics would have predictions deviated from the SM expectations, which
is not preferred by the observations consistent with the SM expectations. With these criteria,
the SMEFT degenerates to the SM at the low-energy limit. Any new physics of interest above
the electroweak scale and below the cutoff is parametrized as higher-order corrections to the
SM.
The Lagrangian of the SMEFT takes the form:

C; C; C;
Lot =Lsm+ Y K.Of’) +y F.OZ@ +y F.Of’ T (3.1.1)

The term Lgy is the SM Lagrangian. Each OZ(N) is an effective operator of dimension-/V indexed
by . The coefficient ¢; is the corresponding dimensionless coupling of the ¢-th operator. The
dimension-/N operator terms are suppressed by the cutoff A to (N — 4) orders, keeping each
term of dimension 4. In this study, no specific high-energy physics or corresponding cutoff
scale is assumed. The interpretations with potential new physics hypotheses are subjective to
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theorists. Before the electroweak SSB, the SM Lagrangian is written as follows:

1 1 1 1
Lsy = _ZG}?VGAW - ZWIWWIW - ZBWBW + (D;@)T(Duqﬁ) +m?¢l — §(¢T¢)2

+ i(Lpl + elpe + IPq + ulpu + dIpd) — (ICeedp + GUuud + GLqdd + h.c.).
(3.1.2)

The first three terms are the kinetic terms for the SM gauge bosons. In these terms, G, W,
and B, are the strength tensor for gluons, EW SU(2), gauge bosons, and EW U(1)y gauge
bosons respectively. The next three terms are the Lagrangian for the scalar field in the Higgs
mechanism with the simplest potential. The symbol D,, denotes the covariant derivative for the
EW gauge. The following terms in the bracket are the SM fermions Lagrangian. The slash is a
convention denoting the contraction with v matrices. Symbols [ and ¢ represent the left-chiral
lepton doublet and quark doublets respectively. Symbols e, u and d represent the right-chiral
electron, up-type quarks, and down-type quarks respectively. The last terms in the bracket are
the Yukawa terms for the SM fermions and scalar field from the Higgs mechanism. The symbol
I' is the Yukawa couplings. The Hermitian conjugation of these terms is included as h.c. to keep
the Lagrangian Hermitian.

The operators above dimension-8 are suppressed by the A scale and not considered in the
study. The dimension-5 operators violate the lepton number conservation [72]. The dimension-
7 operators violate the (B — L) symmetry, where B is the baryon number and L is the lepton
number [73]. These violations are constrained by previous experimental observations [74].
Therefore these terms are not considered in this study. In this study, only dimension-6 operators

are considered, illustrated by the effective Lagrangian as follows:

Ci
Lor=Lsm+ Y 150" (3.1.3)

The dimension-6 operators in the SMEFT are built by the strength tensors of gauge bosons
denoted by X, the scalar fields of the Higgs mechanism denoted by ¢, fermion fields in the SM
denoted by v and the covariant derivatives denoted by D. All possible combinations of these
forms are not linearly independent. There are different bases for parametrizing the Higgs boson
couplings. Different bases are defined upon this redundancy. The Warsaw basis as a standard
basis in the theoretical study is selected in this analysis [71]. With this basis, dimension-6
operators in the SMEFT are categorized by their tensor forms on this basis as follows: X3, ¢°,
¢'D?, 2%, X247, V2 X ¢, 2 ¢* D, " [75].

This study aims at searching the BSM CP violation in the single Higgs boson coupling to
Z bosons. Couplings for the operators of form X?¢? are of interest. Through the spontaneous
symmetry breaking, the Z boson is mixed from the SU(2),, x U(1)y gauge electroweak bosons
W and B and have no relation with the gluon fields. Therefore, W% and B** are the only X
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field strength tensors considered in this study. Since the SM coupling is CP-even, only CP-odd
BSM couplings are measured for CP-violating effects. In the Warsaw basis, such couplings and

the corresponding operators are as follows:

Cow - ¢T¢mpymuua
Cup - ¢T¢BW/B,MV’ (314)
CHwnB - QSTTiQSWi;LVBHVa

The “sign makes operators CP-odd with antisymmetric tensors in the form W, = T pe WP
and B, = €4,,0B”. The €,,,, is an antisymmetric pseudotensor generating additional (—1)

factor under the CP transformation.

3.2 The Higgs basis

Different choices of bases for the parametrization of SMEFT operators may have experimental
utility. The Warsaw basis operators are constructed with the SU(2), x U(1)y bosons and ¢
field before the EW SSB. These particles are not directly observable in the experiments. The
current Universe consists of the massive W+ and Z bosons and the Higgs boson after the EW
SSB. It would be convenient if the experiment results are interpreted on a basis consisting of
these observed bosons. The Higgs basis is proposed to meet these needs [44]. This basis is con-
structed by rewriting the SMEFT Lagrangian using the mass eigenstates of physical particles
and eliminating the dependent operators based on the criteria of the SMEFT. The effective cou-
plings and operators in the Higgs basis are linear combinations of the couplings and operators
in the Warsaw basis.

In the measurement of an effective coupling, the analysis usually only extracted some as-
pects of the information from the raw data. In addition, the precision of the experiments is
limited by the finite number of events in the collected dataset. The precision of momentum and
energy measurements is not infinitely high in a real detector. The efficiency of event reconstruc-
tion and identification is not 100%. Background events are present in the collider. Therefore,
different bases could provide different perspectives on the experimental measurements.

In the Higgs basis, the couplings and corresponding dimension-6 CP-odd operators for the
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Higgs boson and weak gauge bosons interactions are as follows:

2 B
e L9, am
/2 2 ~
e, NPT ;g 7, A, (3.2.1)

e? ~
~ uw
Coyy i A AMY

where the symbols ¢g and ¢’ are the SU(2);, and U(1)y couplings respectively. The symbol
e=ygqg'/ \/W is the electromagnetic coupling. The symbols Z,,, and A,,, are the strength
tensors for the Z boson and photon fields. The transformation between the Warsaw and Higgs
bases is defined in the report of the LHC Higgs Cross Section Working Group [44] and is given

below: V2 Agtc. — + 40202 —  + dglc. ~

= _ V29 Cyw T299 Chwp T Cup

2z A2 (92 +g/2)2 9

2_ 12
ey — 25 ey — Aoy (322)
Coy = 332 2 2 ’
A g +g
. = v® 49% ey — 499 cyp + 49° ey
YY T A2 929/2 '

3.3 Parameters measured in the effective field theory

In this analysis, the test of the CP invariance is done through the measurement of the SMEFT
couplings parametrized in previous sections. The measurement is carried out with both the
Warsaw basis and the Higgs basis. The parameters measured include the effective couplings
Criir» €y B> Crvp iN the Warsaw basis and ¢..., ¢., ¢, in the Higgs basis.

To allow comparison and combination of this analysis with the measurements in other chan-
nels, an additional parameter d is measured as well. This is the parameter measured in the Higgs
decay to 77 analysis [76]. In the EFT framework, this parameter is constructed with constrained
Warsaw basis couplings:

1/2

ci: F XCuw>Caw = Cub uwp = 0. (3.3.1)

This parameter facilitates a cross-channel validation and potential combination of the measure-
ment on different decay modes for VBF events.
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Chapter 4
Experimental setup

Particle physics experiments aim to measure the properties of elementary particles and their
interactions. In particle accelerators, high-energy and high-intensity beams of particles are
produced. Various types of electromagnetic fields are employed to accelerate and guide the
beams to collide. Detectors are constructed to collect information from high-energy collisions
of particles within the accelerator. This study analyzed the datasets collected by the ATLAS
detector during 2015-2018 at the Large Hadron Collider.

4.1 The Large Hadron Collider

The Large Hadron Collider is the world’s largest proton-proton circular collider and synchrotron,
located at CERN [37]. The circumference of the LHC tunnel is about 27 km. The tunnel is lo-
cated underground at a depth of around 100 m, crossing the border of France and Switzerland.
The tunnel was previously occupied by the Large Electron Positron collider (LEP) [77]. After
the end of the LEP operation, the old machine was removed for the installation of the LHC. Pro-
ton beams are collided at the LHC. The designed centre-of-mass energy of these proton beams
at the LHC can reach up to 14 TeV [37]. This is much higher than the value for LEP: up to
209 GeV [78].

The layout of the LHC is illustrated in Figure 4.1 [79]. The separated LHC beams travel
in opposite directions, within the two rings of the accelerator [80]. The two beams consist of
protons for the same charge. Magnetic fields in the opposite direction to guide them traveling
in the opposite directions. Each LHC main ring is composed of eight arcs and eight insertion
regions. The arcs are the curved parts of the rings. Each contains dipole magnets for bending
the beams and quadrupole magnets for squeezing the beams. The insertion regions are the long
straight regions between the arcs. In each insertion region, the two beams cross at the inter-

action point. These regions serve diverse functions in the collider, including accommodating
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experiments, collimating and accelerating beams, and absorbing beams.

There are four main experiments at four interaction points of the rings: ATLAS [81], CMS
[82], LHCb [83] and ALICE [84]. The ATLAS and the CMS are general-purpose detectors,
designed to study the Higgs physics and potential new physics at the energy frontier. The LHCb
experiment is dedicated to the studies of hadron physics, focusing on detecting CP-violating
processes and rare decays of bottom and charm hadrons. The ALICE is a general-purpose
heavy-ion detector focusing on the QCD measurements within the SM.

The Run 2 CERN accelerator complex is illustrated in Figure 4.2 [85]. The injection scheme
of the LHC Run 2 beams using the accelerator complex is described in [86]. At the beginning
of the LHC Run 2 injection chain, protons are prepared from the ionization of hydrogen by an
electric field. The linear collider LINAC 2 accelerates the protons to 50 MeV. Then the proton
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Figure 4.2: The CERN accelerator Complex in 2018.

beam is injected into the Proton Synchrotron Booster (PSB). The PSB is a circular accelerator
with four stacked rings. Each ring takes the injection from the LINAC 2. The particles in the
four rings are accelerated together in the PSB to 1.4 GeV. Accelerated particles in each PSB
ring are then injected into the Proton Synchrotron (PS) as a beam bunch. For the nominal LHC
beams, the PS injects two batches of six beam bunches during each acceleration period. The
injected beams in the PS are accelerated to 25 GeV and split into 72 bunches separated by
a 25 ns time interval. The beams are then injected into the Super Proton Synchrotron (SPS)
and accelerated to 450 GeV. The accelerated beams in the SPS are separated into 2 directions
and injected into the LHC rings at interaction points 2 and 8 counter-clockwise and clockwise
respectively. The proton beams inside the LHC are accelerated and bunched further to the
energy for collisions.
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4.2 The ATLAS detector

The ATLAS detector is the world’s largest general-purpose particle detector with 46 m length,
25 m height and 25 m width [87]. The ATLAS experiment employs a right-handed coordinate
system with the origin at the nominal interaction point at the centre of the detector and the z-
axis is aligned with the beam pipe. The z-axis points from the IP to the centre of the LHC ring,
and the y-axis points upwards. Cylindrical coordinates (r, ¢) are used in the transverse plane,
¢ being the azimuthal angle around the z-axis. The pseudorapidity 7 is defined in terms of the
polar angle 6 as

n = —Intan(0/2), (4.2.1)

and the rapidity is defined in terms of energy £ and momentum pasy = 1/2In[(E+p,)/(E —
p.)|. Angular distance is measured in units of AR = \/m .

The layout of the ATLAS detector is shown in Figure 4.3 [87]. The ATLAS detector consists
of three main components as sub-detectors. The Inner Detector (ID) is the innermost part of
the detector around the beam pipe. This part measures the trajectories and the momentum of
charged particles. It is known as the tracking system of the detector. The calorimeters are
located in the middle parts surrounding the ID. The calorimeters consist of electromagnetic
calorimeters (ECAL) and hadronic calorimeters (HCAL). The calorimeters are used to absorb
scattered particles and measure their energies. The outermost part is the muon spectrometer. It
detects the muons and reconstructs their trajectories together with the inner detectors.

In the ATLAS detector, the measurement of the momentum of charged particles is supported
by the magnet system. A charged particle traveling in the magnetic field has its trajectory bent

by the Lorentz force as follows:

vl
R )
where v is the velocity perpendicular to the magnetic field. The perpendicular momentum of

qu . B=m 4.2.2)

the charged particle is determined by the radius of curvature of its trajectory.

For the transverse momentum measurement of charged particles, the entire ID is immersed
in a 2 T magnetic field that is parallel to the beam axis [88]. This field is provided by a solenoid
magnet with 5.8 m length and 2.46 m inner diameter surrounding the ID. The trajectories of the
charged particles are deflected by the solenoidal field in the transverse plane. For the muon mo-
mentum measurement, the magnetic field is provided in the muon spectrometer in the azimuthal
direction of the ATLAS coordinate. The field is approximately 0.5 T for the barrel parts, where
the pseudorapidity range is 0 < || < 1.4, and approximately 1.0 T for the endcap parts, where
the pseudorapidity range is 1.6 < || < 2.7. The transition region is affected by both fields. The
magnetic field for the barrel region of the muon spectrometer is provided by a toroid consist-

ing of eight coils located within the muon spectrometer in the transverse plane. The magnetic
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Figure 4.3: The ATLAS detector layout.

field for the endcap region of the muon spectrometer is provided by two toroids each consisting
of eight coils surrounded by the barrel muon spectrometer. Muons passing through the muon

spectrometer are deflected by it in the » — 2z plane.

ATLAS tracking system

The layout of the ATLAS tracking system is shown in Figure 4.4 [87]. From the inside out,
it consists of the Pixel Detector, the Semiconductor Tracker (SCT), and the Transition Radi-
ation Tracker (TRT). Each component contains the barrel and the endcap parts, which cover
different but overlapping pseudorapidity ranges. The positioning and size of the components
are demonstrated in Figure 4.5 [89]. The ID is designed for the high-resolution measurement of
the trajectories and momentum of charged particles within the range of |n| < 2.5. The position
of the proton-proton collision is reconstructed from the trajectory of outgoing particles as well.
These points are named the primary vertices.

The Pixel detector and the SCT both use semiconductor sensors to measure particle trajec-
tories. The Pixel detector comprises four layers of pixel sensors in the barrel part and three
disks of pixel sensors in the endcap part. The barrel layers are installed at radii of 33.5 mm,
50.5 mm, 88.5 mm and 122.5 mm respectively. The endcap disks are installed at z = 495.0 mm,

28



VAT llllllllllllllvll
o 1l

End-cap semiconductor tracker

Figure 4.4: The ATLAS tracking system layout.

580.0 mm and 650.0 mm respectively. The SCT comprises four layers of micro-strip sensors
in the barrel part and nine disks of micro-strip sensors in the endcap part. The barrel layers are
placed at radii of 299.0 mm, 371.0 mm, 443.0 mm and 514.0 mm. The endcap disks are placed
at z = 853.8 mm, 934.0 mm, 1091.5 mm, 1299.9 mm, 1399.7 mm, 1771.4 mm, 2115.2 mm,
2505.0 mm and 2720.2 mm. The TRT uses polyimide drift tubes named straws to measure
particle trajectories and identify particles. The tubes are placed parallel to the beam pipe in the
barrel part and radial from the beam pipe in the endcap part.

The silicon pixel sensors of the Pixel detector are each composed of thousands of tiny pixels.
Most of the pixels are of a very small nominal pixel size 50 x 400 zm?. With 107 pixels in total in
the Pixel detector, the accuracy of these pixel sensors is extremely high. The position resolution
is up to 10 pm in the azimuthal direction and 115 pm in the longitudinal or radial directions.
The SCT employs microstrip sensors to achieve a balance between performance and cost. With
the higher radius, the precision required for the SCT is lower. The SCT has a resolution up to
17 pm in the azimuthal direction and 580 pm in the longitudinal or radial directions.

The straws used in the TRT are long tubes filled with a gas mixture dominated by Xe and

CO, with an anode wire in the centre. In the TRT, the straws are stacked as thick walls in
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Figure 4.5: Quarter-section Plan view ATLAS ID layout.

the barrel and endcap detectors. The straws in the barrel part are placed parallel to the beam
direction covering a radius from 563.0 mm to 1066.0 mm. The straws in the endcap are placed
radially with a z coverage from 848.0 mm to 2710.0 mm. A passing through charged particles

can be detected in tens of straws. The azimuthal resolution of these straws reaches 130 pm.

ATLAS calorimetry system

The layout of the ATLAS calorimetry system is shown in Figure 4.6 [87]. The calorimeters are
located outside the ID. The ECAL is the inner part and the HCAL is the outer part. The ECAL
contains the barrel and endcap parts. The HCAL contains the barrel, extended barrel, endcap
parts and the forward calorimeter (FCal) [87].

The ATLAS calorimeters contain the absorbers and the active materials in each module.
When the particles from the proton-proton collisions enter a calorimeter module, they have
interactions with the metal layers named absorber. A lot of low-energy particles known as
showers are emitted from the interactions. The energy of these showers is transferred to the

active material between the layers. Measurement of the current from the absorbed energy of the
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shower in the detector module determines the energy deposit of the particle passing through.
Most of the measured particles are supposed to be fully absorbed by the calorimeter and their
energy is reconstructed mostly from the energy deposit in the calorimeter.

The ECAL, the HCAL endcap and the HCAL FCal are the liquid argon (LAr) calorimeters.
In LAr calorimeters of the ATLAS, the absorber is made of copper, lead or tungsten. LAr is used
as active material. The particles in the shower ionize LAr atoms and the current is produced for
measuring. The barrel and extended barrel parts of the HCAL are the tile calorimeters. In this
type of calorimeter, the absorber is made of steel. The scintillators are used as active materials.
Scintillators emit light when hadrons in the shower pass through. The light signal is collected
and transferred by wavelength-shifting fibres and measured by the photomultiplier blocks at the
outer edge of the module.

In the ECAL, the electrons and photons produced from the proton collisions in the pseudora-
pidity range |n| < 3.2 are absorbed. The radiation length is defined as the mean travel distance
for the particle to lose its energy by 1/e fraction. The thickness of the ECAL is designed greater
than 22 times of electron radiation length. Most of the electrons and photons can be stopped in

the ECAL. The energy deposits of their showers are measured to high granularities. The reso-
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lution of the cell for deposits varies in its layer and |n| value. The resolution is up to 0.025/8 in
n and 0.025 in ¢. The cells achieve the maximum 7 resolution within the ranges |r| < 1.40 and
1.5 < |n| < 1.8 in the first layer. The cells achieve the maximum ¢ resolution within the range
1.40 < |n| < 1.475 in the first layer and within || < 2.5 in the second and third layers. The
energy resolution of the ATLAS detector is parametrized by

@ — % ® % @e 4.2.3)
where a, b and c are the coefficients for the source of the stochastic term, noise term and the
constant resolution [90]. The energy resolution for the LAr calorimeter is about 0.5% during
the ATLAS Run 2 [91].

The hadrons produced from the proton collisions cannot be stopped by the ECAL and travel
into HCAL. With the FCal, the HCAL absorbs and measures the energy of hadrons in the pseu-
dorapidity range || < 4.9. The interaction length is defined as the mean free path between
two inelastic interactions. The thickness of the HCAL is more than 9.7 times of hadron inter-
action length. The resolution of HCAL varies in position. The resolution of the tile calorimeter
is 0.1 in 7 and 0.1 in ¢ except for the last layer. The FCal achieves its finest resolution of
0.75 cmx0.65 cm in Az x Ay within the range 3.10 < |n| < 3.15.

ATLAS muon spectrometer

The layout of the ATLAS muon spectrometer is shown in Figure 4.4 [87]. Muons from the
proton collision usually punch through the calorimeters. The calorimeters cannot determine the
full energy of not absorbed muons. The muon spectrometer is installed outside the calorimeters
as the outmost part of the detector. This provides additional measurements for the muon tra-
jectories within a pseudorapidity range |n| < 2.7. The large radius of the muon spectrometer
is suitable for measuring the momentum of muons reconstructed. The momentum resolution
contains three main contributions:

o MS
op) P g s g s, 4.2.4)

p pr
where the coefficients p)'®, p° and p)’® model the uncertainties from the energy loss in
calorimeters, the multiple scattering with detector materials during the muon propagation and
the intrinsic resolution of the muon spectrometers [92]. The designed muon momentum resolu-
tion in the muon spectrometer for the H — ZZ* decay events is around 3% [93].
The muon spectrometer uses four types of chambers: monitored drift tubes (MDT), cathode
strip chambers (CSC), resistive plate chambers (RPC), and thin gap chambers (TGC) [94].
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The RPCs and TGCs serve as the trigger chambers in the barrel and endcap parts respectively.
These chambers also record the azimuthal angle of incident muons. The MDTs are the primary
chambers used for precise muon measurement up to the range of || < 2.7. Each chamber
contains several drift tubes in 3 — 4 layers. These tubes are filled with Ar/CO, gas and each
possesses an anode wire in the centre [95]. When a muon passed through a tube, electrons
are ionized from the gas molecules along the muon trajectory and drift to the anode wire. The
electrons ionized have different distances to the wire ranging from the distance between the
trajectory to the wire to the radius of the tube. The distance of the trajectory to the wire is
determined by the time duration of electron drift signals. The resolution of a single space point
is around 80 pm and for the chambers is around 35 pm in 2 direction [87, 96].

The CSCs are the chambers used in the high pseudorapidity range 2.0 < |n| < 2.7. These
chambers contain anode wires along radial directions between two cathodes consisting of stripes
one along the radial direction and one in the perpendicular direction. Since the distances be-

tween each cathode and a wire are uniform, the designed drift duration of the electrons is shorter
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than that of the MDT. Therefore, these chambers are with better time resolution overcoming the
heavier event rates and background conditions in the high 7 region. The chamber precision is
around 40 pm in the radial direction [87].

ATLAS trigger and data acquisition system

In the LHC, the designed separation of the proton bunches is 25 ns. During the ATLAS data col-
lection between 2015-2018, the average number of proton collisions for each bunch crossing is
about 40. About 10 interactions per second occur in the ATLAS experiment [97]. The amount
of data produced in these collisions is huge. It is impossible to record all these collisions. In
contrast, interactions of great physical interests are relatively rare events. There are in total
about 8 x 10% Higgs bosons produced in the whole ATLAS Run 2. The ATLAS detector has the
trigger system to select the events of interest [98]. Only these events are saved for analysis.

The ATLAS trigger system consists of different levels of trigger: the first level (L1), the
second level (L2) and the Event Filter (EF) [99]. The L1 trigger is based on hardware devices
that can analyze the events at the collision rate of 40 MHz. In the muon spectrometer, the
trigger chambers belong to the L1 trigger. These chambers analyze the pattern of muons to
apply the momentum threshold. The L1 trigger for the calorimeter (L1Calo) is an electronics
system outside the detector in a cavern named USA15 [100]. The input of the L1Calo is from
the trigger towers throughout the ECAL and HCAL. The information from the muon system
and calorimetry system is also analyzed together by processors. The event rate passing the L1
trigger is greatly reduced to 90 kHz for further triggering.

The L2 and EF triggers are based on software processing. They are combined to form
the Higher-Level Trigger (HLT). The events accepted by the L1 are sent to HLT for further
selection. The L2 trigger is an online software trigger that processes events only in the regions
of interest where the L1 trigger has observed muon tracks or calorimeter clusters. The EF uses
offline algorithms for further event selections after the L2 trigger. The event rate output from
the HLT is greatly reduced to about 1.2 kHz. These interesting events are stored permanently

in the data centres of CERN for offline reconstruction and analysis.
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Chapter 5

Data preparation and event selection

5.1 The LHC Run 2

The LHC Run 2 refers to the stable LHC operation period from 2015 to 2018. The progress
of data collection as a function of time is shown in Figure 5.1 [101]. The LHC delivered the
integrated luminosity of 156 fb~* in the entire Run 2 period, among which 139 fb™" is suitable
for physical analysis in the ATLAS detector. This analysis is based on this dataset.

The beam condition varies over time during the Run 2 period. For each bunch crossing, there
are usually multiple proton-proton interactions happen. The events of interest are with large
momentum transfer at the EW scale, known as the hard-scatter interactions. The hard-scatter
events are very rare. Therefore among the interactions in each bunch crossing, most of the
events are from QCD processes with low momentum transferred. These are pile-up events. The
average number of pile-up interactions for each bunch crossing is described by the parameter
w. The distribution of the p parameter each year during Run 2 is shown in Figure 5.2 [101].
During the Run 2 period, each year the peak instantaneous luminosity increases [97]. The value
of the pile-up u factor increases as well. The pile-up effect would affect the reconstructions
of physical objects from the detector information and further influence the analysis [102]. In
order to obtain a consistent description of the data samples, Monte Carlo simulations need to be

performed separately for the dataset each year.

5.2 Reconstruction of objects

This study aims to measure the Higgs boson couplings on the Higgs boson-enriched dataset
with the VBF production mode and the I — ZZ* — 4l decay channel. The VBF events
have at least two jets produced with the Higgs boson. The H — ZZ* — 4l decay final state
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Figure 5.1: The total integrated luminosity during the LHC Run 2.

has four leptons. The final state leptons in this channel are electrons or muons. 7 leptons are
not included due to their unique properties. The selection criteria for events are based on the
properties of jets, electrons, and muons. The reconstruction and identification of these objects

form the foundation of this study.

Electron reconstruction and identification

The reconstruction of the electrons at the ATLAS experiments combines the information from
ID trajectories and ECAL energy deposits [45]. When an electron passes through the Inner
Detector, it leaves information recorded by silicon detector layers and TRT. The electron then
propagates into the calorimeter and deposits its energy in the calorimeter. Most electrons deposit
all their energy and are absorbed in the ECAL.

The cluster of an electron energy deposit in the calorimeter is reconstructed by the topologi-
cal cluster approach [103]. This approach starts by forming the proto-clusters with a “4 —2 —0”
method. The cells with energy deposits of at least four times the noise level are the center of the
proto-clusters. Then iteratively the neighbour cells of included cells with energy deposits of at
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Figure 5.2: The number of interactions in each bench-crossing in Run 2 for each year.

least twice the noise level are included. Finally, the surrounding neighbour cells are added inde-
pendent of their energy deposits. The formed proto-clusters sharing the same cells with energy
deposits at least twice the noise are merged. The proto-clusters with multiple local maxima are
split.

The reconstruction of electron trajectories is based on the Inner Detector information and
matching with the ECAL clusters [104]. The trajectory candidates are reconstructed by exten-
sion from the seeds consisting of three space points recorded by separate silicon detector layers
[105]. Among these candidates, the silicon detector space points might be shared by different
trajectories. A global x? fit on the candidates is applied to solve the ambiguity and determine
the trajectory parameters including the position and momentum information [106]. The selected
trajectories are extended to the TRT volume where the TRT information improves the fit results
[107].

The electrons might have strong bremsstrahlung radiation when interacting with the material
in the silicon detectors. This effect might cause a large change in the curvature and trajecto-
ries. An optimized Gaussian Sum Filter is introduced to contain this effect for the trajectory
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candidates matching the ECAL clusters with a small angular separation and having at least four
silicon detector space points [108]. In this algorithm, the bremsstrahlung of electrons is mod-
eled to improve the determination of trajectory parameters and to increase the reconstruction
efficiency of electrons.

The reconstructed trajectory and reconstructed ECAL clusters are matched using their mo-
mentum and energy deposits, and their angular separation [104]. Then superclusters are formed
to include the electromagnetic showers from the electron [45]. The seeds of superclusters are
clusters with at least 1 GeV transverse energy and associated with a trajectory with at least four
silicon detector space points. The clusters around with a small angular separation and the clus-
ters with a looser separation requirement and associated with the same trajectory are included
to form the superclusters. The electron candidates are reconstructed with the match again with
the trajectories and the superclusters. The reconstruction efficiencies of the electrons are shown
in Figure 5.3 from the ATLAS simulation [45].

The quality of reconstructed electron candidates is further tested in a process named “iden-
tification” [45, 104]. The electrons coming from the collision point are considered signal-
like named “prompt” electrons. Some reconstructed candidates are with energy deposits of
light-flavour hadrons, come from photon conversion, or come from the decay of heavy-flavour
hadrons. The identification algorithm distinguishes the prompt electrons and background-like
electrons. The properties of reconstructed candidates from the Inner Detector, ECAL and leak-
age into the HCAL are taken into account. A likelihood discriminant is built from the prob-
ability density distributions of the prompt and non-prompt electrons of these properties. The
identification has different working points including Loose, Medium and Tight. The candidates
passing the identification with tighter working points must pass the looser identification. The
efficiency on Z — ee data is shown in Figure 5.4 [45]. In this analysis, the Loose working point

is used.

Muon reconstruction and identification

In the ATLAS experiments, muons produced in the proton collisions are usually not stopped by
the calorimeters. They leave information in the chambers of the muon spectrometer outside the
calorimeters. The reconstruction of muons mostly uses the trajectory information collected in
the Inner Detector and muon chambers [46]. In each station of muon chambers, a straight-line
named “segment” is reconstructed from the space points [109]. The trajectories of muons in the
muon spectrometer are reconstructed by combining these segments and performing a global x?
fit [46]. The calorimeter information is considered in the reconstruction.

Based on different information and strategy used, there are different types of muon recon-

struction in the ATLAS experiment. The muon reconstruction types are described as follows:
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Figure 5.3: Reconstruction efficiency of electrons from Monte Carlo simulation as a function
of the transverse energy at the generator level.

* Combined muons: Most of the muons are of this type. These muons require the match-
ing of ID trajectories and muon spectrometer trajectories. They are reconstructed by a
combined fit on the space points of matched subdetector trajectories with energy loss in
the calorimeter considered. The combined fit of muon spectrometer trajectory and 1D
trajectory segments reconstructed from silicon detector space points produce the silicon-

associated forward muons.

* Inside-out combined muons: These muons require the extrapolation of ID trajectories to
match with at least three space points in the muon spectrometer. They are reconstructed

by a combined fit of these space points of the ID trajectories and in the matching.

* Muon spectrometer extrapolated muons: These muons are reconstructed by extrapolating

muon spectrometer trajectories inwards to the beamline.

* Segment-tagged muons: These muons are reconstructed by extrapolating ID trajectories
to match the segments reconstructed in the muon spectrometer. The trajectory parameters

are determined by the ID information.

* Calorimeter-tagged muons: These muons are reconstructed by extrapolating ID trajecto-

ries to match the energy deposits of a minimum-ionizing particle in the calorimeter. The
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Figure 5.4: Identification efficiency of electrons from Z — ee data on Loose, Medium and Tight
working points as a function of the transverse energy. The lower panel shows the ratio of the
data efficiencies to the simulated efficiencies.

trajectory parameters are determined by the ID information.

For the muons with low transverse momentum, the space points left in the muon spectrometer
might not be enough to reconstruct full trajectories in the muon spectrometer. The inside-out
combined muons are reconstructed to recover the efficiency of these low transverse momentum
muons. The pseudorapidity ranges 2.5 < |n| < 2.7 are beyond the coverage of the Inner
Detector. Therefore, the muon spectrometer extrapolated muons are reconstructed to recover
this part of efficiency. There is a gap in the centre part of the muon spectrometer of || < 0.1.
The segment-tagged and calorimeter-tagged muons are reconstructed to recover this part of
efficiency.

Similar to the electrons, there is a muon identification procedure to distinguish prompt muon
candidates from the backgrounds. The dominant backgrounds are muon candidates from the in-

flight decay of light-flavour hadrons. The non-prompt muons originating from the light-flavour
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hadrons usually have changes in the trajectory direction. Therefore, the matching of trajectories
of these muon candidates reconstructed in the ID and the muon spectrometer is not usually
poor. For muons with combined trajectory information, the matching quality for the trajectories
reconstructed in the ID and muon spectrometers are characterized by the ¢/p compatibility

la/p> — Q/pMS’
Vv 2(q/pw) + 02(q/pms) ’

which describes the significance of the charge-momentum-ratio difference, and the variable

(5.2.1)

r_ |pT,ID - pT,MS|

(5.2.2)
PrcB

which describes the relative difference in the transverse momentum from different components

used in the trajectory fit. In these variables, the subscript ID, MS and CB denote the trajectory

reconstructed in the ID, in the muon spectrometer and from combined fit. The symbol ¢ is the

charge and o denotes the uncertainty.

There are different working points for muon identification as well. The standard working
points include Loose, Medium and Tight. Similar to electron identification, candidates pass-
ing tighter working points identification must pass the looser identification for these standard
working points. Only for the Loose working point, the calorimeter-tagged and segment-tagged
muons in the central region of || < 0.1, and inside-out combined muons with transverse mo-
mentum pr below 7 GeV within |n| < 1.3 are considered. The efficiency of the muon identi-
fication for these working points is shown in Figure 5.5 [46]. In this study, the Loose working

point is used in muon identification.

Jet reconstruction

The quarks and gluons produced in the collider cannot propagate freely. They must form
hadrons to travel due to very strong QCD coupling on long-distance scales. With radiation
in QCD processes, the resulting physical object is a spray of collimated particles in a cone.
In the ATLAS experiment, the hadronic products are described as complex objects named jets
constructed using jet algorithms [102]. The major jet reconstruction method for the ATLAS
analysis is the anti-£; clustering algorithm [110]. The rough description of the algorithm is as
follows. In this algorithm, the distance of two clusters in the calorimeter is angular separation

in the 7 — ¢ plane inverse-squared rescaled by a configurable constant radius parameter R and

41



'o\_o‘ L L B L L L B L BRI B
— | ATLAS Simulation |
§120_E=13Tev,ﬁ,pT>1oeev _
:f:J - O Loose, prompt O Loose, hadron .
T - @ Medium, prompt ® Medium, hadron T

- A Tight, prompt & Tight, hadron |
: r-

A Lt AA‘AVAA T LY DAAAAAAAA L ,

100

80— —
I o 1
n A _

A
i s ]
0.5 .

[ 1

e S g

-2 -15 1 05 0 05 1 15 2

=

Figure 5.5: Muon identification efficiencies for ¢t events as a function of pseudorapidity 7 for
Loose, Medium and Tight working points with pr > 10 GeV.

the transverse momentum. The distance for clusters ¢ and j is:

1 1 A%
dij = mm(— J

)5 523
Z iR (5:23)

where £y; is the transverse momentum of cluster ¢, A;; is the angular separation and R is the
radius parameter. This algorithm tends to cluster hadrons to the hadron with high transverse
momentum. The hadrons from interesting events usually have high transverse momentum. In
the ATLAS Run 2 data, the anti-%; algorithm is implemented in the FASTJET 3.2.2 software
package with the radius parameter R = 0.4 [111, 112].

The clusters used in the jet reconstruction are formed from the calorimeter cells topologi-
cally connected. The energy deposit is corrected at the electromagnetic energy scale. The jets
reconstructed from only calorimeter information are the EM7opo jets [103]. The jet reconstruc-

tion is improved by matching with the trajectories and clusters of energy deposits. The energy
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deposit of the cluster can be corrected with the momentum of the trajectories. This is the particle
flow algorithm and these jets are the PFlow jets [113].

The jet energy scale and resolution are determined by comparing the reconstructed jets and
particle-level truth jets from Monte Carlo simulations. The jet energy scale receives a chain of
calibrations from the pile-up and Monte Carlo events. The jet energy resolution is estimated
from the electronic noise, random fluctuations and fluctuations of a constant transverse momen-
tum fraction [102]. The energy resolution result ranges between 24% and 6% for the jet energy
of 20 GeV to 300 GeV.

5.3 Event selection

The Higgs boson event candidates are selected based on the reconstructed leptons and jets in-
formation. The selection requirements of the objects are described as follows. For the re-
constructed leptons and jets in selected events, there are requirements on the transverse en-
ergy Er, transverse momentum py and pseudorapidity 7. The electrons are required to satisfy
Er > 7GeV and |n| < 2.47. The muons are required to satisfy pr > 5 GeV and |n| < 2.7. The
calorimeter-tagged muons need more restricted pr > 15 GeV. The jets are required to satisfy
pr > 30 GeV and |n| < 4.5.

The selected events are required to contain a proper quadruplet of leptons. Each quadruplet
is composed of four leptons that form two pairs with the same flavour and the opposite charge.
The lepton pair with the invariant mass closest to the Z boson mass is the leading lepton pair. Its
invariant mass is labeled as mq5. The pair with the invariant mass second closest to the Z boson
mass is the subleading lepton pair. Its invariant mass is labeled as ms,. The final states are
classified by the flavour of the leading and subleading lepton pairs into 4y, 2e2u, 2u2e and 4e
in decreasing order of priority.

There are selection criteria for the quadruplet. The three leptons of highest pr have minimum
values of pr of 20, 15 and 10 GeV respectively. There can be no more than one calorimeter-
tagged or segment-tagged muon. The invariant mass of the leading lepton pair is required to fall
within the range of 50 < mjs < 106 GeV. The invariant mass of the subleading lepton pair is
required to fall within the range of m,,,;,, < ms4 < 105 GeV. The lower bound m,,;,, is 12 GeV
for the four leptons invariant mass of m4 < 140 GeV and increases linearly to 50 GeV until my;
reach 190 GeV. The threshold keeps the same for higher m,4;. The other choices of the same-
flavour opposite-charge lepton pairs are required to have an invariant mass of m; > 5 GeV. In
all the lepton pairs, the angular separations AR = \/m between two leptons need to
be larger than 0.10, where A¢ is the difference in the azimuthal angles of the two leptons and
An is the difference in their pseudorapidity.
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The lepton isolation requirements are applied consisting of isolation of the trajectories and
isolation of the calorimeter records. The impact parameter dy is the distance of the trajectory
from the interaction point. The leptons are required to have the impact parameter significance
|do|/o(dy) < 5 and |dg|/o(dy) < 3 for electrons and muons respectively, where o(dp) is the
resolution of the impact parameter. The leptons are required to meet the isolation requirement.
To suppress the reducible background, there is a requirement on the common vertex. The four
leptons need to originate from the same vertex. A x? fit is performed using the four lepton
trajectories to the common vertex with the VKalVrt algorithm [114]. The requirement on the fit
quality is x? /Nyt must be no greater than 6 for the four muons events and must be no greater
than 9 for the other flavours, where Ny is the degrees of freedom. The four-momenta of the
four leptons consist of 16 parameters. The constraints on the mass of leptons and the Higgs
boson four-momentum reduce the degrees of freedom to 8. If there is an additional lepton with
pr > 12 TeV satisfying the selections of isolation, impact parameter and angular separation, the
quadruplet with the highest amplitude is selected.

In the analysis, the Higgs boson candidates are studied within the four-lepton mass window
115 < my < 130 GeV around the Higgs boson mass. This mass window is the Higgs bosons
signal region of the study. The sideband 105 < my < 115 GeV and 130 < my < 160 GeV

serve to confine the four-lepton backgrounds. These are the ZZ* control regions.

5.4 Monte Carlo simulation

Signal samples for the Standard Model

In this study, Monte Carlo samples are prepared based on hypothetical modeling for compar-
isons with the ATLAS data. In the preparation, event generators are used to compute the am-
plitude for events, randomly generate events based on the expected amplitude, and compute the
shower and hadronization of their particles. The detector simulation and reconstruction pro-
cesses are processed on these Monte Carlo events for an analogue to the data events retrieving.

The Monte Carlo Standard Model Higgs boson samples with different production channels
ggF, VBF, VH, tH, ttH and bbH are produced separately. The SM ggF produced Higgs boson
sample is generated at the NLO accuracy for the strong coupling as using POWHEG-BOX gen-
erator [115-119]. The accuracy is raised to NNLO through the reweighting using the NNLOPS
method [120-123]. Therefore, the NNLO PDF set PDF4LHC15NNLO is used for the ggF
generation [124].

The samples for other Higgs boson production modes are modeled with strong coupling
accuracy at the NLO. The VBF, VH and ttH channel samples are generated using the POWHEG-
BOX generator separately [115-117, 125, 126]. The PDF set for producing these samples is
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PDF4LHCI5NLO [124]. The Higgs boson associated production with a top quark sample is
generated using the MADGRAPHS_AMC@NLO generator [127, 128]. The PDF set for this
channel using the NNPDF23 [129].

For the SM Higgs boson samples in all these channels, the decay of charm and bottom
quarks are modeled using EVTGEN generator [130]. The H — ZZ* — 4l decay and shower-
ing of the signal samples are modeled using the PYTHIA 8 generator [131, 132].

Background samples for the Standard Model

The irreducible backgrounds are the non-signal events with four prompt leptons. In this study,
the irreducible backgrounds simulated include the (Z*) /~v*)(Z*) /+*) continuum referred to as
7 7*, three W* and Z bosons events with at least four leptons in the final state, and tf + Z
events with both top quarks semi-leptonic decay and Z boson decay to two leptons.

The main irreducible backgrounds ZZ* are produced from the annihilation of the quark-
antiquark pair denoted as qqZZ and from the gluon pair through a quark box loop denoted as
ggZ7. In the quantum field theory, the transition amplitudes between the initial and final states
form the S-matrix. The cross-section of a transition process is proportional to the absolute
square of the corresponding matrix element. The matrix elements of both of the processes
are modeled by SHERPA generator [133, 134]. The NNPDF3.0 NNLO PDF set is used [129,
135]. The QCD accuracy is NLO for 0 and 1 jet final state and LO for 2 and 3 jets final state.
Higher jet number processes and the L.O ggZZ process with a loop in the Feynman diagram are
with higher QCD accuracy. The software COMIX [136] and OPENLOOP [137] are used for
modeling. The parton shower is simulated by SHERPA [138] and merged by MEPS@NLO
[139]. The EW accuracy is to NLO applied as a function of ZZ* invariant mass [140, 141]. The
three weak boson and t¢ + Z background samples are modeled by SHERPA generator as well

The reducible backgrounds are the events without four prompt leptons. The final state con-
tains non-prompt or misidentified electrons or muons. In this study, the reducible backgrounds
simulated include W Z events, Z-jets events and ¢ events.

The W Z samples are modeled using POWHEG-BOX v2 interface [115]. The parton shower
and hadronization are simulated by PYTHIA 8 [132]. The decays of the bottom and charm
hadrons are simulated by EVTGEN generator [130]. The CT10nlo and CTEQ6L1 PDF set
[142] is used for the matrix element and parton shower respectively. The AZNLO tune [143]
is used.

The dominant reducible background Z+jets samples are modeled by SHERPA generator.
The QCD accuracy is to NLO for up to two jets and LO for more jets. The matrix element
modeling uses COMIX and OPENLOOP. The parton shower is simulated by SHERPA and
merged by MEPS@NLO.
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The ¢t samples are modeled by POWHEG-BOX v2 and the showering is also done with the
PYTHIA 8. The A14 tune [144] is used for hadronization. The heavy-flavour hadron decay
simulation is with EVTGEN generator.

EFT samples beyond the Standard Model

In this analysis, the potential CP violation is searched through the measurement of effective
couplings. The Monte Carlo samples beyond the Standard Model are parametrized following
the SMEFT framework as described in Section 3.1. The VBF and VH-produced Higgs boson
events have the Higgs boson to Z bosons couplings in both the production and decay vertices.
In the VBF production measurement, the BSM effect is estimated for the VBF and VH chan-
nel events. The other Higgs boson production modes have these couplings only in the decay
vertex. In the H — ZZ* — 4] decay measurement, the BSM effect in the non-VBF produced
Higgs boson events is estimated in the dominated ggF events. Therefore, the ggF samples are
generated independently and the VBF and VH samples are generated together as the VBF/VH
samples with the BSM couplings.

The EFT samples are generated using the MADGRAPH5_AMC@NLO generator with the
SMEFTsim_A_U35_MwScheme_UFO_v2.1 model [127, 145]. The jets in the final state of
ggF events are from the strong interaction. The CKKW-L jet merging process is applied to
reduce the double counting of QCD jet modeling in the ggF event generation and the parton
shower [146]. The SMEFTsim model in the current analysis only supports the leading order
modeling of the VBF events. Therefore, the BSM EFT samples in this study are only at the
leading order QCD accuracy.
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Chapter 6

Analysis

6.1 Optimal observables

In this analysis of effective coupling measurements, the amplitudes of the scattering processes
are supposed to be with contributions from both SM and effective couplings in BSM hypotheses.
The squared absolute values of S-matrix elements characterizing the amplitudes are expanded
as:

‘MMix(C)P = ‘MSM + ./\/lBSM(C)‘2 = ‘MSM‘Q + 2%(MSMMESM(0)) + ‘MBSM<C)’2, (6.1.1)

where M represents the total matrix element, Mgy is the matrix element of the pure SM,
and Mgy is the matrix element of the BSM contribution only. The label ¢ stands for the BSM
couplings.

Based on these expanded terms, the optimal observables (OO) of a process are constructed

for the measurement [147—-149]. The optimal observables are defined as follows:

[Munix(€)* = [Mpsm(c)]* — [Msm(c)|*
[Mswm(c)|? '

00(c) = (6.1.2)
The definition of these observables aims to minimize the statistical uncertainties and maximize
the significance. Formally, these observables are the relatively increased amplitude contribu-
tion from additional BSM couplings of their interference with the SM. From the definition,
these observables are defined under a certain BSM hypothesis with couplings to measure. Their
values vanish under the pure SM assumption. In this analysis, the Higgs boson couplings to
Z bosons appear in the production vertices in the VBF channel and in the decay vertices in all
H — ZZ* — 4l events. Therefore, OO can be constructed for both production and decay

vertices. For the production vertices, the amplitudes are computed from the four-momenta of
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two jets and the observables are denoted as OO;;. For the decay vertices, the amplitudes are
computed from the four-momenta of four leptons and the observables are denoted as OOy,. The
00,; distributions based on ¢,, = 1 hypothesis simulated with the SM and BSM expectations
are shown in Figure 6.1 as an example [19]. The SM expected distribution has a symmetric
shape. The ¢,, = 5 positive coupling is expected to shift the distribution to the right. The ¢,
=—>5 negative coupling is expected to shift the distribution to the left inversely. These simula-
tions indicate the sensitivity of the optimal observables to the CP-odd couplings.

To construct the optimal observables in both production and decay processes, a BSM hy-
pothesis needs to be specified. This includes the choice of the coupling type and the value of this
coupling. In this study, the OO for measuring a certain coupling is constructed based on the hy-
pothesis with the corresponding coupling. The coupling values are all fixed to 1 since this does
not affect the measurement. The comparison of the SM expected OO?;Z distributions based on
the hypotheses with the different ¢, values is shown in Figure 6.2. These distributions are from
the Monte Carlo sample without parton shower modeling. The lower panel of the second plot
shows the contents in the same indexed bins for ¢,, = 1 and ¢,, = 2.65 hypotheses are almost
the same. This indicates the choice of the coupling value of the hypothesis constructing the OO
does not distort but only squeezes or stretches the shape. In the coupling measurement, the total
likelihood is computed by the product of the likelihood for each bin content. With properly
optimized binning schemes, the observables based on different coupling value hypotheses are
equivalent. In this example, the bin edges are multiplied by 2.65 with the coupling value in
the hypothesis enhanced by a 2.65 factor to align the bins. Therefore the hypothetical coupling
values are chosen to be 1 for convenience.

In this analysis, the measurement is based on the shape of OO. The binning scheme is essen-
tial to the measurement significance. Intuitively, increasing the bin number captures the BSM
impact on the finer characteristic in OO distributions. On the other side, too many bins cause
failure in predicting bin contents for low-concentration regions, making the measurement unsta-
ble. It is ideal to get as fine binning as possible while keeping the bin contents well-simulated.
To achieve maximum significance, the bin width is allowed to vary. The optimization scheme
aiming at getting equal-populated events in each bin is used. The effect of BSM couplings on
distribution is taken into account. In this study, a half contribution from the expected SM distri-
bution and a half contribution from the BSM distributions is used in the optimization. The BSM
contribution used is the OO distribution expectation with the coupling value at the expected 1o
significance for each coupling. In the VBF production measurement, each OO;; is separated
into 12 bins in the optimization. In the H — ZZ* — 4l decay measurement, the Higgs boson
events are used inclusively in the measurement. The event population is larger. Each OOy, is

separated into 48 bins in the optimization. The optimization results for these observables are

48



& 09k
S sf. ATLASSimulation
% g H—ZZ*—s4| ===VBF+VH,c,, =5.0
o 07—
2 = 5-13TeV VBF+VH SM
& O 115GeV<m,<130Gev 7 VBF+VH, ¢, =50
T =
£ 05 Net 22, m, > 120 GeV
o C
Z 04—
03 [ 7]
= P |
0.2— E H ]
- Bmmmfaenang
= maaas - | [
01_— [ | | LI 1]
E f sl LER Y
0::--‘---HI-IlH ﬂﬁfu‘-.-ﬁ.ﬁ.ﬁ-.-
E | | | | P | | [
= F
P g ot
= R R PR
R 1of "--'.';:.".i _____ 2ininnt
0: l---LU.l-ﬁ'--‘ ......
-0 8 6 4 =2 0 2 4 6 8 10
cZZ
00,

Figure 6.1: OO,; distributions for the SM expectation and ¢,, = +5 expectations VBF/VH
produced Higgs boson candidates based on ¢,, = 1 hypotheses in the four-lepton mass window
115 GeV< my < 130 GeV with two-jet mass m;; > 120 GeV.

summarized in Appendix A.

6.2 Events categorization

Production side scheme

Among the main Higgs boson production channels at the LHC, VBF/VH production channels
involve the Higgs boson to Z bosons couplings. Both VBF and VH production channels are
characterized by the two jets produced together with the Higgs boson. These channels have the
same type of particles in the final state. In the VBF production channel, the Higgs boson is
emitted from the vector boson exchanging between the two jets. The distributions of kinematic
observables for the two jets reflect the couplings of the Higgs boson to the vector bosons. The
VH production channel has one of its final states with the same particles. The two jets in a
VH event come from the hadronic decay of the vector boson produced together with the Higgs

boson. Their invariant mass peaks around W+ and Z bosons mass. The kinematic observable
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Figure 6.2: The comparison of OO);; distribution based on c,, = 1 (blue curve) and ¢,, = 2.65
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lower plot is a bin-by-bin comparison of the two distributions. The lower panel of this plot is
the ratio of the ¢,, = 2.65 curve to the ¢,, = 1 curve in each bin.

distributions in this channel are not sensitive to the Higgs boson to Z bosons couplings. There-
fore, the VBF Higgs boson events are the only signal events in the production measurement.
The irreducible backgrounds for the production measurement contain the Higgs boson events

from the other production channels and the non-Higgs boson four-lepton events. The Higgs
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boson backgrounds include the events from ggF, VH, ttH and bbH channels. The dominant
background events are from ggF. In these background events, there are hadrons emitted from
quarks or gluons in these channels through strong interaction. The associated productions have
additional jets from the decay of weak bosons or heavy flavor quarks as well. The non-Higgs
boson irreducible backgrounds include the ZZ* continuum events not from the Higgs boson
decay, events with three W* and Z bosons and ¢t + Z boson events. These backgrounds are
dominated by the ZZ* continuum events. In these background events, the four leptons come
from the decay of W and Z bosons and top quarks. The jets come from the strong interactions
and decay of W bosons or top quarks in these channels. There are small contributions from the
reducible backgrounds without four prompt leptons. These events are from the ¢t and Z-+jets
processes.

The event categorization of the production measurement is determined based on this prin-
ciple. The signal regions (SR) are the region abundant with signal events and suppressing the
backgrounds. In the production measurement, the VBF events are the only signals. These events
are with at least two jets. The invariant mass for the two leading jets m; is required to be larger
than 120 GeV to reject most of the VH background. The contribution of the ggF Higgs boson
backgrounds in this signal region is not small. Therefore, the machine learning technique is
introduced to the production SR for further categorization to improve sensitivity [150].

In this study, a neural network (NN) score is used as the discriminant between the VBF
signal events and background events to enhance the sensitivity of the measurement. This dis-
crimination follows the NN used in the ATLAS Run 2 H — ZZ* — 4l simplified template
cross-section and EFT measurement [9]. In this NN, the transverse momentum and pseudora-
pidity of the leading jets and leptons in the final state are input to recurrent neural networks.
This information together with the enhancement from kinematic observables is fed into a mul-
tilayer perceptron for deep learning. These observables include the total transverse momentum
for four leptons and two jets piljj and the Zeppenfeld variable defined as the pseudorapidity
difference between four leptons and two jets née;p = |nu — (7]]'1 + 7]j2>/ 2| [151]. The trained
VBF NN score ranges from 0 to 1. The larger value means the event is more VBF-like. It is
used to separate the signal region into four sub-categories VBF SR1, VBF SR2, VBF SR3 and
VBF SR4 with NN score value inside the intervals (0.0,0.2), (0.2,0.6), (0.6,0.9) and (0.9, 1.0)
respectively. The discriminating power of this NN score is shown by the SM expected event
composition in each category in Figure 6.3 [19]. In the SM expectation, the VBF and VH-
generated events take increasing shares in the total events from VBF SR1 to VBF SR4. The
events are partitioned into these regions in the VBF measurements.

The background events in the signal regions take non-negligible shares from the simula-

tions based on the SM expectation. Their kinematic observable distributions do not have strong
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Figure 6.3: Expected percentage composition of the different channel events in each signal
region or control region.

sensitivity as the distributions for the signal events. Therefore, their yields should be estimated
properly. The control regions (CR) are introduced where the backgrounds are dominant. These
regions are used to constrain the contribution of background events. In the production mea-
surement, the region where the events pass the Higgs boson selection but fail the VBF signal
selection named the VBF-depleted region is the control region for constraining the Higgs bo-
son backgrounds. The sidebands with four-lepton invariant mass my; in [105,115] GeV or
[130, 160] GeV are with suppressed Higgs boson events and dominated by the ZZ* continuum
events. This range is used for constraining the non-Higgs boson irreducible backgrounds de-
noted by ZZ* CR. The signal regions and the control regions of the production side study are
summarized in Table 6.1.

Decay side scheme

In decay side analysis, all the Higgs boson events with H — ZZ* — 4l decay are signal
events. Since the final state four-lepton kinematic observables do not depend on the production

52



Table 6.1: Signal regions and control regions of the VBF production measurement

Category Selection
Signal Regions
VBF SR1 (mj; > 120 GeV AND njs > 1) AND (115 <

my < 130 GeV) AND
(0.0 < NNygr < 0.2)

VBF SR2 (mj; > 120 GeV AND njs > 1) AND (115 <
my < 130 GeV) AND
(0.2 < NNygr < 0.6)

VBF SR3 (mj; > 120 GeV AND n;es > 1) AND (115 <
my < 130 GeV) AND
(0.6 < NNygr < 09)

VBF SR4 (mj; > 120 GeV AND n;s > 1) AND (115 <
my < 130 GeV) AND

Control Regions

VBF-depleted region  (njes < 2 OR m;; < 120 GeV) AND (115 <
my < 130 GeV)
27" CR (105 < my < 115 GeV) OR (130 < my <
160 GeV)

channels, there is no need to split the inclusive Higgs boson signal region in this measurement.
The irreducible backgrounds of this measurement contain the same non-Higgs boson 4/ back-
grounds as in the production measurement. The yields of these backgrounds are constrained in
the same ZZ* CR. The SR and the CR of the decay side study are summarized in Table 6.2.

The events are used inclusively in the H — ZZ* — 4] measurement.

Combined measurement scheme

In the investigation of the categorization and measurement scheme, both production and de-
cay side analyses show relatively high sensitivities in the measurement of ¢.., ., ¢, and
d. A combined measurement of production and decay vertices is proposed for these couplings.
In the combined measurement, the signal includes the Higgs boson events with all production
channels and H — ZZ* — 4l decay. Among these signals, the VBF events have kinematic
information in leading jets sensitive to CP-odd couplings. Therefore, the combined measure-
ment adapts the same categorization definition as the production measurement. For VBF-like
events, information from their production vertex is used, while for the other Higgs boson events,
their decay information is used. The VBF-depleted region is considered an SR instead of a CR

in the production measurement. The observables for the VBF-like regions are the OO;;. The
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observables used in the VBF-depleted region are the OO,.

6.3 Measurement method

In particle physics experiments, the results are usually reported as a statistical inference of some
hypotheses. The hypotheses at least include a null hypothesis H, and an alternative hypothesis
H,. The alternative hypothesis /; needs to have predictions different from the Hy. If H
is excluded in favour of H; to a certain satisfied confidence level by the statistical evidence
observed from the experiment, there is a discovery. In many analyses, there are a series of
alternative hypotheses characterized by some parameters 6. In this study, the null hypothesis
is the SM and the alternative hypotheses include hypotheses characterized by additional BSM
CP-odd couplings.

The statistical inference method used in this study is the maximum likelihood estimation
method. A likelihood is a quantity measuring how reasonable a hypothesis is based on an
observation outcome. It is defined as the probability of the observation given the hypothesis. In
this shape-based measurement, the likelihood for a hypothesis with BSM coupling cggsy has the
form:

L(cgsm, 0) :HZN“"‘eg"““Poisson(nObS]u - ngi(csm) + Mpi) X

. (6.3.1)
P(x|p - nsi(csm) + np;) x IL il (6).

The high-energy physics experiments are essentially the counting experiments in each phase
space. Therefore, Poisson distributions are used to describe the probability density of event

numbers in each category:

Mnefn
n!

Poisson(n|n) = ) (6.3.2)

obs
7

where 7 is the expected count. The symbol n** is the observed event number in the category
labeled by the index 1, n,; is the expected signal event number and 7y, ; is the expected back-
ground event number. As a shape-only study, the p factors are introduced as normalization
factors determined by data. The shape distribution of observable x is described by the probabil-
ity density function P. The systematical uncertainties in this study are estimated by nuisance
parameters ¢ and the constraints C),, are set correspondingly.

The likelihood of a hypothesis might be misunderstood as the probability of the hypothesis
being true. It should not be interpreted as a probability as it is not normalized to 1. There are
different choices of observables as the statistics of a likelihood analysis. The likelihood value
of a hypothesis from a certain observation depends on this choice. Therefore the interpretation
should be based on the comparison of likelihood values with different hypotheses instead of the

values themselves. For the maximum likelihood estimation (MLE), the estimated values for the
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parameters are the ones that maximize the likelihood function:

~

L(éBSMy 0) = Imax L(CBSM7 0), (633)

where ¢ denotes the estimated values of the couplings. In this analysis, the effective couplings
are estimated given an observation with the MLE.

The likelihood is further interpreted in the frequentist view in this analysis. In this view, the
confidence interval and the p-value or significance computed from the likelihood values are the
results of measurement [152]. The confidence interval is a range of hypothesis parameters that
are considered to contain the true parameter with a certain confidence level. In this analysis,
the 68% and 95% confidence intervals are estimated. This means with all the EFT coupling
values in this range, the probability of observing a more “extreme” distribution over the real
observation is less than 16% and 2.5% respectively. The p-value of an observation based on the
null hypothesis is defined as the probability of observing a more “extreme” result than the actual
observation. In this analysis, the p-value describes the probability to reject the SM hypothesis
with the observation.

In this analysis, the log-likelihood ratio used as the test statistic [153]:

q = —2In(L(cpsw, 0)/L(égsm, 0), (6.3.4)

where the double-hat é is the local nuisance parameter maximizing the likelihood depending on
the floating cggy. For the nearly Gaussian-distributed event counts in each bin, the statistic value
at the boundary confidence interval corresponds to the square of the significance. Therefore the
limits for 68% confidence interval are with about ¢ = 1 and the limits for 95% confidence
interval are with about ¢ = 4.

There are one-dimensional and two-dimensional measurements in this analysis. In the one-
dimensional measurement, each time only one coupling is changing along the tested hypotheses.
The other couplings are always set to 0. A confidence interval of that coupling is received for
each measurement. The two-dimensional measurement each time simultaneously floats two
couplings in the measurement with the third coupling set to 0. In this approach, the results are
presented as contours at the 68% and 95% confidence levels. The correlation of the couplings
is seen as well from the shape of the contours.

6.4 Morphing technique

In this study, a morphing technique is used for building the expected distributions of the models
with different couplings [154]. The likelihood fit compares the observable distributions of data
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and the expectations of the hypotheses with different coupling values. The observable distribu-
tions for all the sampling points in the coupling value range of interest are needed. In principle,
Monte Carlo simulation would provide expected observable distributions given any set of cou-
pling parameters. In reality, it is inefficient and impractical to perform dedicated simulations
for every required coupling value. The method of morphing is to interpolate the observable dis-
tribution expectations of any points, based on a relatively smaller size of Monte Carlo simulated
samples. This technique is applied to alleviate the burden of generating and simulating heavy
amounts of datasets.

In an observable distribution histogram, the content in each bin is the count of observed
or expected events within the bin coverage. The yield of events in a channel and a kinematic

region is squared proportional to the absolute value of the transition amplitude:
Nevent < |M?, (6.4.1)

where Neyene 1S the expected number of events and M is the transition amplitude as a matrix
element of the S-matrix. The matrix element receives contributions from both the SM and BSM
couplings. In the simplest case, the matrix element of a process with one BSM coupling is

expanded with the coupling extracted out as:
(Muix* = K3l Msm|® + ggsml Masml* + 26smgpsmMA (M Masu) (6.4.2)

where kgy 1s the factor for scaling the SM coupling, ggsym is the BSM coupling, Mgy, is the
matrix element in the SM and Mpgy is the matrix element of a theory with only unit BSM
coupling. From this expansion, the yield can be viewed as a linear superposition of the pure
SM term | Mgy |?, pure BSM term | Mpsym|* and interference term R( M Mpsum) with the
coefficients as functions of coupling values. The total amplitude will be predicted if these three
terms are known. Each expansion with a specific coupling value is a linear equation of three
unknown variables. Three samples with different values of the BSM coupling are needed to
solve for the three terms.

In the more general scenario, there are multiple BSM couplings appearing in production and
decay processes in a model. In this study, the couplings of interest are the CP-odd Higgs boson
effective couplings to Z bosons. In the VBF and VH production channels, these couplings affect
both production and decay of the Higgs boson. In the ggF-dominated other production chan-
nels, these couplings affect only the decay process. The computation of the amplitude using the
Feynman rule includes the contribution from interaction vertices, incoming and outgoing parti-
cle legs, and intermediate particle propagators [42]. The change in the couplings only affects the
interaction vertices. The legs and propagators are independent of the couplings. Therefore their
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Table 6.2: Signal region and control region of the H — ZZ* — 4l decay measurement

Category Selection
Signal Regions
inclusive SR 115 < my < 130 GeV

Control Regions
Z7* CR (105 < my < 115) GeV OR (130 < my < 160) GeV

contribution to the amplitude is eliminated in the interpolation. The expansion of the matrix
element based on the Feynman rule focuses on the vertex contributions. The contributions from
legs and propagators independent of the couplings are absorbed into a proportionality factor.

The general matrix element expansion is:

|Mmix’2 x |(ksmOsm + Z 98sm,i Opsm,i + Z gBsm,kOBsm k)

i€prod ké&shared
(6.4.3)
(ksmOsm + Opsm,;j + Opswk)|?
RsmMUsm 9BSM,; UBSM, j 9BSM,kUBSMLE ) |5
j€Edecay k€shared

where the subscript ¢ represents all the couplings involved in the production process, j repre-
sents all the couplings involved in the decay process and £ represents all the couplings shared
by both the production and decay process. The symbol O represents the contribution to the
amplitude of the SM coupling or a unit BSM coupling to the vertex [154].

The yield of events with a series of couplings is:

N
yield = C Z fi(fﬁsm gBSM1, gBSM2; - - -)Ou (6.4.4)

where C' is the proportionality factor, independent of the vertex contribution and couplings.
The symbol O; is a product of the vertex contributions from a coupling in the production and a
coupling in the decay, and the symbol f; is the corresponding sum and product of the couplings.
In the example of the VBF production process with ¢, coupling shared by the production and
decay of the Higgs boson, the yield is expanded as:

yleld X |(KJSMOSM + CHWO )(RSMOSM + CHWOCHVT/)F

XX |/€SM|2|OSM|2 -+ |2KSMCHW||OSMOCHV~V| -+ |CH”W”2|OCHV~V|2

Caw

(6.4.5)

2
s

where |rsm|?, [2ksme 7] and |cpp7|* are the functions f; and |Osul?, |OsmO,, | and |O, |
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are the operators ;. Counting based on the binomial expansion gives the number of terms:

N :2—145(3 F1)(s 4 2)[(s +3) + 4(p + d)

+ i[s(s + pp+1)+s(s+1)d(d+1) +p(p+ 1)d(d + 1)] (6.4.6)

1
+ Epds(p—l—d—l—s—l—fi),

where N is the number of terms, p is the number of independent couplings only in the produc-
tion vertex, d is the number of decay-only ones, and s is the number of shared by production
and decay ones [154].

To predict the yield with any coupling values for which Equation 6.4.4 contain N terms,
the couplings and yields for N different samples are required. The morphing technique is to
predicts the yield of events for given coupling configurations from the Monte Carlo samples
input. Yields of both MC sample events and predicted coupling events follow Eqaution 6.4.4.
If the equations of a set of enough number samples form an independent linear system, each
C x O; can be solved and the yield of any coupling configurations can be predicted. The
number of input samples needed is determined by the number of independent terms predicted
by Equation 6.4.6. The set of input samples is named "morphing basis". The yield of events for
any coupling configuration is predictable by the linear superposition of the yields of morphing
basis samples. This can be written as follows:

N
yieldy, =Y~ ¢i(gou, gin)yield;, . (6.4.7)

2

where ¢;(gour, gin) are coefficient depends only on the coupling of predicted couplings and the
couplings of the i-th input sample. These coefficients are named morphing functions.

For a given binning scheme, the shape distribution of an observable is a series of yields
in each bin. Each bin defines a kinematic region that does not intersect. These yields are
independent of each other. For every bin, the morphing functions are the same. The shape of a

determined coupling point is predicted by:

N

Tout - Z C; (gout7 gin),-rin, 9 (648)

i

where Ty, is the vector of bin contents with the predicted couplings, 7, ; is the vector of bin
contents of the i-th input samples.
For the ggF process, the couplings of the Higgs boson to Z bosons appear only in the decay
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process. From the above formula, the ng is always 1 for the SM coupling scaling xgy and 1y
is the number of BSM H ZZ couplings. For the VBF and VH processes, both production and
decay of the Higgs boson involve the couplings of the Higgs boson to Z bosons. The n for the
processes is the number of the BSM H Z 7 couplings +1 for the SM coupling. The number of

samples needed is shown in Table 6.3.

Morphing basis optimization

In the morphing procedure, the input MC samples have events obeying the Poisson distribu-
tion. The yield in each bin has uncertainty. These uncertainties make the prediction from the
morphing technique imperfect. The uncertainties in the shape distribution predicted from Equa-
tion 6.4.8 are propagated from the uncertainties in the input MC samples:

AT'out = \/(Ci(gouta gin)Aﬂn)Z- (649)

The morphing functions ¢; can be positive or negative. In the prediction of the shape distri-
bution, the contributions from different samples with opposite sign morphing functions cancel
each other. In the uncertainty estimation, the uncertainties in the bin content of each input sam-
ple accumulate independently of the sign of the morphing functions. If the morphing functions
have very large absolute values with different signs, the uncertainties accumulated in the mor-
phing results are very large. The uncertainties in the morphing results are larger than those of
directly generated datasets with the same yield. This means the morphing results get decreased
statistical power. The "effective statistics" of morphing results are defined as the yields in a
directly generated dataset with the same uncertainties.

The morphing method predicts the distribution with acceptable uncertainties only within a
certain range of parameter space where the morphing functions are not too large. The morphing
functions depend on the couplings of the input MC samples. For an interesting coupling range,
the morphing basis should be optimized for minimizing the uncertainties throughout the range.
The morphing basis needs to be validated for a morphing application.

Morphing basis determination is highly non-intuitive for a multi-dimensional coupling space.
In this study, the morphing basis is chosen by an iteration algorithm demonstrated in Figure 6.4.
The algorithm begins with an arbitrary basis. In iterative executions, the basis is randomly
modified by changing one of the coupling values in a random input morphing basis. A set
of test points is selected within the interested coupling range for evaluating the modification.
The modifications that increase the total effective statistics at these test points are retained. A

detailed description and validation of the optimization algorithm are reported in Appendix B.
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Table 6.3: The number of samples needed and couplings involved in the ggF and VBF/VH
channels.

Channel HV'V vertices BSM couplings n, ng ns N

ggF 1 1 0O 1 1 3

ggF 1 2 0 2 1 6

ggF 1 3 0 3 1 10
VBF/VH 2 1 0O 0 2 5
VBF/VH 2 2 0 0 3 15
VBF/VH 2 3 0 0 4 35

Helper Basis (real samples)

XS prediction Starting Point
via Morphing

! Current Basis |
! I
| o Random |
XS prediction Modification
| via Morphing of one point Replace I
| current |
I Test Basis basis if |
_________________________________ score

I improve |
l @& . d I
! I
I . .

plscard if score not lterate |
I improved 1

Figure 6.4: The illustration of the morphing basis optimization algorithm.

Morphing Basis

In this analysis, the expected observable distributions with any coupling values are estimated
using the morphing method with three couplings simultaneously, namely ¢, ¢, 5 and ¢35
Of C,, C.y and ¢,,. The histograms for VBF and VH channels have these couplings in both

production and decay vertices. The histograms for ggF channels have these couplings in only
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decay vertices. The number of corresponding couplings is recorded in Table 6.3. 35 samples
are needed to form a morphing basis for VBF and VH channels. 10 samples are needed for the
ggF channel. The couplings for the bases in this study are optimized by the algorithm described
above. The coupling values of the samples used in the morphing bases and their validation are
reported in Appendix B.

The contributions from the other Higgs boson production channels, including bbH and ttH,
are small in the overall observable distributions. These contributions are not modeled using the
morphing method. The SM samples from the MC simulation are used for these channels. The
potential BSM contribution to the non-resonant Z Z* backgrounds is not estimated in this study.

The MC-simulated SM samples are used as well.

6.5 Sample normalization

This analysis is a “shape-only” measurement inspired by the asymmetric OO distributions with
CP-odd couplings. In the likelihood computation, the comparisons between the observation
and the hypothetical predictions use the shape of OO distribution only, without considering the
overall normalization. With this criterion, the precision requirement in yield modeling of the
signal and background samples is relaxed. The expected OO distribution with certain effective
couplings is constructed by adding up the distributions in each channel obtained from the MC
simulation or morphing method. In this construction, the relative share of each channel affects
the final OO distribution. The yield values of each channel in each SR and CR are retrieved
from the SM samples with the highest-order corrections in this study. The presence of BSM
couplings will increase the yield expectation. To minimize the impact of this effect, normal-
ization factors relative to the SM expectation values for each channel are introduced. These
normalization factors are shared in all the categories in the fit. They are allowed to float as
nuisance parameters in the fit. In this approach, the relative shares of each component in the
construction of hypothetical distribution are fit to data.

Inthe H — ZZ* — 4l measurement, the OO shape studied contains properties of four
leptons from the Higgs boson decay. Different production channels of the Higgs boson should
not make differences in their decay observable distributions. The “shape-only” criterion only
needs to profile the total yield of the Higgs boson signals inclusively for different production
channels. Therefore the normalization factor figiena 18 introduced for all the Higgs boson events.
The hypothetical change in the Higgs boson event yield due to the BSM couplings is absorbed
in this factor.

The other component of the decay-side fit model is the non-resonant ZZ* background

events. For these backgrounds the normalization factor figqzz 1s introduced. The name fol-

61



lows the domination of the qqZZ events in ZZ* backgrounds. This jiqqzz factor is universal
in the inclusive SR and the ZZ* CR. In the profiled likelihood fit, the OO distribution shapes
in the SR are used in conjunction with the total yield in the ZZ* CR. Since the ZZ* events
dominate in the ZZ* CR, the 4447z factor is mainly controlled by data in the ZZ* CR. With
constraint on this factor, the impact of the relative share of non-Higgs boson backgrounds in the
SR OO distribution is eliminated.

In the VBF production measurement, the signal only comprises VBF events. The irreducible
backgrounds consist of the Higgs boson events with other production channels and the same
non-Higgs boson backgrounds as the H — ZZ* — 4] measurement. To eliminate the impact of
yield modeling on the measurement, normalization factors /iy, fleer and fiqqzz are introduced
for VBF signal, ggF background and non-Higgs boson background respectively. The yield
modeling for the Higgs boson background is determined by the normalization profile in ggF
events due to their domination. In the profiled likelihood fit, the OO distribution shapes in
four VBF signal regions and the total yields in the VBF-depleted region and ZZ* CR are used
simultaneously. The constraint of the 11447z factor is set in the same way as H — ZZ* — 4l
measurement. The VBF-depleted region is dominated by the ggF events and ZZ* events. With
Z7* yield already constrained in the ZZ* CR, the ggF normalization factor fig.r is mainly
determined by the yield in the VBF-depleted region.

In this measurement, the SR separation is based on the NN score trained with the SR simu-
lated events. The BSM couplings might affect the categorization of the VBF events and change
the yields in four VBF regions. Therefore, additional normalization factors are introduced to
float the yields in these regions while not affecting the total normalization in the VBF SR. These
normalization factors are floated to change the relative share of each VBF SR but not influence
the total yield of the four regions.

The event categorization in the production and decay combined measurement is the same
as the VBF production measurement. Therefore, the same normalization factors as the pro-
duction measurement are introduced in this measurement. A more detailed description and the

validation of these normalization constraining schemes are in Appendix C.

6.6 Reducible backgrounds estimation

This analysis tests the CP of the Higgs boson coupling in its four-lepton decay channel. The
backgrounds considered for this channel should contain four leptons in the final state as the
signal events have. The measurement and constraints on the signal and the four-lepton back-
grounds dominated by non-resonant ZZ* based on their kinematic properties have been dis-

cussed in the previous sections. In addition to the four-lepton backgrounds, there are events
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without four leptons in the final state contributing to the backgrounds. These events have
misidentified leptons or non-prompt leptons faking the final state with four prompt leptons.
They are the reducible backgrounds.

In this study, the reducible backgrounds are events with only fake or non-prompt lepton
candidates in the subleading pair. The contributions from the Z + uu (22 and 444) and Z + ee
(2p2¢ and 4e) channels are estimated separately. The Z + ppu reducible backgrounds are dom-
inated by Z boson accompanied by jets denoted as Z+ Jets, top quark production denoted as
tt and diboson W Z process events. The non-prompt muons in jets come from the semileptonic
decays of heavy-flavour jets or from 7 /K decays from light-flavour jets. The Z + ee reducible
backgrounds are dominated by events with light-flavour jets faking the electrons denoted as f,
non-prompt electrons from semileptonic decay of heavy-flavour quarks denoted as ¢ or photon
electrons from photon conversions or final-state radiations denoted as 7.

The estimation of reducible backgrounds based on the MC simulation is subject to parametriza-
tion. These are not certain channel events but events contain misidentification and fake leptons.
The estimation is highly affected by the modeling of selection efficiency. Therefore, the estima-
tion of the reducible backgrounds uses a data-driven method following the STXS measurement
[9]. In this approach, the possible sources are modeled by data fitting in the regions with abun-
dant events first. These regions are control regions required to be orthogonal to the signal region
of the analysis. Then the different sources are extrapolated to a common control region. The fit
in this region validates the modeling. The reducible backgrounds in the analysis signal region
are estimated by the extrapolation from the common control region. The process is described
by the formulas:

Ngsr = TF x N¢p, (6.6.1)

where N, is the yield of reducible backgrounds in the control region, and Ng is the estimation
results in the signal region. The transfer factor for the extrapolation denoted as TF is estimated
as the ratio of MC simulated yields in the signal region and control region.

In this study, the data-driven approach is extended to shape estimation. Each bin in a OO
shape distribution is viewed as an independent yield count with the corresponding observable
range requirement. In principle, the reducible background shapes should be estimated through
bin-by-bin data-driven. In the real analysis, the shape analysis has many bings and the num-
ber of reducible background events is limited. To reduce the statistical uncertainties, the shape
estimation scheme has the simplifications as follows. The TF estimation with MC simulation
is done using a reduced number of bins to decrease the statistical uncertainties in the MC sim-
ulation. The TF value is shared by adjacent bins in the same reduced bin. In the OO;; shape
estimation for reducible backgrounds, the extrapolation is done into the inclusive SR without

the separation into four VBF SRs to reduce the relative statistical uncertainties in the data for
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each bin. The total yield in each VBF signal region is estimated independently.

Z + pp shape estimation

For the Z 4+ pp reducible backgrounds, non-prompt or fake muons are allowed in the sub-
leading lepton pair, which has an invariant mass father from the Z boson mass. The Z+ Jets
and tt reducible backgrounds are estimated using the data-driven approach. These reducible
backgrounds are fitted to data using the leading lepton pair mass mq, in four control regions
simultaneously. There is also a small background from W Z events estimated using MC simu-
lation.

The common control region for validation is the relaxIsoDO control region defined by re-
laxing the isolation and impact parameter requirements for lepton candidates and the vertex
requirement in the four-lepton selections. The four-lepton selected region is excluded from
this region to suppress the Higgs boson events. In this region, both Z+ Jets and t¢ reducible
backgrounds have large contributions. The source of the extrapolation is the remaining events
after subtracting the MC-estimated Higgs boson events and other background events from the
data. The transfer factors are estimated by averaging those of each component from the MC
simulations with the MC yield used as weights. The systematic uncertainties of the reducible
backgrounds are estimated from the data fitting uncertainties and transfer factors computation.
The Z + pp backgrounds take only 1%-2% share of the events in the region studied in this
analysis from the estimation. The contribution of these reducible backgrounds to the likelihood
fit is very small. The shape distribution estimation and details in the data-driven computation

are reported in Appendix D.

Z + ee shape estimation

For the Z + ee reducible backgrounds, the leading lepton pair and the lepton with the larger
transverse momentum pr are required to be prompt leptons. The last electron in the background
event is the fake or non-prompt electron denoted by "X". The reducible backgrounds contain
events, where "X" is f, ¢ or v from the Z+ Jets and tf events. The f and 7 backgrounds
are estimated in the "3/ + X" region, where the selection and identification criteria for X are
relaxed. These backgrounds are fit to data with the number of detections on pixel sensors in the
Inner Detector nyepix- The sPlot method is used to extract the probability of an event is f or v
as pr, the probability with a certain number of jets Vi, and the probability distribution of NN
score [155]. The ¢ background is estimated by MC simulation instead.

The estimation of the reducible backgrounds in the regions used for the CP-odd observable

measurements follows the same strategy as the Z + pu distribution estimation. In the "3/ +
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X" region, the source of the extrapolation is the remaining events after subtracting the MC-
estimated Higgs boson events and other background events from the data. The transfer factors
are estimated by averaging those of each component from the MC simulations with the summing
probability distribution from the sPlot method as yield. The Z + ee backgrounds account for
less than 1% share of the events in the region studied in this analysis from the estimation.
The contribution to the CP-odd coupling measurements is negligible. The shape distribution

estimation and details in the data-driven computation are reported in Appendix D.

6.7 Systematic uncertainties

In this analysis, the uncertainties of the measurement are dominated by the statistical fluctua-
tions of the ATLAS Run 2 data. The systematic uncertainties from the model building affect the
measurement very slightly in comparison. In this study, systematic uncertainties enter the likeli-
hood measurement as nuisance parameters representing the upward and downward fluctuations
from each type of uncertainty. The impacts of these uncertainties are represented as the change
in the confidence interval limits. The main sources of systematic uncertainties contain theo-
retical modeling, experimental measurement, and statistical uncertainties in the Monte-Carlo

simulations.

Theoretical uncertainties

Theoretical uncertainties refer to the systematic uncertainties in modeling the signal and back-
ground expectations from a theoretical perspective. The main concerns of the theoretical uncer-
tainties include the missing higher-order corrections, the choice of the PDF set, the estimation of
the strong coupling constant and the parametrization in parton showers. The first three sources
affect the computation of the matrix element. These uncertainties were estimated independently
in different channels. The estimation strategy of the theoretical uncertainties contribution in-
herits the ATLAS Run 2 simplified template cross-section measurement [156].

The dominant theoretical uncertainties in this study are related to the jet number catego-
rization and NN categorization in the ggF channel. The ggF Higgs boson production process
includes the strong interaction in its heavy quark loop and the radiation of additional jets. There-
fore the uncertainties in the QCD perturbative computation were considered in this study. In
this study, the BSM samples with effective couplings were generated with the QCD accuracy
at leading order only. The impact on the measurement from the missing higher-order QCD
effect was evaluated by varying the factorization scale and renormalization scale from the half
of Higgs boson mass to twice the Higgs boson mass [157]. The expected impact of this theo-

retical uncertainty on the limits of confidence intervals in the coupling measurement is about
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5%. In the parton shower modeling, the uncertainty is estimations by comparing the result from
PyTHIA 8 [131, 132] and HERWIG 7 [158]. The shower parameters were set with the AZNLO
tune, which is a set of parameters used in the ATLAS experiment [143]. The impact of this
theoretical uncertainty on the limits is 1 — 5%. For the other Higgs boson production channels
including VBF, VH and ttH, the uncertainties in missing higher order QCD parametrization
were estimated following the STXS measurement [156, 159]. Their impact is negligible in the
coupling measurements.

The uncertainties on the PDF choice were estimated from the variations of the PDF set based
on the PDF4LHC recommendations [124]. These PDFs were estimated from the fit to data. The
uncertainties in the strong coupling constant, the functional form selected and the uncertainties
in the dataset used in the estimation affect the PDF modeling. Each choice of variation was
treated as an independent source of uncertainty in the model for each Higgs boson production
channel. The impact of these uncertainties is negligible in the coupling measurement.

For the ZZ* background samples, the effect of missing higher-order QCD in the migration
between different regions was estimated by varying the factorization scale and the renormal-
ization scale. The uncertainties in the PDF choice were estimated from the variations in the
NNPDEF3.0 PDF set [135]. The uncertainties in the parton shower modeling of the ZZ* were
estimated as well. The impact of all theoretical uncertainties in the ZZ* background on the fit
limits is within 2%.

The VBF production measurement is with four signal regions categorization based on the
NN trained with the SM expectations. The dominant theoretical uncertainty is the migration
effects in the ggF channel from the QCD scales. The migration effect in the Z Z* backgrounds
takes place in the production measurements as well. In the H — ZZ* — 4l decay measure-
ment, the signal region for the Higgs boson events is inclusive without the migration issue.
Therefore theoretical uncertainties take a minor role.

The effect of missing higher-order QCD in the VBF measurement has been tested through
direct simulation at the generator level with another model named the Higgs characterisation
model [160]. This model is not a dedicated EFT model but allows next-to-leading order com-
putation. The test shows the impact of missing higher-order QCD on CP-odd coupling mea-
surements in this analysis is small. The details are reported in Appendix G.

Experimental uncertainties

The dominant experimental uncertainties in the H — ZZ* — 4l measurement are related to
the energy scale and resolution of leptons. The impact of these uncertainties on the fit limits
of couplings is expected to be 1 — 2%. The uncertainties in the pile-up evaluation, reconstruc-

tion, identification and isolation of the leptons, track-to-vertex association and flavour-tagging
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were estimated as well. The impact from these uncertainties is within 2%. The dominant ex-
perimental uncertainties in the VBF production measurement are related to the energy scale
and resolution of jets. These uncertainties are expected to have 1 — 3% impacts on the CP
measurement.

The uncertainty in the ATLAS Run 2 luminosity is 1.7% [97]. This uncertainty was not eval-
uated in this study since the yields in this study are determined by fitting to data. The luminosity
fluctuations are absorbed in the normalization factors. In the reducible backgrounds estimation,
the statistical uncertainty and systematic uncertainties in the fake estimations were included

following the STXS study [156]. The effect on the coupling measurements is negligible.

Monte-Carlo uncertainties

In this shape-based analysis, the MC simulated events were split by the bins of optimal observ-
ables. The number of events in each bin is smaller than the total events generated. Therefore the
statistical uncertainties from the MC simulation are expected to have a larger impact than the
yield-based measurement. The impact of this uncertainty was estimated using a bootstrapping
method [161]. In this approach, an “MC toy” was generated by randomly assigning an integer
bootstrapping weight following the Poisson distribution with the mean value at 1 to each event
in the MC samples. This MC toy is considered statistically independent from the original MC
dataset. An ensemble of such MC toys was generated and fitted with a pseudo-dataset indepen-
dently. The multiple likelihood fit curves generated form a band of likelihood ratio variations.
The root-mean-squared values of these variations on the best-fit value and limits from these
MC toys fit are the MC statistical uncertainties. In this estimation, the MC statistical uncer-
tainties were estimated with different CP-odd coupling measurements with different OO. The
largest impacts among these measurements from the root-mean-squared variation of 100 MC
toys fit are shown in Table 6.4. The impact from the MC statistical uncertainties is negligible
compared to the statistical uncertainties in the Run 2 data. The impact is of a comparable order

with the experimental and theoretical uncertainties.
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Table 6.4: The maximum impact of MC statistical uncertainties on the likelihood fit among
the CP-odd coupling measurements with different OO. The impact in each case was estimated
using the root-mean-square variations of 100 bootstrapping MC toys.

Channel Best fit Value +1o0 limit —1o limit +20 limit —20 limit
VBF production 0.004 2.5% 1.8% 2.2% 2.0%
H — Z7* — 4l decay 0.003 2.4% 2.9% 1.8% 2.5%
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Chapter 7

Results and discussion

7.1 Observable distributions in data

The event yields of the ATLAS Run 2 data and the SM expectation in the signal and control
regions are presented in Table 7.1. For most of the categories, the observed yield is consistent
with the SM expectation within the counting error. In the VBF SR4, there is an upward fluctu-
ation of data compared to the SM expectation. The four VBF signal regions partitioned by the
NN scores all contain small numbers of events. This leads to large statistical uncertainties in
data. In the control region for the ZZ*-dominant irreducible background, the data also have a

slight upward fluctuation from the SM expectation.

Production OO distributions

The mean values of the production optimal observables in data are shown in Table 7.2. The
mean values are consistent with the SM expectation. The values are close to zero within the
statistical uncertainties. The large mean value and statistical uncertainties are due to the limited
number of events. The high NN categories are highly VBF enriched and with lower background
contributions. The mean values for high NN categories are more closed to zero. The d coupling
is proportional to the ¢, coupling based on its definition. The equal value constrained ¢, 5 is
not sensitive to the VBF measurement. The OOJC-;-{ W and Oij ; values of an event are almost
b %is
The distributions of OO7%* in each VBF-enriched category are shown in Figure 7.1 [19].

the same. The consistency in mean values for OO;;’ W and OO, . agrees with the expectation.

The number of events in each bin is consistent with the SM expectation within a range of two
standard deviations. There is an excess in the VBF SR1 for the last bin. In each category, there
are some empty bins and fluctuations in the distribution, indicating the statistical limits. The

distributions of OO corresponding to other sensitive couplings ¢, ¢, d have similar features.
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Table 7.1: Unblinding data yield counting and SM expectation yield values for signal and back-
grounds in signal regions and control regions

Category data total SM ggF bbH ttH/tH  VBF/VH 27" ttV/VVV  reducible
VBF SR1 14 157 75830 01799 12500 160700 35T1%  0.53T00;  0.870%
VBF SR2 9 9972  565% 0.1755 02199  1.89%01 LTS 01507005  0.370¢
VBF SR3 4 59707 92708 0.0%39 0.1%00  3.01%31%  0.487518 0.0t39  0.07t32
VBF SR4 8 41792 049t 0.0709 0.0509 3504  0.086%00  0.0505  0.015008
inclusive SR 311 32172 181M3  1.85370051 1.89%001 23.8707 9875 1.315908 134
VBF-depleted SR 276 286714 165712 1.64879%21 04799  13.879¢ 92+¢ 0.62001 1213
Z7Z* CR 294 26773 8.27 3 0.1701 02199 1.39701% 220720 6.797013 2173

Table 7.2: OO;; mean values for the ATLAS Run 2 data in VBF signal regions

Category OO 005 001" 004,
VBFSRI 04+0.7 015+£029 02404 02404

VBFSR2 04+04 025+020 028+024 0.28+0.24
VBFSR3 0.06+0.27 —0.00+0.14 0.0240.16 0.0240.06

VBFSR4 0.00+£0.16 0.00£0.08 0.00+0.10 0.00+£0.10

The OO%= OOJC-f W and OOY. . distributions in the VBF SRs are presented in Appendix H.

Ji > 455
Decay OO distributions

Inthe H — ZZ* — 4l decay side measurement, the decay optimal observables are used in the
study. The decay measurement uses the whole Higgs boson production events as the signal in
the Higgs boson mass window defined in Section 5.3. The decay optimal observables are used in
the production-decay combined measurement as well. In this scenario, the production optimal
observables are used for events in the VBF-enriched regions. The decay optimal observables
are used for non-VBF-like events in the VBF-depleted region. The mean values of the decay
optimal observables of data are shown in Table 7.3. In both regions, the mean values are close
to zero within the statistical uncertainties. There is a good agreement between the data and the
SM expectation.

The distributions of O Zf"NV in the inclusive signal region are shown in Figure 7.2 as an
example [19]. In these distribution plots, the data is consistent with the SM expectation within
two standard deviations. The statistical fluctuations in data are large in many bins. The OOy

plots for ., ¢y, ¢y 55, Cpii7 g and d are presented in Appendix H.
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Figure 7.1: OO]%Z distributions for the VBF-like NN signal regions of production side mea-
surement. The dot represents unblinding data with statistical uncertainties. The green block
represents the VBF/VH signal MC distributions. The other stacks represent different MC back-
ground components. The dashed area is the total uncertainties for the MC simulation.

Table 7.3: OO mean values for the ATLAS Run 2 data in inclusive and VBF-depleted signal

regions
Category 005 005 00w 00" 00 Hwe 004,
inclusive SR 0.001 £0.011 —0.03+0.05 —0.017+0.030 0.06+0.11 0.03+0.06 —0.08+0.14
VBF-depleted SR 0.003 4+ 0.012 —0.034+0.06 —0.018 £0.034 —0.07+£0.12 0.03+0.06 —0.09+0.16
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Figure 7.2: OOy, distributions for the inclusive signal regions for decay side measurements.
The dots represent unblinding data with statistical uncertainties. The light blue and green blocks
represent the dominant Higgs boson production channels ggF and VBF/VH MC distributions.
The red block represents the dominant backgrounds ZZ* MC distributions.

7.2 Likelihood fit results

One-dimensional coupling measurement

In the one-dimensional coupling measurement of the Run 2 data, each coupling is measured
through likelihood fit assuming no presence of other couplings. The couplings measured include
Cpis C Ad Cppip g in the Warsaw basis and C.z, C2 and ¢, in the Higgs basis. An additional
parameter d is measured for comparison to the studies in other channels as well. The couplings
that are sensitive to the di-jet optimal observables are measured in the VBF production-only
analysis. The couplings that are sensitive to the four-lepton optimal observables are measured
inthe H — ZZ* — 4l decay-only analysis. The couplings with sensitivities on both sides
are measured in the production-decay combined analysis. For each coupling, the measurement
with the best significance among these schemes is presented as the result.

In VBF production-only analysis, the couplings ¢.., ., ¢, and d measurements show
good sensitivities to the shape-only fit on the Run 2 data. The likelihood scan curves for the
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¢,. within [—3, 3] range on the Run 2 data and SM simulation are shown as an example in
Figure 7.3 [19]. The best-fit value in the measurement has a shift to the right. This is likely due
to the upward fluctuation in the right boundary bin of the VBF SR1 histogram in Figure 7.1.
This is the best result ever achieved on the ¢,, measurement in the H — ZZ* — 4l channel.
The measurements on the other couplings have similar behaviors. The likelihood scan curves
of the other couplings are presented in Appendix I.

In the H — ZZ* — 4l decay-only analysis, the couplings c.., Cyy, Cyii> Cyi» Ching
and d measurements show good sensitivities. The likelihood scan curves for the ¢, within
[—2, 2] range on the Run 2 data and SM simulation are shown as an example in Figure 7.4 [19].
The fit results on the Run 2 data are in good agreement with the SM expectation. The data
fit has narrower limits compared to the SM expectation due to the statistical fluctuations. The
measurements on the other couplings have results consistent with the SM expectations as well.
The likelihood scan curves of the other couplings are presented in Appendix .

The production and decay combined measurements have been done with the couplings ¢,
¢y and d. These are sensitive to both VBF production measurement and H — ZZ* — 4l
decay analyses. The likelihood scan curves for the ¢y, within [—2, 2] range on the Run 2 data
and SM simulation are shown as an example in Figure 7.5 [19]. The data fit results are consistent
with the SM expectation. The best-fit value in the observation has a shift to the right similar
to the VBF production measurement. This is due to the usage of the OO;; in the VBF signal
regions same as the production-only measurement. The shift is not as large as the production
measurement with the dilution of the non-biased VBF-depleted decay information.

In the measurement with data, the selection of the measurement channels is based on their
performance with the MC samples of the SM expectation. The SM expected limits are sum-
marized in Table 7.4 [19]. The combined measurement in the ¢, coupling is expected to
have the advantage over the single vertex measurement. The ¢, coupling is sensitive to the
production-only measurement. The other couplings ., ¢y, ¢ 5, Cyii7p and d are most sensi-
tive to the decay-only measurement. The measurement results on the corresponding vertex for
the measurement in the ATLAS Run 2 data are summarized in Table 7.5 [19]. These results are

consistent with the SM expectation.

Two-dimensional coupling measurement

In this analysis, the constraints of the BSM CP-odd couplings with the presence of other cou-
plings are studied through two-dimensional likelihood fits. In the decay-only measurement,
each pair of couplings among ¢4, ¢, 5 and ¢35 5 is allowed to float simultaneously, while the
third coupling is fixed to 0. The two-dimensional likelihood scan contours for the three pairs of

couplings on the Run 2 data and SM simulation are shown in Figure 7.6 [19]. All of these mea-
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Figure 7.3: Likelihood scans along ¢, axis on the SM expectation and ATLAS Run 2 data with
OO]E] The black curves represent measures on ATLAS Run 2 data. The blue curves represent
measures on the SM expectation. The solid curves include full systematical uncertainties in the
scans. The dashed curves are the statistical uncertainties-only scans.

Table 7.4: The SM expected limits of 95% confident level in the VBF production-only, H —
Z 7Z* — 4l decay-only and production and decay combined likelihood scan for BSM couplings.

68% production-only decay-only combined

Chi - 40.38 ]
Chivp - 40.75 ;
Chriv +4.8 +1.4 +1.3
d +0.63 +0.018 +0.019
. +2.4 - ;
Cor +6.6 40.76 40.80
o - 40.80 ;

surements utilize the two-dimensional observable OOZ? B yg OOZ? W which is built from the
direct product of OOZ’Z % and OOZ;’ " The performance of this observable is the best among

all the OO tested on the SM expectation. The appearance of the second coupling in the fit
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Figure 7.4: Likelihood scan along c ;5 axis on the SM expectation and ATLAS Run 2 data with
OO, . The black curves represent measures on ATLAS Run 2 data. The blue curves represent
measures on the SM expectation. The solid curves include full systematical uncertainties in the
scan. The dashed curves are the statistical uncertainties-only scan.

Table 7.5: The SM expected and Run 2 data observed results of 68% and 95% confident level
limits and best-fit values for BSM couplings. The measured vertex of the best-expected scheme
was selected.

expected observed Best-fit Fit type
68% CL 95% CL 68% CL 95% CL value

Cui [—0.18,0.19] [—0.37,0.37] [—0.42,0.31] [—0.61,0.54] -0.08 decay
cywp  1—0.36,0.36] [—0.72,0.72] [—0.56,0.53] [—0.97,0.98] -0.02 decay
Criv [—0.63,0.63] [—1.26,1.28] [—0.07,1.09] [—0.81, 1.54] 0.60 combined
d [—0.009,0.009] [—0.018,0.018] [—0.017,0.014] [—0.026,0.025] -0.003 decay
Cas [—0.77,0.79] [—2.44, 2.36] [0.37,1.21] [—1.20,1.75] 0.78  production
Cany [—0.47,0.47] [—0.76,0.76] [—0.54,0.54] [—0.84,0.83] 0.08 decay
Coy [—0.38,0.38] [—0.76,0.77] [—0.52,0.48] [—0.99, 0.93] -0.01 decay

makes the constraint looser in the first coupling. The observed results in these two-dimensional

measurements are in good agreement with the SM expectations.
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Figure 7.5: Likelihood scan along ¢, axis on the SM expectation and ATLAS Run 2 data.
The blue curves represent measures on the SM expectation simultaneously with OOJC-f " and

OOZ? " in VBF and VBF-depleted signal regions respectively. The orange, violet and green
curves represent measures on the ATLAS Run 2 data with only OOJC-J’?’ W, only O Zf " and si-

multaneously with OOJC-JH " and OOZ? W respectively. The solid curves include full systematical
uncertainties in the scan. The dashed curves are the statistical uncertainties-only scan.

In addition, the information from both the production and decay vertices was combined
in a two-dimensional measurement. The couplings c.. and ¢, are measured simultaneously
without the presence of other BSM couplings in this measurement. The ¢, coupling is only
sensitive to the production vertex measurement. The ¢, is only sensitive to the decay vertex
measurement. The two-dimensional likelihood scan contours for ¢, and ¢, simultaneously
on the Run 2 data and SM simulation are shown in Figure 7.7 [19]. In this measurement,
the production observable OO?;Z is used for the VBF signal regions and the decay observable
OO0y is used for the VBF-depleted region. The constraints on the two couplings are loosened
slightly compared to the one-dimensional scan. The result obtained is consistent with the SM
expectation.
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7.3 Comparison with previous results and parallel studies

Comparison with the simplified template cross-section measurement

In a previous ATLAS study on the 139 fb~! Run 2 H — ZZ* — 4l data, cross-sections and
EFT couplings have been measured with the simplified template cross-section (STXS) frame-
work [9]. In that measurement, the EFT coupling interpretation was determined using cross-
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Figure 7.7: Simultaneous likelihood fit along ¢, and ¢, axes on the SM expectation and AT-
LAS Run 2 data. The black contours represent measures on Run 2 data. The blue contours
represent measures on the SM expectation. The solid contours are results at 95% confidence
level. The dashed contours are results at 68% confidence level. All the curves in the plot include
full systematical uncertainties in the fit.

section information only. The results obtained are in good agreement with the Standard Model
expectation.

In comparison, this study is optimized for measuring CP properties in the Higgs boson
couplings to Z bosons. This study relies on the shape information with the optimal observables.
It is expected that this study would improve upon the previous STXS study. The comparison of
the SM expected and data observed 95% confidence level results in the previous STXS study
and this study is shown in Table 7.6. The comparison shows an improvement from the shape

information with optimal observables in the ¢, and ¢, 5 measurements.

Comparison with the / — 77 and I — 77 channels measurement

In the previous study of the CP properties in the VBF production channel through different
decay channels, the parameter d was raised as a single parameter to measure the strength of
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Table 7.6: The 95% confidence level limits of the couplings on the Standard Model expectation
and the data observation in the STXS measurement and this study

couplings STXS study this study

SM expected  Observed  SM expected  Observed
Coiv [—2.1,2.1] [—2.4,2.4] [—1.3,1.4] [—1.1,1.1]
Cup [—0.57,0.57] [-0.56,0.56] [—0.37,0.38] [—0.54,0.61]
Cyivn [—1.05,1.05] [-1.0,1.0] [-0.73,0.73] [-0.96,1.0]

CP violation [162]. This parameter is measurable in other Higgs boson decay channel analyses
using the EFT framework. This enables studies in different channels to compare and combine
their result through it. In the ATLAS Run 2 analyses, this parameter was measured in the VBF
H — 77 channel on 36.1 fb~! and the VBF H — v channel on 139 fb~! data [12, 76]. The
H — ~~ analysis measured the coupling ¢, as well. The results of these studies in the SM
expected and data observed 95% confidence level limits and the comparison with this analysis
are shown in Table 7.7. The ¢, measurement in the H — ~ channel is more sensitive than
in this study. The first observation is the larger VBF event numbers available in the H — vy
channel compared to this analysis. This may explain the difference in sensitivity between these
two studies. Further investigations are needed to provide more concrete explanations. On the
other side, this study has a higher sensitivity in the d measurement. This might be explained
by the insensitivity of ¢, 5 of the VBF channel measurement. In this analysis, the d sensitive
comes from the decay measurement. These previous studies did not have the Higgs boson to
W+ and Z bosons coupling in the decay processes. Combining the results of this study with

those from other channel measurements in the future may yield a more significant result.

Comparison with the CMS measurements

The CMS is the other general-purpose detector at the LHC [2]. The ATLAS and CMS experi-
ments have different detector designs and comparable beam conditions during the LHC opera-
tion. Analyses in these two experiments serve as cross-validations of each other. Therefore, the
results obtained from the CMS experiments are crucial to this study.

Recently, an anomalous couplings study was conducted in H — ZZ* — 4l decay channel
on the 137 fb~! CMS Run 2 data [163]. The measurement was interpreted using the SMEFT
framework as well. The SMEFT couplings were constrained on the Warsaw Basis. The com-
parison of the SM expected 68% confidence level results in the CMS measurement and this
study in the Warsaw Basis is listed in Table 7.8. The results obtained in this study appear to be

more sensitive than those obtained in the CMS measurement. Further investigation is needed to
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Table 7.7: The 95% confidence level limits of the couplings on the Standard Model expectation
and the data observation in the / — ~ measurement and this study. The "d combined" row
shows the d limits with the 36.1 fb~* H — 77 measurement result combined.

couplings H — vy study this study

SM expected Observed SM expected Observed
Co [—0.95,0.95] [—0.55,1.07] [—1.3,1.4] [—1.1,1.1]
d [—0.061,0.060] [—0.034,0.071] [-0.018,0.018] [—0.023,0.028]

d combined [—0.046,0.045] [—0.034,0.057] - -

Table 7.8: The 68% confidence level limits on the Standard Model expected and data observed
95% confidence level limits of the CMS Run 2 H — ZZ* — 4l measurement and this study.

couplings the CMS measurement this study

SM expected  Observed  SM expected  Observed
Criv [-1.11,1.11] [-0.75,0.28] [—0.68,0.68] [—0.56,0.54]
CyB [—0.33,0.33] [-0.22,0.09] [-0.19,0.19] [-0.34,0.39]
CivE [—1.21,1.21] [-0.82,0.31] [-0.37,0.37] [—0.54,0.55]

understand the difference in the sensitivity of these studies.
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Chapter 8
Future directions of work

In this analysis, the CP conservation has been tested using the observable shape information
in the VBF and H — ZZ* — 4l channel. The informativity of the OO distribution shape
is seen in the more restricted constraints compared to the cross-section-based measurement.
On the other side, the sensitivity of this measurement is limited by the statistics in the data.
The statistical uncertainties become larger compared to the cross-section-based analyses on the
same dataset since the events are split into different bins. In the VBF measurement, the VBF-
like selection and the categorization with the NN score further restrict the statistics. For the
139 fb~' ATLAS Run 2 data, most of the bins in the VBF SR in this study have less than four
events. Some of the bins are empty. The event numbers increase in the future will help the

shape-based CP measurement achieve more stable and significant results.

Study on the future Run at the LHC and High Luminosity LHC

The currently undergoing operation of the LHC is Run 3. This number is moderately larger
than the Run 2 luminosity. More strict constraints on the CP-odd couplings are expected to be
set by combining the future Run 3 analysis. The Run 3 shape-based analysis itself is very likely
to suffer the low statistics condition. In the LHC future upgrade plan, there will be a major
upgrade during the long shutdown period after Run 3. The upgraded machine is named high
luminosity LHC (HL-LHC). The total integrated luminosity of the HL-LHC is expected to be
3000 fb~" [164].

There is a prospective study on the CP measurement using the H — ZZ* — 4l channel
[165]. This prospective study did not parametrize the couplings in the EFT framework. The

parametrization on the scattering amplitude of H — Z Z* processes used in this study is:

¥ kU * * v * vV fx qua * £ v
A = VV) o qmie'es’ + gl 05 4 gy 0 Ly g, o0 e (0.1
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Table 8.1: The SM expected upper limits of 95% confident level in the yield-based fit of the
CP-odd contribution in the future 300 fb™' and 3000 fb~! HL-LHC simulation.

Luminosity  f,

300 fb~* 0.15
3000 fb~'  0.037

where A(H — V'V) is the amplitude for the Higgs boson decay into vector bosons. The
symbols g; to g, are the couplings characterizing different contributions in the amplitude. The
symbol my is the mass, ¢ and e are the four-momentum and polarization vector, and f,,, is the
field strength tensor of the vector bosons. The symbol f denotes the conjugate field strength
tensor, which makes corresponding terms CP-odd [166]. In this decomposition, the g; term
characterizes the tree-level SM contribution. The g» and g3 terms represent the loop-induced
CP-even contributions. The g, term represents the CP-odd contribution. The tree-level SM

amplitude has g; = 1 and g, = g3 = g4 = 0. The fractional contributions are defined as:

|gi|20i

= ) (8.0.2)
lg1201 + |g2|02 + | 94|04

fo:

is the relative contribution of each type of amplitude component in the total cross-section. The
o; symbol denotes the cross-section given only the g; = 1 and others zero. The g3 term is
assumed very small and ignored in this study.

The fit with matrix element-based observables on 300 fb~! and 3000 fb—' MC dataset sim-
ulated for HL-LHC has an expected 95% confidence level exclusion limit for f,,, as shown in
Table 8.1. The exclusion power for the 3000 fb~! measurement is expected to be much stronger
than the 300 fb~! measurement. This prospective study illustrates the future potential of the
CP-odd couplings measurement at the HL-LHC with the future dataset.

Studies on the future Circular Electron Positron Collider

There are other future machines planned with higher luminosity and enhanced precision mea-
surement ability. The Circular Electron Positron Collider (CEPC) planned in China is a future
electron and positron collider with one of its goals to serve as a high luminosity Higgs boson
factory [167, 168]. As the name indicates, collision events in the CEPC are produced by the
crossing of a bunch of electrons and a bunch of positrons. Compared to the LHC as a hadron col-
lider, the CEPC is not affected by pile-up effects. On the other side, the more severe synchrotron
radiation of low-mass leptons limits the bunch spacing at the Higgs factory due to the power
limitation. The Higgs boson production at the CEPC will be dominated by the ete™ — ZH
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Table 8.2: The SM expected c,, and c,., ranges at 68% confident level in the yield-based fit for
3000 fb~* HL-LHC simulation and 5600 fb~' and 20000 fb~' CEPC simulations.

Luminosity pp 3000 fb~! ete™ 5600 fb~' ete™ 20000 fb~*
Cory [—0.22,0.22]  [-0.30,0.27] [—0.16,0.14]
Cos [—0.33,0.33]  [~0.06,0.06] [—0.03,0.03]

process with electron and positron beam energy at 120 GeV. This channel includes the decay of
a virtual Z boson into a Higgs boson and a Z boson with the full kinematic information of ini-
tial state particles. Therefore, these events will be suitable for the H Z Z coupling measurement.
The high precision in these couplings measurement is expected from the abundant events.

There is a prospective study on the CP-odd EFT coupling measurement at the CEPC [169].
The performance of yield-based c.. and ¢., measurement has been tested with 5600 fb~! in-
tegrated luminosity simulated dataset for about ten years of the CEPC operation and some
prospective larger luminosity 20000 fb'. From the simulation in this paper, the optimal ob-
servables corresponding to ¢, is more sensitive to the ¢,, coupling than the case for c,,. The
expected results at 68% confidence level limit for ¢, and ¢, measurements and the comparison
to the HL-LHC expectation are shown in Table 8.2. The performance of the ¢,, measurement at
the CEPC is expected to be increased significantly and c., is at the same level of performance
as the HL-LHC.
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Summary

This study aims to test the potential CP invariance in the Higgs to Z bosons couplings on the
139 fb~! of the ATLAS Run 2 data. The potential CP violation in this channel could provide
hints toward new physics beyond the Standard Model. This study is carried out by measuring
the BSM CP-odd Higgs boson to Z bosons couplings parametrized using the SMEFT model.
This measurement succeeds the yield-based STXS measurement on the 139 fb~' of ATLAS
Run 2 data. The strategy of shape-only likelihood fit with the optimal observable distributions
in this analysis has been optimized for the CP-odd measurement. This measurement focuses on
the VBF production events and H — ZZ* — 4l decay events.

In the VBF production channel measurement, the VBF-like events selected within a mass
window of [115, 130] GeV, with at least two jets and m; > 120 GeV are the signal events. The
dominant backgrounds are the ggF production Higgs boson events and non-Higgs boson ZZ*
continuum events. In the H — ZZ* — 4l decay measurement, all the Higgs boson events
within the [115, 130] GeV mass windows are taken as the signal events. The ZZ* continuum
events dominate in the backgrounds. The ¢.., C.y, ¢y Cyip> B> Chivg and d couplings are
measured through production-only, decay-only and production and decay combined measure-
ments based on the SM expected performance.

In these measurements, the shapes of the optimal observables in the model are predicted
by the morphing technique. The shapes by this technique are interpolated from a basis of MC-
simulated samples with optimized couplings. The yield of each component is constrained by the
simultaneous fit in the background-dominated regions to the data. The neural network technique
for the VBF and ggF discriminant is included in this study to enhance the VBF production
measurement. The dedicated experimental and theoretical systematical uncertainties dominated
by the energy scales of leptons and jets and QCD modeling are taken into consideration. The
reducible backgrounds dominated by Z-jets and ¢t are estimated in the model.

In the VBF production likelihood fit in the ¢,., an around 1o shift to the right has been
observed. This phenomenon is consistent with the SM predictions within the statistical uncer-
tainties. This shift to the right is most likely due to the upward fluctuations of backgrounds
in the right bins of the VBF SR1. In the H — ZZ* — 4] decay likelihood, no obvious shift
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in the best-fit value. The results are in good agreement with the SM expectation. The bound-
ary bins have a large contribution to the fit sensitivity. As a result, the couplings with upward
fluctuations in the boundary bins of the corresponding observables get higher sensitivity com-
pared to the SM expectation. The couplings with downward fluctuations in the backgrounds
bins of the corresponding observables in contrast get lower sensitivity compared to the SM ex-
pectation. The production and decay combined measurement for ¢, exhibits characteristics
of both production-only and decay-only fits. The sensitivity depends on the boundary bins of
the decay observables and the shift is caused by the VBF SR1 fluctuation in the production
observables. These measurements set more strict constraints on the CP-odd HZZ couplings
compared to the previous STXS measurement based on the cross-section on the ATLAS Run
2 data. In this analysis, the parameter d measurable in different channels has been measured
as well. The result has an improved sensitivity compared to the H — 7 measurement on the
139 fb~! ATLAS Run 2 data combined with the H — 77 measurement on the 36.1 fb™! early
ATLAS Run 2 data. This would possibly come from the inclusion of non-VBF channel events
in the decay measurement in this study.

The expected VBF and H — ZZ* — 4l event numbers in the ATLAS Run 2 dataset are
statistically limited for the shape-based CP measurement. Future studies on higher luminosity
datasets would boost the measurement sensitivity and robustness. The future high luminosity
machines including HL-LHC and CEPC shade lights on the future more sensitive CP measure-
ment. In future analysis, there is also the possibility to combine the yield information and the
shape information simultaneously to increase the sensitivity with the future development of the
software.
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Appendix A

Optimized variable binnings

The optimized binning scheme for the optimal observables in this study is to keep the same
weight of events in each bin. The shape is influenced by the potential BSM couplings. To
maintain the stability for BSM scenarios, the optimization for each OO variable includes a
50% contribution from the SM distribution expectation and a 50% contribution from the BSM
distribution expectation.

In the VBF measurement, the expected total number of events in the VBF signal regions
varies from 4 to 15. Each OO)j; is optimized into 12 bins of varied sizes. The detailed binning

scheme is listed as follows:

OO?;Z { -50.0000, -1.6678, -0.7274, -0.3977, -0.2237, -0.1040, 0.0000, 0.1040, 0.2237,0.3977,
0.7274, 1.6678, 50.0000 }

OO?;“ { -30.0000, -0.7622, -0.3588, -0.2112, -0.1280, -0.0645, 0.0000, 0.0645, 0.1280, 0.2112,
0.3588, 0.7622, 30.0000 }

OO?;“ { -4.0000, -0.1353,-0.0619, -0.0351, -0.0224, -0.0121, 0.0000, 0.0121, 0.0224, 0.0351,
0.0619, 0.1353, 4.0000 }

OO]C-]HE { -1.0000, -0.0140, -0.0055, -0.0027, -0.0013, -0.0005, 0.0000, 0.0005, 0.0013, 0.0027,
0.0055, 0.0140, 1.0000 }

OO;;’WB { -5.0000, -0.0603, -0.0237, -0.0143, -0.0082, -0.0034, 0.0000, 0.0034, 0.0082,
0.0143, 0.0237, 0.0603, 5.0000 }

OO;fW { -30.0000, -1.0188, -0.4501, -0.2543, -0.1477, -0.0734, 0.0000, 0.0734, 0.1477,
0.2543, 0.4501, 1.0188, 30.0000 }

Inthe H — ZZ* — 4l decay measurement, the expected total number of events in the in-

clusive signal region is around 300. A finer binning scheme is allowed. Each OO, is optimized
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into 48 bins of varied sizes. Finer binning will get diminishing improvement in sensitivity. The
detailed binning scheme is listed as follows:

OOZ?E { -40.0000, -2.6422, -1.1817, -0.7242, -0.4920, -0.3610, -0.2778, -0.2197, -0.1778,
-0.1460, -0.1208, -0.0994, -0.0819, -0.0674, -0.0549, -0.0446, -0.0356, -0.0282, -0.0219,
-0.0166, -0.0122, -0.0085, -0.0054, -0.0026, 0.0000, 0.0026, 0.0054, 0.0085, 0.0122,
0.0166, 0.0219, 0.0282, 0.0356, 0.0446, 0.0549, 0.0674, 0.0819, 0.0994, 0.1208, 0.1460,
0.1778, 0.2197, 0.2778, 0.3610, 0.4920, 0.7242, 1.1817, 2.6422, 40.0000 }

OOZfWB { -20.0000, -1.1164, -0.5182, -0.3200, -0.2228, -0.1672, -0.1309, -0.1056, -0.0867,
-0.0715, -0.0591, -0.0486, -0.0400, -0.0326, -0.0264, -0.0210, -0.0166, -0.0129, -0.0099,
-0.0074, -0.0054, -0.0038, -0.0024, -0.0011, 0.0000, 0.0011, 0.0024, 0.0038, 0.0054,
0.0074, 0.0099, 0.0129, 0.0166, 0.0210, 0.0264, 0.0326, 0.0400, 0.0486, 0.0591, 0.0715,
0.0867, 0.1056, 0.1309, 0.1672, 0.2228, 0.3200, 0.5182, 1.1164, 20.0000 }

OOZ?W { -10.0000, -0.3579, -0.2241, -0.1699, -0.1386, -0.1160, -0.0986, -0.0844, -0.0725,
-0.0622, -0.0532, -0.0454, -0.0386, -0.0326, -0.0274, -0.0229, -0.0188, -0.0153, -0.0123,
-0.0095, -0.0072, -0.0051, -0.0032, -0.0015, 0.0000, 0.0015, 0.0032, 0.0051, 0.0072,
0.0095, 0.0123, 0.0153, 0.0188, 0.0229, 0.0274, 0.0326, 0.0386, 0.0454, 0.0532, 0.0622,
0.0725, 0.0844, 0.0986, 0.1160, 0.1386, 0.1699, 0.2241, 0.3579, 10.0000 }

OOfg { -50.0000, -3.4316, -1.4883, -0.8917, -0.5918, -0.4186, -0.3075, -0.2303, -0.1753, -
0.1349, -0.1047, -0.0821, -0.0648, -0.0511, -0.0402, -0.0316, -0.0244, -0.0187, -0.0140,
-0.0103, -0.0073, -0.0048, -0.0028, -0.0012, 0.0000, 0.0012, 0.0028, 0.0048, 0.0073,
0.0103, 0.0140, 0.0187, 0.0244, 0.0316, 0.0402, 0.0511, 0.0648, 0.0821, 0.1047, 0.1349,
0.1753, 0.2303, 0.3075, 0.4186, 0.5918, 0.8917, 1.4883, 3.4316, 50.0000 }

OOE@Z { -0.2000, -0.0330, -0.0286, -0.0256, -0.0233, -0.0212, -0.0194, -0.0178, -0.0163, -
0.0149, -0.0135, -0.0122, -0.0110, -0.0098, -0.0087, -0.0076, -0.0066, -0.0056, -0.0046,
-0.0037, -0.0028, -0.0020, -0.0013, -0.0006, 0.0000, 0.0006, 0.0013, 0.0020, 0.0028,
0.0037, 0.0046, 0.0056, 0.0066, 0.0076, 0.0087, 0.0098, 0.0110, 0.0122, 0.0135, 0.0149,
0.0163, 0.0178, 0.0194, 0.0212, 0.0233, 0.0256, 0.0286, 0.0330, 0.2000 }

OOE;” { -1.5000, -0.3871, -0.2903, -0.2318, -0.1910, -0.1615, -0.1376, -0.1181, -0.1019, -
0.0883, -0.0760, -0.0657, -0.0564, -0.0484, -0.0413, -0.0351, -0.0294, -0.0243, -0.0196,
-0.0155, -0.0117, -0.0083, -0.0053, -0.0024, 0.0000, 0.0024, 0.0053, 0.0083, 0.0117,
0.0155, 0.0196, 0.0243, 0.0294, 0.0351, 0.0413, 0.0484, 0.0564, 0.0657, 0.0760, 0.0883,
0.1019, 0.1181, 0.1376, 0.1615, 0.1910, 0.2318, 0.2903, 0.3871, 1.5000 }
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OOE;“ { -15.0000, -0.9138, -0.4505, -0.2855, -0.1969, -0.1415, -0.1048, -0.0796, -0.0612, -
0.0475, -0.0374, -0.0293, -0.0231, -0.0182, -0.0143, -0.0112, -0.0087, -0.0067, -0.0050,
-0.0037, -0.0026, -0.0017, -0.0010, -0.0004, 0.0000, 0.0004, 0.0010, 0.0017, 0.0026,
0.0037, 0.0050, 0.0067, 0.0087, 0.0112, 0.0143, 0.0182, 0.0231, 0.0293, 0.0374, 0.0475,
0.0612, 0.0796, 0.1048, 0.1415, 0.1969, 0.2855, 0.4505, 0.9138, 15.0000 }

In the combined measurement, the 2D observables constructed from the production of two
OO are used to enhance the sensitivity. The binning of the 2D observables is the direct product
of each component with a reduced binning. For decay 2D OO, the reduced binning scheme for

the components is listed as follows:
OO0H?  { -40.0000, -0.1747, -0.0351, 0.0000, 0.0351, 0.1747, 40.0000 }
OOZ?VVB { -20.0000, -0.0853, -0.0163, 0.0000, 0.0163, 0.0853, 20.0000 }

OOL{?W { -10.0000, -0.0721, -0.0187, 0.0000, 0.0187, 0.0721, 10.0000 }
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Appendix B

Morphing basis and validations

Morphing validation

In this study, the performance of the morphing basis optimization algorithm shown in Figure 6.4
has been tested. The test is demonstrated with the VBF 2D morphing on the ¢.. and ¢.,. The
test points in this validation are shown in Figure B.1. The morphing basis score is defined as

follows:
Score = Z Netr, (B.0.1)

where the index ¢ iterates for the test points, the V¢ represents the effective statistics on the test
points.

The summing effective statistics scores at the beginning of the algorithm and after 5000
iterations execution are shown in Figure B.2. Through 5000 iterations of execution, the effective
statistics in the test points become uniform. Most areas of the plane have more than 50 thousand
effective events. There is a direct comparison of the statistical uncertainties in the bin contents
as well. The largest errors among bins at the beginning of the algorithm and after 5000 iterations
execution are shown in Figure B.3. The largest bin-wise statistical errors in most areas of the
plane are within 1 %. This iterative algorithm has performed well in achieving the morphing

basis with reliable statistical predictions in the measured area.

Morphing basis

The ggF morphing basis needs 10 samples with the optimized couplings. The couplings in the
morphing basis are optimized by the iterative algorithm described above. The couplings of the
morphing basis samples are summarized in Table B.1. The optimization of these couplings is
done on the Warsaw Basis. The Higgs Basis couplings are from direct basis transformation.
These two bases are equivalent in this analysis.
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Figure B.1: The test points in the ¢, and ¢, plain for scoring the morphing basis optimization.
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Figure B.2: The effective statistics in the ¢., and ¢, coupling plane from morphing at the
beginning (left) and the result after 5000 iterations (right).

Table B.2: VBFVH samples and optimized couplings in the morphing basis.

Index | DSID Cos Cary Cory Crrv Chi Crivn

1 510315 | 9.03 -5.88 -8.33 10.53525 6.629140 25.86299
2 510316 | -1.38 -0.76  0.56 -2.972843  0.07018251  -1.989089
3 510317 | 6.03 020 -9.71 9.908042  -0.07205297  14.31847
4 510318 | -11.97  0.96 5.09 -19.84440 -5.241837  -25.20945
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O o0 3 O W

11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34

510319
510320
510321
510322
510323
510324
510325
510326
510327
510328
510329
510330
510331
510332
510333
510334
510335
510336
510337
510338
510339
510340
510341
510342
510343
510344
510345
510346
510347
510348

11.59
-5.33
2.72
5.74
8.45
-8.81
1.48
-4.07
-3.27
-0.60
-0.13
-11.68
-1.50
-3.24
1.99
7.56
2.04
1.02
1.04
-3.73
-3.90
0.04
-1.60
0.48
1.98
-8.00
-0.74
11.34
0.16
-0.59

1.37
7.43
-0.86

-11.45
-0.55
-3.80

1.15
3.63
0.57
7.11
0.90
2.65
-0.67
-6.36
0.48
-9.75
0.10
-3.81
-0.53
0.13
6.95
-0.20

1.60

5.40

-11.09

-0.63
0.79

243

0.08
-0.53

9.32
2.69
11.99
-9.55
1.57
6.29
11.99
10.31
0.06
2.20
0.14
-3.07
-12.00
-7.13
2.17
5.96
-0.92
9.49
11.47
-11.73
-8.38
0.47
-11.77
-8.91
7.03
-1.16
-5.01
-0.45
4.37
-2.75
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22.26313
-3.308793
5.155475
0.2777997
14.56032
-17.91668
4.551658
-3.407096
-5.296182
4.712353
0.4893773
-18.72294
-4.211336
-11.30568
4.064306
6.166136
3.584098
-0.3645483
2415476
-7.480600
-2.139185
-0.04540648
-2.587174
4.298789
-4.600080
-14.65862
-1.119453
21.80059
0.7260562
-1.693152

7.612600
-7.695564
5.698939
8.964800
5.172999
0.4502818
3.497300
-1.759242
-2.078554
-5.207353
-0.7286126
-8.906188
-3.886792
1.180079
1.288715
13.27463
0.6706558
6.392683
4.434140
-5.556974
-9.969687
0.3201620
-5.647032
-6.705847
11.83577
-3.895854
-2.518871
3.679336
1.349135
-0.7198006

17.35926
-18.67030
2.107367
25.87624
15.97772
-14.68216
-2.325611
-14.81891
-6.773654
-9.267141
-1.229667
-23.76335
1.790346
2.860678
2.539213
22.46828
4.038428
2.799427
-1.231666
-3.332921
-11.86286
0.1306335
-0.8417182
-1.822452
13.00690
-14.03265
-0.5829953
18.97107
-1.208399
0.3392728



35 ‘510349‘ 1.21 -323  -0.96 | -0.4894199 2.850647 5.962811

The VBF/VH morphing basis needs 35 samples with the optimized couplings. The cou-
plings are optimized by the same algorithm. The couplings of the morphing basis samples are
summarized in Table B.2. The couplings for the VBF/VH samples are optimized on the Higgs
Basis. The Warsaw Basis couplings are from direct basis transformation as well.

These morphing bases are validated in this study. Additional samples with different cou-
plings are generated from the MC simulation. The morphing predictions and the MC predictions
are compared to check the difference. In Figure B.4, the morphing results from the optimized
basis and the direct MC simulation are compared for the ggF channels. The agreement between
morphing and direct simulation is good. In most of the bins, the difference is within several
percentages.
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Figure B.3: The maximum single bin statistical error over the total events in the c.. and c.,
coupling plane from morphing at the beginning (left) and the result after 5000 iterations (right).

Table B.1: ggF samples and optimized couplings in the morphing basis.

Index | DSID | ¢y ¢y Cuis Cos Cary Cory
1 507439 | 9.06 2.49 10.95 | 537155 -0.316557 -1.53794
2 507440 | -9.71 199 -0.06 | -3.14954 -5.15371 -1.51588
3 507441 | -9.82 -6.83 -7.3 | -538879 0.825412 -11.3716
4 507442 | 408 1.4  -0.02 | 1.53549 1.19043  5.11688
5 507443 | 299 -1.72 178 | 1.18480  1.55829  -3.59805
6 507444 | 2.58 3.65 4.89 | 2.14552 -1.91112  3.50945
7 507445 | -7.14 1.75 -10.12 | -4.14152 -0.952982 10.1522
8 507446 | -1.46 -298 -6.71 | -2.02970 2.64529  0.388058
9 507447 | 1.65 -0.73 10.49 | 242473 -2.03323 -11.6466
10 | 507448 | -2.42 -0.52 -1.31 |-1.12337 -0.454512 -1.01627
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Figure B.4: The ggF morphing validation in the inclusive Higgs boson mass region. The black
dot shows the result from direct MC simulation. The blue line is the result of morphing with
MC uncertainties.
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Appendix C

Normalization floating validation

Normalization Schemes

As introduced in Section 6.5, the yields of events in this study are fit to data. In the H —
Z7* — 4l measurement, the normalization factors figigna and fi4qzz are introduced to constrain
float the yield of inclusive Higgs boson events and the non-resonant ZZ* backgrounds. The
categorization and normalization scheme for the H — ZZ* — 4l measurement is shown in
Figure C.1.

In the VBF production measurement, the normalization factors pygg for the VBF events,
Heer for the other Higgs boson production channels and 4477 for the ZZ* backgrounds are
introduced. For the NN sub-categories in the VBF region, there are additional factors jixni 2 and
f (pnn1.2) introduced. The normalization factor jinn 2 is defined for the first two NN categories
simultaneously in the VBF region. The normalization modifier f(unni2) is introduced as a
universal factor for all four VBF signal regions to keep the inclusive yield of events in the VBF
inclusive SR invariant. The modifier f(unni2) is defined as follows:

Nan + Ve + Vs + N

Sinniz = : (C.0.1)
N NIZ\INI,Z(NII\\I/INCI + NII\I/INC2> + N%\% + NIMI\%

where each NY& is the MC predicted yield of signal events in the n-th NN category. The
categorization and normalization scheme for the VBF production measurement is shown in
Figure C.2.

In the production and decay combined measurement, the categorization is the same as the
production-only measurement. The same normalization factors for the production-only mea-
surement are introduced in the combined measurement normalization. The categorization and
normalization scheme for the production and decay combined measurement is shown in Fig-
ure C.3.
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Figure C.1: The categorization and normalization floating scheme of the four leptons decay
measurement
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Figure C.2: The categorization and normalization floating scheme of the VBF production mea-
surement

Validation on the Normalization

The validation of floating normalization has been validated with a 3 NN categories scheme. This
normalization scheme was tested in the VBF production c,;; measurement on the SM expec-
tation model and the model with VBF/VH yield 3.5 times amplified from the SM expectation.
The likelihood fit with and without pygpyy floating on these models are shown in Figure C.4.
The figr and piyppyvu best-fit values in these scans are shown in the Figure C.5. For the fits on
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Figure C.3: The categorization and normalization floating scheme of the four leptons decay
measurement

the SM expectation model, the VBF/VH yield floating makes only a very small difference in
the fit. Under the SM hypothesis, the fit gets pyprvy = 1. For the BSM hypotheses, the pygrvi
factor floats to lower values. The p,.r factor compensates the difference. For the fits on the
model with 3.5 times amplified VBF/VH yield from the SM expectation, pygryy for the SM
hypothesis captures the change in the VBF/VH yield well. Without this floating, the ggF yield
is wrongly amplified in the green curve.

The normalization floating test for the BSM expectation fit has been carried out with the
coupling ¢ = 3.0. The fit results with and without pygrvn floating on the ¢, = 3.0
BSM expectation model and the model with 3.5 times amplified VBF/VH yield are shown in
Figure C.7. The p,er and pygrva best-fit values in these scans are shown in the Figure C.7. For
the fit on the ¢, = 3.0 model, p1yprvy floating cause a very small impact on the fit. For the
fit on the amplified VBF/VH yield model, the floating pyvgryn captures the yield amplification
correctly. Without the floating, the ggF backgrounds get a wrongly amplified yield. The green
curves showed a large bias in the fit without correct VBF/VH yield estimation. Floating of the
wverva factor is needed to reduce the bias from VBEF/VH yield estimation uncertainties for the
BSM scenarios.

The background yield floating has been tested with the production-only ¢,, measurement.
The ¢.. fits on the SM expected model without the floating of ftvgrvh, [lqqzz and fier factors,
and with floating factors constrained in different control regions are shown in Figure C.8. The

corresponding best-fit values of the normalization factors are shown in Figure C.9. The p4qz7
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Figure C.4: The ¢, fit with and without signal normalization floating on the SM expectation
and increased signal yield expectation. The blue and orange curves show the fits on the SM
expectation model without and with pyvgpyy floating. The violet and green curves show the fits
on the SM-like model with 3.5 times amplified VBF/VH yield without and with pyggyy floating.

factor is mainly constrained in the ZZ* CR. The absence of the ggF CR affects jiqq77 constraint
slightly. In comparison, the ggF-dominated VBF-depleted region is essential for the pi,,r con-
straining. Using only ZZ* CR for the background constraining leads to a large overestimation
of the ggF event yield.
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Figure C.5: The pger, f1verva best-fit values along ¢35 scan with and without signal normaliza-
tion floating on the SM expectation and increased signal yield expectation. The blue and orange
curves show the fits on the SM expectation model without and with pvgryy floating. The violet
and green curves show the fits on the SM-like model with 3.5 times amplified VBF/VH yield
without and with pygpyy floating.

99



Figure C.6: The ¢ fit results with and without signal normalization floating from BSM ex-
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Figure C.8: The SM expectation ¢, fit results from fixing normalization and floating the signal
and backgrounds normalization floating constrained by control regions. The blue curve is the
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Figure C.9: The corresponding best-fit pivgrvh, [lqqzz and figr Within the floating of these nor-
malization factors turnning on and off. The blue curve is the ¢, , fit with all normalization factors
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CR. The green curve is the fit allowing jivgrvh, flqqzz and figer floating in all of the SR, ggF CR
and ZZ* CR.
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Appendix D

Reducible background distributions

Reducible backgrounds data-driven formula

As introduced in Section 6.6, the estimation of Z + ppu and Z + ee are done separately in this
analysis. The Z + pp reducible backgrounds are fit to data with leading lepton pair mass 15
in the orthogonal control regions described as follows:

* Inverted dy CR is the four-lepton selection region without the impact parameter d, and
isolation selections on the subleading lepton pair. At least one lepton in the sublead-
ing pair needs to fail the dj selection to make sure the orthogonality to the four-lepton

selection region. This region is abundant with heavy flavour Z+ Jets and ¢t events.

* ep+pp CRis the four-lepton selection region with the requirement of the opposite-charge

different-flavour subleading lepton pair. This region is abundant with ¢ events.

* Inverted isolation CR is the four-lepton selection region without the isolation selection
on the subleading lepton pair. At least one lepton in the subleading pair needs to fail the
isolation selection. This region is abundant with light flavour Z+Jets events.

» Same-sign CR is the four-lepton selection region without the d, and isolation selections
on the subleading lepton pair. There is the requirement of the same-charge subleading

lepton pair applied. This region is abundant with all types of reducible backgrounds.

The reducible backgrounds are fit to data in these orthogonal control regions simultaneously.
The fit results are validated and used for the data-driven estimation in the relaxIsoDO region.
From the fit, the scaling factors between the MC simulation and data are achieved.

The resulting data-driven Z + pu prediction for the signal region follows:

Zi NMC,relaxIsoDO,i,j * SF; x TF;
)
Zi NMC,relaxIsoDO,i,j * SF;

NSR,j = Ndata,relaxlsoDO,j (DO 1)
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where the symbol j is the bin index for the OO distribution. The symbol i is the index for the
type of reducible backgrounds, in the Z+ i backgrounds including Z+ Jets and t¢. The symbol
Ngr ; is the j-th bin content of the reducible backgrounds in the regions used in this analysis.
The symbol Ny relaxisono,; 18 the j-th bin content of the Run 2 data in the relaxIsoDO region.
The symbol Nyic relaxisono,i,j 18 the j-th bin content of the MC simulated type ¢ backgrounds in
the relaxIsoDO region. The SF and T'F are the scaling factors between the MC simulation and
data and the transfer factors between the signal region and relaxIsoDO region estimated from
the data fit and MC simulation.

The Z + ee reducible backgrounds are fit to data in the 3/ + X control region to data
with the number of detections on the Inner Detector pixel sensors nnepix- Modeling of Z +
ee background components is done with the sPlot method. Different from the direct fit with
analytical function distributions in the Z + ppu backgrounds, the sPlot method assigns a weight
to each event standing for the probability to be f or . The yield, selection efficiency and fake
rate distributions of the f and ~ backgrounds in the X p and categorization in this analysis are
accumulated from each background event weight.

The resulting data-driven Z + ee prediction for the signal region follows:

SF _Zk NsPlot,i,k: - NMC,HiggerZZ*,BlJrX,i
P =

)
Nyc fake,31+X i

Y R Effi g+ S % Nepiog,i
- )
Zk NsPlot,i,lc (DOZ)
NSR,j :(Ndata,3l+X,j - Nq,3l+X,j - NMC,Higgs+ZZ*,3l+X,j)
o 22i e xy % SFy + TF;
)
> i Nucsivx,i; * SF;

TF,

where the symbol £ is the index for the categorization in this study. The symbol j is the bin index
for the OO distribution. The symbol ¢ is the index for the type of reducible backgrounds, in the
Z + ee backgrounds estimation including f and . The scaling factor SF; for i-type background
is the data-to-MC yield ratio. The symbol ) i Neplowi i 18 the yield of i-type backgrounds in 3/ +
X region estimated by the sPlot method on data fit. The symbol Nyic Higes+72+ 31+ X fullmass,i 1
the yield of events identified as ¢-type background estimated from the MC simulation on Higgs
boson and ZZ* channels. The symbol Nyic fake 31+ X fullmass,; 18 the yield of events identified as
i1-type background estimated from the MC simulation on the Z + ee backgrounds. The transfer
factor TF; for i-type background is the ratio of the signal region events yield and control region
events yield. The symbol Eff; ;, is the efficiency of the ¢-type events in the % category passing
four-lepton signal region selections. The symbol Sy, is the efficiency scale factor defined as the

ratio of efficiency in the signal region and 3/ 4+ X region.
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Z + pp shape estimation

The estimation results of the Z + pp0 OO;; distributions in the inclusive VBF signal region are
shown in Figure D.1. The estimation results of the Z + pupu Warsaw Basis OO, distributions in
the inclusive Higgs boson signal region are shown in Figure D.2. The estimation results of the
Z + pp Higgs Basis OOy, distributions in the inclusive Higgs boson signal region are shown
in Figure D.3. The estimated yields of reducible backgrounds in the regions studied in this
analysis are summarized in Table D.1 for Z + pp. The nominal values are estimated without
uncertainties. The statistical uncertainties are based on the statistical uncertainties of the Run 2
data in the relaxIsoDO region. The systematical uncertainties are estimated from the fluctuations
in the transfer factors and scaling factors estimation.

Z + ee shape estimation

The estimation results of the Z 4 ee OO);; distributions in the inclusive VBF signal region are
shown in Figure D.4. The estimation results of the Z + ee Warsaw Basis OOy, distributions in
the inclusive Higgs boson signal region are shown in Figure D.5. The estimation results of the
Z + ee Higgs Basis OOy, distributions in the inclusive Higgs boson signal region are shown
in Figure D.6. The estimated yields of reducible backgrounds in the regions studied in this
analysis are summarized in Table D.2 for Z + ee. The nominal values are estimated without
uncertainties. The statistical uncertainties are based on the statistical uncertainties of the Run 2
data in the 3/ 4+ X region. The systematical uncertainties are estimated from the fluctuations in

the transfer factors and scaling factors estimation.
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Figure D.1: Data-driven estimated OOj; distributions for the reducible Z + pu backgrounds.
The upper panels show the distributions normalized to 1. The lower panels show the impact of
systematical uncertainties on the shapes.
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Figure D.2: Data-driven estimated OOy, distributions for the reducible Z + pu backgrounds.
The upper panels show the distributions normalized to 1. The lower panels show the impact of
systematical uncertainties on the shapes. The Warsaw Basis observables are shown.
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Figure D.3: Data-driven estimated OO, distributions for the reducible [l backgrounds. The
upper panels show the distributions normalized to 1. The lower panels show the impact of
systematical uncertainties on the shapes. The Higgs Basis observables are shown.

Table D.1: Z + pu reducible backgrounds yield in the signal regions and control regions esti-
mated through the data-driven method.

Category Nominal Statistical ~ Systematical
inclusive SR 4.94 0.13 +0.18 -0.18

VBF SR1 0.471 0.028 +0.061 -0.060

VBF SR2 0.168 0.018 +0.035 -0.034

VBF SR3 0.032 0.010 +0.015 -0.013

VBF SR4 0.006 0.006 +0.005 -0.005
VBF-depleted region 4.24 0.13 +0.16 -0.16
47 CR 10.43 0.19 +0.37 -0.37
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Figure D.4: Data-driven estimated OO;; distributions for the reducible Z + ee backgrounds.
The upper panels show the distributions normalized to 1. The lower panels show the impact of
systematical uncertainties on the shapes.
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Figure D.5: Data-driven estimated OO, distributions for the reducible llee backgrounds. The
upper panels show the distributions normalized to 1. The lower panels show the impact of
systematical uncertainties on the shapes. The Warsaw Basis observables are shown.
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Figure D.6: Data-driven estimated OO, distributions for the reducible /lee backgrounds. The
upper panels show the distributions normalized to 1. The lower panels show the impact of
systematical uncertainties on the shapes. The Higgs Basis observables are shown.

Table D.2: Z + ee reducible backgrounds yield in the signal regions and control regions esti-
mated through the data-driven method.

category Nominal Statistical Systematical
inclusive SR 2.58 0.07 +0.13-0.13
VBF SR1 0.157 0.014 +0.009 -0.008
VBF SR2 0.086 0.011 +0.008 -0.008
VBF SR3 0.0171 0.0046  +0.0017 -0.0015
VBF SR4 0.0021 0.0016  +0.0005 -0.0003
VBF-depleted region 241 0.08 +0.11 -0.11
Z7* CR 6.20 0.12 +0.31 -0.30
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Appendix E

Interference with CP-even couplings

The CP violation searching in this study focuses on the measurement of the BSM CP-odd Higgs
boson to Z bosons couplings. There are potential CP-even BSM couplings in the H ZZ inter-
action. These couplings are not considered in the measurement. The check has been carried out
for investigating the impact of the CP-even BSM couplings on the CP-odd coupling measure-
ments. In this complimentary check, the hypothetical models are constructed without CP-even
couplings. Different CP-even BSM couplings are added to the pseudo data fit on these models.
The CP-even couplings tested include ¢, = £1.5, ¢y = £0.5 and ¢35 5 = +1.0. These are
the 1o limits measured in the STXS study [156].

CP-even observables impact in H/ — ZZ* — 4] measurement

For the check of the impact of CP-even couplings in the H — ZZ* — 41 study, the hypothetical
models are prepared with the 3D morphing basis described in B. The likelihood fits for the
pseudo datasets of the SM expectation and with different CP-even BSM couplings and no CP-
odd couplings are shown in Figure E.1. The CP-even couplings have decreased the sensitivity
and shifted the best-fit values. The shift from the CP-even couplings does not exclude the SM
hypothesis.

The CP-even impact on the BSM CP-odd coupling fit is shown in Figure E.2 and Figure E.3.
These CP-odd hypotheses are with the coupling values at the expected 20 limit. The CP-
even couplings are expected to make the best-fit value larger for the positive CP-odd couplings
datasets and smaller for the negative CP-odd couplings datasets. The shift due to CP-even
couplings is not very large.
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CP-even observables impact in VBF measurement

For the VBF production measurement, the impact of CP-even couplings was verified for the ¢,
measurement in an earlier stage of the study. The hypothetical models are prepared with the
—1.5,0, 1.5, 4. The comparison of ¢, likelihood for
the datasets with and without CP-even couplings are shown in Figure E.4. The tests are done

1D morphing basis with ¢, couplings —4,

with the ¢, values of 0 and at expected 10 limits. In the VBF production measurements, the

presence of the BSM CP-even couplings does not cause significant bias to the bias-fit values.
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Figure E.2: H — ZZ* — 4l decay likelihood fit for the pseudo datasets with the CP-odd
coupling values at expected +20 limit. The light blue curve is without CP-even couplings and
the other curves are with additional BSM couplings.

The significance got smaller with the presence of BSM CP-even couplings.
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Appendix F

MC statistical uncertainties estimation

The statistical uncertainties in the MC simulation in this study are estimated through the boot-
strapping method described in Section 6.7. In the likelihood fit for the MC statistical uncer-
tainties test, the pseudo dataset is fit on 100 independent "MC toy" models for each coupling
to measure and OO shape. In the VBF production measurements, the impacts on the ¢, and
., measurements are tested with OO%Z, OO%“ and OOJC-f W Inthe H — Z7Z* — 4l decay
measurements, the impacts on Warsaw Basis couplings measurements are tested with OOg5*,
OOZ;’W, O Z?E and O Z?WB observables.

The ¢, and c,, fit results with OO%Z on MC toy models are shown in Figure F.1 as an
example. The statistical uncertainties in the MC models do not introduce bias to the best-fit
values in the VBF production measurements. The changes in the limits are small with the fit
curves surrounding the scan on the original MC model. The ¢, ¢y 5 and ¢35 5 fit results
with O wa on the MC toy models are shown in Figure F.2 as an example. Similar to the
VBF production test, the statistical uncertainties introduce no bias in the best-fit values and only
small changes in the limits around the fit on the original MC model. The statistical uncertainties

impact estimations with the other couplings show similar results.
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Figure F.2: Impact of the statistical uncertainties on the fit for four leptons decay measurement.
The red curve is the nominal fit. The blue curves are the MC toys fit.
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Appendix G

Higher order effects evaluation

In this study, the BSM samples with CP-odd couplings are generated by the SMEFT model
with the MADGRAPHS_AMC@NLO generator [127]. The VBF Higgs boson production is
modeled with only leading order QCD accuracy in this model. The missing higher-order QCD
modeling is one of the dominant sources of systematical uncertainties. This is an additional
complimentary check, where the missing higher-order effects are tested directly from the like-
lihood fit comparison with and without the NLO QCD modeling in the VBF measurements.
In this test, the generator-level NLO VBF samples were prepared with the MADGRAPHS_-
AMC @NLO using the Higgs Characterisation model (HC) HC_NLO_XO0_UFO [160]. The
HC model is a framework describing the Higgs boson coupling properties. For the HZZ cou-
plings, the HC provides equivalent modeling with the SMEFT couplings. The HC parameters
are translated from EFT couplings [170]. This model allows the VBF modeling at NLO QCD
accuracy.

The PDF4LHC was used in the generation through the ATLAS fragment MadGraph_-
NNPDF30NLO_Base_Fragment [124]. The MadSpin was used to model the decay process
since the multi-body decay is not supported at the NLO generation [171]. The signal samples
in this check are generated with only VBF processes only. The VH contribution came from the
SM samples. The dipole showering option is used in this check, which is used in the generation
of the SM POWHEG samples [172, 173]. This option eliminates the hadronization between the
initial state and final state quarks. To control the same setup, the LO reference samples were
generated with the HC_NLO_XO0_UFO model and the same PDF set. The Higgs boson decay
was modeled by MadSpin and with the dipole showering option as well.

In this check, the categorization took an older categorization scheme. The neural network
score used was the same as the measurement. The events were split into 3 categories by NN
score partition 0.0, 0.75, 0.9, 1.0. The NN partitions of these samples are shown in Figure G.1.
The LO generation had a similar partition ratio to the SM prediction. The NLO generation got a
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Figure G.1: The normalized neural network score NNy gz (25 Low) distributions for the LO
and NLO HC generation and SM prediction comparison.

difference of about 40% in the first and last categories. The difference from the modeling leads
to the need for separation normalization factor floating in NN categories.

The optimal observable distributions for NLO, LO generated samples and the SM expected
POWHEG samples are shown in Figure G.2, G.3 and G.4 in VBF SR1, SR2 and SR3 respec-
tively. The SM NLO and LO MADGRAPH5_AMC @NLO samples both have the OO distri-
butions similar to the SM expectation from POWHEG.

In this study, the NLO impact on the variable distributions in BSM samples is checked as
well. The LO and NLO NN score and OO distributions are compared on the samples with large
¢.. and c;., values. The samples checked are with couplings ¢.. = 4.98 and ¢, = 2.52. The
normalized NN split distributions are shown in Figure G.5. The green label shows the reweighed
NN distribution for the NLO sample. The event weights are reweighted by the NLO-to-LO yield
ratio in the SM samples shown in Figure G.1. The reweighting eliminates the NLO effect on
the SM samples and presents the NLO effect on the BSM corrections. The distribution of the
SMEFT sample used in the measurement is shown as a reference. There was a good agreement
in the SMEFT sample, HC LO sample and reweighted NLO sample. This indicates the NLO
accuracy in the VBF channel causes little variation in the BSM effect on the NN splitting.

The OO%Z distributions for each VBF SR are shown in Figure G.6. In each NN category, the
OO?;Z distributions had a good agreement between the NLO and LO HC samples and the refer-
enced SMEFT sample. In populated bins of the inclusive VBF-enriched region, the reweighting
process made the NLO distribution closer to the LO generation. The OO]E;“ distributions for
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Figure G.2: The normalized O0%*, OO%* OO;;’ " distributions for the LO and NLO HC

i3> i3>
samples and SM POWHEG prediction comparison in VBF SRI1.

each VBF SR are shown in Figure G.7. The OO%“ distributions for the LO and NLO samples
and the SMEFT sample are in good agreement as well.

The LO and NLO OOJC-;?W distributions for the sample with large ¢, are compared as
well. The samples checked are with the coupling ¢, = 4.00. The NN partitions are shown in
Figure G.8. The green label shows the NN distribution for the NLO sample reweighed by the
SM difference Figure G.1 as well. There was a good agreement between the HC LO sample
and the reweighted NLO sample. The NLO accuracy in the VBF channel causes little variation
in the BSM effect on the NN splitting in the Warsaw basis as well. The OOJC-f W distributions
for each VBF SR are shown in Figure G.9. The ¢, distributions for the LO and NLO samples
are in good agreement.

The likelihood fit comparisons for the NLO and LO samples are shown in Figure G.10. The
differences between the LO expectation and NLO expectation are all negligible at the 1 o limit
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in the plots. The small difference in the limits indicates the impact on the measurement from

the NLO correction is negligible.
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samples and SM POWHEG prediction comparison in VBF SR3.
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Figure G.7: The normalized c.. distributions for the LO and NLO HC samples with ¢, = 4.98
and ¢,, = 2.52 in each VBF SR and the inclusive VBF-enriched region. The distribution of the
SMEFT sample used in the measurement is shown as a reference.
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Figure G.9: The normalized OO]C;?’ W distributions for the LO and NLO HC samples with ¢ 11T
= 4.00 in each VBF SR and the inclusive VBF-enriched region.
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Appendix H
Observable distributions in data

The OO?;”, OO;]H W and Oszj y distributions of the ATLAS Run 2 data and the SM expectation

in the NN categories are shown in H.1, H.2 and H.3. The distributions of these observables
have similar patterns with the OOJE-;Z distributions. There are upward fluctuations on the right
bins of the VBF SR1 for all these observables.

The OO.#%, OO F"? and OOfg distributions of the ATLAS Run 2 data and the SM expec-
tation in the inclusive Higgs boson signal region are shown in H.4 [19]. The OOEZ“ and OO:C;;Q

distributions are shown in H.5.
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Figure H.1: OO%“ distributions for the VBF-like NN signal regions of production side mea-
surement. The dot represents unblinding data with statistical uncertainties. The green block
represents the VBF/VH signal MC distributions. The other stacks represent different MC back-
ground components. The dashed area is the total uncertainties for the MC simulation.
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Figure H.2: OO;;’ W distributions for the VBF-like NN signal regions of production side mea-
surement. The dot represents unblinding data with statistical uncertainties. The green block
represents the VBF/VH signal MC distributions. The other stacks represent different MC back-
ground components. The dashed area is the total uncertainties for the MC simulation.
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Figure H.3: Oij ; distributions for the VBF-like NN signal regions of production side mea-
surement. The dot represents unblinding data with statistical uncertainties. The green block
represents the VBF/VH signal MC distributions. The other stacks represent different MC back-

ground components. The dashed area is the total uncertainties for the MC simulation.
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Appendix I

Likelihood measurement on data

The measurement of the couplings ¢.., ¢, and d on the VBF production vertex are shown

Caw
in Figure I.1. These likelihood fit curves on the ATLAS Run 2 data all have a positive shift in
the best-fit values. This is consistent with the upward fluctuations in the right boundary bins in
the data distribution shown in Appendix H. The results are consistent with the expectations of
the Standard Model.

The measurement of the couplings ¢, ¢y 5, ¢y p @and donthe H — ZZ* — 4l decay
vertex are shown in Figure 1.2 [19]. The ¢, and ¢, measurements are shown in Figure 1.3 [19].
The measurement results are consistent with the Standard Model. The ¢, measurement on
the ATLAS Run 2 data has a broader limit compared to the expectation. This can be explained
by the upward fluctuations in the central part of the OOZ? W distribution. The measurements for
the other couplings get better sensitivities compared to the expectations. This is consistent with
the upwards fluctuation in the boundary bins.

The measurement of the couplings ¢, and d in the production and decay vertices

Co—~

HW
combined are shown in Figure 1.4. The measurement results all have a shift to right due to the
contribution from the production OO distributions. The ¢, measurement shows a stronger
impact from the OO;;? W The sensitivity is expected to be better than the single vertex mea-

surements.
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Figure I.1: Likelihood scans along ¢, ¢+, ¢ v and d axes on the SM expectation and ATLAS

Run 2 data with OO%Z, OO%“, OO]C;-’ W and OOij respectively. The black curves are measured

on ATLAS Run 2 data. The blue curves are measured on the SM expected pseudo-data. The
solid curves include full systematical uncertainties in the scans. The dashed curves are the
statistical uncertainties-only scans.
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