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Abstract. Ganga (http://cern.ch/ganga) is a job-management tool that offers a simple,
efficient and consistent user analysis tool in a variety of heterogeneous environments: from local
clusters to global Grid systems. Experiment specific plug-ins allow Ganga to be customised
for each experiment. For LHCb users Ganga is the officially supported and advertised tool for
job submission to the Grid. The LHCb specific plug-ins allow support for end-to-end analysis
helping the user to perform his complete analysis with the help of Ganga. This starts with
the support for data selection, where a user can select data sets from the LHCb Bookkeeping
system. Next comes the set up for large analysis jobs: with tailored plug-ins for the LHCb
core software, jobs can be managed by the splitting of these analysis jobs with the subsequent
merging of the resulting files. Furthermore, Ganga offers support for Toy Monte-Carlos to help
the user tune their analysis. In addition to describing the Ganga architecture, typical usage
patterns within LHCb and experience with the updated LHCb DIRAC workload management
system are presented.
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1. Introduction
Submitting jobs to the Grid is a non-trivial task for the average non-technical user. It requires
the user to:

• write a wrapper script to set up his job
• manage the in- and outputs of the job
• write a JDL to steer the jobs
• monitor the progress, success or failure of his jobs

At the same time, the Grid may not be the only computational resource available to the user.
He may have access to a large local batch farm, or he might simply want to run his job locally
on his desktop machine for testing purposes. In all these cases, the way to run a job is slightly
different and requires the user to learn a multitude of commands and techniques instead of being
able to concentrate on the analysis he wants to perform.

Ganga [1] provides a solution for the user to address all these issues. Starting off as common
project of the ATLAS and LHCb collaborations and written in Python [3] it is freely available
under the GNU Public License [4]. It is an easy to use front-end for the submission of computing
jobs to a variety of computing resources such as the local machine, a variety of batch systems
and various computing Grid flavours. The Ganga philosophy (see Figure [1]) is to try to make
the job submission to different submission backends as transparent as possible.

Ganga includes a plug-in system which allows it to be extended both for submission backends
and application plug-ins. While submission backends extend the possibility of where to send a
job, application plug-ins allow simplified job submission of applications commonly used within
a user community . Currently Ganga includes submission backends for batch systems, such as
LSF, PBS, SGE and Condor [5], Grid systems such as LCG [6] and NorduGrid [7] and workload

Configure once, run anywhere
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Figure 1. The basic concept of Ganga. Ganga attempts to be as transparent as possible
when submitting a job to different submission backends. A job sent to the Grid should look no
different than a job sent to the local machine.

Figure 2. The concept of a Ganga job. Users are required to specify at least an application
to run and a backend, where to run.
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management systems (WMS), typically sitting on top of Grid middleware such as the PanDA [8]
system by ATLAS and the DIRAC [9] system by LHCb. In addition Ganga is shipped with
customised application handers, such as the Root [10] handler and the experiment specific
application handlers for Athena (ATLAS) and Gaudi (LHCb). A general catchall executable
application handler exists, capable of handling any application. However, specialised application
handlers can offload a lot of the work needed to write special wrapper scripts and to configure
the application separately. This simplification is achieved by knowing how the application has
to be run, how to set up the necessary environment and which inputs and outputs are to be
expected.

This paper will describe the LHCb specific plug-ins to Ganga which include the Gaudi [2]
application plug-ins as well as the DIRAC backend plug-ins specific to LHCb. Additional
information on Ganga in general can be found in [11], whereas the ATLAS specific plug-
ins is covered in [12] In addition, a typical workflow for an LHCb user performing an analysis
is presented. Finally, some user statistics for LHCb are presented, showing the widespread
acceptance within LHCb.

2. Ganga plug-ins for LHCb
2.1. The Gaudi plug-in
The LHCb user prepares and writes his own C++ code, normally called an Algorithm to be loaded
into the running application as shared libraries. In addition a python file called an options file
is used to steer the application, load additional algorithms, transmit values to algorithms and
declare which input and output files are used.

In order to to run his job a user has to set up a runtime environment by using the code
management tool CMT. Once the environment is set up the user can run the application by

Out[3]: DaVinci (
extraopts = None ,
package = ’Phys’ ,
configured = None ,
masterpackage = None ,
platform = ’slc4_ia32_gcc34’ ,
version = ’v22r1’ ,
setupProjectOptions = ’’ ,
user_release_area = ’~/cmtuser’ ,
optsfile = [File(name=’~/cmtuser/myopts.py’,subdir=’.’)]

)

Figure 3. Example of a DaVinci application object. Besides specifying the version to be used,
the main parameter is the optsfile parameter.

j.splitter=DiracSplitter(filePerJob=20)
print j.splitter
DiracSplitter (

filesPerJob = 20 ,
maxFiles = -1 ,
ignoremissing = False
)

Figure 4. Example of a DiracSplitter object. This allows splitting of large jobs into more
manageable subjobs, thereby guaranteeing that the data for the subjob is available at the site.
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j.merger=RootMerger(files=[‘myhisto.root’])
print j.merger
RootMerger (

files = [’histo.root’] ,
ignorefailed = False ,
overwrite = False
)

Figure 5. A RootMerger as an example of a merger object. Mergers allow the results of
subjobs to be merged back into common results for all subjobs of a master job.

specifying the application name with the options file name as an argument. The user will have
to take care of setting up the environment, making sure that he knows where his output file will
be located and how to retrieve it, e.g. also in the case of using the Grid. In addition, if the job
is long, the user can profit from running several jobs in parallel. For this he then has to specify
several job options files with different input data file statements. Finally, the user must check
and validate all the running jobs himself.

Ganga allows the user to considerably simplify this task. Through a specialised application
plug-in for LHCb applications, Ganga allows the user to simply specify the name and version
of the application, the options file to be used and the location of the algorithm to be included
(See Figure 3 as an example).

Since the Ganga Gaudi plug-in is aware of how to configure and run an LHCb application
several tasks can be performed for the user.

LHCbDataset (
cache_date = ’Wed Aug 29 23:49:04 2007’ ,
files = [ LHCbDataFile (

name = ’LFN:/lhcb/production/[...]/DST/0000/00001889_00000003_5.dst’ ,
replicas = [’IN2P3-disk’, ’CERN-disk’]
) ,

...]
)

Figure 6. An LHCbDataset object.

First of all Ganga, through the Gaudi plug-in, knows how to set up the environment for an
LHCb job. Next, by parsing the options file, Ganga’s Gaudi application plug-in can determine
inputs and output files and can register these files as in- and outputs of part of the job. With
the knowledge of the algorithm to be used, Ganga can determine the shared libraries to be
copied to a different location, enabling the user to immediately continue his development work
once he has submitted the job. This also allows to replay the job exactly as submitted at a later
point, either for verification purposes, or more frequently to resubmit jobs that have crashed or
did not run successfully at the chosen backend. Finally, since Ganga is aware of the input data
to be used, it is able to split the job based on various criteria into a list of subjobs that are then
submitted independently. The most common splitter used in LHCb is the DiracSplitter (see
Figure 4) which splits the list of input files into sub-lists for each job. These sub-lists are created
in such a way that each file within a sub-list contains at least one overlapping file replica on the
LHCb Tier 1 sites. This guarantees that the job will be able to run over the specified data.

The splitter also allows to save space and resources, by only storing the differences between
the jobs in the subjob sandbox, whereas the master job has all the sandbox files commonly used
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Figure 7. A screen-shot of the DIRAC Bookkeeping Browser integrated into Ganga. It allows
the user to select the data used for analysis. The data can be directly stored in customised
data-set objects

in all jobs.
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Figure 8. Accumulated number of unique LHCb users and unique users per week of Ganga
in the first three months of 2009.

Finally a Merger (see Figure 5) allows to merge the results for the subjobs into one consistent
result for the entire master job. The most commonly used merger for LHCb users is the
RootMerger, which merges Root files, but other mergers such as a text merger exist.

2.2. The DIRAC plug-in
Another LHCb specific plug-in in Ganga is the DIRAC submission backend. It allows LHCb
users to submit jobs to the Grid via the DIRAC WMS. The DIRAC backend adds a layer of
redundancy and reliability onto the existing Grid middleware and allows the LHCb collaboration
to fair-share its resources within the collaboration. From the user perspective, the DIRAC plug-
in in Ganga is very simple and with the exception of the CPUtime parameter there are no user
configurable settings. However, the DIRAC plug-in class has additional methods, which allow

17th International Conference on Computing in High Energy and Nuclear Physics (CHEP09) IOP Publishing
Journal of Physics: Conference Series 219 (2010) 072008 doi:10.1088/1742-6596/219/7/072008

5



0

300

600

900

1200

14 Dec 28 Dec 11 Jan 25 Jan 8 Feb 22 Feb 8 Mar

Ganga LHCb sessions by week and domain
N

o
 o

f 
se

ss
io

n
s

cern.ch hep.phy.cam.ac.uk
ph.ed.ac.uk physik.uni-dortmund.de
in2p3.fr other domains

other domains
19.3%

cat.cbpf.br
3.0%

naf.desy.de
2.7%

physi.uni-heidelberg.de
5.3%

physik.uni-dortmund.de
10.1%

in2p3.fr
11.1%

hep.phy.cam.ac.uk
20.6%

hep.ph.ic.ac.uk
5.9%

ph.ed.ac.uk
14.2%

physics.ox.ac.uk
7.7%

Ganga Sessions of Non-CERN Ganga sites in LHCb

Figure 9. The distribution of LHCb Ganga sessions per week and domain (left) and the
distributions of LHCb Ganga session by domain (excluding CERN).

the user to retrieve large outputs which cannot be transferred via the sandbox to be retrieved
locally.

backend = Dirac (

    status = 'Completed' ,

    actualCE = 'LCG.Barcelona.es' ,

    statusInfo = 'Execution Complete' ,

    id = 904010 ,

    CPUTime = 86400 

    ) 

23

Read-only 
status 

information

Set CPU time 
needed for job

Figure 10. The DIRAC backend object. All but the CPUTime item are read-only properties

Integrated into the new version of DIRAC is the LHCb bookkeeping system, a metadata
catalogue, which allows the user to search for data to be analysed. The graphical user interface
for this browser (see Figure 7) is integrated into Ganga and allows the user to search and
directly insert the data into an LCHbDataset (see Figure 6). The LCHbDataSet allows the data
to be specified independently from the Gaudi options file and can store additional information,
such as a cache of the replicas of each file, used to split files using the DiracSplitter.

3. Ganga user experience in LHCb
The Ganga monitoring [13] attempts to monitor the usage pattern of Ganga users. It records
statistics like e.g. the kind of loaded plug-ins, the type of session used, the Ganga version used,
the domain of the user and the number of unique users.
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Using results from this monitoring for LHCb a steadily increasing number of users are visible,
currently reaching around 200 users in total (see Figure 8). This is larger than the expected
number of LHCb users foreseen in the LHCb TDR [14] to be using the Grid. Also visible from
Figure 8 is the fact that Ganga is used on a regular basis by a large fraction of the LHCb
community with more than 60 users per week.

From Figure 9 one can see that a large number of users are submitting jobs from CERN, this
can be explained by the fact that the Ganga developer team maintains a reference installation
of Ganga accessible to all users on the public linux cluster LXPLUS. A number of external
installations are also visible, with almost 50% of the users coming from the United Kingdom,
followed by Germany and France. This success is certainly due to large number of tutorials
given in addition to the tutorials given every three months in the LHCb software weeks.

4. Conclusions
Ganga is a well established and accepted user interface for job submission to batch and Grid
systems. With more than 200 users it now reaches almost all analysis users in LHCb. In
addition more than 60 LHCb users per week use Ganga which again proves its popularity.
The specialised application plug-ins help all LHCb users to simply the submission, splitting and
merging of large scale jobs and to manage them efficiently. A submission backend plug-in to the
LHCb DIRAC system allows users to benefit from the redundancy and advanced reliability of
this system.
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