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Abstract: Broad absorption line quasars (BALs) exhibit blueshifted absorption relative
to a number of their prominent broad emission features. These absorption features can
contribute to quasar redshift errors and add absorption to the Lyman-α (Lyα) forest that
is unrelated to large-scale structure. We present a detailed analysis of the impact of BALs
on the Baryon Acoustic Oscillation (BAO) results with the Lyα forest from the first year of
data from the Dark Energy Spectroscopic Instrument (DESI). The baseline strategy for the
first year analysis is to mask all pixels associated with all BAL absorption features that fall
within the wavelength region used to measure the forest. We explore a range of alternate
masking strategies and demonstrate that these changes have minimal impact on the BAO
measurements with both DESI data and synthetic data. This includes when we mask the
BAL features associated with emission lines outside of the forest region to minimize their
contribution to redshift errors. We identify differences in the properties of BALs in the
synthetic datasets relative to the observational data, as well as use the synthetic observations
to characterize the completeness of the BAL identification algorithm, and demonstrate that
incompleteness and differences in the BALs between real and synthetic data also do not
impact the BAO results for the Lyα forest.
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1 Introduction

The discovery of the accelerating expansion of the universe in the late 1990s conclusively
showed the need for an additional component in the standard cosmological model, one that
indicated that a key ingredient is missing from our understanding of physics at a fundamental
level. The additional component is commonly parameterized as a cosmological constant and
referred to as dark energy [e.g. see 1, for a review]. Over the intervening decades, progressively
larger experiments have produced progressively higher precision measurements of cosmological
parameters [2–5]. These experiments have substantially refined our cosmological model, such
as that dark energy constitutes about 70% of the matter-energy density of the universe at
the present day, although have not yet led to a conclusive understanding of the nature of
this key component of the universe.

The continuing quest to understand the universe, and especially to explore the dark energy
component, led to the development of the Dark Energy Spectroscopic Instrument [DESI 6–8].
DESI aims to measure the cosmic expansion history with unprecedented precision with a
spectroscopic survey of approximately 40 million galaxies and quasars in just five years.
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The goal of DESI is to use the Baryon Acoustic Oscillation (BAO) technique to measure
the cosmic expansion history and the geometry of the universe. The survey targets include
galaxies and quasars that span from the local universe to beyond redshift z > 3, and uses
BAO measurements at a range of redshifts as a precise and well established method for the
measurement of the matter and energy density of the universe. The DESI survey began in
May 2021, and the first year of data includes spectra of over 14 million extragalactic spectra.
This is several times larger than all previous samples combined.

The highest redshift measurements from DESI are observations of quasars. Above redshift
z > 2.1, DESI spectra include the Lyα forest, a dense thicket of absorption features due
to Lyα absorption from neutral Hydrogen atoms in the extremely rarefied, highly ionized
intergalactic medium (IGM). The distribution of absorption traced by the Lyα forest provides
information about the matter distribution along the line of sight to each quasar, and thus
contains important information that may be used to determine cosmological parameters,
such as through measurement of the BAO scale.

The first measurements of the BAO scale with Lyα forest data calculated the Lyα forest
auto-correlation function [9–11] with about 50,000 quasars observed as part of the Baryon
Oscillation Spectroscopic Survey [BOSS, see 3], which were part of the Ninth Data Release
(DR9) of the Sloan Digital Sky Survey [SDSS, see 12, 13]. These results were quickly followed
by measurements based on the cross-correlation between the Lyα forest and QSOs [14].
Subsequent data releases from SDSS [15, 16] lead to more precise measurements [17, 18] that
culminated in the best Lyα measurement to date [19] with over 210,000 quasars at z > 2.1
for measurement of the Lyα forest auto-correlation function and over 340,000 quasars for
measurement of the forest cross-correlation with quasars.

The DESI Early Data Release [20] presented preliminary results on the Lyα forest [21] and
outlined some of the main methodology [22] employed in the Lyα analysis. The quasar sample
from the first year of observations, which will be part of the future Data Release 1 [DR1, 23],
represents a substantial increase in sample size compared to previous work, with over 450,000
Lyα spectra and over 700,000 quasars for measurement of the cross correlation [24]. The
results from this analysis of DR1 consequently represent the most precise and rigorously tested
Lyα forest measurements to date. The DESI 2024 Key Paper on the Lyα forest [24] reports
measurements on the expansion H(zeff) at zeff = 2.33 with better than 2% precision, and
the transverse comoving distance DM (zeff) with 2.4% precision. Several companion papers
present supporting analysis details, including a thorough study of the analysis pipeline with
synthetic data [25] and a detailed investigation of the impact of instrumental systematics [26].

This paper also supports the DESI DR1 Lyα results [24] with a thorough investigation of
the impact of systematics related to Broad Absorption Line (BAL) quasars on the BAO mea-
surements. BAL quasars exhibit blueshifted absorption relative to a number of the broad emis-
sion features that are characteristic of quasars, including some that fall within the wavelength
range of the Lyα forest. The BAL features consequently absorb some of the quasar continuum
in the forest region, and typically it is not possible to distinguish BAL features from absorption
by neutral Hydrogen in the IGM. Furthermore, this absorption is present in 10–30% of the
quasar population [27–29], depending on spectroscopic data quality and the quasar selection
algorithm. The BAL fraction ranged from 12–20% in the DESI EDR quasar sample [30].
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DESI employs a strategy to mitigate the impact of BALs based on the work of [31],
which is to mask the locations of suspected BAL features in the Lyα forest and exclude those
pixels, although include the remaining pathlength. This is in contrast to most previous work,
which removed the BAL quasars entirely [e.g. 18, 19]. The rationale behind the methodology
proposed in [31] is that BAL features are associated with concentrations of gas that have
some range of outflow velocities, velocities that can range up to ∼ 0.1c from the systemic
redshift of the quasar, and can have broad widths of many hundreds to thousands of km s−1.
The velocity range of the absorbing material is relatively straightforward to measure in the
vicinity of the C IV emission line at 1549 Å, and a conservative approach is to simply assume
that some absorption is present in the same velocity range relative to other emission lines.

The analysis presented in [31] quantified the gains from BAL masking with respect to
the uncertainties in the correlation function, and showed that masking rather than complete
elimination of the BALs results in a decrease in the uncertainties in the correlation function
proportional to the fraction of BALs. Furthermore, the BALs introduce no systematic
difference in the shape of the correlation function when they are masked. This paper extends
the work of [31] with a systematic analysis of the impact of masking on BAO measurements.
In section 2 we briefly describe the DESI observations and synthetic datasets or mocks that
we analyze in this study. The fidelity of the mock spectra is important, as BALs are one
of the astrophysical ‘contaminants’ that make the mocks realistic. In section 3 we describe
the main parameters of BALs, the algorithm that identifies them, the templates that we
use to add BALs to mock data, and finally the completeness of the identification algorithm.
We next evaluate how BAL features impact quasar redshift errors in section 4. Redshift
errors are potentially important for the cross-correlation measurement, as well as the quasar
auto-correlation function. We present our main results in section 5, where we investigate
the continuum fits, correlation functions, and the BAO measurements for a range of BAL
masking strategies. This includes an evaluation of how BAL quasar redshift errors affect the
BAO measurements. We conclude in section 6 with a brief summary of our main results.

2 Data

The first year data assembly of the DESI survey includes spectroscopic measurements of
approximately 13 million galaxies, 1.5 million quasars, and approximately 4 million stars [23]
that form the basis for the DESI DR1 science results. A series of key papers present the large-
scale structure catalogs [32], cosmological measurements at a range of redshifts [24, 33, 34],
and the cosmological implications [35–37]. In the first subsection, we briefly describe the
DESI experiment that has enabled these results. This includes a description of the quasar
catalog. We then provide a brief description of the mock datasets that play a critical role in
the validation of the analysis methodology. This includes how BALs are added to these data.

2.1 DESI

The DESI experiment obtained more spectra in its first year of operations than all previous
experiments. This unprecedented survey speed is due to a significant advances in instru-
mentation, superb calibration stability, and substantial software development. The DESI
instrument is a highly multiplexed fiber spectrograph with 5000 fiber positioner robots [38]
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located at the prime focus of the 4-m Mayall telescope at the Kitt Peak National Observatory.
The 5000 fibers are located behind a six-element corrector system, including a two-element
atmospheric dispersion corrector, with a 3◦ diameter field of view [39]. The fiber system [40]
connects the focal plane system to ten, bench-mounted spectrographs that are maintained
in a climate-controlled enclosure that provides excellent stability. Each spectrograph has
three wavelength channels that together record the light from 360–980 nm at a spectral
resolution that ranges from 2000–5000. Further details of the instrument, including science
and technical requirements, are described in [41].

Numerous software tools and packages support the scientific and technical operations
of the DESI survey. The DESI targets are based on the imaging dataset from the Legacy
Surveys [42], and the target selection pipeline is described by [43]. The spectroscopic pipeline is
described in detail in [44]. Some highlights of this pipeline include precise spectrophotometric
calibration, noise estimates, sky substraction, and that fully processed data from each night
are typically available to the collaboration the next morning. DESI survey operations plays a
critical role in the very high efficiency of the experiment, including planning for each night
of observations, automatic selection of fields during each night, and quality assurance the
following morning. Survey operations are described in detail in [45].

The quasar catalogs for the DESI DR1 analysis are largely comprised of quasar targets,
although for Lyα measurements we also include serendipitous discoveries of high-redshift
quasars that were in other target classes, most notably emission line galaxies. The preliminary
quasar target selection is described in [46]. Prior to the start of the main survey, DESI
had an approximately six month Survey Validation period [47] to validate the selection
of quasars [48] and other target classes, although also to optimize the instrumentation
and operations prior to the start of the survey. The quasar validation process included a
substantial visual inspection campaign described in [49]. These results ultimately led to
the use of three tools to identify quasars: the Redrock software that fits spectral templates
and measures redshifts [50], an Mg II afterburner that searches for broad Mg II emission in
quasar targets that Redrock identifies as galaxies, and QuasarNet, a convolutional neural
network classifier [51]. Over the past year, we have improved the quasar templates used by
Redrock to obtain more reliable classifications and redshifts [52], and have improved the
modeling of the Lyα mean transmission [53]. This work uses the same redshift catalog as
the Lyα DR1 BAO analysis. That catalog, including the BAL parameters, and the spectra
will be publicly released with DESI DR1 [23].

2.2 Mocks

The synthetic datasets that we use to study the impact of BALs were generated for the
DESI DR1 data set. The construction of these mocks is very similar to the mocks that [54]
produced for EDR, and that work describes the mock development in detail. The DR1
mocks have a few updates relative to those generated for EDR, which are described in the
companion paper by [25]. We therefore only provide a short summary of the generation of
the mocks in this paper, and refer to those other works for more information. Section 3
has a description of how BALs are added to the mocks.
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The mocks are created in two stages. The first stage is the creation of the transmitted
flux skewers for the sight lines to each quasar. This step uses a Gaussian random field
to simulate the matter distribution, and the quasar positions are from the log-normal
transformation [e.g. 55]. The second stage combines those transmission skewers with mock
quasar spectra that are representative of the distribution of quasars in DESI. This includes a
range of quasar spectral energy distributions and magnitudes, as well as the addition of noise
and other astrophysical effects that make the spectra more realistic. The noise is added based
on a model for instrument that includes the throughput and detector properties and the
astrophysical effects include metal absorption and BALs [see 25, 54, for details]. The DESI
Lyα DR1 analysis uses two types of mocks referred to as LyαCoLoRe [56] and Saclay [57]
mocks. In this paper we only consider the LyαCoLoRe mocks because BALs are added in
exactly the same way to both types of mocks. The differences between these two types of
mocks include factors such as how the quasar distribution and velocity field are modeled.

The density and velocity distributions for the transmitted flux skewers use the CoLoRe
package [58] to generate Gaussian random fields and the Newtonian potential of this field to
determine the velocity field for the skewers. We then convert skewers through this density
and radial velocity field into skewers of transmitted flux with the LyαCoLoRe [56] package.
This package adds additional, small scale information based on a one-dimensional Gaussian
and computes the optical depth with the fluctuating Gunn-Peterson approximation [59, 60],
as well as adds redshift space distortions based on the radial velocity field.

These transmitted flux skewers are added to a quasar population that matches the
magnitude, redshift, sky distribution, and density of objects on the sky of the DESI DR1
dataset. One update in DR1 relative to the EDR mocks is a change in the way the mock
distribution samples inhomogeneities in the observational data, which is described in detail
in [25]. We use the quickquasars1 script from the desisim2 package to generate a synthetic
quasar spectrum for each quasar, add astrophysical features to make the spectra more realistic,
and then add the appropriate level of noise based on the magnitude of each quasar and
the number of observations of that quasar available for DR1. The astrophysical features
include Damped Lyman α systems (DLAs), BALs, and absorption from metals in the IGM,
specifically the Si II λ1190, Si II λ1193, Si III λ1207, and Si II λ1260 lines that are most
important absorption features in the forest region. The DLAs and metals are added based on
the same density field used to generate the transmitted flux skewers, although the relative
strengths of the metal lines are tuned following a procedure described in [25] to match the
observational data. The BALs are randomly applied to 16%. This percentage is based on
measurements from SDSS and early DESI data [30, 61].

3 Broad Absorption Line quasars in DESI

We use templates to add BALs to the mocks, rather than a series of parametric functions,
due to the inherent complexity and diversity of BAL features. Figure 1 shows several BALs
from DESI DR1 observations and from mocks. The BALs added to the DR1 mocks are
based on approximately 1500 templates calculated from BAL quasars by [62]. These BAL

1https://github.com/desihub/desisim/blob/main/py/desisim/scripts/quickquasars.py.
2https://github.com/desihub/desisim.
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Figure 1. Selection of BALs in DESI DR1 data (left column) and mocks right column) with a range
of AI values. The spectra (blue lines) are centered on the wavelength range around the C IV region
that is used to identify BALs. Also shown are the template fit used to identify BAL troughs (orange
line) and the error in the flux (red line). The vertical lines mark the limits of the troughs that meet
the AI criterion (dotted) and BI criterion (dashed). Each row shows a randomly selected pair of real
and mock BAL quasars with similar AI values (or BI values, for the last row). The top four rows
represent the four quartiles of the AI distribution of the data. The bottom row shows a real and a
mock BAL with significant BI values. The TARGETID, redshift, AI, and BI values are listed in each
panel (TARGETID is a unique identifier used by DESI for each target).
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quasars are a subset of those identified in SDSS DR14 data by [63]. In the first subsection,
we describe common parameterizations for BALs and the development of the templates. We
then briefly summarize the BAL identification algorithm and the data record for each BAL
quasar. This identification does not identify all BALs, and also has some false positives, and
we characterize the completeness and purity of the algorithm with a study of the mocks.
Finally, we use the much larger BAL dataset from DESI DR1 to examine the fidelity of
the observed BALs to the mock datasets.

3.1 Parameters

The broad absorption features characteristic of BAL quasars appear as one or more troughs
that almost always appear on the blue side of the broad emission lines, especially higher
ionization lines such as C IV. The original parameter used to characterize and compare BALs
is the Balnicity Index (BI) proposed by [64]. The equation for BI is:

BI = −
∫ 3000

25000

[
1 − f(v)

0.9

]
C(v)dv. (3.1)

The variable v is the velocity relative to the nominal central wavelength of the emission
feature, f(v) is the observed flux distribution of the quasar divided by a model of the quasar
if the BAL features were not present, and C(v) is a function that is zero unless the term
(1 − f(v)

0.9 ) is greater than zero for more than 2000 km s−1, in which case it is set equal to one.
BI is consequently similar to an equivalent width, where the difference is the requirement
that the trough extend for at least 2000 km s−1 before the start of the integral over the
absorption. The rationale for this choice was to ensure that the absorption was much broader
than could be explained by galaxy kinematics, and the integration limits eliminate absorption
that could be due to the host galaxy.

Studies of progressively larger numbers of BALs with SDSS showed that many quasars
have broad absorption that extends closer to the quasar rest frame than 3000 km s−1, and
that have widths less than 2000 km s−1, yet are clearly still broader than expected from
normal motions within galaxies. This prompted [65] to propose the Absorption Index (AI).
The equation for AI is:

AI = −
∫ 0

25000

[
1 − f(v)

0.9

]
C(v)dv (3.2)

The two main differences from BI are that the integration extends to the systematic redshift
and the function C(v) is set to one after the trough extends for only 450 km s−1. There is
no other distinction, for example related to the depth of the absorption, as both indices
require that more than 10% of the quasar flux is absorbed.

The AI criterion captures many more BALs than the BI criterion, yet is the appropriate
criterion to use as BALs identified based on the AI absorption feature can have similar total
depth as the BI features, even if they do not extend over as large a range in wavelength. And
only the AI definition captures BAL features that impinge on the strong emission features
like C IV that are an important part of quasar redshift measurements.
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While the AI and BI parameters are broadly useful to capture the relative amount of total
absorption due to BALs, these single parameters do not adequately capture the full diversity
of BALs. In addition to the total absorption, other quantities that vary between BALs are the
blueshifts of the minimum and maximum velocity of each trough, the variation in absorption
with wavelength within each trough, the number of troughs per quasar, and the relative
strength of the troughs associated with different emission features. These variations defy
simple parameterization, and we consequently developed a set of 1500 empirical templates
to add BALs to mock datasets starting with the work of [62].

The templates built in that work, and later refined as described by [30], started with a
sample of about 1500 very high signal-to-noise BAL quasar spectra identified by [63] in SDSS
DR14. These templates appeared broadly representative of real BALs, as for example the AI
and BI distributions of the parent sample of BALs were consistent with the distributions in
the full DR14 BAL population. Those previous works then fit each BAL with a continuum
model after masking the BAL features, normalized the spectra after dividing by the continuum
model, and set the template equal to one outside the BAL regions so that the templates
did not add unnecessary noise to mock quasars. This produced a model for the normalized
absorption features of the BALs associated with C IV.

The templates for the BAL absorption are calculated based on observed absorption in
the C IV region and are applied to other potential emission features with the assumption that
the absorption vs. velocity profile of the BALs are independent of element and ionization
state. In reality this is not true in detail, as BAL absorption is a complex function of the
ionization state and velocity of the absorbing gas, as shown with significant modeling efforts
to understand the physical conditions in well-studied, high SNR BAL spectra [66]. Since the
cosmological analysis masks the BAL absorption regardless of its structure, it only matters
that the velocity distribution is approximately the same for different ions.

We use the BAL stacking study of [67] to determine the emission lines that are observed
to have BAL features. The BAL templates used for the DR1 analysis add BAL absorption
associated with S IV, N V, Lyα, C III*, P V, S IV, and Lyβ. Based on the BAL stacks of [67],
the C III*, P V, S IV, and Lyβ lines are substantially weaker, and the absorption in these
lines was set to 10% of the absorption present in C IV. This is relevant for our experiments
on mocks with different masking choices in section 5.

3.2 Identification algorithm

The BAL identification algorithm we use for DESI DR1 and mocks is nearly identical to the
one used by [30] for EDR, so we only briefly summarize it here. The algorithm is based on
fitting a series of templates to every spectrum around the rest-frame C IV emission feature
and searching for absorption relative to this model fit. We set the blue limit of this fit to
25,000 km s−1 blueshift (about rest frame 1420 Å) relative to the C IV line. For most quasars
the spectral range extends to 2400 Å and we set a minimum of at least to 1633 Å for the
highest redshifts. This sets a redshift range of 1.57 < z < 5 based on the observed wavelength
range of the DESI data. We shift the spectrum to the rest frame based on the redshift
calculated by Redrock. This redshift uses a prior from one of the other tools described in 2.1
if Redrock did not initially identify the object as a quasar.
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We use the best spectral fit to search for BALs associated with C IV based on the AI
and BI criteria described in section 3.1, namely with the ratio of the observed flux to the
best spectral fit. Should a BAL feature be present, we iteratively mask the velocity range
of the trough and refit the templates for either ten iterations or convergence. The iteration
process improves the quality of the continuum fit outside of the trough region(s). If there
is sufficient spectral coverage, we also perform a separate search in the vicinity of the Si IV
emission feature. We then record the AI and BI values, velocity range of each trough, and
other parameters as described in [30].

We use the public baltools3 software package to identify and measure the BALs in
DESI. This code was originally developed by [63] to measure the parameters of BALs
that were identified via their convolutional neural network, which they applied to SDSS
DR14 data. The code was later applied to identify BALs for the DR16 quasar catalog [68],
although that worked dropped the CNN component for classification and instead relied on
just the measurement of AI and BI to identify BALs with the algorithm described in this
subsection. This approach was also adopted by [30] for the DESI EDR BAL catalog, and
we continue that approach here.

The most significant change in the baltools package since the EDR catalog is the change
from PCA templates calculated by [63] to new quasar templates developed by [69]. These
new templates perform better than the old PCA templates, including the fit to the C 4 region,
especially for high SNR spectra, and lead to fewer false positives in high SNR data. For
example, based on visual inspection the number of false positives at high SNR (SNR> 5)
decreased from about 10% to consistent with zero.

We used the baltools package to search for BALs associated with every DESI DR1
quasar in the redshift range 1.57 < z < 5. The BAL fraction is 16.7% in the redshift range
1.8 < z < 3.8 used for the Lyα analysis based on the criterion AI > 0 and 1.3% based on
the criterion BI > 0. These percentages are similar to those measured by [30] based on the
first two months of the main survey, although the AI percentage is slightly higher and the BI
percentage is slightly lower. The AI and BI distributions of the BALs are shown in figure 2,
which also shows divisions of the AI distribution into four quartiles that are separated by
AI = 146, AI = 407, and AI = 1226. These values are similar although somewhat smaller
than the values for the SDSS distribution [250, 839, and 2221, respectively, see 31], which is
likely due to the different SNR and perhaps other features of the data.

We note that since all of these BALs were identified in the vicinity of the C IV (or
Si IV) emission feature, they all appear to be high-ionization BALs or HiBALs. While we
cannot rule out the presence of BAL absorption associated with lower ionization features
such as Mg II (known as LoBALs) or even significant iron absorption [FeLoBALs, and see
30, for some examples of these two later types], HiBALs are by far the most common. For
example, [28] found that 26% of all quasars are HiBALs, 1.3% are LoBALs, and 0.3% are
FeLoBALs. Furthermore, LoBALs and FeLoBALs also typically exhibit C IV absorption,
although those BALs can also exhibit such extreme absorption that the automated redshift
fitting algorithms do not work well.

3https://github.com/paulmartini/baltools.
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Figure 2. Distribution of AI and BI values for the DESI DR1 data (black, solid histogram) and
DR1 mock datasets. The histograms for the mock datasets show both the distribution returned or
observed by the BAL identification algorithm (red, dashed) and the true distribution (blue, dotted).
Three vertical lines mark the AI values that separate the AI distribution into four quartiles. These
are located at AI = 146, 407, and 1226. We discuss the discrepancy between the data and mocks in
section 3.4.

Option DESI DR1 Number DESI DR1 % Mock Observed % Mock Truth %
AI > 0 (baseline) 112822 16.7 10.6 15.8
AI > 146 84922 12.6 8.5 14.0
AI > 407 57086 8.4 6.2 10.9
AI > 1226 28575 4.2 3.6 6.5
BI > 0 8650 1.3 1.2 3.6
AI > 0 (masked z) 112554 16.6 N/A N/A

Table 1. Fraction of quasars with 1.8 < z < 3.8 that exhibit BAL features based on the masking
option listed in column one. For each option, we list the total number of BALs in the DESI DR1 data
in this redshift range, the fraction of DESI DR1 quasars that are BALs with this option, the fraction
observed in the mock catalog with the selection algorithm, and the true fraction in the mock catalog.
The values of 146, 407, and 1226 separate the four quantiles of AI in the DESI DR1 data, as shown in
figure 2. The last row has the BAL fraction in DESI DR1 data when we run a second iteration of
Redrock on the BALs after masking their absorption troughs. There is a very small (0.1%) decrease
in the BAL fraction.
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3.3 Completeness and purity

The completeness and the purity of the baltools detection algorithm is an important measure
of the fraction of BALs that are missed, as well as the fraction of quasars that are incorrectly
classified as BALs. The work by [30] measured the completeness of the algorithm by analyzing
mock spectra in the same manner as the observations. That work found that the completeness
was 68% for the mock catalog, and that most of the missed BALs were in data with SNR < 2
per pixel. This is lower completeness than estimated with the CNN classifier by [63] and
earlier work by [9] with SDSS data, although both of those earlier works relied on human
classified BALs for their truth catalogs, and thus the BAL samples were biased towards
BALs that are obvious to a human.

We revisit the completeness (and purity) analysis from [30] with a much larger set of
mocks that are designed to match the DESI DR1 dataset. Figure 3 shows the average
completeness as a function of SNR per pixel for ten DESI DR1 mocks and the numerical
values are listed in the appendix in table 6. We calculated this quantity by running the BAL
identification algorithm on the mock spectra and comparing the observed BAL catalog for
each mock to the truth BAL catalogs. All of the mocks clearly confirm that the completeness
of the algorithm is a strong function of SNR with little variation between mocks. This also
confirms the point made by [31] that BALs are preferentially associated with higher SNR
spectra, which compounds the advantage of keeping these spectra for Lyα analysis and just
masking the locations of their absorption troughs. The completeness is 60% for the mocks,
which is somewhat higher than the 42% estimated by [30] for the first two months of the
main survey. This is likely because the typical SNR of the DR1 mocks is somewhat higher,
somewhat over 40% of the Lyα quasars in the DR1 sample have been observed more than
once. The cumulative completeness of the data will be lower than measured for the mocks,
as the SNR of the mocks is somewhat higher than the data. The cumulative completeness is
predicted to be about 53% if we weight the differential completeness as a function of SNR by
differential distribution of the data as a function of SNR (columns 2 and 4 of table 6).

The figure also shows that the completeness is a function of AI value, in the sense
that BALs with larger AI values are easier to spot in lower SNR data than BALs with
lower AI values. This result suggests that incompleteness may not have an impact on the
measurement of the correlation function, nor on the BAO parameters, as the missed BALs
have relatively small amounts of absorption and are in the lowest SNR data that have the
smallest weights in the correlation functions.

We have used the same mock BAL catalogs to measure that the purity is approximately
90% (see table 6). The purity actually drops as SNR increases, which we did not see in
our previous analyses of mocks without redshift errors. Based on our visual inspection of
some of these cases, it appears that the continuum fits are not as good as in the absence
of redshift errors. This is because the BAL detection algorithm does not attempt to refit
the redshift, and as a result there is some contamination. Nevertheless, this is a very small
effect as fewer than 10% of the quasars are in this regime with lower purity. It is also unlikely
to be an issue in the data, as the redshift measurements in the data will be tied to strong
emission features like C IV. Lastly, the excellent performance at low SNR indicates that the
algorithm does not tend to erroneously classify noise as BAL absorption. We consequently
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Figure 3. Completeness of the BAL identification algorithm as a function of SNR in the C IV region
based on ten DESI DR1 mock datasets. The completeness is a strong function of SNR, ranging from
18% in the first SNR bin to 100% for the highest SNR spectra. The completeness is also a strong
function of AI, in that the completeness is higher for larger AI values. The completeness for features
that meet the BI only reaches 80%, which is because the troughs do not meet this criterion, rather
than the quasars are not classified as BALs. The distribution of the data (dashed histogram) and the
mocks (solid histogram) is also shown, and indicates most quasars are low SNR. Numerical values for
several of these quantities are listed in table 6.

expect that there is a correspondingly small fraction of path length that is being masked
unnecessarily. One caveat is that the mocks may not include all of the other astrophysical
features that may mimic the appearance of BALs, such as metal absorption features in
the ISM or more intrinsic quasar diversity. Therefore this analysis may have somewhat
overestimated the purity compared to real data.

3.4 BAL mock fidelity

The BAL templates that we employ for the DESI DR1 analysis were developed from quasars
in the SDSS DR14 quasar catalog [70], and collectively are a good match to the AI and
BI distributions of that dataset. The total number of quasars cataloged by DESI in the
DR1 sample is approximately three times larger than the SDSS DR14 catalog. In addition,
the SNR per spectrum and the spectral resolution are different between the two surveys.
Preliminary studies [30, 54] have shown that the AI distribution of the DESI EDR data
was different from SDSS DR14 and from the mocks, while the BI distributions were nearly
identical. Here we use the larger dataset from DESI to evaluate further if the BAL templates
in our mocks provide a realistic description of the BALs observed by DESI.
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Our first point of comparison is the distribution of AI and BI values in the data relative
to the mocks. Figure 2 shows the distributions of both quantities for DESI DR1, along
with histograms of the true and observed distributions from the mocks. The observed AI
distribution from the data and the mocks are not in good agreement, in that there are many
fewer BALs recovered by the algorithm for the mock dataset than DESI observations. In
contrast, the true distribution in the mocks is a much better match to the DESI data, although
the median AI value is somewhat larger in the mocks than in the data. This difference may
in part be due to the somewhat lower SNR per spectrum of the DESI data relative to SDSS.
This will especially be the case for quasars at z < 2.1, which DESI only observes once. While
DESI ultimately aims to obtain multiple observations of the Lyα quasar sample at z > 2.1,
most of these quasars were only observed a single time during the first year of observations.

The agreement between the DESI BI distribution and the mocks is excellent. While the
true distribution of BI values is higher than in the data, the distribution of the mock BALs
recovered by the algorithm is extremely similar to the DESI observations. The discrepancy
between the AI and BI distributions is consequently somewhat surprising, as there are not
separate templates for troughs that meet the AI and BI criteria.

Figure 4 compares the velocity distributions of the troughs between the mocks and the
data. These quantities are important because they establish the velocity range for the pixels
mask in our analysis. The two panels show the minimum and maximum blueshift velocity
of each that meets the AI criterion (there are two troughs per BAL on average). These
distributions for the DESI data and the observed mocks are in very good agreement, and
the mock truth is somewhat higher as expected based on the completeness of the algorithm.
The exception is that there appear to be somewhat fewer BAL troughs that start at very
low blueshifted velocities, both relative to the data and truth. This may indicate that the
templates had a selection bias against BAL features that were part of the blue wing of the
C IV emission feature, which is plausible because it is difficult to model the blue wing of
that line and the templates were derived with the PCA components developed by [63], while
the DESI observations used new components derived by [52].

4 Impact on redshift errors

The histograms shown in figure 4 give a very good indication of how often the BAL features
impinge upon the blue wing of the C IV emission feature, which typically has a width of
many thousands of km s−1. This absorption can significantly change the shape of the line,
and in the most extreme circumstances may completely absorb the entire blue wing. At the
redshifts where DESI employs quasars to trace large scale structure, namely above about
z > 1.5, the C IV line is one of the strongest spectral features within the observed wavelength
range. Substantial asymmetric changes in the shape of this feature can consequently lead to
redshift errors, including systematic offsets relative to the true redshift.

The impact of BALs on redshift errors was thoroughly studied with mock DESI spectra
by [71]. The redshift error or velocity shift is defined as:

c(zbase − zmask)/(1 + z) (4.1)

where zbase is the measureded redshift without masking and zmask is the redshift measured
after masking the BAL features. [71] showed that the redshifts derived by Redrock for mock
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Figure 4. Distribution of the trough velocities for AI troughs of the DESI DR1 data (solid histogram),
the mock catalog produced by the BAL identication algorithm (dashed), and the truth catalog for the
DR1 mock (dotted).

spectra with BALs had offsets of ∆z ∼ 2 × 10−5 relative to the same mock quasar spectra
without the BAL features. They then masked the locations of pixels that were potentially
impacted by BALs, specifically C IV, Si IV, N V, and Lyα by setting the inverse variance of
pixels to zero if they were at the same velocity relative to each feature as the BAL absorption
associated with C IV. The redshift offsets for the masked BALs were substantially smaller
than for the unmasked BALs, where in both cases the redshift offsets were relative to the
redshift if the BAL features were not present. Those authors found that masking the locations
of the BAL features led to a substantial reduction in the redshift errors relative to the true
value, as well as improvements in other areas such as the number of catastrophic redshift
errors and spectral misclassifications.

The masking strategy proposed by [71] was implemented by [30] as part of their study of
BALs in the DESI EDR. While there is no true redshift in these cases, they measured the
redshift difference before and after masking the BAL features and showed that the average
velocity difference averaged over all BALs is 243 km s−1, and that the size of the offset depends
on AI value, such that the offset ranged from 56 km s−1 for the lowest quartile of AI value
to 582.3 km s−1 for the highest quartile. In all cases the average velocity shifts are to larger
values, which correspond to a decrease in the redshift, which is expected as BALs impact
the blue wing of the emission features. Furthermore, 6.7% of quasars had velocity shifts
greater than ∆v > 1000 km s−1, which is defined as a catastrophic redshift error for the
quasars used to trace large scale structure [47].

We have repeated the masking analysis performed by [30] for the DESI DR1 data to
measure the typical velocity differences between masking and not masking BALs, as well as
to evaluate the impact of these errors on the BAO parameters. Figure 5 shows the change
in velocity for the entire BAL sample, as well as distributions for the four quartiles in AI
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Figure 5. Distribution of velocity shifts for DESI DR1 BALs after masking the BAL features (solid
black histogram). The shifts are more common and more shifted to larger values (lower redshifts) for
BALs with larger AI values. The mean and median velocity shifts are listed in table 2.

Criterion Mean Median
All BALs 119.2 22.2
0 < AI < 146 9.7 3.0
146 ≤ AI < 407 179.3 29.0
407 ≤ AI < 1226 278.8 120.0
1226 ≤ AI 271.9 52.0

Table 2. Redshift changes after rerunning Redrock with the BAL troughs masked. The changes are
in c(zbase − zmask)/(1 + z) in units of km s−1, as in figure 4.

values. The average and median offsets range from nearly zero for the lowest quartile to
150–200 km s−1 for the largest quartile. These offsets are substantially smaller than those
found by [30], which is likely because the DR1 quasar redshifts were measured with new
quasar templates from [52]. That paper refit quasars from the [30] study with their new
quasar templates and measured the cross-correlation function between the quasars with BALs
and Lyα absorbers to measure the average bias in the quasar redshifts. They found that
the average shift was ∆r|| = −56 ± 47 km s−1 without masking with the new templates, as
compared to −177 ± 63 km s−1 without masking with the previous quasar templates, which
is roughly consistent with the change between the average of 243 km s−1 measured by [30]
with EDR data and the previous quasar templates and the average of 119 km s−1 we measure
with the DR1 data and the new templates.
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The relative shift in the redshifts with the different templates and with BAL masking
was also studied by [53] with DESI EDR data. That study used the cross correlation between
quasars and the Lyα forest to measure redshift offsets associated with BALs before and after
the BALs were masked by [30]. They found that after masking, the mean redshift offset of
the BAL quasars agreed with non-BAL quasars within 0.35σ. This result demonstrates that
the redshifts after masking are more accurate and are not just different.

5 Impact on Baryon Acoustic Oscillations

Nearly 17% of the DESI DR1 quasars with 1.8 < z < 3.8 are observed to have BAL features
associated with C IV based on the AI criterion (see table 1), and these BAL features add
absorption in the forest region and impact redshift errors. In this section we evaluate the
impact of BALs on the measurement of the location of the BAO peak with a range of
alternative masking strategies. There are two motivations for this study. First, the BAL
masking strategy we employ is quite conservative, in that we mask pixels in the velocity range
of every BAL features identified in the stacking study of [67]. Most of these BAL features
are expected to be quite weak, and may be negligible compared to the forest absorption, so
the masking strategy may remove pathlength unnecessarily. We consequently fit the BAO
peak with a range of alternative strategies that mask fewer BALs. These strategies are to
only mask BALs above the AI values that divide each quartile in the data (see figure 2), that
is above AI > 146, AI > 407, and AI > 1226. In each of these cases we mask BALs with
AI values above this threshold and do not mask any features in BALs below this threshold.
We also consider the case where we just mask BALs with BI > 0, as well as show the
case AI > 0 (baseline) and AI > 0 (masked z), which has updated redshifts as described
in section 4. The second motivation is that we know the BAL identification algorithm is
incomplete based on our studies with mocks, and therefore there are unidentified BALs
in our data that may compromise the analysis. We use the mock data to compared the
results between catalogs based on the true BAL distribution and the ‘observed’ distribution
returned by the identification algorithm.

There are three main steps in the Lyα analysis that extracts BAO measurements from
the spectra of quasars: 1) calculation of the variation of the absorption along the line of sight;
2) measurement of the correlation functions; 3) calculation of the BAO and other model
parameters that best match the observed correlation functions. We expect BALs to impact
each step because the masking process removes pixels, and unmasked (missed) BALs add
contamination. In the first subsection, we briefly describe the continuum fitting process and
quantify the impact of BALs. We then present measurements of the correlation functions for
each masking option, as well as evaluate the analogous measurements with the mock data.
Lastly, we fit the correlation functions with a cosmological model and evaluate the impact
of different masking strategies on the location of the BAO peak. We use the public picca4

package for the first two steps and the public Vega5 package for the third.

4https://github.com/igmhub/picca.
5https://github.com/andreicuceu/vega.
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5.1 Continuum fitting

We measure the Lyα forest flux overdensity field following the exact same procedure as
described by [24] for the DESI DR1 data and as described by [25] for the DESI DR1 mocks,
with the exception of the BAL masking strategy. We implement differences in the BAL
masking strategy through changes to the input quasar catalogs so there are no changes to the
codes used for the analysis. The default masking strategy in picca is that all pixels that might
be associated with BAL absorption are not included in the analysis, that is they are masked.
The quasar catalogs include AI (and BI) values for every BAL, along with the velocity limits
for each trough based on the C IV emission feature. picca reads this information from the
catalog and identifies corresponding wavelength range that corresponds to the same velocity
offsets associated with emission features that could contaminate the forest region.

We create alternative catalogs for each masking option by setting the AI and velocity
ranges for the BAL features to zero for the quasars that we do not want to mask. For example,
for our option where we only mask BALs with AI > 146, we create a version of the catalog
where we set the AI and velocity range values for all BALs with AI ≤ 146 to be equal to zero.
For the case where we only mask BALs with BI > 0, we set AI and the velocity ranges equal
to zero for every BAL that has BI = 0. Note the masking for the BALs that remain are based
on the velocity range associated with the AI criterion, although these largely correspond to
the same pixels as the velocity range for their troughs that meet the BI criterion. In addition,
we consider one case where we adjust the redshifts for the BALs as described in section 4.
After we adjusted the redshifts, we reran the BAL detection algorithm based on new redshifts.
This led to very minor changes in the final catalog of BAL properties, such as an 0.1% change
in the BAL fraction, and consequently very minor changes in which pixels were masked. We
refer to this case as “AI > 0 (masked z).” As a reference, we also perform all of our analysis
with no BALs masked (“no masking”), although this is just intended as a point of comparison
and not a viable alternative strategy. In addition, DLAs are still masked in all of these
options. In total, this corresponds to 19 different options: seven different options with DESI
data (including the baseline analysis, no masking, and the updated redshifts) and 12 different
options on mocks (six with the true BAL catalog, six with the “observed” BAL catalog).

The picca package uses the catalog information to calculate the Lyα forest flux density
field in the spectrum of each quasar q as:

δq(λ) = fq(λ)
F̄ (λ)Cq(λ)

− 1 (5.1)

where fq is the measured flux, F̄ (λ) is the mean transmission of the intergalactic medium,
and Cq is the mean quasar continuum. Since the forest is too dense at these redshifts
to measure the true continuum directly, the package iteratively fits the quasar continuum
and F̄ from the data:

F̄ (λ)Cq(λ) = C̄(λRF)
(

aq + bq
Λ − Λmin

Λmax − Λmin

)
, (5.2)

where C̄ is the mean quasar continuum calculated from the full sample, λRF is the rest-frame
wavelength, Λ ≡ log λ, and aq, bq are parameters that are fit separately to each quasar to
account for spectral diversity. For more details, see [22].
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Figure 6. Fraction of pixels masked for each option relative to the case with no pixels masked.
The typical masked fraction in the baseline analysis is 91% for Lyα(B) (left, 920–1020 Å) and 93%
for Lyα(A) (right, 1040–1205 Å). There are relatively few analysis pixels at observed wavelengths
> 5500 Å in Lyα(B) due to the rapid drop in the number of very high redshift quasars. See section 5
for a description of these masking options.

The continua are extremely similar for the different masking options described at the
beginning of this section. The ratio of the continuum for each masking option relative to
the baseline is only a few tenths of a percent for Lyα region A (1040–1205 Å) and under a
percent for Lyα region B (920–1020 Å). We refer to these two regions as Lyα(A) and Lyα(B).
Unsurprisingly, the biggest change is in comparison to the “no masking” case. Yet even in
this case the dispersion in Lyα(B) is slightly less than a percent and about half a percent in
Lyα(A). These differences are much smaller than those shown in figures 2–4 of [31], as the
figures in that paper just showed the continua for the different subsets of BAL quasars.

Figure 6 shows a plot of the number of pixels that are retained for analysis for each of
the masking options relative to the “no masking” case. This figure shows that nearly 10%
of pixels in Lyα(B) are not included in the baseline analysis, and about 7% in Lyα(A). In
contrast, about 5% are not included when only the most extreme (largest AI or BI-only)
cases are masked. The reason the fraction of pixels changes by only a factor of two after
eliminating 75% of the BALs (AI > 1226 corresponds to only masking the top quartile) is
due to two factors: 1) There is not a one-to-one connection between AI and the number of
pixels that are masked, as AI accounts for both the depth and the width of a feature; 2)
If enough pixels are masked, then there may be too few pixels remaining in a given forest
for it to be retained in the analysis.

5.2 Correlation function and uncertainties

We measured all four correlations based on the overdensity fields for each of the nineteen
different scenarios described in the previous subsection, that is the seven on data listed

– 18 –



J
C
A
P
0
1
(
2
0
2
5
)
1
3
7

Masking Option Lyα(A)×Lyα(A) Lyα(A)×Lyα(B) Lyα(A)×QSO Lyα(B)×QSO
AI > 0 (baseline) 1.000 1.000 1.000 1.000
AI > 146 0.996 0.990 0.996 0.992
AI > 407 0.988 0.978 0.991 0.982
AI > 1226 0.976 0.967 0.981 0.974
BI > 0 0.976 0.973 0.982 0.977
no masking 0.988 0.997 0.972 0.983
AI > 0 (masked z) 1.005 1.008 1.002 1.003

Table 3. Fractional change in the average variance in the four correlations between 80 and 120
h−1 Mpc for the different masking options relative to the baseline. The variance is generally lower
when fewer pixels are masked, with the exception that the no masking case has higher variance than
some of the options that mask a relatively smaller number of pixels, which may be due to the impact
of the BALs on the variance.

in table 3 and 12 on mocks (six with the truth catalog, six with the catalog from the
detection algorithm). The four correlations are the autocorrelation of Lyα(A)×Lyα(A), the
autocorrelation of Lyα(A)×Lyα(B), the cross-correlation of Lyα(A)×QSO, and the cross
correlation of Lyα(B)×QSO. Our analysis of the data closely followed the procedure described
in detail in [24] and our analysis of the mocks closely followed [25].

Very briefly, we use picca to compute these correlations on a spatial grid in comoving
separation that extends along r|| and across r⊥ the line of sight. We convert redshift and
angular separations to spatial coordinates with a fiducial cosmology [Planck18, see 2] such that:

r|| = [Dc(zi) − Dc(zj)] cos ∆θ

2 , (5.3)

r⊥ = [DM (zi) − DM (zj)] sin ∆θ

2 . (5.4)

The quantities zi,zj are the redshifts of the centers of the two bins, ∆θ is their separation, Dc

is the comoving distance, and DM is the transverse distance. The bin size for the correlation
functions is 4 h−1 Mpc, and we use a 0 to 200 h−1 Mpc for the auto-correlation, and −200
to 200 h−1 Mpc for the cross-correlation.

The correlation function calculation employs a weighted pair-counting algorithm developed
in many previous analyses [e.g. 18, 19]. This is:

ξM =
∑

i,j∈M wiwjδiδj∑
i,j∈M wiwj

(5.5)

for some bin M, where δ is defined in section 5.1 for the forest. The weights wi, wj for the
forest account for redshift evolution and pipeline noise, while a separate weight wq is used for
quasars, where this weight includes a model for the evolution of their clustering.

The key factor in capturing the relative change in the correlation function is how the
uncertainties vary for the different masking options in the vicinity of the BAO peak. We
calculated the average variance in the range 80 h−1 Mpc < r < 120 h−1 Mpc for all four
correlation functions and list the fractional change in the variance in table 3. This table shows
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that the variance is smaller for options that mask a smaller portion of BALs, as expected
since these options include more of the data, although the change in the variance is only a
few percent, which is somewhat smaller than the change in the number of pixels (figure 6).
The two main contributors to this trend are likely the relative completeness for different
values of AI, in the sense that no longer masking BALs with 0 < AI ≤ 146 are not masking
higher SNR pixels, as such weak BALs are only detected in higher SNR spectra [31]. Yet
there is a competing, alternative effect that the pixels with BAL absorption will be lower
flux and thus lower weight. The “no masking” case has lower variance as well, although
not as low as some of the least strict masking options, which suggests that unmasked BAL
absorption is contributing variance in the “no masking” case. Lastly, there is a < 1% increase
in the variance in the baseline analysis with the new redshifts. This may be because the
BAL finder is more successful at finding BALs with the updated redshifts, although the
number of BALs is 0.1% lower (see table 1).

5.3 Baryon Acoustic Oscillations

The correlation functions are distorted relative to the true correlation functions by the
continuum fitting process described in section 5.2. This distortion arises because the mean
and slope of the continuum is set to zero when we fit for the aq and bq parameters, and this
removes some large-scale structure information in addition to accounting for the intrinsic
diversity of quasars. The analysis for DESI DR1 uses the same approach developed in
earlier work [18], which is to build projection matrices to account for this distortion. We use
this formalism to forward model the projection matrices for each correlation function into
distortion matrices. One change for DESI DR1 is that we generate distortion matrices that
are a factor of two higher resolution than the data, namely 2 h−1 Mpc rather than 4 h−1 Mpc.
Given the very minor difference in the mean continuum shape and in the total number of
pixels, we use the same distortion matrix as the baseline analysis for all of the masking
options, rather than compute separate distortion matrices for each option.

The model fits to the correlation function use the template formalism developed by [11].
This approach splits the isotropic linear power spectrum into a peak and a smooth component,
and these components are the templates for the fit. We then add the Kaiser term [72], models
that account for non-linearities, metal absorption, high column density systems, and some
other effects and contaminants [see 25]. We do not add BALs to this model, as we mask them
before we calculate the correlation function. All of the additional effects and contaminants
are added to the smooth and peak components separately and then combined in the fit to
the correlation function. The fit varies the coordinates of the BAO feature (r||, r⊥) in the
template for the peak component with two scale parameters that capture any difference
in the values of these coordinates relative to the fiducial model, that is α|| = r||/r||,fid and
α⊥ = r⊥/r⊥,fid. We calculate these models and fit them to the data with the Vega package.

The model fits to data and the mocks include many parameters in addition to the α||
and α⊥ values that provide the BAO peak location relative to the model. These parameters
include separate bias parameters for the Lyα forest, high column density (HCD) systems,
quasars, and several metal lines, redshift space distortion parameters for the Lyα forest
and HCDs, and a model for the column density distribution of the HCDs. HCDs represent
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Figure 7. BAO parameters α|| and α⊥ for different masking options on the DESI DR1 data. The
baseline redshifts solid circles are those used for the KP6 analysis [24] and the additional masked
redshifts points open circles are the result of rerunning the baseline analysis with the updated redshifts
after masking the BAL features. The gray region corresponds to one-third of the size of the uncertainty
expected for DESI DR1 analysis. This was used as the threshold for validation prior to unblinding, as
described in [24]. That paper also notes that these two parameters are correlated with correlation
coefficient ρ = −0.48. The numerical values are listed in table 4.

absorption systems with log NH I < 20.3 that are below the threshold for damped Lyα

systems, which are masked in the analysis, and yet higher column density than the forest.
There are also model parameters for statistical quasar redshift errors, quasar non-linear
velocities, and smoothing terms to the models for mocks that take into account the simulation
grid cell size. All of these analysis steps are the same as those applied to the DESI DR1 data
analysis [24] and mocks [25] and we refer to those papers for more details.

We modeled all four correlations for each of the BAL masking options with Vega and
calculated α|| and α⊥, in addition to the other model parameters. Figure 7 shows the variation
in the values for the different masking options and the numerical values are listed in table 4.
The horizontal, dotted line in each panel indicates the values of the two parameters in the
AI > 0 baseline masking option, and is also identical to the value presented in the DESI
DR1 Key Paper on the Lyα forest [24]. Figure 7 shows the main result of our study, namely
that the measurements of the BAO parameters are quite insensitive to a broad range of
reasonable masking decisions, even the most extreme case of only masking BALs based on
the BI > 0 criterion. The variation between the measured values of α for these options are
more than a factor of five smaller than the uncertainties in the measurements. Redshift
errors have a similarly minimal impact. The model fit based on the updated redshifts after
masking the BAL features is nearly identical to the baseline model, and we therefore did not
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Masking Option α|| σα|| α⊥ σα⊥

AI > 0 (baseline) 0.988 0.020 1.013 0.023
AI > 146 0.983 0.019 1.015 0.023
AI > 407 0.980 0.019 1.015 0.023
AI > 1226 0.983 0.019 1.005 0.023
BI > 0 0.987 0.019 1.007 0.023
no masking 0.988 0.019 0.997 0.022
AI > 0 (masked z) 0.988 0.020 1.013 0.024

Table 4. Best fit BAL parameters and uncertainties for the masking options applied to data, as well
as the extreme case with no BAL masking, and the results with updated redshifts for the BALs after
masking their troughs.
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Figure 8. Same as figure 7 for the BAO parameters α|| and α⊥ for different masking options on the
DESI DR1 mocks. The numerical values are listed in table 5.

explore other masking options with these new redshifts. We also note that some variation is
expected with larger changes in the number of (un)masked pixels because of the change in
the data (e.g. see figure 6). The most significant change is the extreme and unreasonable
case where no BALs are masked.

We also modeled all four correlations with the mock data to study differences due to
completeness, and therefore we fit models for each masking option based on both the truth
catalog of BALs and the BAL catalog recovered with the identification algorithm. The results
for each masking option are shown in figure 8, where there is a separate point for the observed
mock and the true mock catalog for each masking option. The variations between the fits to
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Masking Option ∆α|| σα|| ∆αt,|| σαt,|| ∆α⊥ σα⊥ ∆αt,⊥ σt,α⊥

AI > 0 (baseline) 0.004 0.015 0.000 0.016 −0.004 0.020 0.000 0.020
AI > 146 0.002 0.015 −0.001 0.016 −0.003 0.020 0.001 0.020
AI > 407 0.001 0.016 −0.002 0.016 −0.005 0.020 0.000 0.020
AI > 1226 −0.003 0.016 −0.003 0.016 0.001 0.020 0.003 0.020
BI > 0 −0.003 0.016 −0.001 0.015 −0.000 0.020 −0.001 0.019
no masking −0.008 0.016 −0.008 0.016 0.005 0.019 0.005 0.019

Table 5. Best fit BAL parameters and uncertainties for the masking options applied to mocks, as well
as the extreme case with no BAL masking. The values of ∆α|| and ∆α⊥ are the difference between a
given masking option and the baseline result with the BAL truth catalog. The columns labeled ∆αt,||
and ∆αt,⊥ are calculated with the BAL truth catalog and the other columns are from catalogs based
on the BAL identification algorithm.

the observed and truth mock data are ∼ 0.003 for both parameters, or about seven times
smaller than the uncertainties in the DESI DR1 data, which demonstrates that incompleteness
in the BAL identification does not impact the BAO fits. In addition, the variation for different
masking options for these mock datasets is similar in magnitude to the variations we observed
with the observational data shown in figure 7. We therefore conclude that both incompleteness
in the BAL identification algorithm and modest variations in the BAL masking strategy do
not impact the BAO parameters at a level that would impact the DESI DR1 results.

6 Summary

BAL quasars introduce systematic errors into the use of the Lyα forest for cosmology studies
because they add absorption in the forest region that is unrelated to the IGM and they add
measurement errors to the quasars that trace large scale structure. The baseline strategy
adopted for DESI DR1 analysis is to use the velocity range of BAL troughs with AI > 0 in
the region around C IV to identify pixels in the Lyα forest that may be affected by BAL
absorption from other emission features. This strategy is motivated by the work of [31]
with eBOSS data, and first applied to DESI with the EDR study by [30]. A careful study
of mock data by [71] showed that BALs could introduce redshift errors, and showed that
masking the BAL features reduced the redshift errors of the BAL quasars to be comparable
to quasars that do not show BAL features. Subsequent work by [30] applied this strategy to
DESI EDR data and then work by [52] and [53] confirmed the decrease in systematic and
random redshift errors with cross-correlation studies.

We have studied a range of alternative masking strategies with the DESI DR1 dataset to
quantify the impact of changes in the masking strategy to the BAO measurements. These
masking strategies explore not masking progressively stronger BAL features, as parameterized
by the AI parameter. Specifically, we performed a complete end-to-end analysis with the
lowest AI quartile unmasked, the lowest half of the AI distribution unmasked, all but the
largest quartile unmasked, and only masking quasars that met the BI criterion. In all cases
the BAO parameters change by less than a percent, and we therefore do not expect they
will impact Lyα BAO measurements even with the final DESI dataset. The change is also
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negligible when we recompute the redshifts for the BALs after masking their absorption
and then performing the complete analysis. There is a minor change in the parameters
when we do not mask the BAL features at all, which is not a reasonable alternative to the
baseline analysis, yet this case is representative of the largest potential impact of the BALs
on this measurement. The variations in the two α values for different masking options on
the observational data are shown in figure 7.

The BAL identification algorithm does not recover all BALs in the data, and particularly
suffers from incompleteness in low SNR data. This was first pointed out in the analysis of
BAL masking by [31], who showed that eliminating BALs from the analysis preferentially
eliminated the highest SNR spectra, and then studied with DESI EDR data by [30]. In this
work we have measured the completeness of the BAL identification algorithm as a function
of SNR and AI value with a study of ten of the DESI DR1 mock datasets produced by [25].
The cumulative completeness is 60% for all BALs, although higher for BALs with larger
AI values (see figure 3 and table 6). We expect it is somewhat lower for the data, as the
mocks have somewhat higher SNR (see section 3.3)

The ultimate applicability of our mock results to data depends on the fidelity of the
BALs in the mocks. We measured the distribution of several BAL parameters and found that
the BALs in the mocks have somewhat fewer BALs based on the AI criterion, are a good
match in number with respect to the BI criterion, and agree well with respect to the velocity
ranges of the BAL troughs, with the exception of BALs on the blue wing of the C IV emission
feature. These differences between the mocks and the DESI data may be because the BAL
templates used for the mocks were tuned to match the properties of BALs in SDSS. One
clear area for improvement of the BAL templates is to use the DESI data to construct new
templates that are a better match to DESI. It may also be worthwhile to explore options
to improve the performance of the identification algorithm in the immediate vicinity of the
C IV emission feature, although this may not be readily tractable because this line often
appears asymmetric even in quasars that do not show BAL features.

While there are some limitations in the fidelity of the mocks with respect to BALs in DESI
observations, we find negligible differences in the BAO fits between the truth catalog and the
catalog from the BAL identification algorithm for all of the masking options (see figure 8).
This indicates the completeness of the catalogs has a correspondingly negligible impact on
the BAO results. Furthermore, the differences between the two mock catalogs for each option
approximately span the range of variation between the BAL templates and the DESI data,
and therefore there is no indication that the fidelity of the mocks impacts the BAO results.

The main motivation for the future development of the BAL templates will likely be
other cosmological analysis with DESI data. The so-called “full shape” analysis developed
by [73] and then applied to eBOSS mocks and data [74, 75] has promise to improve the
cosmological parameter estimation from DESI Lyα forest data by up to a factor of two
relative to the BAO peak alone. This analysis is called full shape because it uses information
in the correlation function across most spatial scales, and not just those in the vicinity of
the BAO peak. Yet this use of more scales makes it more important to model and mitigate
sources of systematic errors such as BALs. BALs may also impact the measurement of the
one-dimensional power spectrum (P1D) of the Lyα forest. While BALs have been masked in
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SNR Data Fraction Mock Fraction Complete Purity Complete Purity
(Differential) (Differential) (Differential) (Differential) (Cumulative) (Cumulative)

SNR Data Mock Completeness Purity Completeness Purity
0.5 0.306 0.210 0.000 1.000 0.000 1.000
1.5 0.258 0.293 0.569 0.900 0.332 0.942
2.5 0.140 0.160 0.790 0.923 0.443 0.937
3.5 0.084 0.096 0.868 0.908 0.497 0.934
4.5 0.056 0.063 0.907 0.892 0.528 0.930
5.5 0.039 0.044 0.932 0.864 0.549 0.927
6.5 0.028 0.031 0.945 0.841 0.562 0.924
7.5 0.021 0.023 0.962 0.809 0.573 0.921
8.5 0.015 0.018 0.971 0.791 0.580 0.919
9.5 0.012 0.014 0.973 0.757 0.586 0.916

10.5 0.009 0.010 0.969 0.739 0.590 0.915
11.5 0.007 0.008 0.983 0.718 0.593 0.913
12.5 0.006 0.007 0.978 0.689 0.596 0.911
13.5 0.005 0.005 0.978 0.647 0.598 0.910
14.5 0.004 0.004 0.982 0.661 0.599 0.909
15.5 0.003 0.004 0.982 0.594 0.601 0.908
16.5 0.002 0.003 0.989 0.572 0.602 0.907
17.5 0.002 0.002 0.987 0.584 0.603 0.906
18.5 0.002 0.002 0.988 0.525 0.604 0.905
19.5 0.001 0.002 0.988 0.520 0.604 0.905

Table 6. Completeness and Purity of the BAL identification algorithm as a function of SNR in the
C IV region. The SNR values in the first column represent the centers of each bin. The second and
third columns shows the differential fraction of the data and mock quasar catalogs that have SNR less
than or equal to the SNR bin. The differential completeness and purity are listed in the fourth and
fifth columns, and the cumulative completeness and purity are in the last two columns. The average
completeness and purity are 60% and 91%, respectively, based on the average of ten mock datasets.
The dispersion between mocks is illustrated with a different line for each mock in figure 3.

the EDR analysis by [76] with the optimal quadratic estimator, this is less straightforward
with the Fourier transform approach [77], and the full impact of BALs on the future DESI
DR1 P1D Lyα results is an area of ongoing study.

A Completeness and purity data

This appendix contains the tabulated data discussed in section 3.3. Table 6 lists the differential
and cumulative completeness and purity as a function of SNR based on ten mock datasets.

B Data availability

The data used in this work will be made public as part of DESI Data Release 1 (details at
https://data.desi.lbl.gov/doc/releases/). The data points corresponding to the figures are
available at https://zenodo.org/records/11194879.
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