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Abstract

This thesis summarizes measurements of /v and 7 meson production in high energy proton-
proton collisions in the STAR (Solenoidal Tracker at RHIC) experiment at the Relativistic
Heavy Ion Collider (RHIC). The 7", a bound state of bb quarks, and the .J/v, which is made
of cc pair are examples of quarkonium mesons. Studies of transverse momentum (pr) or rapid-
ity (y) dependence of their production cross section can provide constraints for the quarkonium
production models. In addition, the production studies in p + p collisions may be used as a
reference for the Quark-Gluon Plasma (QGP) studies in heavy-ion collisions (A + A). Quark-
gluon Plasma is a state of matter with quark and gluon degrees of freedom, that can be formed
at high temperature or density. It existed in the Universe shortly after the Big Bang and can be
recreated in high-energy A + A collisions.

Recently, there are indications, that the QGP may also be created in small collision systems
like p + A or even p + p, as both feature collective effects just as in A+ A. These effects are ac-
knowledged as one of the signatures of the QGP. Studies of quarkonium production as a function
of charged particle multiplicity, which is a measure of event activity, show a strong enhance-
ment with multiplicity at Large Hadron Collider (LHC). The String Percolation Model, which
predicts collective interaction of strings of color field, describes the observed dependence. In
this thesis, it is investigated if such a trend is also present at RHIC energies.

Interpretation of world data on quarkonium production in A+ A and p+ A is complicated by
lack of information about the quarkonium breakup in interactions with hadrons. The interaction

probability increases with number of hadrons produced in an event. It also increases with the

T'(nS)

7(15) ratios as a function

radius and decreasing binding energy for excited 7" states. A study of

of multiplicity may provide information about such interaction.

In this thesis, the results of 7" production measurements in p + p collisions at center-of-
mass energy /s = 500 GeV in the STAR experiment are reported. Also, the results of .J/¢
production in p + p at /s = 200 GeV are presented.

This is the first measurement of 7” cross section as a function of transverse momentum at
RHIC energies. The data allowed separation of 7°(1S) from 7°(2S + 35). In addition, the
rapidity dependence of 1" was obtained. The data are compared to the 7" production models.

An integrated cross section was measured and compared to the world data vs. /s and Color
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Evaporation Model.

7' (nS)
T (1S)

Furthermore, the ratios were obtained and are compared to the world data. The ratios
are also investigated as a function of event multiplicity.

A dependence of normalized 7" yield on normalized multiplicity was also studied. It is
consistent with data reported by other experiments and models, which indicate a strong rise at
high multiplicity. This could be an indication of collective effects or 1" production in multiple
parton interactions.

The .J/v invariant cross section was measured and compared to the other RHIC data and

models. It is consistent both with data and theory predictions. Also, an integrated cross section

was calculated as well as mean p2..

Keywords: particle physics, high energy physics, proton-proton collisions, strong interac-

tion, quarkonium



Streszczenie

Badanie produkcji kwarkonium w relatywistycznych zderzeniach

proton-proton w eksperymencie STAR

Rozprawa ta podsumowuje pomiary produkcji mezonéw .J/¢ i T w zderzeniach proton-
proton wysokich energii w eksperymencie STAR (Solenoidal Tracker at RHIC) przy zderzaczu
Relativistic Heavy Ion Collider (RHIC). 7", stan zwiazany kwarkéw bb i J /1, sktadajace si¢ z
pary cc sa przyktadami kwarkonium, czyli stanu zwigzanego pary kwark i anty-kwark. Bada-
nia zaleznoSci przekroju czynnego na produkcje tych mezonéw od pedu poprzecznego pr lub
pospiesznosci y moga pozwoli¢ na weryfikacje 1 usprawnienie modeli produkcji kwarkonium.
Ponadto wyniki pomiaréw produkcji w zderzeniach p + p moga zostaé uzyte jako punkt od-
niesienia dla badan wtasciwosci Plazmy Kwarkowo-Gluonowej (QGP) w zderzeniach cigzkich
jonoéw (A + A). Plazma Kwarkowo-Gluonowa to stan materii charakteryzujacym si¢ kwarko-
wymi i gluonowymi stopniami swobody, ktéry moze zosta¢ utworzony w warunkach wysokiej
temperatury lub gestoSci. Istnial on we Wszechswiecie we wczesnych fazach po Wielkim Wy-
buchu i moze zosta¢ odtworzony w wysokoenergetycznych zderzeniach A + A.

Ostatnio pojawily sig¢ wskazowki, ze QGP moze réwniez zosta¢ wytworzona w reakcjach
matych systeméw takich jak p + A lub nawet p + p, jako ze w obu z nich wida¢ efekty ko-
lektywne tak jak w A + A. Efekty te sa uznawane za przestank¢ na powstanie QGP. Badania
produkcji kwarkonium w Wielkim Zderzaczu Hadronéw (LHC) w funkcji krotnosci czastek
naladowanych, ktdra jest miarg aktywnos$ci w zdarzeniu, wykazuja silny wzrost wraz z krotno-
$cia. Model Perkolacji Strun (ang. String Percolation Model), ktéry przewiduje kolektywne od-
dzialywania strun pola kolorowego, opisuje zaobserwowana zaleznos¢. Badania, czy podobne
zjawisko jest obserwowane dla nizszych energii, sa rowniez elementem tej pracy.

Interpretacja danych dotyczacych produkcji kwarkonium w zderzeniach A + Aip + A jest
skomplikowana migdzy innymi z powodu braku informacji o rozbijaniu kwarkonium w oddzia-
tywaniach z hadronami. Prawdopodobienstwo oddziatywania rosnie wraz z liczba hadronéw

wyprodukowanych w zdarzeniu. Zwigksza si¢ ono rOwniez wraz z rosnacym promieniem i

7' (nS)
7(195)

malejaca energia wigzania dla stanéw wzbudzonych 7. Badanie stosunkéw w funkcji

krotnoSci moze dostarczy¢ informacji o tym oddziatywaniu.
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W tej pracy prezentowane sa wyniki pomiar6w produkcji 7" w zderzeniach p + p o energii
w uktadzie Srodka masy /s = 500 GeV w eksperymencie STAR. Prezentowane réwniez s
wyniki dla produkcji J/v) w zderzeniach p + p o energii /s = 200 GeV.

Jest to pierwszy pomiar przekroju czynnego 7" w funkcji pedu poprzecznego przy energiach
dostgpnych dla RHIC. Dane pozwolity na rozdzielenie 7°(1S) od 7°(2S + 3S). W dodatku,
otrzymana zostata zaleznosS¢ od pospiesznosci. Przekrdj czynny zostal zmierzony i poréwnany

z innymi dostgpnymi danymi w zaleznosci od /s oraz z modelem Color Evaporation Model.

T'(nS)

Co wigcej, stosunki 7(15)

zostaty otrzymane i poréwnane z danymi uzyskanymi w innych
eksperymentach. Stosunki te sg takze badane w funkcji krotnosci czastek w zdarzeniu.

Zalezno$¢ znormalizowanego sygnatu 7" od znormalizowanej krotno$ci takze zostata zba-
dana. Jest ona spdjna z danymi z innych eksperymentéw i modelami, ktére wykazuja silny
wzrost dla duzych krotnos$ci. Moze to wskazywac na efekty kolektywne albo produkcje 7~ w
oddziatywaniach wielopartonowych.

Przekrdj czynny na produkcje J /v zostat zmierzony i poréwnany z danymi RHIC oraz mo-
delami. Jest on zgodny z danymi oraz przewidywaniami teoretycznymi. Zostat takze policzony

calkowity przekrdj czynny dla y = 0 oraz Sredni p3..

Stowa kluczowe: fizyka czastek elementarnych, fizyka wysokich energii, zderzenia proton-

proton, oddzialywania silne, kwarkonium
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Chapter 1

Introduction

1.1 Motivation

The most general goal of this thesis was the experimental study of the strong force by investi-
gation of charmonium (a bound state of a pair of charm+anti-charm quark) and bottomonium
(made up with a bottom+anti-bottom pair) production in high-energy proton-proton collisions.
Since the 99% of all the mass of all nucleons originates from the strong interaction, it is essential
to understand its properties.

This thesis is a study of .J/v (c¢) and T (bb) meson production vs. rapidity and transverse
momentum pr in proton-proton collisions in the STAR experiment at the Relativistic Heavy
Ion Collider (RHIC). These data may be used to constrain charmonium and bottomonium pro-
duction models and provide a reference for 7" measurements in heavy-ion collisions, which is
a part of the study of the Quark-Gluon Plasma (QGP) properties. Such knowledge is essential
for understanding and modeling the evolution of Early Universe because the QGP is predicted
to exist up to 1 us after the Big Bang. For these purposes, it is crucial to measure production
of the 7°(15), 7(25) and 1'(35) states separately and extract their ratios. It is worth noting that
the results presented in this thesis are the first measurements of the pr spectrum of the 7" states
at RHIC energy.

Furthermore, investigation of charged particle multiplicity (event activity) dependence of
bottomonium production might provide information about the underlying particle production
mechanism. Recent results [[1-4]] show that there is a connection between light and heavy parti-
cle production in p+p collisions. Such measurements allow the study of collective effects [, 0]
and may shed some light on possible QGP formation in small colliding systems. Hints of such
processes have been observed both at Large Hadron Collider (LHC) and RHIC [7-10]. The
study of 7" production vs. event activity at RHIC energy may provide additional insight into

collective effects and constraints for the models.
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?ET?; vs. particle multiplicity may allow us to understand 7" interaction

Finally, studies of
with hadrons [4, [11]. Excited T states, due to the larger radius and lower binding energy than
7(15) are expected to have a larger cross section for a breakup due to interactions with hadrons.
Information about the modification of the observed yields due to hadronic interactions is nec-
essary for correct interpretation of measurements of the bottomonium production in heavy-ion

collisions.

1.2 Particle physics

The branch of physics that focuses on studies of particles which form matter or radiation is
called particle physics. Basic properties of particles are studied by observing the outcome
of particle interactions, which are influenced by these properties. Interactions are studied in
laboratory conditions by colliding various types of particles at high energies. This allows studies
of phenomena at subatomic scales. Such collisions are performed with particle accelerators and
the results are measured by sophisticated particle detectors. A beam of particles is accelerated
and collided with a stationary target or with another beam in a collider machine.

High-energy interactions are described using a set of variables introduced below, which sim-
plify the description. A center-of-mass reference frame is used within a cylindrical coordinate

system.

e /s is the center-of-mass energy for a collision of particles

/Sy 1s the center-of-mass energy per nucleon pair for a collision of ions

pr is the transverse momentum of a particle with respect to the beam axis

p.,pr 1s the longitudinal momentum of a particle with respect to the beam axis (along the

beam axis)

0 (polar angle) is the angle between particle’s momentum and the beam axis

¢ (azimuthal angle) is the angle between particle’s transverse momentum and the direc-

tion to the center of a collider ring

y = % ln(gf—gzg) (rapidity) is a measure of particle velocity along the beam axis, redefined

in such a way that it is additive under the Lorentz transformation. Here, E is the particle

energy, while c is the speed of light in a vacuum.
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°on=— ln(tan(g)) (pseudorapidity) is an approximation of rapidity for high energy parti-
cles, does not need measurements of particle energy and momentum as it is related to the

polar angle

e 3 = 2 is the particle velocity v = |¢] normalized to the speed of light c.

1.3 Quantum chromodynamics

Quantum chromodynamics (QCD) is a quantum field theory describing the strong interaction of
quarks and gluons. The strong interaction is one of the fundamental forces within the Standard
Model. In this theory, a degree of freedom called color is a property of both quarks and gluons.
It is an equivalent of electric charge in the electromagnetic interaction. A quark can have one
of 3 types of color: red, green or blue (R, G, B in order), while an anti-quark has anti-color:
anti-red, ant-green and anti-blue (R, G, B). The gluon, which is the mediator of the strong
interaction carries both color and anti-color. This makes the theory non-abelian and causes the
gluons to interact with each other and form strings. There are 8 types of gluons (octet) predicted
by the theory. The quarks can form hadrons made of either 3 quarks (baryons) or a quark and
anti-quark pair (meson). An example of these particles connected by color fields is shown in a
schematic in Figure

An important feature of the strong interaction is confinement of quarks in hadrons, and it is
reflected in the QCD theory. In QCD, the potential V;; for a pair of heavy quark and anti-quark
has the form presented in Equation [1.1|[[14]. The first term in the equation is the Coulomb-like

part and the second term is called the confining term.

4 ay(g?
qu:—§@+kr (1.1)

Here, the a;(q?) is the running coupling constant of the strong interaction, which changes
with the square of the 4-momentum transfer ¢® and 7 is the distance between ¢g. The linear
term kr, with parameter £ ~ 1 GeV /fm [14], describes the potential energy stored in a string
formed by gluons as the qq pair is being pulled apart. If the potential energy of the color field
reaches a sufficient value, another ¢q pair is created. At this point the string brakes and forms
2 strings as shown in the example in Figure [13]]. This causes the quarks to be confined in

hadrons and prevents the separation of a single quark.
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(b)

Figure 1.1: Figure|l.1a

Schematic of color fields for baryons and mesons [12]]. Figure|l.1b

of color string breaking [13]].
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Another important feature of QCD is Asymptotic Freedom predicted by D.J. Gross and F.

Wilczek [16] and independently by H.D. Politzer [17] for witch they received a Nobel Prize

in 2004. For high values of the 4-momentum transfer squared ¢2, the coupling constant a(q?)

becomes very small and a,(¢?) — 0 as ¢> — oo. This is due to running of the coupling constant
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shown in the Figure [[.2] and described by the Equation[I.2]

2/ 92
gS (q ) % 1 - (1.2)
47 By In ( q )

Agep

as(q®) =

In the equation above, the (3, is the first order coefficient originating from renormalization
group equation, in which a,(¢?) is expanded into power series in ln(l‘i—Z) [14]]. The 5, depends
on the number of quark flavors. The Agcp = 2171_%21\/[6\/ [18]] parameter is the characteristic
QCD scale, which is the infrared cutoff for the theory. This is a consequence of the application
of perturbation theory, which is valid only for ¢* > Agcp. Because of this distinction, the in-
teractions described by QCD are divided into 2 categories: hard processes, which are described
by Perturbative QCD (See Section [I.3.2), and soft processes. The former are connected with
large momentum transfers, while the latter originate from small momentum transfers.

The running of the coupling constant is caused by the vacuum polarization effect. In QCD,
the virtual qq pairs are polarized, so that the color charges of interacting particles are amplified

at small values of ¢* and long distances. On the other hand, due to this anti-screening effect, the

color charges are decreased at short distances or large 2.

1.3.1 Quark-Gluon Plasma

A consequence of asymptotic freedom 1is the possibility of Quark-Gluon Plasma (QGP) [19-
21]] formation. It is a state of matter which features quark and gluon degrees of freedom. If
the temperature of nuclear matter is high enough, around 7, ~ 150 MeV (this implies large ¢
between partons), the interaction of quarks and gluons within hadrons may be very weak, so
they behave like quasi-free particles. On the other hand, if the density of nuclear matter is very
high (e, &~ 1 GeV /fm? [22]]), the hadrons start to overlap. When quarks are in close proximity
to each other, their color charges are screened.

QGP is studied in relativistic heavy-ion (A + A) collisions, which may provide high density
or temperature required for its formation. Such studies are important for understanding of the

Early Universe [23], in which the QGP may also have formed.

1.3.2 Perturbative QCD

Perturbative QCD (pQCD) is the method of calculating various physical quantities (eg. cross

sections) for hard QCD processes on the parton level, by taking advantage of the small value
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of oy < 1 at high energy scale. This allows the expansion of cross section for a given process
in powers of a"2(¢?). Thanks to the fact that oy < 1, the lowest order terms have the largest

contribution. Increasing the power n allows for more precise n-th order calculation involving

sums over sets of more complicated Feynman diagrams. The types of calculations are:
e n = ( - Leading order (LO)
e n = 1 - Next-to-leading order (NLO)
e n = 2 - Next-to-next-to-leading order (NNLO) etc.

In order to calculate cross section 045 ¢ for a process A + B — C, where A, B, C' are

hadrons, it is assumed that the cross section factorizes into 3 parts as shown in the Equa-

tion [I.3] [24].

OAB—C = fa/A(xm M%‘)fb/B(xby ,u%‘) X Uab—>c(3a M%"; M%%v as) X Dc—>C(Z7 M%) (13)

The first one is the parton level cross section ogp.(S, ,u%, /ﬁ%, ) for short distance inter-
action, which can be calculated with pQCD. Here, s is the square of the center-of-mass energy,
i 1s the factorization scale used to evaluate parton densities, (ip is the renormalization scale
used to avoid ultraviolet divergence. The second part is the long distance, non-perturbative part,
which includes parton distribution functions (PDF) f,/a(2a, %), fo/8(2s, 1) for both hadrons
A and B and a fragmentation function (FF) D.._,¢(z, u%). The former describes the distribution
of parton a (b) in hadron A (B) with longitudinal momentum fraction z, (z;) at factorization
scale p . The latter describes the hadronization of parton c¢ into a final state hadron C'. Parton
distribution functions are determined by deep inelastic scattering experiments, while fragmen-

tation functions can be measured in eTe~ collisions.

1.4 Relativistic proton-proton collisions

Proton-proton collisions at relativistic energies allow experimental studies of QCD and basic
constituents of matter. They also provide a reference for heavy-ion collision studies. Protons
are, however, complex objects, which are made of 3 valence quarks uud and a “sea” of quarks
and gluons. The latter are either forming strings connecting the valence quarks or spontaneously

appear due to vacuum fluctuations. This is schematically illustrated in Figure[I.3]
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1.4. RELATIVISTIC PROTON-PROTON COLLISIONS

Figure 1.3: Schematic illustration of the proton structure. The arrows indicate spin direction, while

color corresponds to color charge for quarks or anti-color charge for anti-quarks [25]].

Furthermore, the structure of the proton depends on the scale ¢? at which it is probed. The
higher the momentum transfer, the greater the parton density. This effect is reflected in the
experimentally-determined parton distribution function (PDF). An example PDF is presented
in Figure and shows the increasing parton density with ¢2. In fact, at high values of ¢?,

the proton is dominated by small-z gluons.

Recent developments also include transverse momentum dependent parton distributions

(TMD) [28]] and generalized parton distributions (GPD) [29]].

The manner in which quarks, gluons and their orbital momenta contribute to proton’s spin

of 1/2 is still an open question.

1.4.1 Multiple parton interactions

Since protons are such complex objects, the p 4 p collisions are also complicated. In reality,
multiple parton collisions may happen in a single p + p collision [30532]]. Such a collision is
shown in an example in Figure[T.5] The multiple parton interactions (MPI) can be either hard or
soft processes. It has to be noted, that MPI are responsible for bulk particle production in p + p
collisions. In the most extreme collisions, lots of particles are produced through MPI reflecting

a high activity in the event.

The PYTHIAS event generator is one of the models used in this thesis and implements MPI.
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Figure 1.4: Parton distribution functions for various types of partons at ¢> = 10 GeV? (left) and

q®> = 10* GeV? (right) [27]. They indicate the probability of finding a parton with proton momentum

fraction x at a given scale.
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Outgoing Parton Dutging Parton

Figure 1.5: Schematic of a p 4+ p collision with the main hard process (red) and a parallel process in

MPI (green) [33].

1.4.2 Color Glass Condensate

The Color Glass Condensate (CGC) [34] is a state of matter that may exist in an A + A or

p + p collision. The colliding ions or protons are Lorentz-contracted and are subjected to time
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dilation, thus the gluons are squeezed together and interact weakly with each other. Moreover,
the gluon density p, at high energy scale and low x increases very fast as can be seen in Fig-
ure [T.6][35]]. It saturates, however, due to the competition between gluon radiation (o p,) and

fusion (x pf]). This is represented by the saturation scale (), parameter.

Low Energy
Q=20 GeV*
5 Gluon
T Q=200 GeV2 Density
9 Grows
xG(x.Q?) |
T High Energy
[ [ [

Figure 1.6: Left: Density of gluons vs. z for Q%> = —¢? = 5,20, 200 GeV?2. Right: Illustration of

increasing gluon density and Color Glass Condensate formation [35].

In the CGC framework, an A + A collision may be modeled as a collision of classical fields
corresponding to the gluon condensates. It can also be applied to p + A collisions [36] with the
proton being represented as a dilute projectile colliding with a dense nucleus. This picture can
be extended to p + p collisions at forward rapidity, where one proton is dilute (large = ~ 1/3)

and the other one is dense (small z < 1/3).

1.4.3 Hints of possible Quark-Gluon Plasma formation in small systems

In high energy p + p collisions, the basic requirements for QGP creation can be met, if the
parton density is high enough. Recent measurements at RHIC [[7, 8] and LHC [37] suggest
presence of collective effects in small systems like those produced in d+ Au and p+p collisions.
These effects are similar to the ones observed in A + A collisions, which had been assumed as
signatures of QGP.

In A + A collisions, the charged particle multiplicity is connected to the centrality of the
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Figure 1.7: Ilustration of a mid-central A 4+ A collision [38]].

collision, measured by impact parameter b. The impact parameter is a vector originating in the
center of the projectile and pointing to the center of the target. In mid-central collisions, the
overlap region, in which the QGP forms, has an elliptical “almond”-like shape. This produces
pressure gradients, which cause a collective motion of produced particles, that also has an ellip-
tic pattern. More particles flow along the axis of the impact parameter than along the axis of the
“almond”. This elliptic flow is measured by v, the second coefficient in a Fourier decomposi-
tion of the A¢ angle distribution, which is the angle between p7 and the event plane (the plane

defined by the beam axis and impact parameter g). Such a case is presented in a schematic in
Figure

While the impact parameter decreases, the volume (system size) and charged particle multi-
plicity in an event increase. In summary, multiplicity can be a measure of event activity, however
for p + p collisions it is not directly proportional to the impact parameter. The underlying event
activity [40,41] in p+ p collisions is defined as all processes additional to the hard scattering of
interest. These include MPI, initial (ISR) and final-state radiation (FSR) and proton remnants.

All of these increase charged particle multiplicity of a p 4+ p event.

The Figure shows elliptic v, and triangular vs (3rd coefficient in the Fourier decompo-
sition mentioned above) flow coefficients vs. multiplicity measured by CMS [39]. There is an
evidence of collective effects in all types of collision systems, which may indicate QGP forma-
tion even in small systems. A review of recent results from LHC is made in Reference [10] and

both RHIC and LHC in Reference [9]].

Collective effects are also a possible explanation of a strong dependence of J/+ [} 2], D

meson [3] and 7" production [4]] on event activity, which is measured by the normalized charged
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Figure 1.8: Elliptic v and triangular vz flow coefficients vs. multiplicity measured by CMS [39].

particle multiplicity. These results are well described by the String Percolation Model [6, 42],

which assumes collective interaction between strings of color field.

1.5 Quarkonium

The general name of quarkonium is used for a meson made of heavy quark and anti-quark of
the same type. A Cornell potential of the form shown in Equation [I.4]is used to describe the

interaction between ¢q pair in a quarkonium.

V(r) === +or (1.4)

Where the parameters o = %as and o is the string tension. The Cornell potential is in
agreement with the lattice QCD calculations [43]].

An important feature of heavy quarkonium states like charmonium and bottomonium is that
their mass is largely determined by the bare charm (c) or bottom (b) quark mass, so relativistic

effects can be neglected.
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At high temperature or density the color charges are screened due to the phenomenon similar
to Debye screening. It has been predicted to cause a suppression of .J /1 production induced by
the QGP [44]. In the QGP, the Cornell potential is modified and the new potential for ¢qg takes
the form in Equation [I.5]

V(r) = —=emm (1.5)

’

Here, rp is the Debye screening radius.

The suppression of both charmonium and bottomonium production in heavy-ion collisions
relative to the yields expected from baseline measurements in p + p has been observed at SPS,
RHIC and LHC [45]]. Moreover, a sequential suppression has been observed [46], which is ex-
pected due to the larger radius of excited quarkonium states and are thus more easily dissociated
in the QGP. The studies are still ongoing, because the interpretation of the heavy-ion results is
affected by the cold cold nuclear matter (CNM) effects. CNM effects include interaction with
co-moving hadrons and influence of modified PDFs in a nucleus [47] and they are not well un-
derstood. These may modify quarkonium production for reasons unrelated to the QGP, diluting

the picture. In addition, feed-down from excited states complicates the interpretation.

1.5.1 Charmonium

Charmonium is a bound state of c¢ (charm) quarks. Most notable charmonium is the .J/v
particle, which was independently discovered by experiments led by Samuel Ting [48] and
Burton Richter [49] in 1974. It confirmed the existence of the charm quark. Both won Nobel
Prize in 1976 for their discoveries. The event sparked a rapid progress in high energy physics,
named “November Revolution™.

Indeed, there is an entire family of charmonium particles, which are listed in the Table @
Each of the states has different mass, binding energy, radius, and quantum numbers: n - princi-
pal quantum number, L - orbital quantum number, .S - spin quantum number, .J - total angular
momentum, P - parity, C' - charge conjugation. The higher, the mass, the larger the radius and
the lower the binding energy.

Also, the excited states may decay to the lower mass states like ¢(25) — J/1 + X, which
contribute to the directly produced .J/v. This is called feed-down. A schematic of the feed-
down pattern of charmonium states is shown in Figure In addition, the charmonium states

above the DD threshold can decay into DD mesons. B — J/1¢ + X meson decays also
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Charmonium | n?51L; | JPC Mass [MeV]
n(1S) 1Sy |0t 2983.4 + 0.5
J/(18) 13S; | 177 | 3096.900 + 0.006
Xeo(1P) 13Py | 0tT | 3414.75+0.31
X1 (1P) 3P, | 1T+ | 3510.66 &= 0.07
he(1P) 1'Py | 177 | 3525.38+0.11
Xe2(1P) 13P, | 2%+ | 3556.20 & 0.09
ne(25) 21Sy | 07t | 36392412
(29) 235, | 177 | 3986.0.97 & 0.025

Table 1.1: Table of charmonium states [[15]].

Mass (MeV)
ar00 | X(4660)
400 w(4415)
Thresholds: —X(4360)
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Figure 1.9: Schematic of charmonium feed-down pattern [15]].

contribute to the observed yield.

In this thesis, the J/v are studied via J/i¢ — e*e™, a process with branching ratio B, =

(5.971 & 0.032)%.
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1.5.2 Bottomonium

The first particle of the bottomonium family, the 7°(15), was discovered by a group under
leadership of Leon Lederman [50] in 1977. Bottomonium states are bound states of bb quarks.

They are similar to charmonium states, but their masses are much larger and are more rarely

produced. Selected bottomonium states are summarized in Table [I.2]

Bottomonium | n?>$*1L; | JF¢ Mass [MeV]

1(19) 1'S, | 0t 9399.0 + 2.3

7(15) 13S, |1 9460.30 + 0.26
Xpo(1P) 13P, 0T | 9859.44 4+ 0.42 4 0.31 (PDG evaluation)
X1 (1P) 13P, 17+ | 9892.78 £ 0.26 + 0.31 (PDG evaluation)
hy(1P) 1P, 1t 9899.3 + 0.8
Xeo(1P) 13P, | 27+ | 9912.21 + 0.26 + 0.31 (PDG evaluation)
n(25) 218, |0t 9999.0 £ 3.572%

1 (2S) 235, 1=~ 10023.26 + 0.31

T(1D) 1°D, |27 10163.7 £ 1.4

Xb0(2P) 23 P, 0+ 10232.5 £+ 0.4 & 0.5 (PDG evaluation)
Xb1(2P) 25P, 17+ | 10255.46 £ 0.22 4= 0.50 (PDG evaluation)
hy(2P) 2L, 1+ 10259.8 £ 0.5+ 1.1

Xp2(2P) 2P, 271 |1 10268.65 & 0.22 &+ 0.50 (PDG evaluation)
7(3S) $S, |1 10355.2 £ 0.5

Xb1(3P) 3P 1tF 10512.1 £ 2.1 £ 0.9 (PDG evaluation)

Table 1.2: Table of bottomonium states [[15]]

. The second uncertainty on the mass of some states (PDG

evaluation) is from additional Particle Data Group evaluation.

Feed-down also affects bottomonium states. A schematic of feed-down is shown in Fig-

ure A large contribution to 7°(n.S) is from the x;(nL) states, which are not shown in the

Figure.

In this thesis, the 7" states are measured in dielectron channel. The branching ratios are:

e 1'(1S) —» ete™ B,

e 1(25S) = ete™ Bee

(2.38 £ 0.11)%

(1.91 £ 0.16)%
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Figure 1.10: Schematic of bottomonium feed-down pattern [15]].

e 7'(3S) —» ete” B = (2.18 +0.20)%
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Chapter 2

Quarkonium production

2.1 Quarkonium production models

The quarkonium production mechanism is still not fully understood. This is because the it is in-
fluenced by both perturbative and non-perturbative processes in QCD. The ¢ or b quarks, which
form the quarkonium have a high mass (m, = 1.284:0.03GeV /c2, m; = 4.187003GeV /c?) [15],
thus they have to be produced in pairs in a hard process. This part can be calculated in pQCD.
The second part is the formation of a bound state, which is non-perturbative and has to be mod-
eled. This phenomenon can be divided into 2 cases, depending on the quantum numbers of the
QQ pair. It can be produced in color singlet (CS), colorless, state with quantum numbers being
the same as those of the final state quarkonium (35 in case of .J/v) or T°). On the other hand, it
can be produced in color octet (CO) state with any possible quantum numbers "L ; and color.

Both these cases are shown in an example in Figure

colour-singlet state

I=1 red . ,
K possibly colored QQ red quarkonium (H)
: i pair of any possible S : .
R 4 L, quantum numbers W‘ﬁ:‘ \ anti
W -

) red

2) non-perturbative
evolution
to the observed bound state

+ anallogolus colour 1) perturbative phase Quantum numbers change!
combinations

Figure 2.1: Illustration of quarkonium production in color singlet (CS, left) and color octet (CO, right)

models [51]].
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2.1. QUARKONIUM PRODUCTION MODELS

2.1.1 Color Singlet Model

The color singlet model [52-54] is based on the assumption that the QQ pair is produced di-
rectly in a colorless state and that the subsequent evolution can be neglected. The cross section

for quarkonium production do oo+x can be calculated with the formula in Equation

doQoo+x = Z/fa/A(l’auNF)fb/B(xlnHF)dUabe(QQ)—&-X(S’/vLFa,uRaOés)lqu)(ONz (2.1)
a,b

The only input to the model are the PDFs f, /4, fy/5, factorization ;i and renormalization
g scales and wave function |¢/(0)|2, but the latter can be obtained from data or calculated.

The CS describes a large fraction of the quarkonium cross section in RHIC and LHC
data [S5], but there are some issues, especially with Tevatron data [S6]]. This points to the
conclusion that large fraction of high-pr quarkonium production is through the CS channel,
however, this is not enough to describe the entire production. In addition, the higher order
corrections (NLO, approximate NNLO) are not negligible and thus are needed.

The CS model is limited to pr > mg 05" where mg 05 is the mass of the quarkonium.

2.1.2 Color Octet Model

The Color Octet Model [57] is an attempt to take into account all possible states of Q) pair dur-
ing the formation of the bound state. It is implemented in the Non-relativistic QCD (NRQCD)
framework [58,59]. This is possible, thanks to the fact, that heavy quarks are massive and move
slowly, so a non-relativistic treatment is feasible. Furthermore, since their velocity v < ¢, an
expansion in powers of v of the non-perturbative part can be made. A leading contribution in v

corresponds to the CS model. The cross section for quarkonium production can be calculated

with the Equation

doQoo+x = Z/fa/A<$a7MF)fb/B(xb7MF)dO-abe(QQ)nJrX(SnuF;MR;MA;O@) <OE>QQ>
" (2.2)
The <OZ)QQ> are the long-distance matrix elements (LDMEs), which describe the bound
state formation. These LDMESs are assumed to be universal, but have to be extracted from fits

to the data. However, there was a need to introduce an additional scale p, to avoid divergence.

35
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The CO model is limited to pr > mgq,,,, but it describes the quarkonium production at

Tevatron [60} 61], LHC [62], RHIC [63] and other experiments [64].

2.1.3 CGC+NRQCD model

In order to extend the NRQCD framework to pr < mg 05" it was combined with CGC model [65]].
It uses the dense proton+dilute proton picture of a p + p collision, which is mostly valid at for-
ward rapidity. The perturbative part in Equation [2.2]is replaced with CGC calculation. In con-
junction with NLO NRQCD, the CGC+NRQCD allows a comprehensive description of .J/v
production at RHIC and LHC [66].

2.1.4 Color Evaporation Model

The Color Evaporation Model (CEM) 1s based on a principle of quark-hadron duality [67-69].
This makes the quarkonium production directly connected to the QQ production if an invariant
mass of the pair satisfies 2m¢q < mgg < 2mp. Where, the mg is the mass of a heavy quark
and my is the mass of a lightest open heavy-flavor hadron (D or B meson). The Equation [2.3]

is used to calculate the cross section.

dmg 2.3)

The coefficient Fy,,, represents the probability of a particular bound state formation. It is
extracted from the fits to the world data.

A main drawback of the CEM is that the color of the QQ pair and other quantum numbers
are neglected. It could however describe the world data well [70, [71]. Recently, an Improved
CEM (ICEM) was developed [72], which introduces a py dependence in quarkonium ratios.

These are otherwise constant vs. py by definition in CEM.

2.1.5 String Percolation Model

In the extreme p + p collisions, where a large number of charged particles is produced, the
density of produced strings may be so high that they start overlapping [73]. An example is
shown in Figure @ This leads to the String Percolation Model, which describes the interaction
between strings and its effects on particle production. It assumes collective interaction between

strings of color field. The number of hard processes is proportional to the number of strings /V;.
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Nch

While the charged particle multiplicity dW (reflecting event activity) is calculated according

to Equation [2.4] [6].

Isolated Disks Clusters Percolation

Figure 2.2: Illustration of string percolation as the event activity increases in a collision [36), [74]].

% = F(p)Napty 2.4)

In the formula above, the F'(p) is the string density-dependent damping factor, which reflects
the damping of particle production caused by the overlap of strings. The coefficient 1 is the
multiplicity produced by a single string. Furthermore, the transverse radius of the strings 77 is
inversely proportional to the transverse mass rr o 1/my [42]. The overlap is stronger then, for

many strings originating from soft interactions. These effects produce a relation between hard

and soft particle production as reflected in Equation [2.5][6].

[N

dN.p,
dn

It leads to the quadratic dependence of normalized yield from hard processes on normalized

ANy, ! — ey ()
T N ar 2 1 —_ <N ar)
dn (< h d) € \hard (2.5)

- Nhard> 1- €_<p>
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CHAPTER 2. QUARKONIUM PRODUCTION

multiplicity at high multiplicity as presented in Equation [2.6] [6]

2
chh
Nhard - Tdn
M) (25 =0
n

The String Percolation Model successfully explains the ALICE .J/« [6] and D meson re-
sults [42].

2.2 Quarkonium production in proton-proton collisions

2.2.1 Overview of recent 1" results in proton-proton collisions

Recent results at LHC energy include separated 7°(15), 7°(2S) and 7°(3S) cross section mea-
surements by CMS (73] and ATLAS [76]. The p; dependence of the cross section is shown in
Figure[2.3a while the y dependence is presented in Figure
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Figure 2.3: Figure2.3a; Cross section vs. pr for 7'(15), 7(2S5) and 7°(3S) for ATLAS (black closed

circles) and CMS for |y| < 1.2 (red open circles) and |y| < 0.6 (blue crosses) [75]. Figure Cross
section vs. y for 7'(15), 7(25) and 7°(3S) measured by ATLAS (black closed circles) and CMS (red

open circles) [[75]].

CMS has also measured 7°(1.5), 7°(25) and 7°(3.5) cross sections up to pr < 100GeV /c [77].
These are well described by the NLO CS+CO calculation [/8].
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2.2. QUARKONIUM PRODUCTION IN PROTON-PROTON COLLISIONS

In addition to the precise data at LHC, there are 7" measurements at ISR [79] and Teva-
tron [[80]. Figure shows the invariant cross section for 7°(15) production at ISR. There are

no pr-dependent studies at RHIC energy, which motivates this research.
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Figure 2.4: Cross section of 1°(1.5) vs. pr measured by ISR (blue circles) fitted with an exponential
function (black line) 79} [81]].

Figure|2.5a/shows the p; dependence of ?gg; and %?g; ratios for world data [82]. The ratios

increase with py above pr > 10 GeV /c. The rapidity dependence of the ratios is presented in

Figure[2.5b] The data trend is consistent with a flat dependence.
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Figure 2.5: Figure[2.5a; Upsilon ratios vs. pr [82]. Figure[2.5b;f Upsilon ratios vs. y [82].

In addition, ATLAS observed a new bottomonium state x;,(3P) [83]. LHCb on the other

hand, measured precise feed-down fraction to the 7°(15), which is 30% at most [84].
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2.2.2 Quarkonium in high multiplicity proton-proton collisions

Measurements of quarkonium production in high multiplicity p + p collisions show a strong
dependence of normalized yield on normalized multiplicity N.,. The N, is a measure of
event activity and high multiplicity collisions correspond to the extreme, high event activity,
collisions. Moreover, in high multiplicity events a CGC may be created or perhaps a small-

system QGP. This may be investigated by studying quarkonium production in such events.
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Figure 2.6: Figure 2.6a; J/v normalized yield vs. normalized multiplicity. STAR J/¢ — p*pu~ (red

stars) and J/¢ — eTe™ (blue stars) results [1]] are compared to ALICE .J/v (green open circles) [2] and
D (black closed circles) meson data [3]]. Figure J /1 normalized yield vs. normalized multiplicity
from STAR J/¢) — T~ (red stars) and J. J — ete™ (blue stars) results [1]]. The data are compared
to the String Percolation Model (red line) [3} 6] and PYTHIAS calculation for p; > 0GeV /c (red dashed
line) and py > 4 GeV /c (blue dashed line) [83].

A similar trend is observed when comparing J/1 production measured by STAR [1]] and
ALICE [2] despite a large difference in collision energy. This is shown in Figure However,
a linear dependence is observed for J/¢ — ptu~ with pr > 0 GeV/c measured with the new
Muon Telescope Detector (MTD) [86]. It is interesting that D mesons follow a similar trend
as J/1. The STAR data are compared to models in Figure PYTHIAS calculation with
a description of MPI is in agreement with the data. This points to the J/v being produced
in hard processes in MPI. The String Percolation Model reproduces the trend observed in the
data [5} 6].

Event activity dependence is investigated for 7" states by CMS and is shown in Figure[2.7][4].
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2.2. QUARKONIUM PRODUCTION IN PROTON-PROTON COLLISIONS

Both 7'(15) and 7°(2S) in p+ p collisions exhibit a strong rise with the normalized multiplicity.
No strong dependence is observed in p + Pb collisions. Moreover, CMS has observed a pro-
duction of 7°(15) pairs in a single event [87]]. This may also point to 7°(1.5) production in MPI
or a similar process to double D meson and D + J /1 production measured by LHCb [88, [89]].
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Figure 2.7: Figure[2.7a; Normalized 7°(15) yield vs. normalized multiplicity in p + p (light blue open

circles), p + Pb (dark blue closed circles) and Pb + Pb collisions (black open stars) [4]. Figure
Normalized 7°(2S) yield vs. normalized multiplicity in p+ p (light green open squares) and p+ Pb (dark

green closed squares) [4]].

41



Chapter 3

Thesis goals

The aim of this thesis is to investigate 7" production vs. py and rapidity in p + p collisions at
/s = 500 GeV. Such data will provide constraints for the quarkonium production models and
may provide reference for heavy-ion data after extrapolation to /s = 200 GeV. Since the 7"
cross section is larger at /s = 500 GeV than at /s = 200 GeV, these data should provide a
better statistical precision. Similar aim motivated the .J /1) studies at /s = 200 GeV.

In order to investigate the interplay between hard and soft QCD processes, a study of 1°
normalized yield vs. charged particle multiplicity is needed. The CMS data at LHC [4] show
a strong increase of the 7" yield with charged particle multiplicity. It is important to check if a
similar behavior is found at RHIC. This will provide information about fundamental processes
and critical checks for the event generators and particle production models. Also, a strong
dependence of 7" production vs. multiplicity may be a sign of collective effects, as predicted by
the String Percolation Model, which could be a signature of the QGP formation in high energy

proton-proton collisions at RHIC. Such study is a part of this thesis.

T (nS)
7(1S)

Finally, a study of the dependence of the ratio of 1" states vs. charged particle multi-
plicity in p+ p collisions is also a goal of this thesis. Since the radii of excited 7(n.S) (n = 2, 3)
states are larger than 7°(1.5) and their binding energies smaller than 7°(1.5), they should more
easily break up by collisions with comoving hadrons. Experimental data at RHIC will provide
an input for model calculations to constrain the cross section for quarkonium-hadron interac-
tions and a breakup probability. Such information is necessary for the interpretation of the

results of the quarkonium measurements in heavy-ion collisions and investigation of the prop-

erties of the QGP.
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Chapter 4

Experiment

4.1 The STAR experiment

The Solenoidal Tracker At RHIC (STAR) [90] is a multipurpose, complex detector dedicated
to heavy ion physics. It is located in the southern interaction region of the Relativistic Heavy
Ion Collider (RHIC). RHIC, which became operational in 2000, is a versatile collider built in
Brookhaven National Laboratory, Upton, NY, USA. RHIC is made of 2 independent storage
rings, which are capable of accelerating and colliding beams of heavy ions (A + A): Au + Au,
U + U, lightions Cu + C'u, p 4+ p and even d + Au. Other colliding systems are also possible.
These beams can be accelerated to energies in a wide range, resulting in a collision energy per
nucleon pair in the center of mass starting from \/syn = 7.7 GeV up to /sy y = 200 GeV for
Au+ Au. Because RHIC is focused on colliding heavy ions, it is the world ‘s highest luminosity
heavy ion collider with peak luminosity £ = 1.55-10%cm~2s~! [91]]. This allows studies of rare
processes. The p + p collisions are available at the energy up to /s = 510 GeV. The Figure
shows the schematic of the RHIC complex, along with a chain of smaller accelerators, which
fill the RHIC with ion bunches. Heavy ions originate in the Electron Beam Ion Source [92] and
are accelerated first by a linear accelerator, before being injected into the Booster synchrotron.
Next, they are injected into the Alternating Gradient Synchrotron(AGS), which finally feeds
them into RHIC. In fact, it takes many cycles of operation of the pre-accelerators to completely
fill RHIC. In the case of protons, the procedure is similar, but the beam originates in the LINAC.

In addition to STAR, there are many scientific projects related to RHIC:

e PHENIX [93] - A rare physics experiment with tracking chambers [94], particle iden-
tification detectors [93]], calorimeters [96], and muon arms [97]. Soon to be replaced

with sSPHENIX [98].

e pp2pp [99] - Experiment focused on studies of elastic p + p collisions. At the moment,
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part of STAR.

e Beam Energy Scan (BES) phase II [100] - Project to collect large amounts of data at
low collision energy of \/syn = 7.7,11.5,14.6,19.6 GeV. Takes advantage of electron
cooling to reduce beam spread, which reduces collision rate especially at low /sy . It
is a continuation of the Beam Energy Scan. The main goals are the study of the onset
of the QGP, search for the critical point in the QCD phase diagram and study a possible

first-order phase transition.

e Fixed target mode [101]- Part of STAR. Records data from collisions between Au beam
and a thin foil Au target. This program’s aims are similar to the BES, but it will extend
the energy range to even lower values of /syy = 7.7 — 3.0 GeV. It will allow collection

of large amounts of data at these energies, when running concurrently with BES II.

e Electron-Ion Collider - In conceptual design phase [102]. It is an effort to build a collider
and specialized detectors in order to study electron-ion collisions. Such collisions will
provide information about the 3D structure and spin of a nucleon as well as allow the

studies of QCD at extreme parton densities.

The main focus of the STAR experiment is to study the QGP and gluon contribution to
the proton’s spin. In order to achieve these goals, STAR measures particles produced in heavy
ion (A + A) or p + p collisions. The particles are measured by various detectors, shown in
Figure which are described in the next subsections. To allow the determination of particle’s
momenta, the detector is placed in an uniform, solenoidal magnetic field of B = 0.5'T [103].
The magnetic field is generated by a large solenoid magnet surrounding the central barrel and 2
magnets located in the endcaps.

STAR was designed with a large acceptance in mind, thus the main detectors cover |n| < 1
and full azimtuhal angle 0 < ¢ < 27. It is also well suited to recording almost all information
about the event, as it is capable of detecting a large number (a few thousand) of ionization
tracks left by charged particles. The detectors used in this analysis are described in the next

subsections.

4.1.1 Time Projection Chamber

The main tracking detector of the STAR experiment is the Time Projection Chamber (TPC)

[106] shown in Figure 4.3] It is designed to measure a large number of charged-particle tracks,
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Figure 4.1: A picture of the main part of the Brookhaven National Laboratory [104]. It includes
a schematic of the RHIC accelerator and pre-accelerator Complex as well as the experiments. The
accelerated ions are produced in EBIS and are further accelerated by the Booster and AGS before being

injected into RHIC. Protons, however, are first injected into Booster by the LINAC.

including their momenta and energy loss, in a high track-density environment.

The TPC can record thousands of particle tracks and measure their momenta from the cur-
vature of a track. It has a large acceptance of 0 < ¢ < 27 and || < 1.8 [106], but to achieve
a high track reconstruction quality, efficiency and good particle identification, a pseudorapid-
ity range of || < 1 is usually used in the analysis. It can measure momenta in the range
0.1 < p < 30 GeV/c with good resolution. It can also identify particles in the momentum
range 0.1 < p < 1 GeV/c or more, depending on their type. The particles can be identified by

measuring their energy loss from ionization of the gas, as they traverse the TPC.

The TPC consists of a large, cylindrical chamber filled with P10 gas (a mixture of 10%
of methane and 90% argon) [107] and 24 Multi-Wire Proportional Chambers (MWPC) at the
cylinder‘s endcaps. The outer radius of this cylinder is R = 2 m and the inner radius is r =
0.5 m, while the length along the beam axis is L = 4.2 m [106]. Lightweight and resistant

materials like aluminium, Kapton and NOMEX arranged in a honeycomb pattern were used for
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Figure 4.2: A 3D rendering of the STAR experiment with a cut out view of the TPC [103].

the construction. This also keeps the radiation length low, which reduces secondary scatterings
and knockout particles from the detector material. A thin central membrane is used to establish
a high voltage of 28 kV between it and the endcaps. This causes the electrons, produced from
ionizations of the gas by the measured particles, to drift to the MWPCs in the endcaps. The
drift velocity is around v = 5.45 cm/us. It depends on the running conditions (gas pressure,
charge accumulation, etc.), so it has to be monitored during the run using ultraviolet lasers
for calibration [108]]. Ionization electrons are detected in the MWPCs, which determine the
position of the original track in the x,y plane. The z coordinate is determined from the drift
time ¢ by a simple relation z = wut. Signal in the MWPCs is recorded in one of a maximum of

512 timebins, which allows the determination of the drift time .

Figure[d.4]shows a schematic of the MWPCs of the inner and outer parts of the TPC sectors.
Each MWPC is made of 3 planes of wires and a pad plane for readout shown in Figure 4.5 In
order to control the flow of electrons into the MWPCs, the gating grid is used. It is the outermost
plane of wires. Next there is a shield grid, which provides ground to the final plane of anode
wires. These wires produce a local electric field (1170 V for inner and 1390 V [106] for outer

sectors), which causes the ionization electrons to produce an avalanche. This amplifies the
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Figure 4.3: Schematic of the STAR TPC design. It is a barrel-shaped chamber filled with P10 gas
suspended in the magnetic field of B = 0.5 T. In addition to the magnetic field, there is an electric field
of V' = 28 kV produced between the central membrane and the endcaps. Both the £ and B field are
parallel to the beam axis, which causes the ionization electrons to drift to the endcaps in straight lines.
The MWPCs in the endcaps are used to measure the (z, y) coordinates of an ionization track. In order to

determine the z coordinate, the drift time of ionization electrons is measured [106]].

signal by a factor of 1000 — 3000. The avalanche, in turn, induces a charge on a few pads on the
pad plane, producing an electric signal. Next, the signal is processed by the readout electronics
and digitized. During event reconstruction, the signal from the nearby pads can be combined
into clusters, which form TPC hits. This allows more precise hit position determination than
when using a single pad. In addition, the magnitude of collected charge can be used for ‘fl—f

calculation.

As described above, the TPC can measure ionization tracks of charged particles and their
energy loss. In total, it has 136, 608 pads, which combined with 512 time bins creates 70 M
[110] voxels for a 3D picture of the recorded event. The transverse momentum resolution
determined from Monte Carlo (MC) simulations is % = 0.02 for pions at pr = 0.5 GeV/c

[106]], which is the average momentum for produced particles at /syy = 200 GeV [110].
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Figure 4.4: Schematic of the TPC sector showing pad arrangement in the inner and outer parts of the

sector as well as the sector construction [106]].
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Figure 4.5: Schematic of the wire arrangement in the Multi-Wire Proportional Chambers of inner and

outer sectors of the STAR TPC [109].
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4.1.2 Heavy Flavor Tracker

The Heavy Flavor Tracker (HFT) [111] was developed to allow direct reconstruction of sec-
ondary vertices of heavy flavor decays [112] by providing precision tracking. It is a state of the
art vertex detector with 4 layers of silicon detectors. Figure 4.6 shows the structure of the HFT
with it‘s 3 subsystems: Pixel (PXL), Intermediate Silicon Tracker (IST) and Silicon Strip De-
tector (SSD), listed starting from the center. The HFT was designed with a low material budget
in mind to reduce scatterings and knockout particles as well. Thus, the sensors are mounted on
very thin carbon fiber ladders. The total thickness of the HFT in terms of radiation length is
3.5%X, [113], including the SSD.

All the subsystems of the HFT are silicon based detectors. A silicon detector uses the effect
of formation of a p-n junction on a boundary between a p-doped and n-doped silicon crystals.
Such a p-n junction is subjected to a voltage, which causes a reverse bias. An incident charged
particle creates free electrons and holes through ionization. These drift to the corresponding
electrodes and produce a signal.

The acceptance of the HFT covers full azimuthal angle and |n| < 1. The most important
parameter of the HFT is the resolution of the distance of closest approach (DCA) of a track to
the primary collision vertex. This is important for distinguishing secondary vertices of heavy
flavor decays from the primary vertex. For reconstructed TPC tracks with hits in both layers of
the PXL and IST, the DCA resolution is better than the design goal. The design DCA resolution
was 60 um [[114] for kaons with pr = 0.75 GeV//¢, while a value of 46 um was achieved [[113].

This underlines the very successful construction of the HFT.

4.1.2.1 Silicon Pixel Detector

The Silicon Pixel Detector (PXL) or Pixel consists of 2 layers of very thin silicon pixel sensors.
Figure shows a schematic of the Pixel detector. The Pixel is divided into 10 trapezoid-
shaped sectors with each sector containing one ladder of the inner layer and 3 ladders of the
outer layer. The layers are located at a radius 2.8 cm and 8 cm  [114] from the center of the
beampipe. A ladder contains 10 silicon sensors arranged in a row with a readout chip located at
the end. A zero suppression algorithm is implemented in the readout chip, which significantly
reduces the data output.

The sensors are made using Monolithic Active Pixel Sensor (MAPS) [116] technology,

which is applied here for the first time in a collider experiment. Each sensor covers an area of
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Figure 4.6: A 3D rendering of the Heavy Flavor Tracker geometry model. This model is the exact

version used in STAR simulation package. Beginning from the center, it shows PXL, IST and SSD.

20.22 mm by 22.71 mm and is 50 pm thick. This yields a very low radiation length of 0.5% X.
A sensor contains 928 rows and 960 columns of square-shaped silicon pixels of 20.7 ym [116]]
size.

Charged particles crossing the sensor volume produce a charge, which diffuses to the nearby
pixels. This allows a more precise determination of a hit position, giving a better resolution of
18 um [114] compared to the pixel size.

In total, the Pixel contains 356 M pixels in 400 sensors. The integrated radiation length is
around 1%.X,. An important feature of the Pixel support structure is that the detector can be
quickly removed and replaced with a spare one. The whole operation takes only a few hours
and does not introduce any significant shift in the positioning of the Pixel with respect to the

rest of the STAR experiment.

4.1.2.2 Intermediate Silicon Tracker

The Intermediate Silicon Tracker (IST) is a single-sided silicon pad detector located at a

radius of 14cm from the center of the beampipe. It is made of 144 sensors mounted in 24 ladders
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» Mechanical support with kinematic
mounts (insertion side)

Insertion from one side
2 layers

10 sectorstotal (in 2 halves)
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Ladder with 10 MAPS sensors (~ 2x2 cm each) |/

carbon fiber sector tubes
(~ 200 pum thick)

Figure 4.7: Left: A schematic of the Pixel detector showing the detector and it‘s support structure.
Right: A picture of a single Pixel module composed of 5 trapezoidal sectors. Bottom: A picture of a

Pixel ladder, containing 10 MAPS sensors. [114].

of 6 sensors each. The ladders are arranged in such a way that 2 IST ladders overlap with one of
the 12 TPC sectors. This is important, as the IST serves as an intermediate tracker, providing a
bridge between high precision PXL and the TPC. In addition, there is a small overlap between
sensor active areas of neighbouring ladders. An IST ladder is shown in Figure [4.8] It contains
6 silicon sensors and 36 readout chips. A sensor covers an area of 7.7 cm x 4 cm and is 300 pym
thick. It is divided into 12 columns and 64 rows of pads. Each pad is 600 pum x 6000 pm.

In summary, the IST has 110592 readout channels corresponding to pads and the integrated
radiation length is 1.5%.X,. The hit position resolution is on the order of the pad size, as the

effect of charge sharing between neighboring pads is small.

4.1.2.3 Silicon Strip Detector

The Silicon Strip Detector (SSD) [118] is located at a radius 22 cm from the beampipe. It is
a double-sided silicon strip detector with strips on the N and P sides of a silicon wafer. These
strips are separated with 95 pm pitch and are oriented at 35 mrad angle between them. Such

a design reduces ambiguity of double hit resolution in 2D. The dimensions of the wafer are
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Figure 4.8: A picture of IST ladder including 6 silicon pad sensors and 36 readout chips. Left inset:
A schematic of the ladder positioning in the IST. In fact, the sensor active areas overlap at the edges,

which is not shown here. Right inset: A schematic of IST ladder positioning with respect to TPC sector

boundaries .

75 mm x 42 mm with 300 pm thickness. A wafer contains 768 on each side and 12 readout

modules.

The wafers are installed on a carbon fiber ladders with each ladder supporting 16 modules
as shown in Figure .9] There are 20 ladders in the entire detector.

The total number of channels is 491520 and the number of wafers is 320. After including

SSD in tracking with the TPC, the position resolution is 300 ym [119].

The SSD received a readout electronics upgrade as part of the HFT project [113] in order

to meet the requirement for readout frequency of at least 1 kHz.

4.1.3 Barrel Electromagnetic Calorimeter

The STAR Barrel Electromagnetic Calorimeter (BEMC) [120] is designed to study rare pro-

cesses (jets, electrons from heavy quark decays, direct 7, 7°, etc.). It is designed to measure
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Figure 4.9: A schematic of the Silicon Strip Detector ladder. The ladder mounts 16 modules. [118].

the energy deposited by electrons or photons as they produce an electromagnetic shower while
traversing the BEMC active volume. It is a Shashlik type sampling calorimeter, which is built
of alternating layers of lead and plastic scintillator. In STAR, the BEMC also serves as a trigger
for rare processes. A good example of such trigger is a High Tower trigger, which records the
event if a shower with sufficient energy, as defined by an energy threshold, is deposited in one
of the BEMC cells called towers. The data used for 1" analysis were collected with High Tower

trigger.

The BEMC, shown in Figure covers an acceptance of 0 < ¢ < 27 and |n| < 1 and
is made of 4800 towers divided into 120 modules of dimensions A¢ x An = 0.1 x 1 each
containing 40 towers [120]. The modules are installed between the TPC and the magnet at
a radius of R ~ 2.2 m. A module is shown in Figure In order to provide a uniform
acceptance of A¢ x An = 0.05 x 0.05 for each tower, their size increases with ||, with the
towers at 7 = 0 measuring 10 x 10 cm?. Furthermore, the towers are aligned in such a way
that they point to the center of the detector. An individual tower is shown in Figure d.12] A
tower is made of alternating layers of lead and plastic scintillator tiles. There are 20 lead tiles
and 21 plastic scintillator tiles in a tower. Lead is a high Z-number element, which increases
the interaction cross section for electromagnetic interaction and reduces the radiation length
Xy o< Z7? of the material. In total, a tower has a thickness of 20X, at = 0. A Shower

Maximum Detector (SMD) is placed at ~ 5.6X, at n = 0, which is used for a fine spatial
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Figure 4.10: Schematic of the BEMC module arrangement [121]].

position determination of a shower. The SMD is a proportional gas chamber with anode wires

and two layers of perpendicular cathode strips in 77 and ¢ directions respectively.

A plastic scintillator is used to sample the energy of the produced shower and convert it
to the light pulses. The light is then shifted in wavelength with wavelength shifting (WLS)
grooves attached to the scintillator tile. Next, the light pulses are sent via optical fibers to the
photomultiplier tubes (PMT) located outside the STAR magnet. This simplifies the design of
PMTs, as they don‘t have to be shielded from high magnetic field. The readout electronics are

also located outside the magnet.

The energy E resolution o of BEMC is estimated to be (%) 2= 0L GV 4 (),0152 [120).
However, this does not include possible variation in the light yield from different towers (com-

ing from tower non-uniformities and cross talk, for example), which was measured to be 8.1%.

Electrons are expected to deposit most of their energy in a single tower, with some leak-
age to the neighboring towers due to electromagnetic shower transverse radius. The radius is
characteristic for a material of the calorimeter and is called the Moliére radius. Furthermore,

electrons are expected to deposit almost all of their energy in the BEMC.
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Figure 4.11: Schematic of the tower arrangement in the BEMC module. Each module contains 2 rows
of towers in ¢ direction and 20 towers in each row in 7 direction. The towers dimensions vary, so that
each one covers 0n = 0.05 and d¢ = 0.05, with the size increasing for || increases. In addition the

towers point to the center of the detector [120].

4.1.4 Endcap Electromagnetic Calorimeter

Similar to the BEMC is the Endcap Electromagnetic Calorimeter, which extends STAR’s calorime-
try to include 1 < || < 2and 0 < ¢ < 2x. It is also used to measure energy of photons,
electrons and positrons in the energy range 0.2 < £ < 150 GeV. Like the BEMC, with which
it shares many design features, the EEMC is a Shashlik type sampling calorimeter made of Pb
and plastic scintillator.

The EEMC consists of 720 towers of size A¢ = 0.1 and ranging in 0.057 < An < 0.099,
with An decreasing as 7 increases. These towers are arranged in rings of constant 7 as shown

in Figure 4.13] In addition to towers, the EEMC features a Shower Maximum Detector as well
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Figure 4.12: Schematic of the BEMC tower construction. A tower is made of 20 lead tiles and 21

plastic scintillator tiles. Such a design of sampling calorimeter, with alternating layers is called Shashlik

type [120].

as a pre-shower and post-shower detectors.

The energy resolution of the EEMC is (2£) < 1fFGeV +0.02 [122].

4.1.5 Time of Flight detector

The Time of Flight (TOF) detector [123] improves the particle identification capabilities of
STAR. It measures the time of flight of particles using modules of Multi-gap Resistive Plate
Chambers (MRPC) [124, [125]. These modules register the time when particles pass through
the detector, while the Vertex Position Detector provides the start time.

A TOF module schematic is presented in Figure .14} It is made of alternating high resis-

tivity (5 - 10'?) glass plates and 220 pum gas-filled gaps. A high voltage is applied, so that a
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Figure 4.13: Layout of EEMC towers and a cross-section of the calorimeter along phi and z directions

[122).

passing charged particle produces an avalanche in the gas. The plates are designed to quench
an avalanche, while letting the produced charge through to the readout pads. A mixture of 90%
tetrafluoroethane (CyHyF)), 5% of isobutane and 5% of sulfur hexafluoride S Fj is used to fill
the gaps.

The TOF is made of 120 trays, which cover an acceptance of 0 < ¢ < 27 and || < 1 [123]].
A TOF tray is shown in Figure .15 It is designed in such a way that the detector modules
in a tray point to the center of the STAR experiment. The detector timing resolution is around

120 ps in p + p collisions.

B=— @.1)
A particle‘s velocity [ can be determined using Eq.[d.1]by taking a path length [ of a recon-
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Figure 4.14: (a) A side cross section of the MRPC TOF module. (b) A top view of the module. The

readout pads are shown in gray [124].

structed track and time of flight £, and speed of light c.

During the 2009 run, 72% of TOF trays were installed, while during the 2011 run it was
already fully installed.

4.1.6 Vertex Position Detector

Vertex Position Detector (VPD) [[126] is made of 2 sets of 19 scintillators with Pb and photo-
multiplier tubes, which are shown in Figure f.16] Each set is located around a beampipe on
either east or west side of the interaction region at a distance z = £540 cm [127]. VPD’s
are used to detect forward-going photons produced by a collision. The detector serves as a
minimum-bias trigger and provides a start time for the TOF. It is also used for primary vertex
z position determination calculated from a time difference between hits in the east and west

modules.
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Figure 4.15: Schematic of TOF modules arrangement in a tray. The trays are tilted, so that they point

to the center of the detector [123]].

The start time resolution is 54 ps [126], while the position resolution is 3 cm.

Figure 4.16: Picture of disassembled VPD modules [126].
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4.1.7 Beam-Beam Counter

The Beam-Beam Counter (BBC) is a set of 2 identical detectors, each made of 36 scintillating
tiles. The BBC is located along the beampipe, with both tile planes placed at +£374 cm [128]]
from the interaction region as shown in Figure Each plane is either called BBC east or
BBC west, based on its location. The tiles that comprise the detector are arranged in 4 rings
around the beampipe. The 2 inner rings are made of smaller tiles. A tile is hexagonally shaped
and is 1 cm thick [129]. In total, the acceptance of the BBC is 2.1 < |n| < 3.6 for rings
containing large tiles and 3.3 < |n| < 5.0 for rings with small tiles [130].

The BBC is used for luminosity monitoring and triggering. The coincidence of hits in
both east and west BBC planes indicates a collision event, which is easily distinguishable from
background. Beam-gas and beam halo collisions constitute background and produce hits in
only one of the BBC'’s.

In the 7" studies, the BBC is used along with BEMC to form a High Tower trigger, which is
described in Section[5.2]

Interaction

Vertex > Right —

BBC West

Figure 4.17: BBC setup along the beam axis. [128]

4.2 Event reconstruction in STAR

The purpose of event reconstruction is to transform raw data into physics analysis-ready format.
It produces tracks using a helix model for the particles trajectories inside STAR’s magnetic field.
Each track is characterized by p, distance of closest approach to the primary vertex (DCA),

number of points used in the helix fitting (nFitPts) etc.
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STAR uses a Big Full Chain [131, [132]] (BFC) software for a full reconstruction using
multiple (= 100) components called makers, corresponding to various steps of reconstruction
for each individual detector. The STAR reconstruction procedure is illustrated in Figure 4.1§]
with the example of IST. The first step consists of applying calibrations to raw data, which had
been collected either in normal or zero-suppression mode. This produces ADC from rawADC
for each hit in a particular detector. Next, the clustering algorithms combine the adjacent hits
into clusters, from which the final hits used for reconstruction are produced. The Kalman filter-
based [133]] tracking algorithms then look for tracks among the final hits. First, the track seeds
are found in the outer parts of the detector and extended to inner parts by including more points
step-by-step. This yields a collection of the so-called global tracks.

Finally a vertex finding algorithm is run in order to find primary collision vertices. Since
the TPC readout time is ~ 40 us compared to 107 ns [134], there may be multiple vertices in
a single event. Once vertices are found, a secondary refit is done for the tracks assigned to a
primary vertex with it as a constraint. This yields a collection of the so-called primary tracks,
separate for each vertex, with an improved momentum resolution.

Such reconstructed data are stored in MuDst format ROOT [135] files and are ready for

physics analysis.

4.3 Detector simulation

Simulation-based detector efficiency studies are an important part of almost every analysis.
These simulations use Monte Carlo (MC) methods to simulate particle transport through the
material of various detectors. For this purpose, STAR uses GEANT3 [137]. The detector
description is stored in AgML [[138-140] format, which has an XML-like structure. The AgML
geometry is converted to GEANT3 format for simulations and to Sti [141] tracking algorithm
for reconstruction. Such a solution provides a unified geometry description. In order to produce
a realistic detector response, the output of GEANT3 simulations is supplied to the detector
response simulators for each subsystem. However, to make a full study of efficiencies, detector
and reconstruction effects, simulations embedded into real data are needed.

Such a a procedure is called embedding, and consists of combining real data in a raw format
with simulation and performing reconstruction on such a combined data set. Simulation is done

using particles of interest for a particular analysis. In this way, the simulated data are embedded
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Figure 4.18: Example of reconstruction steps with the IST [136]. The wireframe model corresponds to
the IST geometry. Raw hits are shown as white dots, while reconstructed hits are shown as yellow dots.

The reconstructed tracks are drawn as lines.

into the real data. This takes into account the running conditions of the detector during the data

recording in order to produce as much realistic response as possible.

4.4 Author’s contribution to STAR

The STAR experiment is a complex apparatus, made of many different subsystems. These
require maintenance, supervision and in some cases even upgrades. As a member of the in-
ternational STAR Collaboration, the author participated in various service work tasks for the
experiment. Such a technical contribution of a graduate student is required by the STAR col-
laboration and is a good technical experience. More importantly, this work is a crucial part of

experiment preparation and operation. It consists of:

e Data taking shifts
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e Experiment calibration
e Software development

e Detector development

4.4.1 Data-taking shifts

During author’s work in the STAR Collaboration, he participated in data-taking shifts. The
purpose of this work is to take data during the running of the RHIC collider, when collisions
take place inside the STAR experiment. A crew of a few collaboration members (typically 4
or 5) supervises and operates the detectors from the STAR Control Room. They also ensure
that the detector operates properly and that necessary calibration data are recorded. It is a huge
responsibility. They take shifts (day, evening and night) to man the detector 24h a day. The
crew is also supported by on-call detector experts.

The author participated in data taking shifts as:

e 2010 - Shift crew, 2 weeks. I was responsible for recording of data and subsystem moni-

toring.
e 2014 - Shift crew, 1 week.

e 2014 - Detector operator trainee, 1 week. I took training for the detector operator post. It
is required as a detector operator needs to understand the details of control interfaces and

operation of each detector.

e 2015 - Detector operator, 1 week. As a detector operator I was responsible for bringing

the detectors online, offline and responding to detector-related issues.

e 2015 - Shift leader trainee, 1 week. As a shift leader trainee, I was training to become a
shift leader, who commands the entire crew. It is the task with highest level of respon-
sibility for the shift crew and requires deep knowledge of the detector and accelerator
operation. The shift leader takes all the decisions and instructs the crew to ready the
detector for data recording or to keep it on standby. He is also responsible for communi-

cation with the RHIC Main Control Room.

This was a good chance to familiarize with operation of the entire STAR detector and its

subsystems. Thus, the author is experienced with the technical aspects of the detector operation
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as well as leadership of an international team. Author’s contribution to STAR also included

supervising students.

4.4.2 Development of a detector response simulator for the Intermediate

Silicon Tracker

Another part of involvement in the service work for STAR was the development of the response
simulator for the Intermediate Silicon Tracker (IST), a so called IST Slow Simulator (Stlst-
SlowSimMaker) [[142]. This is part of the HFT project, which is an important upgrade of the
STAR tracking capabilities. The requirements for the IST Slow Simulator were as follows.
First it had to be integrated with the IST offline reconstruction chain software. Second, it had
to be integrated into STAR simulation package Starsim (an interface to GEANT3). Figure 4.19]

shows the structure of the IST offline reconstruction chain, including the IST Slow Simulator.

StMclstHit

[ stistSlowSimMaker |

v
-—>[ StIstRawHitMaker H StlstRawHit (rawADC)] |

StIstRawHit

StIstCollection
[ StIstClusterMaker ] (MC)

i

StIstCollection

I
i

StIstCluster

[ sustHitMaker |

StlstHit

I

Figure 4.19: The structure of the IST offline reconstruction chain. After addition of the IST Slow
Simulator, the StIstRawHitMaker had to be modified to include both raw real data and simulated raw hits

by the StIstSlowSimMaker.

The integration of the IST Slow Simulator was done by creating interfaces to the existing
IST data structures for both pure simulation and embedding mode. An important feature of
the simulator is that it can access IST calibration database to get information about individual

channel’s gains, pedestal values and status (good or masked out).
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The main purpose of the detector response simulator is to read the ionization charge pro-
duced by particles in the GEANT simulation and distribute it among the IST pads. In order to
complete this task the simulator reads Monte Carlo (MC) hits from GEANT tables, which are
the output of the GEANT simulation. Next the simulated charge is distributed among the pads,
whose volume was traversed by the incident particle. The Figure shows the principle of
the IST Slow Simulator charge distribution alorithm. A straight line model was assumed for
the particle trajectory, because of very small thickness 300 um of a silicon sensor. A MC hit
contains information about the deposited energy dF, the distance traveled in the sensor active
volume d.S, local position X and local momentum p'in the coordinate system of the sensor. MC
Hits are always placed in the middle of the sensor’s height. For a passing particle the entrance
A, and exit A, points can be found by moving half the traveled distance from the local position

of the hit, eg:

istMcHit

local position, Exit point
local momentum,

step size dS,

energy/charge dE

particle

Entrance
point

Intersection
points with pad
borders

Figure 4.20: An illustration of the principle of charge distribution in IST Slow Simulator. Particles are
assumed to travel in a straight line through the silicon sensors along the local momentum vector p. The
ionization energy assigned to a pad is the fraction of the total energy dE. The fraction is calculated by

dividing the distance traveled in a pad by the entire path length 7&.

A,=x+L2 .4s 4.2)
|71

In order to divide the charge among the traversed pads, the intersection points of the par-

ticle’s trajectory and pad borders have to be found. The energy is divided among the pads
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according to the distance x; traveled in each of the pads crossed by the particle. The response

of the pad is calculated according to Equation 4.3 where ADCgraw is the response in ADC

450
80 keV

counts and fy py = is the energy to ADC recalculation factor [[143]]. The channel gain g
is read from the calibration database and is applied to model the running conditions, which may

change from run to run.

dFE
ADC = %xifMPvg_l (4.3)

The charge diffusion between the neighboring pads is not modeled and is negligible com-
pared to the pad dimensions [[144] of 600 pm x 6000 pum. Furthermore, the design of the pads
causes the most signal to be contained in 1 — 2 pads. To identify a particle in the simulation an
IdTruth value from the corresponding GEANT MC hit is saved for each pad. The IdTruth is
a particle’s unique identifier in the simulation and allows to trace the particle. This is later used
during the reconstruction stage and is important for the simulation-based efficiency studies. The
clustering algorithm in the StIstClusterMaker was also modified to propagate the IdTruth. In
case of merging 2 hits the IdTruth for the hit, the one with the largest ADC value is assumed.

The Figured.21|shows results of the IST simulation for both IST raw hits (StIstRawHit, red)
and IST reconstructed hits (StIstHit, blue). The reconstructed hits are obtained after running a
clustering algorithm, which adds together adjacent raw hits forming a single hit. The distribu-
tions presented in the figure are obtained after an incident angle correction, to take into account
the distance traveled by a particle in the silicon sensor. A depletion of raw hits for ADC < 400
is caused by the clustering algorithm, because a pad with low-ADC raw hits is typically adjacent
to a pad with high-ADC raw hit and only a small fraction of charge was deposited in the other
pad. Such raw hits are merged by the clustering algorithm. The reconstructed hit distribution
follows a Landau distribution.

The reconstructed hits positions distribution in the STAR global coordinate system from a
pure simulation is shown in Figure The blank horizontal lines are caused by the sensor
spacing, while the blank patches are caused by the masking out of bad or dead channels in the
calibration database.

In a pure simulation mode the IST reconstruction chain needs to read the MC hits from
GEANT tables, which are presented as MC data in Figure 4.19] In embedding mode, the chain
reads both real data in a raw DAQ file format and simulated MC hits from GEANT. The Stls-

tRawHitMaker was adopted to add together hits form the real data and the Slow Simulator.
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Figure 4.21: ADC distribution obtained from the IST Slow Simulator in the pure simulation mode.
The IST raw hits (red) and the IST reconstructed hits (blue) include an incident angle correction, which

corrects for the different distance traveled through the sensor by an incident particle.

Finally, the simulator can handle data in either zero suppression mode or non-zero suppression
mode.

I developed a helpful visualization software for the output of the IST reconstruction chain
to aid in the development of the IST Slow Simulator. It allowed a visual investigation of special
cases encountered in the simulation. An example of a primary 7" causing a knockout of parti-
cles from the Pixel detector material (not shown here) is presented in Figure 4.23] Only tracks
for particles of interest are drawn.

In summary, the IST Slow Simulator was developed and successfully tested. It has all the
needed functionality and performs as expected. Based on the software experience, a series of

tutorials for students were prepared 131, [136].

4.4.3 Validation of Pixel detector calibration software for bad pixel mask-
ing
Another important service task, in which the author was involved, was the validation of the bad

pixel masking code for the Pixel detector. This was a test, if the code works as expected, so

the requirements for the masking had already been determined. The software was developed by
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| Global ¢ vs. Global Z | hitGlobalPhiz
_‘E Entrles 6478460
Mean x -0.06321

Meany -0.6678
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Figure 4.22: Distribution of IST reconstructed hits positions in the STAR global coordinate system
produced in embedding mode. The distribution includes data from Au + Awu collisions at \/sSyy =
200 GeV collected in 2014 as well as simulated hits created by the IST slow simulator from embedded
pions. The blank horizontal lines are due to the sensor spacing. The blank boxes correspond to the bad

or dead channels disabled in the calibration database.

Michael Lomnitz and Guannan Xie of the STAR collaboration. There are a few categories of

masking for different Pixel detector structures: sensors, pixels, columns and rows.

4.4.3.1 Hot pixels

Hot pixels are defined by a condition set in Equation [4.4] , where N is the number of hits

in a pixel and V., is the number of events.

0.1 4.4
N > 4.4)
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e MC Hit

e REC Hit

Secondary
particles

Produced
hits

Figure 4.23: A helpful visualization of IST reconstruction chain output with a wireframe view of IST
geometry. It shows a simulated event, in which an initial 7 was absorbed in the Pixel material causing
a few knockout particles. Only tracks of particles of interest are drawn here. Different kinds of IST hits

are also shown.

4.4.3.2 Bad columns

Columns are marked as bad if they contain more than 200 hot pixels (=~ 20% of a column)

according to Equation @] [145]. Here, a number of hot pixels in a column is defined as Np,o1piz-

Nhotpiz > 200 (4.5)

If a number of entries in a column N is ~ 100 times higher than average column entries

(%) in the sensor it is also marked as bad according to Equation [145].

(4.6)

A column is marked as bad also if the number of entries in a column /V is greater than 10
times the average number of hits in columns for a sensor in that layer. This is done with a

condition set in Equation [145], where Ny is the number of hits in a sensor in the layer
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and 1000 is the approximate number of columns. The dead sensors are ignored.

Nhits
N > 10 4.7
Z 1000 .7

layer=1,2
Finally, a block of 50 consecutive columns is marked as bad if the content of each column is
lower than 10 times the average entries for a column in that sensor after masking. The described
condition is defined with the Equation [4.§] [145], where N; ., is the number of entries in a

sensor after masking.

NS
N < 10—zask 4.8
960N g (4.8)

4.4.3.3 Bad rows

Rows are marked as bad if a number of hits NV in them is larger than ~ 100 times the average
row content in a sensor. This is defined in Equation [4.9|[145], where N}, is the number of hits

in a sensor and 1000 is the approximate number of rows.

4.9)

Like for columns, the rows are marked as bad if their content is higher than the average
number of hits N;s per row in a sensor for that layer. The condition is set by the Equa-

tion [145]], where 928 is the number of rows.

N > 10 Z Niizs (4.10)

4.4.3.4 Sensor status

The sensor status is defined based on the number of hot or dead pixels as well as bad columns

and rows. The sensors are classified according to the categories listed below [1435]:
e Good sensor (G), if the number of bad columns and rows is < 5 (< 0.5% of the sensor).

e Good but hot sensor (H), if the number of bad columns and rows is < 50 (< 5% of the

Sensor).

e Non-uniform sensor (U), if the number of bad columns and rows is < 720 (< 75% of the

Sensor).
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Raw hit map: Sector 1, Ladder 1, Sensor 8
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Figure 4.24: Top: An example of a good but hot Pixel sensor before masking. Bottom: A test histogram

for the same sensor showing 14 masked out columns and a few hot pixels (blue).

e Low efficiency sensor (L), if the number of entries is < 1 after masking out bad rows and

columns.

e Bad sensor (B), if the number of hits per event is > 1000 after masking or number of bad

rows and columns is > 720 (> 75% of the sensor)

e Dead sensor (D), if the number of entries is 0.

The tests were done and small bugs were found independently by me and Michael Lom-
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Raw hit map: Sector 5, Ladder 1, Sensor 9
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Figure 4.25: Top: An example of a non-uniform Pixel sensor before masking. Bottom: A test histogram

for the same sensor. There are more than 50 bad columns and some hot pixels (blue).

nitz [146]] and corrected. In order to check if the code works properly a series of test histograms
were produced, where a status of the pixels, rows or columns was stored. This was compared

to the contents of the produced database tables. A few examples of the test are presented here.

The Figure [4.24]shows an example of a sensor marked as good but hot compared to the test

histogram. The masked out columns, rows and pixels are filled with negative values. The sensor
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Raw hit map: Sector 5, Ladder 1, Sensor 3
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Figure 4.26: An example of a Pixel sensor classified as bad due to a large number of hits per event.

contains 14 bad columns and a few hot pixels. This clearly classifies the sensor as good but hot
according to the assumed definition.

An example of a non-uniform sensor is shown in Figure There are more than 50 bad
columns found in this sensor.

The Figure shows a case of a bad sensor. This sensor has been marked as bad, because
of high number of hits per event (> 1000).

In summary, the validation of the PXL masking code was done successfully. The software

is working properly and was used for Pixel detector calibrations.

4.4.4 Endcap High Tower trigger preparation

The author was also involved in preparation of the EEMC based trigger (so called Endcap High
Tower or EHT) for B — J/v (non-prompt J/1)) decay studies [147]. The purpose of this
trigger was to increase the number of reconstructed J/¢) coming from B meson decays as well
as to broaden the y range for these studies from |y| < 1to —1 < y < 2. It could also be useful
for other studies. To distinguish non-prompt .J/¢ from prompt J/v) a pseudo-proper decay
length cut has to be used utilizing the HFT tracking for at least one electron.

An efficiency study using PYTHIA v8.180 [85]] event generator was performed to determine
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Figure 4.27: Left: J/v y distribution from PYTHIA for .J/% triggered with BEMC: prompt (black)
and non-prompt (red) as well as EEMC triggered, with one electron reconstructed with the TPC: prompt
(blue) and non-prompt (green). Right: Trigger efficiency estimated with PYTHIA for prompt J/v vs.
p7 cut in 3 cases: BEMC triggered (black), EEMC triggered with one electron reconstructed in the TPC
(red) and BEMC triggered with both e™e™ in the STAR acceptance (blue).

the optimal trigger threshold corresponding to a cut on electron transverse energy £7. The
Figure 4.27]left) shows the y distributions of .J/¢) from B decays as well as all other J/1 in
two cases: BEMC triggered and EEMC triggered with one of the decay electrons reconstructed

in the TPC. A clear gain is visible in the latter case.

| EEMC tower transverse energy vs ADC | I EEMC tower transverse energy vs ADC |
= S T T T T T T 107 — 350 T T T T T T ]
© o ADC=a x Er+b
6 Q | T -
% 4t 10 A 3001 2 - 68.36 + 0.87 [ADC/GeV)
wl 10° < 50k b=19 14511 4
3 10° 200 -
2 10° 150~ 4
10° 100~ n
1_
. 10 501 -
0 1 1 1 1 1 1 1 1 0 1 1
0 50 100 150 200 250 300 350 400

D 05 1 15 2 25 3 35 4 45
ADC [1] E, [GeV]

Figure 4.28: Left: A 2D histogram of ADC and E7 obtained from Run10 min-bias Au + Aw collisions
at ./synv = 200 GeV. Right: A profile of the same histogram with a linear fit used to obtain the
ADC x Er dependence.

The efficiency was studied as a function of the electron p5. cut, which is p5. ~ Ef. It is
shown in Figure 4.27(right). A study with the real data allowed to determine the ADC < Er
value, to be used as a trigger threshold. This study was done using min-bias Au + Aw collisions

at /syn = 200GeV collected in 2010. The Figure left) presents the 2D histogram of ADC
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and Er. A linear fit is done to the profile of this histogram, which is shown in Figure 4.28(right)

to extract the relation between ADC and Er.
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Figure 4.29: Left: Endcap High Tower trigger efficiency vs ADC for Au + Au events at \/syy =
200 GeV. Right: EHT trigger efficiency vs. Er.
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Figure 4.30: FE7 distribution of EEMC hits for the data recorded by the EHT trigger. The jump around
Er > 4 GeV is related to the EHT trigger effect.

The analysis of the data also allowed to calculate the efficiency for events, when applying
an ADC or Er cut. This is shown in Figure It was crucial for estimating the trigger
rate. For an Ep threshold of 4 GeV, and assuming the maximum collision rate for Au + Au
to be 50 kHz, the trigger rate was estimated to be 93.2 4+ 2.8 kHz at most. This was deemed
acceptable by the STAR trigger board, so an Er > 4 GeV threshold was chosen. It corresponds
to the ADC = 274.6 £ 3.7.

The trigger was successfully implemented and recorded data from Au + Aw collisions at
Vsnn = 200GeV. A quick test was done using a fast offline production (reconstruction) of the

data, which used a basic set of calibrations. The Figure 4.30[shows an E7 distribution of EEMC
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hits for EHT-triggered data. The trigger effect can be seen around E7 =~ 4 GeV, as the events
were required to contain at least one hit in an EEMC tower above this value to be recorded. The

values below Er ~ 4 GeV originate from the underlying event.
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Data analysis for 1" production studies

5.1 Software tools

Data analysis is performed using software written in C++ programming language. The analysis
codes use the ROOT [135] and root4star data analysis framework and library.

The software had to be developed specifically for this analysis, but some basic parts were
available to the members of the STAR Collaboration as part of internal CVS (Concurrent Ver-

sions System) [[148] repository [[149].

5.2 Data set

The data used in the 7" analysis consists of 156 M p+ p events recorded by the STAR experiment
using the Barrel High Tower (BHT1) trigger during 2011 run (Runl1) at center-of-mass colli-
sion energy of v/s = 500GeV. The trigger required a coincidence of hits in both BBC disks and
a high energy hit (£ =~ 4.6 GeV) in a BEMC tower. It is implemented at the LO level (lowest
level) of trigger electronics. The integrated luminosity for this trigger is [ £dt = 22 pb~'. The
analysis is performed on the reconstructed data, which size is ~ 285 TB. The reconstruction
procedure includes track, vertex finding, calibrations etc. as described in Section @ It allows

to extract the information relevant for the physics analysis from the raw data.

Collision type p+p

Center-of-mass energy | +/s = 500 GeV

Number of events 156 M

Integrated luminosity | [ Ldt =22 pb™!
Triggerld 320501, 330501

Table 5.1: Summary of the Runl1 data set used for 7" studies.
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5.3 Event selection

Events are selected by requiring the default primary Vertexﬂ to be within |V,| < 40 cm of the
TPC center along the z-axis (beam axis). This ensures uniform acceptance for tracks originating
from that vertex. Figure [5.I[left) shows the V. distribution for all events (black) and those

passing |V,| < 40 cm cut (red).
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Figure 5.1: Left: Distribution of primary vertex z-position (V) for all events (black) and those selected

for further analysis (red). Right: Distribution of accepted primary tracks for selected events.

The number of reconstructed primary tracks, passing quality cuts (see Subsection[5.4.1)), for

selected events is shown in Figure [5.T{right).

cut value

Events available 156 M

Primary vertex cut | |V.| < 40 cm

Events passing cuts 92 M

Table 5.2: Summary of the Runl1 event cuts used for 7" analysis.

A summary of the event selection is shown in Table [5.2]

5.4 Track selection

In order to reconstruct 1" candidates, electron and positron tracks have to be selected and com-

bined into pairs. The proper track quality is ensured by the track quality cuts described in

IThere may be multiple vertices reconstructed in a single event, a default vertex is the highest quality vertex
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Subsection [5.4.1] The electron identification cuts are described in Subsection [5.4.2] Moreover,

a set of kinematic cuts are applied to reject background. These are described in Section[5.4.3]

5.4.1 Track quality cuts

Track quality cuts are important for the quality of the entire analysis. Badly fit tracks and
pile-up effects have to be avoided. Pile-up tracks or vertices are those which are coming from
multiple events happening during a single sequence of TPC readout. These are all reconstructed
within a single event and are unrelated to the event of interest, which fired the trigger. Pile-up
is a problem at high luminosity, with p 4+ p collisions happening at a rate of ~ 1 MHz. This
is in sharp contrast to the typical TPC readout rate of ~ 1 kHz. Pile-up tracks are removed
by a flag < 1000 cut. A track flag is assigned as an output of track fitting procedure, per-
formed by the tracking algorithm, and is a basic evaluation of the track quality. Bad fits are
rejected with flag > 0. Also, flag = 701,801, 901 indicate Forward Time Projection Cham-
ber (FTPC) [150] tracks and beam background tracks.

To reconstruct a good track a sufficient number of points are needed in the helix fit (nF'it Pts).

1
vVnFitPts

gorithm may split tracks, which are in fact a single one. By requiring that the ratio of points

This ensures a good momentum resolution, as ‘2’% o' . Furthermore, the tracking al-

nFitPts

used in the fit to the maximum possible —=-5- 71—

> (.52 such tracks are rejected. In addition

al < ‘fl—f < 6 keV cut is applied to reject bad or too high ‘fl—f values, not useful for further
analysis. Low-pr tracks, which barely reach TPC are also rejected with pr > 0.2 GeV /c.
Pile-up may affect the reconstructed 7" signal. In order to check this effect a reference
multiplicity (refMult) dependence on BBC coincidence rate is plotted in Figure[5.2(left). The
reference multiplicity is defined as tracks with flag > 0, nF'it Pts > 10, |eta| < 0.5, DCA <
3 cm. A profile of the distribution is drawn (black). It shows a rise of refMult at large
values of BBC coincidence rate. The BBC coincidence rate is proportional to collision rate and
as its value increases, so does the likelihood of pile-up. This causes the pile-up tracks to be
incorrectly reconstructed as originating from the primary vertex. For the multiplicity dependent
studies it was required to use TOF matched tracks (7'o f Mult) to reduce the influence of pile-
up. TOF is a fast detector, and can remove pile-up tracks. This is done by selecting tracks with:
TofMatchFlag > 0, nFitPts > 15, |n| < 1, pr > 0.2, DCA < 0.5 cm, where DC'A is the

distance of closest approach of a track to the primary vertex (P.V.). These values are unified for

different measurements in STAR and are summarized in Table 5.4l
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Figure [5.2fright) shows the T'of Mult vs. BBC coincidence rate. A profile (black) shows
slight decrease at high BBC rates, because the track reconstruction efficiency drops as the TPC

occupancy increases. This is corrected for as described in Section[5.6]
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Figure 5.2: Left: Dependence of reference multiplicity (refMwult) on the BBC coincidence rate. The
black line is a profile of the distribution. A rise for large values of BBC rate is due to pile-up tracks
wrongly associated to the primary vertex. Right: Dependence of number of tracks matched to TOF
(Tof Mult) on the BBC coincidence rate. A profile is plotted in black. It shows a decrease caused by

lowering of reconstruction efficiency due to high TPC occupancy.

Pile-up however is very unlikely to affect measured 7" yield, as a production per event is
very low, on the order of 1078 [151]]. The probability of observing 2 such independent events
happening in coincidence would be on the order 1076, However, a dependence of number of

T candidates on the BBC rate was also investigated as shown in Figure [5.4 No dependence is

observed.
cut value purpose
0 < flag < 1000, | Reject tracks recognized as pile-up,
Track flag
flag # 701,801,901 badly fit or non-TPC tracks
Transverse momentum | pr > 0.2 GeV/c Reject short, low-pr tracks

) Reject tracks with low number of
Number of fit points | nFitPts > 20

hits used in the fit

.. } Fitp . .
Fit points ratio —t e > (.52 Avoid split tracks
Energy loss 0< % < 6 keV Reject tracks with bad % value

Table 5.3: Summary of the track quality cuts used for 7" studies.

A summary of all track quality cuts is shown in Table[5.3]
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Transverse momentum pr > 0.2GeV/c
Pseudorapidity In| < 1.0
Number of fit points nFitPts > 15

Distance of closest approach to the P.V. DCA < 0.5¢cm
TOF matching TofMatchFlag > 0

Table 5.4: Summary of the TOF multiplicity (Tof Mwult) definition used for multiplicity-dependent

studies.

5.4.2 Electron identification cuts

To identify electrons, information from both TPC and BEMC is used. Electrons can be identi-

fied with the TPC ‘fi—f, which is recalculated into no, with the Equation

dE

no., = In #/UTPC (5.1

dzx lexpected

B je

dFE : .
Here, the 7 is the measured value, while 2|2, .4

is the expected value for an electron by
the Bichsel function [152,153]]. The orpc is the % resolution of the TPC. Basically, the no.
value indicates how much, in terms of detector resolution, the measured % value differs from
the expected value. Electrons are selected by requiring —1.2 < no, < 3.0.

To further improve identification, the tracks are projected to the BEMC to find hit towers
and clusters. The energy Erow is extracted from the tower pointed by a track. In addition,
the algorithm looks for the 2 highest energy towers adjacent to the struck tower. The energy of
towers in the cluster is added together to form Exy. Also, a center of the cluster is determined
as a weighed average of the tower positions in (7, ¢), using the tower energy as a weight. This

allows to calculate the distance Rg;p between the center of a cluster and track projection on

SMD layer (An, A¢) with the Equation

Rsyp = v An? + A¢? (5.2)

Electron selection with the BEMC is done by requiring Rsy/p < 0.028 to remove tracks
randomly matched to BEMC signal from 7°, . Moreover, a %TC% > (.5 cut is used to select
electron clusters, which contain a large fraction of Ex in a single tower. Also, for electrons
% ~ lc, which leads to selecting 0.55 < % < 1.45, where p is the TPC track momentum.

Electron identification cuts are summarized in the Table
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cut value purpose

Energy loss in the TPC gas | —1.2 < no. < 3.0 Identity electrons with the TPC

Distance between track pro-
Ensure track matching to the corre-
jection and center of a clus- | Rgyp < 0.028
sponding cluster

ter
Tower energy fraction %TC% > 0.5 Select compact towers
Energy to momentum ratio | 0.55 < % < 145 Additional rejection of hadrons

Table 5.5: Summary of the electron identification cuts.

5.4.3 Kinematic cuts

The basic purpose of the kinematic cuts is to reject background and streamline analysis. First
of all, a track is matched to the BEMC tower, which fired the trigger. The value of DS M adc,
which is a hit energy converted to a truncated 6-bit ADC' value. DSMadc is used by the
LO trigger logic of the BHT1 trigger to decide online whether the event satisfied a thresh-
old of DSMadc > 18 (F =~ 4.6 GeV). At least one track from each event has to satisfy
DSMadc > 18 condition. However, during offline analysis the D.SMadc is calibrated using
more precise offline calibrations instead of the online values. Figure shows (7, ¢) positions
of clusters containing a maximum DS Madc LO tower for an event. Empty areas in the distri-
bution are corresponding to towers that had been masked during calibration or turned off during

data taking.

An additional pr > 1 GeV /c cut is applied for a partner track, which forms a pair together

with the track, matched to LO tower. This is done in order to reject background.

cut value purpose

Select track that satisfies the trigger
DSMadc DSMadc > 18
requirements

Partner track pr | pr > 1 GeV/c Reduce background

Table 5.6: Summary of the kinematic cuts.

All kinematic cuts are listed in the Table
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Figure 5.3: Distribution of clusters positions in (7, ¢), which contain maximum DS M adc LO tower in

an event. The empty patches are due to offline or masked out towers.

5.5 Signal extraction

In order to extract the 7" signal, a resonance peak in an invariant mass of ete™ pairs has to be
observed. The yield of 7" is determined statistically. The signal is reconstructed by combining
trigger and partner track candidates into e™e~ (unlike-sign) pairs. An invariant mass 1., is
calculated for each pair with the Equation [5.3] and a distribution is made. Such a distribution
contains 1" signal and 2 types of background: combinatorial and correlated backgrounds. Com-
binatorial background is estimated by using a sum of like-sign pairs Nog = Ne+eo++Ne——. The
correlated background has to be estimated using a fit that includes Drell-Yan (¢g — e*e™) [154]]

process and bb — BB — ete™ + X.

mee =\ (Ey + B2)* — (5 + 1)’ (5.3)

In the above equation, the F4, F» are energies and p;, p> and momenta of the particles
forming the pair.

The m.. distribution for both unlike-sign (red points) and like-sign (blue points) pairs is
presented in Figure[5.5] These distributions are fitted simultaneously using likelihood fits with
RooFit [155] [156]. This has an advantage of extracting maximum information from these dis-
tributions compared to the background subtraction method. The fit components are described

in one of the next paragraphs in detail and are listed below:

Toe)

e Combinatorial background (CB): fop = Nep - exp(
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Figure 5.4: Dependence of 1" candidates on BBC coincidence rate. The 1" candidates here were selected
by making e e~ pairs, which satisfy initial identification cuts for both electrons: p > 1 GeV/c, —2 <
no. < 3, % < 3, Rsyp < 0.04, a match to the BEMC tower which fired the trigger for at least

one of them and an invariant mass cut of 5 < me. < 20 GeV/ c2. The cuts are described in detail in

Section @
A

e Correlated background: Drell-Yan (DY) and bb: fi5, oy = Nypiny a ;rn?:e o

e Signal: T(15) + 1 (25) + 7(395): 3 Crystal Ball functions [157,[158]

e Trigger turn-on (only for 0 < pr < 2 GeV/c): fer, = f mee o=t dt multiplied by

background functions

The fit is done in the invariant mass range 6.6 < me. < 15.4 GeV/ ¢? in order to use as
much information as possible, while keeping the fit not too complicated. The fits are done
in 7 pr bins (0 — 10 GeV/c, 4 — 10 GeV/c, 0 — 2 GeV/c, 2 — 4 GeV/c, 4 — 6 GeV/c,
6 —8GeV/c,8 —10GeV/c), 3 ybins (Jy| < 1,|y] < 0.5,0.5 < |y| < 1) and 5 T'of Mult bins
(0—100,0—4,4—8,8—12,12—100) for a total of 105 fits. The p; dependence, y dependence
and T'of Mult dependence of 1" signal are presented in Figure 5.6, Figure and Figure
respectively.

The initial parameters for the Drell-Yan and bb background are set by fitting the bb —
BB — eTe invariant mass distributions from a PYTHIAS simulation [159]. This assumes
that Drell-Yan has the same shape as bb or has a negligible contribution to the background. A
STAR measurement confirms that both cross sections are strongly correlated [[160]. The fits are
presented in Appendix [A] During fitting, the B = 30 is fixed, as it simplifies the fit function
while providing a good description of the simulations. This parameter is then varied to estimate

the systematic uncertainty related to fixing it. For details see Section In addition, the C'
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Figure 5.5: Invariant mass mee distribution for unlike-sign (red points) and like-sign (blue points)
pairs. The curves correspond to combinatorial background (blue), correlated background (black), 7°(15)

(green), 7(2S) (orange), 7(3S) (purple). The total (red) is a sum of the above components.

parameter is fixed with the value obtained for the pr-integrated distribution.

The shapes of the Crystal Ball functions are determined from the fit to the simulated 7" —
ete™ decays from embedded into real data. Details of the procedure are described in Sec-
tion These include momentum resolution from MC simulation as well as an additional

gaussian smearing of the electron pr. For details see Section [5.6.5|or Appendix

Finally, the excited to ground state 7" ratios from fits to the world data are used as starting

parameters for ratios between yields of each of the 7" states [82].

After successful fits, the 7°(15 + 25 + 395) yield is calculated in the invariant mass range
8.8 < me, < 11 GeV/c? by integrating unlike-sign counts and subtracting both combinato-
rial and correlated backgrounds. The yield of 7°(1S) is calculated in the range 8.8 < m,, <
9.8GeV /c?, the T'(25) in 9.8 < m,, < 10.2GeV/c? and 7'(35) in 10.2 < m,. < 10.8GeV /c2.
These yields are corrected for the contribution of other 1" states based on the signal from Crystal
Ball fits - a purity correction. Also, an invariant mass cut efficiency correction is applied for
each of the states separately and to a combined 7°(1.5+2S5+35) yield. The details are described
in Section[5.6.6] The extracted yield can be found in the Appendix [D]

Finally, the signal from counts and fits as well as ratios of 1" states from counts and from

fits are corrected with the reconstruction efficiency for each of the states, which is described
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Figure 5.6: Invariant mass distributions |y| < 1,0 < Tof Mwult < 100

taking into account correlations between fit parameters.
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Figure 5.8: Invariant mass of e*e™ pairs for different event TOF multiplicity ranges.

5.6 Efficiency corrections

The results measured by the detector are affected by various effects related to the detector

efficiency, acceptance, and data taking conditions. These include effects of the track density,
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pile-up, dead channels, etc. All these effects have to be corrected in order to obtain the real,
unbiased results. The corrections are determined with the help of Monte Carlo (MC) simulations
using embedding technique described in Section[d.3] This technique combines the data and MC
simulations. The simulated 7’(nS) — eTe™ decays are embedded [161] in the real data and
reconstructed together with the same detector calibrations settings as the real data. In this way,
the characteristics of the data taking conditions are reflected in the simulations.

Typically in Monte Carlo studies the efficiencies are calculated as a ratio of MC tracks pass-
ing a particular cut to all MC tracks as a function of variable of interest eg. pr. The uncertainties

on the efficiency are calculated using a binomial distribution [162].

5.6.1 Electron identification efficiency

The electron identification efficiency is calculated using a data-driven method. Space charge
accumulation in the TPC and % calibrations affect the no, distribution and efficiency. In order
to calculate the no. cut efficiency a high-purity electron sample has to be obtained. This is
done by selecting electrons from v — e*e™ conversions or so called photonic electrons. Such
electron pairs have typically low invariant mass of around m.. < 0.4 GeV/c?. These also

include n — eTe™ and m° — e*e™ decays.

cut value purpose
Invariant mass Mee < 0.04 GeV /c? Select electrons from v — ete™
Reject tracks not used in the analy-
Momentum p>1GeV/e _
sis
Partner no, |no.| <3 Increase purity
Cluster to projection distance | Rgyp < 0.028 Select tracks matched to clusters
Tower energy fraction % > 0.5 Select compact towers
Energy to momentum ratio | (.55 < % < 1.45 Select electrons

Table 5.7: Summary of the cuts used for no. cut efficiency studies with v — ete™.

In the electron identification efficiency analysis, the e*e™ pairs are selected with the cuts
listed in the Table [5.71
A no. electron distribution is made using both electrons from the selected pairs.

A Gaussian is fitted to no, distribution for photonic electrons in single electron p bins as
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Figure 5.9: [5.9af Example of a Gaussian fit (red) to no, distribution from photonic electrons (black)

with 7 < p < 8 GeV/ec. Mean of a Gaussian from fits to no. for photonic electrons (red).
Fit constraints (red dashed lines) and a fit to determine the starting parameters (black dashed line) are
also shown. Width of a Gaussian from fits to no, for photonic electrons (red). [5.9d} Yield from

Gaussian fits to no, for photonic electrons (red). Also shown are the fit constraints (red dashed lines).

shown in Figure [5.9a Fits are done with the likelihood method using RooFit [[155] [156]. The
rest of the fits can be found in the Appendix [B] The Figures [5.9b] [5.9¢| [5.9d show mean .,

width o, and yield NV, respectively.

Finally, the efficiency is calculated with the Equation

. ffl_g fGauss (nUe)dnae

N f_JroOoo fGauss (nde)dnae

(5.4)

The function fg..ss above is the fitted Gaussian. The uncertainties are calculated using a
binomial distribution [162]. A 3¢ uncertainty on the fit is included as a systematic uncertainty
on the 7" yield, which is described in Section The resulting efficiency is used to calculate

electron and 7" reconstruction efficiency.
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Figure 5.10: Efficiency of no, cut (red) calculated from fits to no, distributions from photonic electrons.

A linear fit to the efficiency (blue solid line) and 3o uncertainty (dashed blue line) are also presented.

5.6.2 7T pr and y spectra in simulation

In embedding, the simulated 7" have flat p; and y distributions in order to ensure reasonable
precision of efficiency calculation for the whole py and y range used in the analysis. These

distributions are weighed to reflect the realistic spectra using the Equation[5.5]

pr

epT/TnS —+ 1 (5'5)

w(pTa y) = fGauss(ya on = O, o = 145) .

In the above equation, the 0 = 1.45 £ 0.15 is determined with PYTHIAS simulation [163,
164]. The 7,5 is the slope parameter determined from a fit to CDF data [80] for each of the
T (nS) states separately. These fits are shown in Figure A logarithmic function fj,, =
aln(y/s) + bis fitted to the /s dependence of T} from ISR [79], CDF [80] and CMS [165] as
presented in Figure It is used to extrapolate the slope parameters to /s = 500 GeV.

The fit was used to extrapolate the obtained values of T},5 to v/s = 500 GeV. This resulted
in T1g = 1.53507 GeV /¢, Tog = 1.60485 GeV /c and T35 = 1.67462 GeV /c. The weights are
applied during the electron and 7" reconstruction efficiencies calculation and lineshape determi-

nation.

5.6.3 Electron efficiencies

Single electron and positron reconstruction efficiencies are calculated by applying the same cuts

used in the data to the reconstructed tracks in embedding. The Figure [5.12] shows each of the

90



5.6. EFFICIENCY CORRECTIONS

CDF T data
S T s 3
) CDF, PRL 88 161802 (2002) %) )
102 = s T(18)T=22 0] [J ISR, PLB 90 481 (1980) O
2 ~ 2.5
= m T(28), T=23 = B CDF, PRL 88 161802 (2002)
[=5 - —
3 T(38), T=2.4 O CMS, PRD 83 112004 (2011
% Ap, 2
exp[pT.l'T)+1
10 1.5
1_
Y, Slopes of p, spectra
0.5
1
T P IR PR DU A W (I 0 107 10° 4
0 2 4 6 8 10 12 14 16 18 20
P, (GeVIc) (s (GeVf’
(a) (b)

Figure 5.11: |5.11a; The pr spectrum measured by the CDF [80] for 7°(15) (blue circles), 7°(2S) (red

squares) and 7°(35) (black triangles) [81]]. The lines are exponential functions (black lines) fitted to each
of the 1" states. The dependence of slope parameter 775 on /s. Presented here are results from
ISR [79], CDF [80] and CMS [165] fitted with a logarithmic function f,, [81].

efficiency components as successive cuts are applied in order to calculate the reconstruction ef-
ficiency (red). Both electron (left) and positron (right) efficiencies are shown. The uncertainties
on the efficiency are also calculated using a binomial distribution [[162]]. An error function and

a constant is fitted to the reconstruction efficiency (teal curve).
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Figure 5.12: Electron (left) and positron (right) efficiencies from embedding. It shows electron or
positron pr dependence of efficiency which includes the components: acceptance and tracking (black),
%TC% cut (blue), % cut (green), Rgasp cut (orange), no. cut and match to LO tower (red). The total

efficiency is fitted with the error function and a constant (teal curve).
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5.6.4 7 efficiencies

Similarly to the single electron efficiency, the 7" reconstruction efficiency is calculated by apply-

ing the same set of cuts to the e™e™ from 1" decays. These efficiencies are calculated separately

for T'(15), Y (2S) and 7°(35) states as shown in Figures [5.13] [5.14} [5.15| respectively. Again,

the uncertainties are calculated with the binomial distribution [[162].
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Figure 5.13: 7°(15) efficiencies from embedding. Shown above are the pr-dependent efficiencies which

includes components: LO cut (black), acceptance and tracking (blue), ETOW and ECpLU cuts (green),

Rgsnrp cut (orange), no. (red).

The pr dependence and y dependence of the efficiency is investigated. As expected, the
efficiency is larger for |y| < 0.5 than 0.5 < |y| < 1.0 due to limited acceptance effects. That
is, electrons from 7" decays in 0.5 < |y| < 1.0 have large p,, thus being more likely to fall out
of acceptance of the TPC than those with p, ~ 0 for 7" with |y| < 0.5. Also, the efficiency

increases as the 1" pr increases.

The above efficiencies are used to correct the reconstructed 7" signal.
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Figure 5.14: 1°(25) efficiencies from embedding. Shown above are the pr-dependent efficiencies which

includes components: LO cut (black), acceptance and tracking (blue), %TCOLV; and ECpLU cuts (green),

Rsarp cut (orange), no. (red).

5.6.5 Addition smearing of electron pr

The embeddings in STAR result in too narrow lineshapes of 7" and .J/v¢) compared to the ob-
served signal in the data. This has to be corrected by adding a component to smear the electron

momentum resolution. It is done by using a Gaussian smearing of electron py. A phendom

is generated from a Gaussian, with a width set to “;pTT) = a - pr. This is then added to the

reconstructed momentum p™F¢ to the p*°*" using Equation

e A S
pyer = pyftC e - pt€ - sin(¢M€) (5.6)

pimeer = plFe  phendom . pal@ - sinh(n™)
Where p}© is the pr of the Monte Carlo track and n*¢, ¢ are 1 and ¢ of the Monte
Carlo track. The a parameter is determined by performing a x? scan in search for the best fit

between smeared .J/v lineshape from embedding and data [166] [167]. J/v is used over T°
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Figure 5.15: 1°(35) efficiencies from embedding. Shown above are the pr-dependent efficiencies which

includes components: LO cut (black), acceptance and tracking (blue), %TCOLV; and ECpLU cuts (green),

Rsarp cut (orange), no. (red).

because of larger yields in the data, which can be used to constrain the smearing parameter..
Figure shows the comparison of .J/v) widths obtained from Crystal Ball fits to embedding
and data. Figure presents the dependence of y? on a parameter. The best fit is found to be
a = 0.29370012%. The uncertainties on a are included in systematic uncertainty as described

in Section 5.7.41

5.6.6 7T lineshapes

Lineshapes from embedding are used to help the fitting of the invariant mass distributions in the
data. These are modeled by Crystal Ball functions [[157, 158]. In order to fix the parameters of
Crystal Ball functions for each of the 7" states, the m.. distributions from embedding are fitted
separately. Additional smearing of the electron p is included in the m,, distributions. The fits
are done using likelihood method with RooFit and can be found in the Appendix|[C| An example
fit is shown in Figure The lineshape is well described by the Crystal Ball.
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Figure 5.16: Left: Comparison of .J /¢ width (o’ /%) from data [[166,167] and embedding. Shown here,
are the results of fits to the .J /¢ distributions in the data using: Crystal Ball function (black), Crystal Ball
with fixed tail parameters (green), Gaussian (blue). This is compared to a Crystal Ball fit to distributions
from embedding with additional smearing (red). Right: x? values of fit of the pr dependence of .J /1)

width from smeared embedding and data.
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Figure 5.17: Invariant mass distribution for 7°(1S) — ete™ from smeared embedding (black) fitted

with a Crystal Ball function (blue line).

In addition, the fitted functions are used to calculate the invariant mass cut efficiency, which
is shown in Figure [5.18 Correlations between fit parameters are included in the uncertainty
calculation for the efficiency. The signal calculated by integrating counts in a given range is

then corrected for m.. cut efficiency.
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Figure 5.18: Mass cut efficiencies for 7°(15) (|5.18a), 7°(2S) (|5.18b) and 7°(3S) ([5.18¢c). The pr

dependent (green) and pr-integrated (blue) efficiency is shown.

5.6.7 Finite bin width correction

To properly present the corrected yield in wide py bins, a finite bin width correction has to
be applied [168]]. This is done by fitting a function (blue), which describes the data, as can
be seen in Figure [5.19]to the corrected yield (black). In this case it is a power law function:
flpr) = _Apr (blue). The corrected points (red) are placed in p$™", which is calculated with

ePT/T 41

Equation[5.7] This is done separately for 7°(1S + 25 + 3S5), 7°(15) and 7°(2S + 3S) yields.

1P
f7™) =

~ Apr Sy pr)dpr o

5.6.8 Multiplicity efficiency correction

In order to reconstruct the true multiplicity dependence of the 7" production for event activity
studies, a reconstruction efficiency and trigger efficiency correction is needed. The reconstruc-

tion efficiency correction is done using the Unfolding method with the RooUnfold [169, 170]
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Figure 5.19: 7T corrected yield vs. pr (black) fitted with at power law function (blue). The points are

shifted in pr to corrected positions (red) based on the fits.

package. It is a method for reconstructing a true distribution 7; of a variable of interest out of a
measured distribution M using a response matrix [2 as in Equation

M, = RyT, (5.8)

The response matrix is determined using Monte Carlo simulation and can include the effects
of efficiency, bias and resolution. Uncertainties in the measured distribution are taken into
account during the unfolding. This is done by using the RooUnfoldBayes algorithm [171]],
which applies Bayes’s Theorem in successive iterations to obtain the true distribution. Here, 4
iterations are used and the dependence of results on number of iterations is studied as part of
systematic uncertainty.

In this case, the response matrix maps the measured 7'o f M ult distribution into the true Ny,
distribution. Such a correction is done both for 7" distribution and event 7o f M ult distribution.
Because of the high luminosity in the Runl1 data, the Run09 Min-Bias data is used instead for
the event T'o f Mwlt distribution in order to minimize the pile-up effect and get the least biased
distribution. Low-luminosity data allowed for a T'o f Mult definition with a wider DC'A < 1cm

cut compared to Runl1 (see Table [5.4)). This allows for a more stable event activity measure.
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In Runl1 a more strict cut was applied to reduce the effect of pile-up.
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Figure 5.20: Figure|5.20a; Tracking efficiency for pions (black), kaons (red) and protons (green) from
Run09 embedding. The purple line is the TOF matching efficiency [167]. Figure [5.20b} Tracking

efficiency for pions (black), kaons (red) and protons (green) from Runl1 embedding. The purple line is
the TOF matching efficiency [167].

The response matrices are determined by using 2 separate PYTHIAS8 simulations for Min-
Bias Run09 and BHT1 Runl1 parts. The latter uses the STAR Heavy Flavor Tune [172] and is
set to generate 1" events. Each of the simulations uses pion, kaon and proton tracking efficiencies
calculated from embedding as well as TOF matching efficiency [167]]. These efficiencies are
shown in Figure[5.20] Also, a pile-up correction is applied using efficiency weights vs. number
of global tracks [[167]. The resulting response matrices are shown in Figure[5.21] For measured
T distribution, the binning is set to 0 — 4,4 — 8,8 — 12, 12 — 30, while the unfolded distribution
is presented in 0 — 7,7 — 14,14 — 21,21 — 56,56 — 100. The last bin is discarded, because of
very low content. The bins are chosen to be an integer multiple of mean multiplicity in unfolded
Min-Bias distribution (N,,) = 7.67.

The unfolded distributions are corrected with the BBC trigger and vertex reconstruction
efficiency, shown in Figure [5.22] These are obtained from PYTHIAS simulation of the STAR
detector response with full reconstruction. For Runl1 data, the simulation used STAR Heavy
Flavor Tune of 7" production embedded into zero-bias events. The zero-bias events are obtained
by registering collisions at a fixed rate, synchronized with a bunch crossing, instead of relying
on a trigger. This is in order to avoid any possible trigger bias. However, in case of Run(9,
there was not enough zero-bias events for embedding, so a pure simulation and reconstruction
was done.

The unfolded distributions after BBC trigger and vertex reconstruction efficiency correc-
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Figure 5.21: Figure|5.21a; Response matrix for Min-Bias events. Figure [5.21bf Response matrix for 7

events.
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Figure 5.22: Figure|5.22af BBC trigger (blue), vertex (green) reconstruction efficiency and total (black)

as a function of number of MC tracks NNV, C]\}/l[ ¢ from Min-Bias Run09 simulation. Figure |5.22bf BBC
trigger (blue), vertex (green) reconstruction efficiency and total (black) as a function of number of MC

tracks N C]‘}{ ¢ from BHT1 Runl1 Zero-Bias embedding.

tions are presented in Figure [5.23]

5.7 Systematic uncertainties

The systematic uncertainties on the 7 cross section measurement are estimated by comparing
the central value of the cross section and the one obtained by varying parameters, efficiencies,
using different methods, etc. Also, each contribution is symmetrized by assuming maximum

deviation [173]]. The effects quoted in the description below are on the integrated cross section.

99



CHAPTER 5. DATA ANALYSIS FOR 7 PRODUCTION STUDIES

TofMult unfolding TofMult unfolding Measured
n Measured » Unfolded
2 0E g 109 4 Measured Y O<p <10 GeV/c
e LF il Unfolded g 0K —+— Unfolded Y O<p <10 GeVic
w F w1t Measured Y (1S) 0<p <10 GeV/c
10° b, 107 —— Unfolded Y(18) 0<p <10 GeV/c
E L 10°
10* g‘ "____- 10° [
107 1oy
- o' -
10 1 102 = e
i ) E 10
10k L -~ I
I +'|'|‘| r
1 _l_u 1 1 1 1 1 1 10_| N R 1 1 1 1 1
0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80 90 100
TofMult TofMult
(a) (b)

Figure 5.23: Figure|5.23af Comparison of measured (green) and unfolded (blue) Min-Bias multiplic-

ity distributions. The unfolded distribution also includes BBC and vertex efficiency correction. Fig-
ure|5.23b; Comparison of measured (orange) and unfolded (red) 7" (closed diamonds) and 7°(15) (open
diamonds) distributions. The unfolded distributions are corrected for BBC and vertex efficiency. Also

shown, are the same Min-Bias distributions from Figure @, rebinned to match unfolded 7 bins.

5.7.1 Signal extraction from fit

In order to estimate the systematic uncertainty related to the signal extraction method the signal
calculated from histogram counts is compared to the value obtained from the fit. The compari-
son is done, because the signal from counts may be affected by fluctuations in the data, while the

lineshapes are affected by imperfections in the simulations. This affects the signal by +0.1%.

5.7.2 Fixing B parameter of correlated background

The B parameter of the correlated background function fy;, py in the fit to invariant mass
distribution is fixed to B = 30. To estimate the effect of this, the parameter is varied by

B = 30 + 15, resulting in +1.7% change of the cross section.

. T(25) ..
5.7.3 Fixing 7(39) ratio
The ratio ?ggg is set free in the signal fit. This is sensitive to fluctuations in the data. To

check the possible effect of fluctuations, the ratio is fixed to ;8?; = 0.679 [82]]. The 1" yield is
changed by +0.02%.

100



5.7. SYSTEMATIC UNCERTAINTIES

5.7.4 Additional smearing uncertainty

The uncertainty connected to the additional smearing of pr in simulation is estimated by taking
the upper limits on the smearing parameter a = 0.293700;2%. It changes the cross section by

+0.4%.

5.7.5 Tracking efficiency uncertainty

Track reconstruction is affected by the number of clusters in the TPC, which later end up as TPC
points. Possible differences in the STAR geometry description in the simulation and reality may
introduce systematic effects on the track reconstruction. Also, there may be imperfections in
the TPC response simulator, which affect the number of points. These effects are studied by

varying a cut nF'it Pts 4+ 2 in the simulation, resulting in £+1.3% effect on the 7" cross section.

5.7.6 71 spin aligment

The 7 spin alignment (also called polarization) affects the decay kinematics and may influence
the 7" reconstruction efficiency. If the spin of the 7 is preferentially aligned in some direction

with respect to it’s momentum, the angular distribution of e*te™ from 7" will reflect it.

w(0) =1+ Acos*(0) (5.9

This is described by Equation[5.9] where w is the weight and 6 is the angle between momen-
tum vector of e™ and momentum vector of 7. The cos(#) distribution in embedding is assumed
flat, which is consistent with CDF data [[1/4]. In order to check the effect of this assumption,
the A parameter in Equation[5.9]is varied with the 1o uncertainty of the CDF data. The value is

varied A = 0 £ 0.1 This results in +0.3% change in the 7" cross section.

5.7.7 Trigger efficiency

The BHT1 trigger efficiency systematic uncertainty is estimated by comparing ADC distribu-
tions between embedding and data. A 3% [151] shift is observed, which affects the efficiency

by +8.7%. This is the largest source of the systematic uncertainty in this study.
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5.7.8 Uncertainty on integrated luminosity

The luminosity is estimated using the BBC. The uncertainty on BBC efficiency affects the

integrated luminosity. It is 8% [175H177]] and is included as a global (correlated) uncertainty.

5.7.9 Vertex reconstruction efficiency

Uncertainty on vertex reconstruction efficiency is obtained from a study in Reference [151]]. It

is found to be +1% and is categorized as global.

5.7.10 no, efficiency uncertainty

The uncertainty connected to no, efficiency calculation is estimated by taking the upper and
lower limits of 30 confidence interval of the linear fit to the efficiency obtained from photonic
electrons. This is shown in Figure The effect is found to be £3.6% and is treated as a

global uncertainty.

5.7.11 Acceptance uncertainty

The acceptance uncertainty is estimated by masking BEMC towers in the simulation. This was

taken from the Reference [151]]. The effect is 3% and is treated as global.

5.7.12 Number of iterations for unfolding

The dependence on number of iterations during Bayesian unfolding for multiplicity dependent
studies is checked with 3, 6 and 8 iterations. The effect is on the normalized yield ranges from

0.6 — 1.7% and 0.1 — 0.3% on the normalized multiplicity.

5.7.13 Reconstruction efficiency vs. multiplicity

The 7 reconstruction efficiency from embedding is consistent with being constant in multi-
plicity. A linear fit is done as shown in Figure [5.24] and the difference between upper limit
of 1o confidence interval from the fit and mean efficiency is propagated through the unfolding

procedure. It changes the normalized yield by 0.5% to 2.3%.
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Figure 5.24: 7' (15) efficiency vs. Tof Mult (black) fitted with a linear function (red line). A +1o

confidence interval is also plotted (red dashed line).

5.7.14 Tracking efficiency in unfolding

The charged particle tracking efficiency in unfolding was varied by +5% to check the impact
on the normalized yield and normalized multiplicity. The effect on the first one is 0.3 — 11.2%,

while it changes the second by 3.3 — 3.7%.

5.7.15 Multiplicity distribution

Possible influence of changes in the multiplicity distribution is investigated, by fitting a negative
binomial distribution (NBD). The 1o upper and lower uncertainty limit is then taken as a true
multiplicity distribution, replacing the one obtained from unfolding. This affects the normalized

T yield by 0.9% to 14.4%, while changing the normalized multiplicity by 2.6 — 4.2%.

5.7.16 Dependence on particle production model in PYTHIAS

The model used for multiple parton interactions (MPI) in PYTHIAS simulation may affect the
true NV, distribution and response matrices used for unfolding correction. This is checked
by changing the PYTHIAS settings to 4Cx tune. The impact of this is 0.3% to 1.8% on the

normalized 7" yield and 0.3 — 1.8% on the normalized multiplicity.

5.7.17 Summary of systematic uncertainties

All the uncorrelated systematic uncertainties on the 7°(15 +2S5+ 3.5 cross section as a function

of pr are presented in Table[5.8] The Table [5.9 contains all the uncorrelated systematic uncer-
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tainties for 77(1S + 25 + 3.5) cross section vs. rapidity. The correlated systematic uncertainties

(global) are treated as a separate class and are shown in Table Finally, the uncertain-

ties on both the normalized yield of % are presented in Table |5.11| and i]]\\;;;éi; in
Table [5.12]
pr [GeV/c]
Uncertainty 0—-10 | 0—2 2-4 4—-6 | 6-8 | 8—-10
Fit +0.1% | £1.2% | £1.7% | £1.4% | £3.3% | £15%
Fixed B = 15,45 | £1.7% | £0.6% | £1.3% | £1.4% | £0.8% | £0.2%
Fixed 351 +£0.02% | £0.2% | < 0.1% | £0.1% | £0.8% | +0.7%
pr smearing +0.4% | £1.0% | £0.6% | £0.3% | £0.2% | £0.3%
Tracking +1.3% | £1.4% | £1.3% | £1.3% | £1.4% | £1.3%
Polarization +0.3% | £1.5% | £0.2% | £0.4% | £0.5% | £0.5%
Trigger £8.7% | £8.7% | £8.7% | £8.7% | £8.7% | £8.7%
Total +13% | £9.1% | £9.1% | £9.0% | £9.5% | £17%

Table 5.8: Summary of systematic uncertainties on the (1S + 25 + 3.5) cross section vs.

Uncertainty lyl < 0.5 0.5 < |y| < 1.0
Fit +1.5% +3.1%
Fixed B = 15,45 | +1.4% +1.1%
Fixed 7339 +£0.2% +£0.2%
pr smearing +0.4% +0.4%
Tracking +1.3% +1.3%
Polarization +0.1% +1.2%
Trigger +8.7% +8.7%
Total +9.1% +9.5%

pr.

Table 5.9: Summary of systematic uncertainties on the (1S + 25 + 3.5) cross section vs. rapidity.
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Uncertainty | Effect

Luminosity | +8%
Vertex +1%

Acceptance | +£3%
no, cut +3.6%

Table 5.10: Summary of global (correlated) systematic uncertainties on the (1S + 25 + 35) cross

section.

Uncertainty 0 — (Nen) | (Nen) = 2(New) | 2(Nen) — 3 (Nen) | 3(New) — 8 (Nen)
Number of itera-

+1.7% +0.6% +1.5% +1%
tions
Reconstruction

+0.5% +1.4% +2.3% +1.9%
efficiency
Tracking +12% +9% +0.3% +2.6%
N, from NBD +0.9% +3.9% +8.4% +14.4%
Fit +0.2% +3.6% +0.2% +19%
pr smearing +0.6% +1.9% +2.1% +5.4%
Fixed 7339 +0.2% +0.3% +0.7% +0.2%
Fixed B = 15,45 +23% +0.4% +11% +11%
4Cx tune +2.9% +0.5% +1.1% +13%
Total +26% +11% +14% +30%

Table 5.11: Summary of systematic uncertainties on the 7

Ny(15425+389)
Ny(15425+35))

Uncertainty 0 — (Nen) | (Nen) = 2(Nen) | 2(New) — 3 (New) | 3(Newn) — 8 (New)

Iterations +0.1% +0.2% +0.3% +0.2%

Tracking +3.3% +3.5% +3.7% +3.3%

N, from NBD +4.2% +2.9% +2.6% +3.6%

4Cx tune +1.8% +0.4% +0.5% +0.3%

Total +5.6% +4.6% +4.6% +4.9%
Table 5.12: Summary of systematic uncertainties on the normalized multiplicity.
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Chapter 6

Data analysis for .J /1) production studies

The J/v analysis is done in a very similar way to the 7" studies. Results of this analysis were

published in Physical Review C [178]].

6.1 Data set

The data set used for .J/v) analysis amounts to 312 M p + p Min-Bias events recorded by STAR
during 2009 (Run09) at /s = 200 GeV. These events had been registered with the use of

VPD-MB trigger, which required a coincidence hits in both east and west VPD.

6.2 Event selection

The event selection is done first, by requiring Triggerld = 240020, 240025 to accept only
VPD-MB trigger events. Next, the reconstructed primary vertex V, has to be within +6 cm of
the vertex position obtained from time difference between VPD hits V.V 7P as defined by the
cut ‘VZ —yyvep ‘ < 6 cm. This removes pile-up vertices and ensures, that the analyzed event
is indeed the one, which fired the trigger. In addition, a good quality vertex is selected with
rank(id = 0) > 0 cut. Finally, to ensure a uniform acceptance and tracking efficiency the

|V.| < 30 cm is applied.

Event cuts Purpose
Triggerld = 240020, 240025 Select VPD-MB trigger events
rank(id =0) >0 Select a good quality vertex
V.| < 30 cm Ensure uniform acceptance and efficiency
V. = VVPP| < 6em Remove pile-up vertices

Table 6.1: Summary of event selection cuts for .J /1) studies.
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Figure 6.1: Figure|6.1a; Primary vertex V, distribution after cuts. A Gaussian fit is shown as red line.

Figure Reference multiplicity re f Mwult distribution for accepted events.

After applying all the above cuts, which are listed in the Table [6.1] the number of events
is 77 M. This is because of low VPD efficiency and vertex quality in Run09. Basic event

distributions, like V. and re f Mult are shown in Figure and Figure respectively.

6.3 Track selection

In J/4) analysis, track selection is done in similar way as for 7" analysis. Track quality cuts are
described in Subsection [6.3.1] electron identification cuts are described in Subsection [6.3.2] and

kinematic cuts are described in Subsection

6.3.1 Track quality cuts

Track quality for J/v studies is ensured, by requiring charge |¢| = 1, |n| < 1.0and 0 < flag <
1000. By selecting tracks with nFit Pts > 15, a good momentum resolution is provided, while
nFitPts/nFitPtsMax > 0.52 is applied to avoid track splitting. In addition DC'A < 3cm cut
is used to select primary tracks with a high probability of originating from the primary vertex.

The track quality cuts are Summarized in Table [6.2]

6.3.2 Electron identification cuts

Electron identification cuts for .J/t¢ reconstruction are selected first with TPC % by apply-
ing —1 < no. < 2 cut. The distribution of % vs. p measured by the TPC is shown in

Figure [178]]. In addition TOF is used for hadron rejection at low momentum below
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Track QA cut Purpose
lg) =1 Use tracks with charge +1
In| < 1.0 Avoid edges of acceptance
0 < flag < 1000 Reject badly reconstructed and pile-up tracks
DCA < 3cm Select primary tracks
nFitPts > 15 Assure good momentum resolution
nFitPts/nFitPtsMax > 0.52 Reject split tracks

Table 6.2: Summary of track quality cuts for J/v studies.

p < 1.4GeV /c. Kaons and protons are well separated from electrons in inverse particle velocity

(in the units of speed of light) 371 = < as can be seen in Figure [178] upto p ~ 1.4 GeV /c.

This yields a higher purity electron sample as can be seen for example in Figure [6.2b]

— 6 6 — 6 T i " ' p
= - 10° £ oy ~ TOF |1/g-1| < 0.03
S5 200 GeV 10° S - PP 200 Gev 1
£ 4 | 310 2 °
x P X
53 182 I o
5 ©

; o 10

5 3 35 4p[(‘31é§//c?

(a) (b)

TOF |1/ — 1| < 0.03 cut [178].

Figure 6.2: TPC % vs. p before (Figure 6.2a)) and after (Figure[6.2b

The lines indicate expected % for each particle species from Bichsel functions [[152} [153]].

For momenta p > 2.0 GeV/c, as hadron bands start to overlap with electrons in % due
to relativistic rise, the BEMC is used. Tracks are matched to BEMC towers with tower energy

E > 0.1GeV to avoid noise. Finally, hadrons are rejected by a tower energy to track momentum

ratio E/p > 0.5 cut.

Electron identification cuts are summarized in Table

6.3.3 Kinematic cuts

Kinematic cuts are applied in order to reduce background. A pr > 0.8 GeV/c cut, rejects low
momentum tracks, which have low probability of originating from J/1) decays. For example, a

J /1 with pr =~ 0 GeV /c, will decay into 2 back-to-back electrons, each with p ~ 1.5 GeV /c.
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cut purpose

-1 < no. <2 Identify electrons with TPC
11/8 — 1] < 0.03 for p < 1.4 GeV/c | Reject hadrons using TOF
E/p>0.5forp > 2.0GeV/c Reject hadrons using BEMC

Table 6.3: Summary of the electron identification cuts for .J/1) reconstruction.
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Figure 6.3: Distribution of 5! vs. p for tracks matched to TOF . The lines are the expected

values for each particle type.

6.4 Signal extraction

Having selected electron candidates, a .JJ /1 signal can be reconstructed by combining them into
pairs. Similarly to 1" signal reconstruction an invariant mass m,. is calculated with Equation|[5.3]
An m,. histogram is made for unlike-sign and a sum of like-sign pairs Nop = Ne+e+ + Ne—c—
to estimate combinatorial background. This is shown in Figure[6.4al Next, combinatorial back-
ground is subtracted from the unlike-sign distribution as can be seen in Figure [6.4b] The re-
sulting distribution is fitted with a smeared lineshape from embedding and linear residual back-
ground corresponding to c¢ — DD — ete™ + X. J /4 yield is calculated by integrating counts
in 2.7 < me, < 3.2 GeV/c? and subtracting residual background. It is also corrected for mass

cut efficiency calculated from the lineshape.
The signal is divided into 0 < pr < 2 GeV/cand 2 < pr < 4 GeV /c ranges as shown in
Figure [6.5]
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Figure 6.4: Figure |6.4a; Invariant mass distributions for unlike-sign (red points) and like-sign back-

ground (black points) for |[y| < 1 and 0 < pr < 4 GeV/c. Figure Same distribution after

background subtraction (black points) with a MC lineshape and linear residual background fit (blue

line).
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Figure 6.5: Invariant mass distributions after combinatorial background subtraction in |y| < 1 for

0<pr<2GeV/c ( and 2 < pr <4 GeV/c (.

6.5 Efficiency corrections

6.5.1 Electron identification efficiency

Electron identification efficiency is calculated from Gaussian fits to the inclusive particle no.
distributions from the data. The particles are selected, by applying only TOF and BEMC cuts
listed in Table [6.3] This improves electron purity. The parameters for each Gaussian are con-
strained to the values predicted by Bichsel functions [152} [153] taking the detector resolution

into account [179]. The electron Gaussian is constrained using a sample of photonic electrons
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selected with m.. < GeV/c? and p > 0.1 GeV/c. In addition, a |3~' — 1| < 0.03 cut for
p < 1.5 GeV/c and % > 0.5 for p > 1.5 GeV/c cuts are applied. A further |no.| < 4 cut is
applied for a partner track, while fits are done for the other track from the pair. A combinatorial
background is subtracted using a sum of like-sign pairs as shown if Figure [6.6] An example
fit is shown in Figure The resulting fit parameters are presented in Figure and are
fitted with constants yielding o0, = 0.814 £+ 0.003 and g, = —0.016 = 0.004. The latter are
used as constraints for electrons in inclusive particle fits, of which an example is presented in
Figure [178]. Moreover, the parameters of hadron Gaussians are constrained in the overlap

regions with the values obtained from constant fits to parameters p dependence for p > 2GeV /c.

160F -+~
140F i+
120f
805 — unlike

sof] 1T - H
40; L- — like .
20: R RRRAEE RETLL-RLTILE L RIE RECLED R SRR e
C: 1 1 i i i i i i
0 0.05 0.10.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

M,,, [GeVic?]

Figure 6.6: Invariant mass distribution for photonic electrons sample. Unlike-sign (blue) and like-sign

(red) histograms are both shown.

The efficiency is calculated in a similar way as in Section This results with the effi-
ciency shown in Figure

6.5.2 TOF matching efficiency

In order to calculate the matching efficiency for a track to a TOF hit, the pp2pp [99] data are used
to avoid pile-up effects. These are also VPD-MB trigger data collected in a pp2pp dedicated
low-lominosity run. The efficiency is calculated as a function of 7 and pr separately. Figure[6.9]

shows the pr-dependent TOF matching efficiency for electrons and hadrons. Electrons are

selected with 0 < no. < 2, with hadrons cut out by —2.5 < no, < 3, |no,| < 3, |[nog| < 3
cuts. Hadrons are on the other hand selected by requiring |no.| > 3.

The ratio of electron/hadron efficiency is calculated and shown in Figure[6.9b] This is then
fitted with a constant for pr > 1.8 GeV/c giving 1.05 + 0.05, which is used to scale the

dependence of matching efficiency for hadrons as shown in Figure[6.10]
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An example fit to the no. distribution of photonic electrons with 1.5 < p <

2 GeV /c. Figure Mean (red) and width (blue) vs. p from Gaussian fits to photonic electrons. The

lines are constant fits to the data.

Counts

Figure 6.8: Figure

6.84a]

b 1.2 T T T T T T T T T
. 5 p+p 200 GeV
10 T T T T T T T T T 3 o ]
1.2<p<13GeVic p+p 200 GeV 3 =
—— Data — '8
s — . Elect E
> Tofeems 3G
CO Protons+Kaons 3 >
"‘ — Total 3 LC)
. ;‘ [ Acc. Tracks _E - G_)
Yvis ] &
P ‘\ 41 < o9 e dE/dx no,
| 41 £
i 3 O 0.2 i —
E \ 3 3 O Purity
0 2 4 6 8 10 L
no, ol I I I I I 1 I 1
1 15 2 25 3 35 4 45 5
(a) p [GeV/c]
(b)

An example fit to the no. distribution of inclusive particles with 1.2 < py <

1.3 GeV/c [178]. Figure Efficiency (red) and purity (green) of electrons identified with TPC vs. p

from Gaussian fits to single particle distributions. The bands indicate systematic uncertainties.

6.5.3 TOF 3

~1 cut efficiency

In order to calculate the TOF |1/ — 1| < 0.03 cut efficiency, a photonic electrons sample is

used. The electrons are selected with m.. < 15 GeV/ c?and 0 < no. < 2. Figure m shows

the 57! histogram. The efficiency is calculated from a ratio of the counts passing the cut to the
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Figure 6.9: Figure 6.9t TOF matching efficiency vs. pr for electrons (red) and hadrons (blue).

Figure Ratio of electron to hadron of TOF matching efficiency. A constant is fitted for pr >
1.8 GeV/c.
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Figure 6.10: Dependence of TOF matching efficiency on eta for electrons (red), and scaled hadrons
(green). The efficiency scaled by the upper (purple) and lower (black) limit of uncertainty ratio is also

plotted.

total counts in 0.9 < 3 < 1.1. This avoids the outliers, while the range is much larger than the

width o = 0.013575 £ 0.000085 of the fitted Gaussian.
The resulting efficiency is 96.6 + 0.7%.

6.5.4 BEMC matching efficiency

The efficiency of matching tracks to the BEMC hits is calculated using embedding. A 2 types
of tracks are matched: MC tracks and reconstructed ones. The efficiency is calculated with the
reconstructed trucks, while the MC tracks are used to estimate the influence of TPC momentum

resolution on BEMC matching. Both are shown in Figure[6.12] The difference is included as a
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Figure 6.11: TOF 3! distribution for photonic electrons (blue) fitted with a Gaussian (red).

systematic uncertainty.
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Figure 6.12: The BEMC matching efficiency vs. 7 for reconstructed (blue) and MC tracks (red).

6.5.5 BEMC % cut efficiency

Embedding is also used to calculate the BEMC % > (.5 cut efficiency. The Figure [178]
shows the comparison of % distributions between embedding and data obtained from photonic
electrons. The data are well described by simulations.

A p dependence of the efficiency is calculated and presented in Figure [6.13b] for recon-

structed tracks and MC tracks. Again, the difference is included as a systematic uncertainty.

6.5.6 Electron tracking efficiency

Electron tracking efficiency is also calculated with the embedding. The efficiency is calcu-
lated as a ratio of number of reconstructed tracks passing track quality and kinematic cuts to

the number of all MC tracks. This is done as a function of momentum p and is presented in
Figure [6.14][178]].
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Figure 6.13: Figure|6.13a; Comparison of % distributions between embedding (red diamonds) and data

(black circles) [[178]. Figure|6.13b % cut efficiency vs. p obtained from matching reconstructed tracks
(blue) and MC tracks (red) to BEMC towers.

6.5.7 Electron efficiency summary

All electron efficiencies are summarized in the Figure [6.14 The total electron efficiency is

calculated with the Equation [6.1]

€e = €trackingxacceptance X €ng, X €TOF X €EBEMC (61)

=
N

p+p 200 GeV

N
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o
fos)
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Figure 6.14: Summary plot of electron efficiency and purity vs. p [178]]. It shows % (red closed circles),
TOF (teal squares), BEMC (blue diamonds), tracking (black stars) and total efficiency (purple crosses).

Purity is also shown (green open circles). The colored bands correspond to systematic uncertainties.
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6.5.8 Additional smearing of electron pr

Similarly to 7" analysis, the width of J /¢ lineshape is narrower in embedding than in the data.
Additional Gaussian smearing is applied to electron pp, where the width of the Gaussian is
o = Apr. The smeared lineshape is fitted to the signal in the data as can be seen for example
in Figure This is done for different values of A, so a x? vs. A dependence is obtained. It
1s shown in Figure The best fit is found for A = 0.71 £ 0.05.
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Figure 6.15: Values of x? from fit of .J/v lineshape from embedding to the data.

6.5.9 J/v¢ pr and y spectra in simulation

In order to reproduce a realistic .J/¢ pr and y spectra. The flat distribution in embedding is

weighed with the function found in Equation [6.2]

w(pr,y) = faauss(y, o = 0,0 = 1.416) - Apr(1+ (pr/B)*)" (6.2)

The function was determined from a fit to STAR [180] and PHENIX [181] J/¢> data. The
parameters are A = 4.239, B = 3.699 GeV /c,n = 5.

6.5.10 J/v reconstruction efficiency

Reconstruction efficiency of .J/psi is also calculated using embedding. All the single electron
efficiencies are applied in order to obtain the efficiency for J/psi according to the Equation
An additional €,44e, = 1/0.7 correction due to VPD-MB trigger bias towards events containing

J/1 is applied [175]. The Figure m [178] shows the resulting .J /1 tracking and reconstruc-

116



6.5. EFFICIENCY CORRECTIONS

tion efficiencies.

€1/ (D7

J/Y Efficiency

J/Y
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(6.3)
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Figure 6.16: .J/v reconstruction (blue squares) and tracking efficiency (black circles) vs. pr [178]].

6.5.11 Finite bin width correction

Finite bin width correction is calculated in a similar way as for 7" analysis in Section

The correction is done based on power law fit in Equation to the J/psi yield vs. pr for
VPD-MB and BHT1 data [180]. The data are corrected with Equation

[180]

flpr) = Apr(1+ (

br

B)2

)~° (6.4)

Additional Tsallis g-exponential fit is done to estimate a systeamtic uncertainty, related to

the choice of the fit function. The Tsallis function is defined in Equation [6.5]

f(pr) = Apr(1 +

mr

nT)

(6.5)

Figure shows the fits to the J/psi yield vs. pr. The data are well described by both

functions up to pr = 8 GeV//c.
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Figure 6.17: J/ yield vs. pp for VPD-MB and BHT1 data [180]. It is fitted with a power law (red)

and Tsallis g-exponential (blue) functions.

6.6 Systematic uncertainties

6.6.1 TOF matching efficiency uncertainty

TOF matching efficiency is calculated by using a scaled hadron efficiency as described in Sec-
tion [6.5.2] It is compared with the upper and lower uncertainty limit on the efficiency and
with the efficiency calculated from electron sample. The maximum deviation is chosen as an

uncertainty, which affects the results by 1% to 3%.

6.6.2 ! cut efficiency systematic uncertainty

The 3~ cut efficiency is calculated both using photonic electrons and a Gaussian fit to the 371
distribution. The difference is included as a systematic uncertainty and it influences the J/v

cross section by —4% to 3%.

6.6.3 Additional smearing uncertainty

The uncertainty in the additional smearing parameter A = 0.71 + 0.05% affects the results by
+1%.
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6.6.4 TPC tracking efficiency

Tracking efficiency uncertainty is calculated by changing nF'it Pts + 2. The effect is —4% to
2%.

6.6.5 Shape of .J/¢) pr and rapidity spectra

The influence of the shape of J/v pr and rapidity spectra on J/1 reconstruction efficiency
in embedding is studied by comparing realistic (pr and y weighed) and flat distributions. The

results change by —8% and 5% for pr and rapidity spectra respectively.

6.6.6 .J/1) spin alignment

The influence of .J /1 spin alignment is investigated by assuming a A parameter in Equation
from PHENIX [[182] results. The effect is —3%.

6.6.7 no, efficiency uncertainty

To check the influence of constraints in the no. cut efficiency estimation, the fit range of pho-
tonic electrons is changed from |no.| < 3 to |no.| < 4. In addition, the constraints are varied

by 50, because the changes are very small. All these changes affect the results by —8% to 5%.

6.6.8 TPC resolution effect on BEMC matching

The BEMC matching efficiency is calculated by projecting reconstructed and MC tracks to

BEMC hits. The difference is taken as a systematic uncertainty and affects the results by 2%.

6.6.9 % cut efficiency systematic uncertainty
The uncertainty associated with the % cut efficiency calculation is investigated by comparing

efficiency from embedding and photonic electrons. The effect is estimated to be —9% to —7%.

6.6.10 Bin width correction uncertainty

The systematic uncertainty connected to the bin width correction is estimated by changing the

fit function used to correct the data. The difference between using a power law function in
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Equation [6.4] and Tsallis g-exponential from Equation [6.5]is treated as an uncertainty. This
affects the results by —3% to 42%.

6.6.11 Signal extraction method

The signal extraction method uncertainty is calculated by comparing signal obtained from his-
togram counts and fitted lineshape. It is found to be +35% for 0 < pr < 2 GeV/c to +50% for
2 < pr <4GeV/e.

6.6.12 Invariant mass cut uncertainty

In order to estimate the systematic uncertainty related to invariant mass cut, the 2.7 < m,, <
3.2 GeV/c? cut is changed to 2.9 < m,, < 3.2 GeV/c? The effect is found to range from
+16% to +20%.

6.6.13 Uncertainty related to radiative decays

Radiative decays J/1) — eTe™ constitute a fraction of J/¢) — eTe~ decays [183]. The energy
carried off by v is missing when reconstructing J/1) signal using dielectrons. This causes the
reconstruction of smaller m,, than m,,, thus contributing to the tail in the signal. This effect
is not included in STAR simulations, so a systematic uncertainty was estimated using the model

in Reference [183]] and was found to be 4% [180, [184] for the 2.7 < m,. < 3.2 GeV /c? cut.

6.6.14 Uncertainty on integrated luminosity

Similarly to 7" studies in Section[5.7.8] the uncertainty is +8%.

6.6.15 Summary of systematic uncertainties

Table lists a sumary of systematic uncertainties on the J/v cross section. To show the
uncertainty in each category for 0 < pr < 2 GeV/c, 2 < pr < 4 GeV/c and total yield, the

maximum deviation is taken and assumed as symmetric.
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Systematic uncertainty | 0 < pr <4GeV/c | 0 <pr <2GeV/c | 2 <pr <4GeV/c
TOF efficiency +4% +4% +3%
BEMC efficiency +9% +8% +12%
TPC Tracking effi-

+3% +4% +2%
ciency
TPC elD efficiency +6% +6% +6%
Efficiency +8% +9% +6%
Yield extraction +44% +40% +53%
Radiative decay uncer-

+4% +4% +4%
tainty
Uncertainty on [ Ldt +8% +8% +8%
Total +46% +60% +55%

Table 6.4: Summary of systematic uncertainties on the .J/1 cross section.
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Chapter 7

Results

7.1 7T Results

7.1.1 Integrated cross section

The integrated cross section for 7(15 + 25 + 35) is calculated with the Equation

dO’T . NT 1 Ngél
dy — Ayer N, [ Ldt

Above, B, is the branching ratio for 7" — eTe™, oy is the 1" cross section, Ny is the 1"

Bee (7.1)

yield and Ay is the rapidity bin width. Also, the 7" reconstruction efficiency ey is included and

integrated luminosity [ £dt scaled by a fraction of accepted events from all recorded events

Ney
Nall*
ev

The integrated cross section results as a function of center-of-mass energy are presented in
Figure along with Color Evaporation Model (CEM) calculation [[185] and world data [80,
15111165, [186-196]]. The results are consistent with the world data trend and the CEM model.

Rapidity | B..%~ [pb] | stat. [pb] | syst. [pb]

eed_y
y| <1 195 12 26
ly| < 0.5 186 14 25

Table 7.1: Integrated cross section for 7'(15 + 2S5 + 35).

7.1.2 Transverse momentum spectra

The invariant cross section for 1 is calculated with the Equation

B.. doy 1 Ny(pr) 1 NG
2rpr dprdy  2wpr AyApr er(pr) Ne, [ Ldt

(7.2)
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Figure 7.1: Integrated cross section of 7°(1S + 25 + 35) as a function of /s. The STAR data at
Vs = 500 GeV (red star) and /s = 200 GeV (blue and brown stars) [151, [196] are compared to
measurements by various experiments [80, |165, [186-195]] and CEM (blue curve) [185].

These results were shown during Quark Matter 2017 as STAR Preliminary [[196], but has since been

updated with additional systematic uncertainties.

The results for 7°(1S + 2S5 + 35), 7(15) and 1 (2S5 + 3S) are shown in the Figure
The data are compared to CEM [70, [197] and Color Glass Condensate Non-relativistic QCD
(CGC+NRQCD) model calculation [66, [198], [199]. The 7°(1S) yield is consistent with CEM
model and 7°(15+25+35) is consistent for p; > 4GeV /c, while (25 +35) is overestimated
by the model, except for pr > 6 GeV/c. In the case of CGC+NRQCD prediction, the 7°(1.5)
is consistent with the data for 2 < pr < 8 GeV/c, while (1S + 25 + 35) and 7'(25 + 395)
is overestimated. It is important to note, that authors of the model warned [[199], that additional
corrections are needed in order to describe the cross section at low-pr. This is however, first
such calculation of CGC+NRQCD for 7. Due to the fact that a NLO+NRQCD calculations

require py > my, they are not available for the pr < 10 GeV/c.

These results were shown during Quark Matter 2017 as STAR Preliminary [196], but have

since been updated with additional systematic uncertainties.
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Figure 7.2: Invariant cross section of 1'(1S + 25 + 35) (red diamonds), 7°(15) (green diamonds) and
7(2S + 3S) (blue diamonds) compared to CEM model calculation for (15 + 25 + 3.) (red checked
band), 7'(15) (green band) and 7°(25+-3.5) (blue checked band) [70,[197]. The results are also compared
to CGC+NRQCD predictions for (1S + 25 + 35) (red shaded area), 7°(15) (green shaded area) and
7 (2S5 + 35) (blue shaded area) [66} 198, [199].

7.1.3 Rapidity spectra

A rapidity distribution is obtained in a similar way. The cross section for the 1 < y < —0.5
and 0.5 < y < 1 is added together in 0.5 < |y| < 1 and reflected symmetrically. The rapidity
dependence for 7°(1S 4 25 + 3S5), 7(1S5) and 7'(25 + 35) is presented in Figure[7.3]

A dip at mid-rapidity (Jy| < 0.5) is observed in the 7°(2S + 3.5) cross section, which also
contributes to a dip in 7°(1S + 2S5 + 3S5). This is unexpected, however a smaller yield of
T(2S + 35) signal is observed already in Figure It may be a downward fluctuation in the
T(2S + 35) signal or a physical effect. Given the higher 7" reconstruction efficiency at mid-
rapidity compared to 0.5 < |y| < 1, the difference is amplified during efficiency correction.

The data are compared to the CEM [70, and CGC+NRQCD [66, models
in Figure and Figure respectively. CEM calculation for 7°(1S5) is consistent with the
STAR results. The rest of CEM predictions overestimates the data, however the 7°(15+25+35)
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Figure 7.3: Figure [7.3a; Rapidity distribution of 7°(15 + 25 + 3S) (red diamonds), 7(1S) (green

diamonds) and 7°(2S + 35) (blue diamonds). The data are compared to CEM model predictions for
Y (15+425435) (red checked band), 7°(15) (green band) and 7°(25+3.5) (blue checked band) [[70,[197]
respectively. Furthermore, the data are also compared in Fi gureto CGC+NRQCD model for 7'(15+
254385 (red shaded area), 7'(1.5) (green shaded area) and 7' (25+3S) (blue shaded area) [66}198[199].

cross section for 0.5 < |y| < 1 is within 20 of the model prediction. The CEM predictions for
the 7°(2S + 35), which also contribute to the (1.5 + 25 + 35) are in fact 7'(15) scaled by the

respective ratios, which are constant. These ratios are determined at /s = 7 TeV and are found

r2s) — 0.51 and r(3s) _

to be T(19) T(19)

= 0.35 [197]] including branching ratios [15]. These values are
much larger than the world data suggest [82].

In the case of CGC+NRQCD, the data are overestimated, however it has to be noted, that
additional corrections are needed to describe the data at low-p7 [199]. The excess observed for
pr < 2 GeV/c in Figure has a large contribution to the integrated cross section and shifts
the rapidity distribution to higher values.

The rapidity distribution is flatter, than the one observed by STAR at /s = 200 GeV [151]

196]], which is qualitatively confirmed by the trend predicted in the models.

7.1.4 Ratios

T(28)
r(s)’ ras

35) T(25+35)

and 7(15)

The data allowed extraction of ratios. Each ratio is corrected for the

mass cut efficiency and reconstruction efﬁ01ency. Figure[7.4]shows the STAR data compared to
the world data [76, 182, 1165, 1186, (187, (190, 191}, 195, 200H202]]. STAR results are within ~ 2¢

of the constant fits to the world data from Reference [82].
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Figure 7.4: ?E?g)) ratios as a function of energy [82]]. The STAR measured ratios are ?ggg (red cross),

§§f§§ (green cross) and % (blue cross) compared to fits to the world data from [82] (red, green

and blue lines respectively). The uncertainties on the fits are shown as bands at the end of each line to
the right. Ratios measured by CFS experiment in p + p (blue open downward triangles) [186] and p + Pt
(blue open upward triangles) [[187]] collisions are shown. Also plotted are E605 results in p + Be (red
closed triangles) [191]] and p + C'u (red open diamonds) [190] as well as p + d (red open squares) and
p + p (red open circles) [200] by E866 experiment. At higher energies than RHIC are CDF p + p (green
closed downward triangles) [195] and p + p results from CMS (black closed circles) [165], ATLAS
(black closed squares) [76], LHCb at /s = 7 TeV (black closed diamonds) [201] and /s = 8 TeV
(black closed stars) [202].

All the ratios shown are integrated in pr and rapidity. A pr dependence of ratios is observed
at LHC [[75H77, 1165, 201} 202]. In fact the ratios increase with increasing py, which gives a
small contribution to the integrated ratios. The STAR data are more consistent with the values
up to pr =~ 6GeV /c. In addition, the smaller 7°(25 4 3S5) cross section observed at mid-rapidity
in Figure also affects the ratios.

The dependence of 1" ratios on charged particle multiplicity, represented by 7o f Mult is
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Figure 7.5: Dependence of % ratios on charged particle multiplicity 7o f M ult. The STAR data for

w (blue crosses), 5%@% (red crosses) and ;Ei’gg (green crosses) are compared to the constant fits

to world data from Figure[7.4] (blue, red and green lines).

shown in Figure The 25539 and Z29) ratios are below the world data average for

Y (15) T(15)
Tof Mult < 8. However, the ’?825 for Tof Mult > 8 is consistent with the fit to the world
data within uncertainties. A good agreement is found between world data fit and ;E?gg ra-

tio. Within available precision, there is no significant change of the rations as function of the
charged hadron multiplicity. Thus we do not observe a significant modification of 1" relative

yields due to larger hadron density.

7.1.5 Event activity dependence

Using the fully corrected 7" and event multiplicity (a measure of event activity) distributions a

Nr

normalized 7" yield N

as a function of normalized multiplicity is calculated with Equation

all bin
Ny Ng' Ny

= — 1.
V)~ N g "

Where N2 is the number of all Min-Bias events and N’ is the number of Min-Bias in a
given bin. Similarly, N is the number of all 7" and N%" is the number of 7" in a bin. The
points are placed according to the Equation (/.4

Nch <Nch>bin

— 7.4
<N6h> <Nch>a” ( )
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bin

With the (N,;,)"" being the mean multiplicity in a bin of Min-Bias distribution and (N, )

a mean of the entire Min-Bias distribution.

<Nch>bin
<Nch>a”

compared to world data in Figure [7.6] [} 2| 4] and to the models in Figure (5,16, 172, 203]].

The normalized 7 yield &—% is plotted as a function of normalized multiplicity and
The STAR 7" data are consistent with the world data trend and .J /1 data, which exhibit a strong
rise with normalized multiplicity. A pr dependence is observed and is indicated in the shift of
central value of the 7°(15) results for pr > 4 GeV /c with respect to pr-integrated, but given
the uncertainties it is consistent with no dependence.

The STAR 7 are compared to PYTHIAS calculation using STAR Heavy Flavor (HF) tune [[172,
203]], which exhibits a stronger rise for pr > 4 GeV /c. Both calculations are consistent with the
data and suggest influence of multiple parton interactions (MPI) on 7" production. In addition,
the String Percolation Model for .J/v [5, 6] is compared to the data and a good agreement is
found. The STAR 7 data are fitted with a quadratic function f(x) = ax?, which is motivated by
the String Percolation Model, and a 1o confidence band is plotted. The data are well described
by the fits.

The STAR 7 results suggest similar behavior for 7" and .J /1. Furthermore, similar behavior
is observed at RHIC and LHC energy for both. This gives a hint of collective effects, which
may be present at high multiplicity in p + p collisions. Moreover, the behavior may be due to

MPI as suggested by ALICE D meson results and PYTHIAS [3].

7.1.6 7 dependence

inv

In pQCD, an inclusive invariant cross section o

according to Equation [204].

is expected to follow a power law scaling

- d? F F’
o™ =F 30 = ((xf}) = ((xT\)[) (7.5)
d D p; xTT,\/S \/gn TT,\/S

Here, the F'(x7) and F'(xr) are functions describing the x7 spectra and zp = 2%. The
n(zr,+/s) is the exponent of the power law decrease of the inclusive invariant cross section,
which is equal to the number of partons participating in the process. For a 2 — 2 process in the
parton model n = 4, as there are 4 partons taking active role in the process [205]. In general,
the n > 4 if there are more partons participating in the process [206]]. Furthermore, the running

of a; and changes in the PDFs and FFs cause small changes in n(x7, \/s), which in turn cause

small scaling violations.
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Figure 7.6: Normalized 7 yield vs. normalized multiplicity. Shown here are the STAR results for
Y (1S + 25 + 35) (green closed circles), 7(15) (red closed circles), 7'(1.5) for pp > 4 GeV /c (orange
closed circles). Systematic uncertainties in both N,/ (N¢p) and Ny / (Ny) are represented by boxes.
These are compared to the STAR J/v¢ — p*p~ measurements (red stars) and J/¢) — ete™ for 4 <
pr < 8 GeV /c (green closed squares) and pr > 8 GeV /c (magenta closed squares) [[1]. Also shown are
ALICE J /1 results (black open circles) [2]] and 7°(1.5) from CMS (blue open circles) [4].
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Figure 7.7: Normalized 7" yield vs. normalized multiplicity. The STAR data are compared to String
Percolation Model (red line) [5} 6] and PYTHIAS with STAR Heavy Flavor (HF) Tune [172, [203]] for
pr > 0GeV /c (blue line) and pr > 4 GeV /c (teal line). The data are fitted with a f(z) = az? function
(dashed lines) and the 1o uncertainty is plotted (dotted lines). [203]].

mnv

By testing the xp scaling of ¢**¥ additional information on the particle production process

can be inferred.

A scaling of .J /1) production cross section with x7 was observed [207]]. For .J/1, the expo-
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nent was found to be n = 5.6 + 0.2. Both .J/v) and 7" constituents are produced in a QCD hard
process, but a subsequent soft interactions during the formation of a bound state may cause a
braking of x scaling. A possible scaling for 7" invariant cross section is investigated by plotting
the data with n = 5.6 vs. . The STAR 7" data are compared to the world data in Figure
The LHCb results are not shown, because of different rapidity range y > 4 [201, 202].
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Figure 7.8: Invariant cross section scaled with \/s", where n = 5.6 vs. a7 for T(1S + 25 + 39)
(red closed circles), 7°(1S) (green closed diamonds) and 7°(2S + 35) (blue closed squares) measured
by STAR. The data are compared with 7°(1.5) results from Intersecting Storage Rings (ISR) (red open
diamonds) [79] and 7°(15), T (2S), 7(3S) results measured by CDF (green open diamonds, blue open
squares, black open crosses) [80], ATLAS (green closed upward triangles, blue closed downward trian-
gles, black open circles) [76] and CMS (green open upward triangles, blue open downward triangles,

black closed crosses) [[77].

Besides some indication of scaling between CDF and LHC results, which may need further

investigation, no scaling is observed. There is also very little overlap between data at different

NG
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7.2 J/1 Results

7.2.1 Integrated cross section

The integrated cross section for .J/¢) was calculated in a similar way to 7 integrated cross
section using Equation In this case, the 2 cases are investigated. In the first one, the STAR
results from VPD-MB trigger [[178] are used for p;r < 2 GeV /c and BHT1 data [180] are used
for 2 < pr < 14 GeV /c. The result is presented in Equation

d
B.. Z"/ ¢ — 38 4 11 (stat.) = 16 (syst.) nb. (7.6)
Y

In addition, another case is calculated, where STAR VPD-MB results are replaced with
PHENIX data [182] for p; < 2 GeV /c. This gives the number presented in Equation

dO'Jhp
B.. pi = 42.5 £ 1.4 (stat.) £ 4.8 (syst.) = 3.1 (glob.) nb. (7.7)
Y

It has to be noted, however, that PHENIX data are limited to |y| < 0.35, while STAR data
are for |y| < 1. Both results are consistent with each other and the STAR preliminary result

from Runl2 data, which is B,. d";y/w =47.4 £+ 2.9 (stat.) £ 6.1 (syst.) = 3.8 (glob.) nb [63]].

7.2.2 Transverse momentum spectrum

The J/1) invariant cross section vs. pr is calculated with Equation It is shown if Figure
along with STAR BHTT1 [[180] and PHENIX data [182].

STAR and PHENIX data are compared to CEM [71]], CGC+NRQCD [66] and NLO+NRQCD [60]
models. All models describe the data within uncertainties, however, the CGC+NRQCD is
slightly above the PHENIX data for pr < 1 GeV/c.

7.2.3 Mean square of transverse momentum

A measurement of mean square (p2) of J/v can provide information on the origin of the ob-
served yield. Initial .J/¢ are expected to have large pr, while those coming from possible re-
generation effect in QGP [208]] should have small p;. One complication however is the Cronin

effect [209]], which causes the broadening of pr spectrum due to multiple parton scattering
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Figure 7.9: J/1 invariant cross section vs. pp. STAR data for VPD-MB (red closed circles) [178]]
are compared to STAR BHT1 data (blue closed squares) [180] and PHENIX results (black closed di-
amonds) [182]]. These are also compared with CEM model (green line and uncertainty band) [71]],
CGC+NRQCD (light gray) [66] and NLO+NRQCD (dark gray) [60] calculations.

between projectile and target. One of the ways to model this effect is the approach in Equa-

tion [7:8] [210, 211].

(PT)an = <P22r>pp + N3, (7.8)

The (p7) 44 and (p7),, are the (p7) values for the particles produced in A 4 A and p + p
collisions respectively. The N4 is the sum of the average number of collisions for all partons
in a projectile and target and d; is the (p%) acquired by a parton in an individual scattering.

The (p2.) was calculated from the STAR p + p data for 0 < pr < 14 and the result is found
in Equation [178].

p3) = 3.45 + 0.85 (stat.) + 1.22 (syst.) (GeV /c)? (7.9)
(pr (GeV/c)

This is also presented in Figure [7.10] and compared to the STAR result in d + Au colli-
sions [178]], which also includes PHENIX data for 3 < pr < 15 GeV [212].
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Figure 7.10: J/¢ (p%) vs. \/syn [178]. The STAR p + p data (red closed star) is compared to the
STAR+PHENIX combined d + Awu data (red open star) [178,[212] as well as PHENIX p + p (blue closed
diamond) [[181]] and d + Aw results (blue open diamond) [212]. In addition, the CDF pp (black closed
circle) [213]], E789 p + Au (magenta closed square) and measurements in p + p collisions at SPS (green

closed crosses) [214] are also shown. THE STAR results are shifted to the sides in /s for clarity.

Both STAR results are consistent with each other and PHENIX and follow the world data
trend. However, PHENIX d + Aw result is slightly higher, than STAR+PHENIX d + Au mea-
surement. Also the PHENIX d + Aw is above the p + p, which may be an indication of Cronin
effect [209, 210].
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Chapter 8

Summary and conclusions

In this thesis, studies of 7" production in p + p collisions at /s = 500 GeV and .J /v production
in p + p collisions at y/s = 200 GeV have been performed.

The result of 7" studies is the integrated cross section of 7°(1S + 25 + 3.5) production for
pr < 10 GeV/cin |y| < 1and |y| < 0.5. Itis Beedg—;|\y|<1 = 195 £ 12(stat.) £ 26(syst.) and
Bee%}’—;hykoﬁ = 186 £ 14(stat.) £ 25(syst.), and is consistent with the world data trend vs.
/s and Color Evaporation Model (CEM) [185]].

In addition, the invariant cross section of 7' (1S + 25 + 35), 7(15) and 1 (2S + 3S) for
pr < 10GeV /cand |y| < 1 has been measured. The 7°(15) data are well described by the CEM
model [[70, [197]. On the other hand the 7°(15 + 25 + 35) and 7°(2S + 35) are overestimated

for pr < 4 GeV/c and pr < 6 GeV /c respectively. It has to be noted, however, that the

ratios ;gg; = 0.51 and 11;83 = 0.35 [197] obtained from CEM are much higher than the
world data [82]. The data are also compared to the Color Glass Condensate Non-relativistic
QCD calculation [66, (198, [199]. The model describes the 7°(1S) invariant cross section for
4 < pr < 10 GeV/c, while the rest is overestimated. In addition the data at pr < 2 GeV/c
are overestimated, as the authors mentioned, that more corrections are needed to improve the
description there [66} [199]]. So far, this is the only measurement of 7" py spectrum at RHIC
energy range.

The rapidity dependence was also investigated for 7' (15425 +35), 7(15) and 7(25+35).
A dip for T(1S + 25 + 3S) and 7'(2S + 35) cross section at |y| < 0.5 is observed, which may
be a downward fluctuation in the data. Besides that, the 7°(1.5) results are well described by
the CEM model, while the 7(15 + 25 + 35) is slightly above. The CEM fails to describe the
data at (25 + 35). The CGC+NRQCD model overestimates the data due to the excess for

pr < 2 GeV/c, but reproduces the trend qualitatively. In general, a more flat dependence is

observed at /s = 500 GeV /c than at /s = 200 GeV [1511 [196].

The i((’fg; ratios was calculated and compared to the measurements at different energies [82]].
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STAR results are below the fits to the world data, but they are more consistent for pr < 6GeV /c.

In addition a charged particle multiplicity dependence was investigated. The multiplicity is rep-

T(25+3S)
T(19)

resented by T'o f Mult. The results are consistent with other experiments, but the and

% ratios for T'of Mult < 8 are below. No strong dependence is observed on charged track

multiplicity within uncertainties. This suggests no strong 1" interaction with hadrons.

An event activity dependence of 1" production was also investigated. The corrected charged

Ny
Ny o1

% is studied and compared to the world data. STAR results for 7(1.5 + 25 + 35), (1)
ch

for pr < 10 GeV/c and 4 < pr < 10 GeV /c are consistent with the other heavy flavor meson

particle multiplicity N., is used as a measure of event activity. The dependence of

production measured at RHIC and LHC energies. A strong dependence on <<]A\[f};>)i;’ which

is faster than linear is observed. Moreover, the data are consistent with String Percolation
Model [5, 6], which may suggest collective behavior in high multiplcity p + p collisions. A

PYTHIAS calculation is also consistent with the data, which indicates that 7" may be produced

(Nch>bin
<Nch>a”

in multiple parton interactions. More data at higher values of and more pp differential
studies are needed to distinguish the models.

Finally, an x1 dependence is studied to check the scaling behavior predicted by the pQCD.
No scaling is observed, however there might be a suggestion of scaling between CDF [80] and
LHC data [76, [77].

The result of .J/v production studies is also an integrated cross section, which is found to
be BeedZ—Jy/w = 38 & 11 (stat.) = 16 (syst.) nb [178]]. This is consistent with PHENIX and a new
STAR preliminary measurement from Run12 [196].

The J /1 invariant cross section was also measured and compared to the STAR [180] and
PHENIX [182] data. It is consistent with both.

A (p%) was also calculated and compared to the world data [178]. The obtained value is
(p%) = 3.45 4 0.85 (stat.) + 1.22 (syst.) (GeV/c)? which is consistent with STAR+PHENIX
d + Au [178] and PHENIX p + p [181] and d + Awu [212] results. The STAR results follow
the same trend observed in the world data. The difference between PHENIX p + p and d + Au

measurements may be due to the Cronin effect [209, 210].
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APPENDIX A. FITS TO BB FROM PYTHIAS
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Fits to no. distributions of photonic elec-

trons
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APPENDIX B. FITS TO Nog DISTRIBUTIONS OF PHOTONIC ELECTRONS
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Figure B.1: Gaussian fits (red) to no. distributions from photonic electrons (black).
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Fits to 1" lineshapes from embedding simu-

lations
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Figure C.1: Crystal Ball function fits (blue) to 7°(1S5) lineshapes from embedding (black).
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APPENDIX C. FITS TO 7 LINESHAPES FROM EMBEDDING SIMULATIONS
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Figure C.2: Crystal Ball function fits (blue) to 7°(2S) lineshapes from embedding (black).
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Appendix D

1 yield tables

pr [GeV/c] | yield | stat. | syst. | glob. | yield from fit | stat.
0—10 701 | 41 90 - 700 43
0—-2 136 | 20 13 13 138 21
2-4 240 | 24 22 23 236 25
4—-6 171 | 21 16 16 173 23
6—38 88 16 9 9 90 18
8§ —10 38 10 7 4 44 12

Table D.1: 7(15+25+35) yield vs. pr, which includes mass cut efficiency correction for contribution
of other 7" states. The systematic uncertainty on the pp-integrated yield includes global systematic

uncertainty.

pr [GeV/c] | yield | stat. | syst. | glob. | yield from fit | stat.
0—10 543 | 32 70 - 544 34
0—-2 123 15 11 12 122 16
2-4 183 19 19 18 175 20
4—-6 142 | 17 13 14 144 19
6—8 66 16 7 7 69 19
8§ —10 23 8 12 3 34 14

Table D.2: 7°(15) yield, which includes mass cut efficiency and purity corrections for contribution
of other 7" states. The systematic uncertainty on the pp-integrated yield includes global systematic

uncertainty.
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pr [GeV/c| | yield | stat. | syst. | glob. | yield from fit | stat.
0—10 115 19 18 - 105 27
0—2 7 5 2 1 9 8
2—14 45 12 5 5 43 17
4—-6 30 10 9 3 22 12
6—38 03 | 0.1 11 0.1 11 7
8 —10 22 9 13 3 9 9

Table D.3: 7'(2S) yield vs. pr, which includes mass cut efficiency and purity corrections for contribu-
tion of other 7" states. The systematic uncertainty on the pr-integrated yield includes global systematic

uncertainty.

pr [GeV/c] | yield | stat. | syst. | glob. | yield from fit | stat.
0—10 52 17 8 - 51 25
0—2 9 6 3 1 7 7
2—4 17 8 3 2 19 12
4—-6 3 2 6 1 8 9
6—38 21 8 11 2 11 7
8 —10 0 - 7 1 0 3

Table D.4: 7°(3S) yield vs. pr, which includes mass cut efficiency and purity corrections for contribu-
tion of other 7" states. The systematic uncertainty on the pp-integrated yield includes global systematic

uncertainty.
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APPENDIX D. 7 YIELD TABLES

type y [1] yield | stat. | syst. | glob. | yield from fit | stat.

TS +25+35) | |y <05 | 449 | 33 | 41 | 42 456 35
05<|yl<1]| 258 | 25 25 25 250 25

7(15) lyl <05 | 373 | 26 | 33 | 35 374 28

05 <yl <1]| 173 18 16 17 172 19

7(25) ly| <05 | 68 | 14| 8 | 7 66 21

05 <yl <1]| 48 14 9 5 41 19

1(35) yl<05 | 14 |11 | 4 | 2 16 18
05<lyl<1| 40 | 14| 6 | 4 37 19

Table D.5: T yield vs. rapidity, which includes mass cut efficiency and purity corrections for contribu-

tion of other 7" states.
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type Tof Mult [1] yield | stat. | syst. | yield from fit | stat.
Y(1S+2S+3S)| 0<TOfMult<4 | 196 | 20 | 75 195 21
4 <TOfMult <8 333 | 27 41 328 28

8 <TOfMult < 12 99 18 18 106 20

12 < TOfMult <100 | 29 11 9 35 14

7(15) 0<TOfMult <4 159 16 42 157 17
4 <TOfMult <8 254 | 21 32 249 23

8<TOfMult <12 76 13 15 84 16

12 <TOfMult <100 | 26 13 7 29 16

7(25) 0<TOfMult <4 25 8 11 24 13
4 <TOfMult <8 32 11 8 49 16

8<TOfMult <12 23 9 5 23 14

12 < TOfMult < 100 6 4 4 3 3

7(39) 0<TOfMult <4 12 6 21 55 11
4 <TOfMult <8 32 10 5 30 13

8<TOfMult <12 | - | - | - ; ;

12 < TO fMult < 100 - - - - -

Table D.6: 7T yield vs. T'of Mult, which includes mass cut efficiency and purity corrections for contri-
bution of other 7 states. The systematic uncertainties include only those, which affect the yield used as

an input to unfolding procedure.
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Appendix E

Fits to no. distributions of photonic elec-

trons for J/1 studies
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Figure E.1: Gaussian fits to no. distriblllgigns of photonic electrons for .J /1) studies




Appendix F

Gaussian fits inclusive particle to no. dis-

tributions for .J /¢ studies
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Figure F.1: Gaussian fits to inclusive particle no,. distributions for .J /1 studies
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APPENDIX F. GAUSSIAN FITS INCLUSIVE PARTICLE TO Nog DISTRIBUTIONS FOR

J /¢ STUDIES
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