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Abstract

Results are reported from a search for supersymmetric particles in pp collisions in
the final state with a single, high pr lepton; multiple jets, including at least one b-
tagged jet; and large missing transverse momentum. The data sample corresponds to
2.1 fb~! recorded by the CMS experiment at /s = 13 TeV. The search focuses on pro-
cesses leading to high jet multiplicities, such as gg — gg with g — tt {). The quantity
Mj, defined as the sum of the masses of the large-radius jets in the event, is used in
conjunction with other kinematic variables to provide discrimination between signal
and backgrounds and as a key part of the background estimation method. The ob-
served event yields in the signal regions in data are consistent with those expected
for standard model backgrounds, which are estimated from control regions. Exclu-
sion limits are obtained for the simplified model T1tttt, which corresponds to gluino
pair production with decays into top quarks plus neutralinos. Gluinos with mass
below 1575 GeV are excluded at 95% CL for T1tttt scenarios with low X? mass.
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1 Introduction

This document presents the results from a search for supersymmetry (SUSY) [1-8] in the final
state with a single isolated lepton; multiple jets, including at least one b-tagged jet; and large
missing transverse momentum. The search targets gluino pair production with § — tt{?,
which arises from § — tt, where the top-squark is produced off mass shell. This scenario is
shown in Fig. 1 and is designated T1tttt in simplified model scenarios [9-11]. A total of four
top quarks are produced in the final state, which typically contains a large number of jets, four
of which are b jets from top-quark decay. Depending on the decay modes of the accompanying
W-bosons, a range of lepton multiplicities is possible; we focus here on the single-lepton final
state.

Signatures of this type are particularly relevant in the context of so-called natural SUSY mod-
els [12-14], which are motivated by the gauge hierarchy problem. In the standard model, the
presence of quantum corrections to Higgs-boson mass, in the absence of extreme fine tuning,
destabilizes the electroweak mass scale, pulling it to the cutoff scale of the theory. SUSY mod-
els with relatively light top and bottom squarks (t;, Tz, br), gluinos (g), and Higgsinos (h) can
maintain the low observed value of the electroweak scale.

In this analysis, the scalar sum of the masses of large-R jet masses,

My = Y. m(), 1)

Ji=large—R jets

is used both to characterize the hadronic activity in the event, providing discrimination be-
tween signal and background, and as a key part of a robust methodology for background esti-
mation. A key property of M; exploited in this analysis is that its distribution for the dominant
background, tt production is nearly uncorrelated with that of the variable mt, the transverse
mass of the lepton + pIsS system. The missing momentum vector, pss, is defined in the
plane transverse to the direction of the colliding proton beams; its magnitude is denoted EMiss.
The absence of correlation between M; and mr allows one to measure the background shape
using a control sample at low mt and applying it to the high mt sample, which includes the
signal region. The quantity M; was first discussed in phenomenological studies, for example,
Refs. [15-17]. We have presented studies of M; using early 13 TeV data [18].

This document is organized as follows. Section 2 discusses the data and simulated event sam-
ples used in the analysis. The reconstruction objects, including leptons, jets, and large-R jets,
are discussed in Section 3. The variable M; is shown to provide discrimination between signal
and the tt background. Its distribution, and particularly its tail, are sensitive to initial-state
radiation (ISR), which plays a key role in the analysis because of the high jet-multiplicity re-
quirements used to suppress tt events. The trigger and event selection are presented in Sec-

Figure 1: Gluino pair production and decay for the simplified model T1tttt.
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tion 4. The different sources of background are detailed, and it is shown that the dominant
background arises from a single source, dilepton tt events. A basic description of the analysis
binning is also presented. Section 5 describes the methodology of the background estimation,
which depends on kinematic properties of M;. A key feature of the analysis is the relationship
between M; for single-lepton tt and dilepton tt events and how this is affected by ISR. The
maximum likelihood fit procedures used for the signal extraction are also described. Section 6
discusses the systematic uncertainties on the background estimate and the signal efficiency.
The observed event yields in data are presented in Section 7; these are compared with back-
ground predictions and used to obtain exclusion limits for the T1tttt simplified model. Finally,
Section 8 presents a summary of the methodology and the results.

2 Event samples

The analysis was performed using a data sample of pp collisions at /s = 13 TeV. The sample
was obtained with the CMS detector and corresponds to an integrated luminosity of 2.1 fb~!.

While the background estimation in the analysis is performed largely from control samples in
the data, simulated events samples are also used to provide correction factors, typically near
unity, that are used to account for specific effects that could bias the background predictions.
Large backgrounds are simulated with MADGRAPH5_AMC@NLO generator [19] in leading-
order mode. Samples corresponding to vector bosons produced in association with jets are
simulated with up to 4 additional partons from the Matrix Element, tt with up to 3 and QCD
with up 2 additional partons. Single top is produced at NLO with MADGRAPH5_AMC@NLO
for the s-channel and POWHEG [20, 21] for the t-channel and W-associated production. Ad-
ditional smaller backgrounds, such tt in association with vector bosons and dibosons are sim-
ilarly produced at NLO with either MADGRAPH5_AMC@NLO or POWHEG. The generation
uses the NNPDF 3.0 [22] set of parton distribution functions. Parton showering and fragmen-
tation are modeled with the PYTHIA8 [23] generator and the detector simulation is performed
with GEANT4 [24]. The signal samples are also generated with MADGRAPH5_AMC@NLO in
leading-order mode with up to 2 additional partons using the NNPDF 3.0 PDF set, but their
propagation through the detector is modeled using the CMS Fast Simulation [25]. The cross
sections used to scale the events use the highest order calculation available. In particular, the
tt background is calculated to NNLO+NNLL order [26] and the signal yields are calculated to
NLO+NLL resummation [27-30]. In the case of tt, we also apply a top pr reweighting mo-
tivated by 8TeV measurements and cross-checked in 13 TeV data, while keeping the overall
normalization fixed to the NNLO+NNLL cross-section.

3 Reconstruction objects and variable definitions

Table 1 lists the main reconstruction objects and associated requirements used in the analysis.
Jets are clustered with the anti-kt [31] algorithm with a distance parameter of R = 0.4. These
jets are further clustered to reconstruct large-R jets, which serve as inputs to calculating the
M variable. The reconstruction and identification of isolated leptons, small-R (standard) jets,
large-R jets, and b-tagged jets, as well as the properties of the M; variable, are discussed in the
sections below.

The missing transverse energy, ET%, is given by the magnitude of the vector sum, g, of
the transverse momenta of all the Particle Flow (PF) candidates [32, 33]. Its correspondence
to the true undetectable energy in the event is improved by replacing the contribution of the
PF candidates that are associated with a jet by the jet’s calibrated four-momentum, referred
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Table 1: Summary of object selection requirements.

Object pr [GeV] || | Other

Electrons 20 2.5 | Imini < 0.1

Muons 20 2.4 | I < 0.2

Jets 30 2.4 | Anti-k; R=0.4, cleaned from leptons
b-tags 30 24 | Jets with CSVv2IVF tag

MET — - | Type-I corrected EMiss

to as the Type-I MET correction. To separate backgrounds characterized by the presence of a
single W-boson and no other source of missing energy, the lepton and the MET are combined
to obtain the transverse mass, mt defined as:

mr =\ /2pLERSS (1 — cos(9r — ppm)), @

where ¢; is the azimuthal angle of the lepton momentum vector and ¢gmis is the azimuthal

angle of the missing momentum vector, pss.

3.1 Leptons

Electrons are reconstructed based on the association of a charged track and an ECAL superclus-
ter [34]. The resulting candidates required to satisfy identification criteria designed to minimize
contributions from light-jet fakes, photon conversions, and real electrons coming from heavy
flavor decays. Electron candidates must satisfy pt > 20 GeV and |y| < 2.5.

Muons are reconstructed using the outside-in approach, where each stand-alone muon track
found in the muon system serves as a seed to find a corresponding silicon track [35]. Muon
candidates must have pr > 20 GeV and |77| < 2.4.

Lepton isolation is quantified using an optimized version of the mini-isolation variable origi-
nally suggested in Ref. [36]. Charged leptons in proton-proton collisions can be produced either
in the decays of heavy particles (W or Z bosons, or heavy non-SM particles), in which case the
leptons are considered to be primary or prompt, or in the decays of lighter SM particles, partic-
ularly b-hadrons, in which case the leptons are considered to be secondary or non-prompt. In
this analysis, we wish to exclude secondary leptons. Since such leptons are frequently found in
or near the jet produced by the decay of the associated quark, they can be rejected by requiring
that only a small amount of energy be deposited in the detector near the lepton. To quantify
the transverse energy near a lepton, the relative isolation I for each lepton is computed as the
sum of the transverse momenta of PF candidates in a cone around the lepton, divided by the
pr of the lepton:

I = 1 { ) pr(charged hadrons from PV)

le
P cone

Pr

+ max [O, Y pr(phot.) + ) _ pr(ntrl. had.) — % ) pr(chg. had. not from PV)

cone cone cone

}. 3)

The last term is a correction that estimates the average amount of pileup energy (which arises
from the presence of multiple pp interactions in a single bunch crossing) near the leptons by
taking the contribution from charged candidates not originating from the primary vertex and
multiplying by 3 to account for the average difference in neutral and charged contributions
from pileup.
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For the standard isolation calculation, PF candidates within a fixed radius cone in AyAg space
are summed in Eq. (3). This is not ideal in events with highly boosted t decays, as the b and
W will become closer, and the prompt lepton from the W decay may coincidentally fall within
the b-jet. For a generic highly boosted two body decay, the angle between the two daughter
particles is given by

2m th
ARdaughters R 4)
T,mother
Since isolation is intended to remove leptons originating from b-decays, the isolation cone size
should be approximately the size of the associated b-jet. Using mpyother = 5 GeV ~ my, and
taking the pt of the lepton to be a crude proxy for the pr of the b motivates the following

1 .
pr’ -dependent cone size:

02,  piP <50 Gev
ARminiso. _ ) 10GeV P ¢ (50 GeV, 200 GeV) (5)

max lep 7/

T
0.05,  pyP > 200 GeV,

The pr-dependent cone size is small enough to reduce accidental overlap with b and other jets
for prompt leptons, while remaining large enough to contain b-decay products for non-prompt

leptons across a range of plTeP. We refer to the relative isolation (Eq. 3) computed with the cone
size described in Eq. 5 as mini-isolation.

3.2 Small-R jets, Large-R (fat) jets, and M;

Small-R jets are built from PF candidates using the anti-kt algorithm with a radius R=0.4 [37].
Their neutral electromagnetic and hadronic energy fractions must each be less than 99%, and
they are required to contain at least one neutral, charged, or muon PF candidate. For those jets
falling inside the tracking region, the charged electromagnetic fraction should be less than 99%,
while the charged hadronic energy fraction should be greater than zero. Contributions to an
individual jet’s pr from pileup interactions are subtracted [38]. The jet energy is calibrated [39]
following the standard sequence of corrections including: L1, a pile-up offset correction taking
into account the jet’s active area; L2, a relative jet energy scale derived from di-jet balance,
aiming to make the jet response uniform in pr and 7; L3, an absolute jet energy scale derived
in y+jet events based on the MET Projection Fraction method and pr balance; and a residual
L2L3 correction, applied to account for any remaining data/MC disagreement.

The corrected jet must satisfy the requirements pr > 30 GeV and |y < 2.4, as well as a set
of quality criteria [40]. Finally, the jet collection is cleaned by removing any jet that has a PF
constituent matching a lepton passing the selection described earlier. Using the resulting jet
collection, the transverse hadronic energy, Hr, is defined as the scalar sum of the jet transverse
momenta.

Jets originating from b-quarks are identified by the Combined Secondary Vertex algorithm [41]
together with the Inclusive Vertex Finder (IVF). The CSV algorithm uses both secondary vertex
and track-based information, thereby maximizing the highest attainable efficiency while pro-
viding discrimination even in cases where only 2-track pseudo-vertices or no secondary ver-
tex is reconstructed. The IVF provides track-to-jet association such that tracks and secondary
vertices are not shared between nearby jets, improving the b-tagging performance in boosted
topologies. We use a working point with 70% b-tagging efficiency and 1.5% light-jet misiden-
tification rate [42].
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Figure 2: Distributions of M; from simulated event samples with little ISR (left), and significant
ISR (right). The amount of ISR is selected using the pr of the tt or gluino-gluino system. The
distributions are shown for tt single- and dilepton events and for a T1tttt SUSY model with
a 1500 GeV gluino and a 100 GeV neutralino. When the ISR contribution is small, the M;
distribution for tt events has a cutoff around 2m; (blue curves in the left-hand plot). If the ISR
contribution is substantial, this tail is greatly extended (blue curves in the right-hand plot. The
signal events have a large tail in the M; distribution regardless of the amount of ISR. For each
distribution, the mean value (u) is given in the legend.

Standard R=0.4 anti-kt jets are used to establish a correspondence between the parton shower
of a single isolated quark or gluon and a jet. In events where there may be angular corre-
lations between the quarks, e.g., in a boosted top decay, or where a large number of quarks
may accidentally result in nearby showers, it has been found beneficial to cluster the event
with larger radii, capturing multiple partons in the same jet. In these cases, the mass of the
large-R jets retains some of the angular information, allowing one to construct variables with
improved discrimination power, such as M;. The optimal large-R jet reconstruction parameters
and corresponding M; definition for this analysis were extensively studied by comparing the
background rejection vs. signal efficiency for M; using a variety of settings. For example, the
performance of large-R jets was compared for cone sizes of 0.8, 1.0, 1.2, and 1.4. For a T1tttt
model with a large gluino-neutralino mass splitting, the performance is very similar, but for a
compressed-spectrum T1tttt model, smaller cone sizes are preferred. However, in tt events, the
mass peak from hadronic top-quark decay is best reconstructed with a cone size of 1.2, which
was adopted for the analysis.

For this analysis, where the main background is tt, the M; distribution has a natural endpoint
at twice the mass of the top quark for events in which no ISR jets (Fig. 2, left) are present, while
the M distribution for signal events extends to much larger values. The tt background in the
high M| region arises from the presence of ISR, as shown in Fig. 2, right.

4 Trigger and event selection

The data sample used in this analysis was acquired using High Level Trigger (HLT) paths that
require at least one lepton (an electron or a muon) satisfying pr > 15 GeV, together with the
requirement Ht > 350 GeV, where Hr is the scalar sum of the transverse momenta of the jets
in the event (reconstructed online). The HLT is seeded with a Level 1 trigger that requires
HE > 150 GeV.
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We measured the trigger efficiency on an event sample selected with an orthogonal trigger with
an online EM > 170 GeV requirement. We studied the dependence of the trigger efficiency
as a function of lepton pr and the analysis variables, and found efficiencies consistent with a
constant value. The total trigger efficiency for events with one offline lepton, Hr > 500 GeV,
Niets > 4 and EsS > 200 GeV are:

€y = (951702 £1.0)%, (6)
€ = (941105 +1.0)%. ?)

The second uncertainty is systematic and covers residual dependence of the trigger efficiency
on lepton pr and the analysis variables.

The offline event selection is described in Table 2, which lists the event yields obtained from
simulation for the main SM backgounds and for the T1tttt NC (non-compressed) and T1tttt
C (compressed) SUSY models, as a series of offline selection requirements is imposed. The
T1tttt NC model has m(g) = 1500 GeV and m(j}) = 100 GeV, while the T1tttt C model has
m(g) = 1200 GeV and m (%)) = 800 GeV. The yields in this table are normalized to an integrated
luminosity of 2.1 fb~1.

The first group of analysis requirements listed correspond to the baseline selection. No ex-
plicit trigger requirements are listed. However, the offline requirements are designed to be
sufficiently stringent that the associated efficiency has reached its plateau value for the trigger
threshold that is applied.

The requirements listed through Ny, > 1 represent the baseline selection, and give S/B ~ 1%.
Beyond the horizontal line, Table 2 lists several additional cut, together with the corresponding
event yields. As discussed in the following section, the requirement M; > 250 GeV is applied
to ensure that the background estimation method is robust for tt events. We define an analysis
region in the Mj-mr plane, then bin in the variables Effniss, Njets, and Nj,. The cuts listed below
M; > 250 GeV give an example of one of the analysis bins.

After the baseline selection is applied, tt is the dominant background, but most of it arises from
true single-lepton production. As shown in Table 2, this component is strongly suppressed by
a tight mt requirement, which has an efficiency e(mr > 140 GeV) ~ 1% for the single-lepton tt
contribution. The background is then dominated by dilepton tt. The background contributions
from QCD, W + jets production, ttV, and “Other”, are now each below the one-event level. A
simple background composition dominated by a reasonably well understood source provides
the basic framework for the analysis.

Figure 3 (left) shows the distributions of mr after the baseline selection is applied. Dilepton tt
events dominate the SM background contribution for mt > 140 GeV.

Figure 3 (right) shows the corresponding distributions of M; after the baseline selection and the
mt > 140 GeV requirement are both applied. The M; distribution shows that a broad range
of signal distributions is expected, depending on how compressed the mass spectrum for the
model is. Compressed-spectrum models have M| distributions that are more similar to the tt
backgrounds, and we will see below that models such as T1tttt (C) can produce some signal
contamination in the control regions. We have therefore used a fit of signal and control regions
together to obtain the signal and background contributions.

The results from Table 2 and Fig. 3 motivate our choice of the main signal and control regions,
which are the following four rectangular regions in the m1-M; plane:

e Region R1: mt < 140 GeV, 250 < M; <400 GeV
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Figure 3: Distributions of mr after the baseline selection is applied (left) and M; after the base-
line selection and the requirement mt > 140 GeV are applied (right).

e Region R2: mt < 140 GeV, M; > 400 GeV
e Region R3: mr > 140 GeV, 250 < M; < 400 GeV
e Region R4: mt > 140 GeV, M; > 400 GeV

To exploit the additional information from EIT“iSS, Njets, and Ny, each of the four regions in the
mt-Mj plane is itself divided into the following sub-regions:

e EMiss: [200, 400], [400+]
® Njets: [6, 8], [9+]
o Np: [1], [2], [3+]

As we explain in the following section, the binning employed in the background estimation
method combines some of these sub-regions to ensure that the most sensitive bins have a few
expected signal events.

5 Background estimation
5.1 Overview and kinematic properties of background events

Figure 4 shows the distribution of signal and background events in the Mj-mt plane after base-
line selection. In regions R1 and R2 (low mrt) the background is dominated by single-lepton tt
events, whereas in R3 and R4 (high mr) the background is dominated by dilepton tt events.

The prediction of the background yields in the signal region takes advantage of the fact that the
kinematic variables M and mt are largely uncorrelated. This behavior allows us to measure the
mt shape in data with good statistical precision in the background-dominated regions at low
M; (R1 and R3), and extrapolate into the high-M; regions (R2 and R4). Alternatively, we can
say that, with a sufficient number of jets in the events, the M| distribution of the background in
R1-R2 is nearly identical to that in R3-R4. These points are addressed in detail in this section.

As discussed in Section 4, each of the four regions is divided into bins of Njets, E‘T“iss, and Nj,.
The binning is shown in Fig. 5 and discussed further below.
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Figure 4: Distribution of single lepton tt, dilepton tt, and T1tttt(1500,100) events in the M;-mr
plane after baseline selection. Each marker represents one expected event at £ = 3fb™'. The
correlation coefficients p are shown in the legend.

R4: 10 bins

R1: 2 bins MET: R2: 10 bins
200-400, 400+ (same as R4)
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Figure 5: Binning used in the signal (R4) and control regions (R1, R2, and R3) of the analysis.
The low M region R1 and R3 are divided only into low and high MET regions. Because of the
correlation with mT, binning in MET is necessary in the low M; sideband to obtain the correct
mt shape. At high M), we partition regions R2 and R4 into 10 bins each using Njets, N, and
E%‘IISS.
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To obtain an estimate of the background rate in each of these signal bins, a modified ABCD
method is used. This method makes use of the weak dependence of M; and mr to obtain
a data-driven estimate of the background. Corrections derived from Monte Carlo are then
applied in order to compensate for the small correlation between M; and mt. Furthermore, we
estimate the background in two ways:

e a “predictive” estimate for the background in the signal region R4 in which the yield
in R4 itself is not used

e a global fit to all four regions.

The two methods differ only in whether terms corresponding to R4 are included in the likeli-
hood function.

In this section, we establish that M; and mr are only weakly correlated; demonstrate a simpli-
tied version of the background estimate without binning, and explain how bins are incorpo-
rated into the background estimate.

Figure 4 shows the semileptonic and dileptonic tt components (light and dark blue, respec-
tively) each have a small correlation coefficient between M; and mt. This gives a preliminary
hint that M; and mt may be generally uncorrelated in the full background. As seen in Table 2,
events at high mt are primarily from dilepton tt, while those at low mr are primarily from
semileptonic tt. In order for the M;-mr to be approximately independent, the M; shape needs
to be similar for semileptonic and dilepton tt. This possibility is well-motivated in events with
high ISR, where the extra neutrino in dilepton tt has a relatively smaller effect on M;. We en-
sure that we operate on the high-ISR tail by requiring at least 6 jets. The comparison of the M
distributions in the baseline selection at high and low mr is shown in Fig. 6. The shapes agree
for events with 2 true leptons and events with 1 true lepton at low mr, but differ from the shape
corresponding to events with 1 true lepton and high mt which is distorted by the presence of jet
mismeasurent and lepton mis-identification. Since the single-lepton tt contribution at high mt
is only 15%, this introduces only a small correlation between M; and mt which we can correct
using simulation.

To test the independence of M; and mt with respect to each other or other kinematic variables,
we define the ratios

_ N(M; > 400)
I N(Mj < 400)’

N(mT > 140)

Ru N(mr < 140)°

Ryy = 8)
If Mj (mr) is independent of a particular variable, then Rpj, (Ry;) will be constant as a function
of that variable. In Fig. 7 shows that R, varies from about 0.06 to 0.1 across various Njets and
N, bins. In order for the ABCD method to work, the Ry, for a particular bin on the left-hand
side of the plot at low M; must match the Ry, for the corresponding bin on the right-hand
side of the plot at high M;. For Njets > 6, the two Ry, values are typically within 0.01 of each
other, while for Njets < 5, the high-M; value for R, is typically higher by as much as 0.05. A
similar pattern appears in Fig. 8, though the statistical uncertainties are larger. The baseline cut

of Njets > 6 ensures that M; and mt are not excessively correlated.

Finally, we can make a direct test of Mj-mt independence using the double-ratio

Ryy (M > 400)

©= R (M) < 400)°

©)

which should be equal to one if M; and mt are uncorrelated within a bin. Figure 9 shows « for
several kinematic selections. It is within approximately 10 to 20% of unity for all bins.
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Figure 6: Top left: comparison of M; distribution in tt events with 2 true leptons at high and
low mt. Shapes are similar. 2/ tt is subdominant at low mr. Top right: comparison of M;
distribution in tt events with 1 true lepton at high and low m. Shapes are rather different
which can introduce a correlation between M; and mt. However, the single lepton component
of the high-mt background is small, approximately 15% of the full sample. Bottom: comparison
of M distribution in tt events with 2 true leptons at high mt and 1 true lepton at low mt. The
shapes of these distributions are similar. These two are the dominant contributions to each of
their respective mr regions.
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Figure 7: The high-to-low-mT ratio R, at low ErTniss as a function of Njets and Ny, showing that
R, varies slowly from approximately 0.06 to 0.1.
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Figure 8: The high-to-low-mr ratio R, at high EITniss as a function of Njets and N, showing that
Ry, varies slowly from approximately 0.08 to 0.12, slightly higher than the values in Figure 7.
The difference between the two figures indicates a EXss dependence in Ry,;.
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Figure 9: Double-ratio x in various kinematic bins defined in section 4. « is generally consistent
with one, with the largest discrepancy in the bin with the tightest selection, E"** > 400 and
Nigts > 9.

jets —

5.2 Background estimation procedure
5.2.1 Predicting the R4 background without the R4 yields

Before introducing binning, we have four regions in the M;-mt plane (R1, R2, R3, R4), each of
which has an observed yield (Nr1, Nr2, Nr3, Nr4) and an unknown Poisson background rate
(y%g, ;u]f{l;g, y%g, ygig). Taking M and mT to be independent allows a data-driven estimation of
the background rates. We can perform the background estimation either as a pure prediction
for the background in the high-Mj, high-mt region (R4), or as a global fit which incorporates

the count in R4 into the likelihood function.

To obtain a pure background prediction for R4, without using the observed yield from R4,
we assume that signal contamination in the sideband regions R1, R2, and R3 is negligible and
that M; and mr are independent. The usual ABCD method then gives a prediction for the
background rate in R4,

~bkg .bkg
~bkg  HRo " HR3 (10)
Hra = _bkg ’
Hr1

where I denotes the best estimate for the unknown true background rate y in each bin. Ig-
noring potential signal contamination, the best estimate for the background in the sideband
regions is the observed count, so the estimated background for signal region R4 is simply

bkg  Nro - N3
= — 11
Hra Nei (11)
To correct for the small correlation between M; and mt, we compute the double-ratio x from
Eq. (9) noting that x can be expressed as

o ﬁgic bkg _ (MC observed in R4) 12
s e ™8 (MC predicted in R4)’
~MC bkg

Hr1
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we can multiply the raw ABCD estimate in equation (11) by « to obtain a corrected background
estimate

ACOIT. bkg NR2 - Nr3

K 13
Hra NRl ( )
The likelihood function in the case of a “prediction” (an estimate not using the yield in R4 itself)
of the background in R4 is a product of Poisson terms,

L= ﬁpred i £MC K (14)
Lrred — HPOIS NRi ]ybkg), (15)
i=1
4
LMCx = T Pois(NKC | **8). (16)

The £LMC* term accounts for the MC uncertainty on . In practice, this term is adjusted to ac-
count for the Monte Carlo event weights. Note that because the likelihood function already has
three parameters and only three observables, the signal cannot be extracted with this approach.

5.2.2 Estimating backgrounds with a global fit

To extract the signal strength 7, the observed yield Nr4 must be used. The ABCD constraint
is enforced by requiring the background shape across the four regions to have only two shape
parameters R,,;, and R My, and one normalization N:

bk bk
Z‘ng =N, P‘Rzg = NRyj, (17)
bk bk

We correct for Mj-mt correlations by fitting to MC and finding a correction factor A; analagous
to x from equation (12):

(MC observed in region 1)
(MC fitin regioni)

The corrected background estimate is just the uncorrected estimate multiplied by A. The esti-
mated signal rate is the Monte Carlo rate scaled by the signal strength parameter r.

The likelihood function is

L= Efit . EMC A EMC sig (20)
£ — T TPois(Nu| % + - ), (21)

i=1
LMeA HPOIS NY€ AMC bkg), (22)
[ MCsig _ HPOIS %\{/ZIC ﬁi\gc Sig), (23)

i=1

where £fit accounts for the statistical uncertainty from the fit to data, LMCA accounts for un-

certainty in the computation of the A correction factors, and £MC 8 accounts for uncertainty in
the signal shape due to the finite size of the Monte Carlo sample.
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5.3 Binning in Njes, ET'SS, and Ny,

As discussed in Section 4, we bin the M;-mt regions in Niets, EITniSS, and N, in order to improve
the expected sensitivity. In principle, one could use the same bins in all four regions R1, R2,
R3, and R4 and conduct a separate ABCD background estimate in each of the bins. However,
this provides limited yields in the sideband regions R1 and R3 and results in large statistical
uncertainties.

To improve statistical precision, we integrate R1 and R3 over Njes and N, and assume that
the bins all share a common R,,;. As long as R;,;; is the same at low and high Mj, the fit
shape will correctly model the background. We note that the low M; bins in the left halves of
Figures 7 and 8 and the high M| bins in the right halves have similar shapes, indicating that
this condition is met. Figures 7 and 8 show that R;,; is nearly constant as a function of Njets
and Ny, varying between about 0.07 and 0.1 for most bins, indicating that the systematic error
introduced by assuming they share a common R,,, is small. Finally, because the variation in
Ry is both small and gradual, we rely on the Monte Carlo to correct for this variation.

The background estimation procedure has a separate ABCD fit for the low and high EXsS sets of
bins sharing only the signal strength parameter r. Both fits have their own R, and background
normalization N, and a separate R My for each bin in region R2 and R4.

6 Systematic uncertainties

6.1 Background uncertainties

The uncertainty on the background prediction can be separated into two components: the sta-
tistical uncertainty on the event yields in each of the ABCD regions, which is incorporated into
the background fit, and the systematic uncertainties on the MC-derived corrections for bias of
the method.

The correction to a simple ABCD background prediction are quantified in terms of the quan-
titiy x, the correction factor used when a background prediction is obtained without using
the R4 yields. The uncertainties on x arise from various effects, such as modeling of initial-
state radiation. We study the uncertainty that results from specific sources of mis-modeling by
introducing variations into the MC and determining the resulting change in x. When the back-
ground is instead estimated via a global fit, the uncertainties are supplied to the fit as additional
uncertainties on the yield in Region 4.

In addition to the specifically motivated uncertainties, we determine a systematic uncertainty
from potential bias of the method in a data validation sample. An analogous ABCD method
is used to predict the yield in signal-free regions of a dilepton validation sample. This test
provides a quantitative test of the method in data using essentially the same type of events that
feed down to the single-lepton sample and generate the dominant background in the analysis.

The uncertainties are summarized in Table 3. We discuss the methods used to determine these
uncertainties below.

As noted in section 2, in 8 TeV data, the top pr distribution [43] was observed to be softer than
predicted by MC. This observation is compatible with early 13 TeV studies. This motivates
using the 8 TeV measurement to reweight the tt sample to achieve better agreement with data.
Since top pr modeling is a factor in determining M in tt events, we take the full shift in x when
comparing the tt sample before and after this reweigting as a systematic uncertainty. We find
that the effect on « is limited to 1-4% across all analysis bins.
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Table 3: Summary of fractional uncertainties on x. The systematic uncertainties are symmetrized. Statistical uncertainties are estimated

from the predictive fit to 2.1fb~ ! of data.

6 < Njets < 8 Njets > 9
Uncertainty [%] 200 < MET < 400 MET > 400 200 < MET < 400 MET > 400
No=1|Npy=2|Ny>23 | Np=1|Ny>22| Npy=1|Ny=2|Ny>3|N,=1| N, >2
Data stat. (£ = 2.1fb™ ") 28 28 37 68 81 46 45 117 115 114
Systematic uncertainties associated with MC mis-modeling

ISR pr 4 4 4 5 4 3 4 4 7 5
top pr <1 <1 <1 <1 3 <1 <1 <1 4 <1
jet resolution 4 4 13 4 4 3 3 17 2 2
JEC 1 2 1 4 2 4 2 5 3 4
non-tt 2 3 4 6 11 8 2 4 11 2
K stat. 7 4 8 10 12 5 9 9 10 8
20test (L=2.1fb"1) 37 90
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Figure 10: The ISR pr in Z + jets sample (left) and a dilepton tt sample(right).

Similarly to the top pr, the ISR pr [44] distribution has been shown to be softer than predicted
by MC at 8 TeV. The modeling of the ISR pr at 13 TeV is studied in two samples Z + jets and
dilepton tt. In the Z + jets sample, events are selected by requiring two opposite-sign same-
flavor leptons with invariant mass between 80 and 100 GeV. The pr of the dilepton system, in
this case the Z pr, is then equal to the ISR pr. In the tt sample, events are selected by requiring
exactly two leptons and exactly 2 b-tagged jets. This selection makes it possible to single out the
system of jets, excluding the 2 b-jets coming from the top decays, which can then be identified
with the ISR pr in the event. The data to MC comparison for both samples is shown in Fig. 10.
In Z + jets events, the MC underestimates the fraction of events with 100-200 GeV ISR pr, and
overestimates the fraction with more than 400 GeV ISR pr. In tt events, the ISR p in data and
MC agree within the statistical uncertainty. While the tt sample directly represents the physical
process dominating our analysis selection, the ISR pr measurement at high ISR pr is more
precise in the Z + jets sample. Therefore, to assign a conservative estimate on the impact of a
potential ISR pr mismodeling at high ISR pr on our background prediction we scale down the
tt sample by 15% for events with tt-system pr between 400 and 600 GeV, and 30% for tt-system
pr 600 GeV and above. Using this reweighted sample, we measure the shift in x with respect
to its nominal value. The resulting uncertainty ranges between 3 and 7%.

A source of bias of the ABCD in the Mj-mt plane is the difference between the shape in the
M distribution for single lepton tt events in the low- and high-mt regions. To understand the
systematic effects on how well the MC models this difference requires an understanding of
how these events can populate the mt > 140 region. In semileptonic tt, this can only occur due
to reconstruction effects or extra EFS from non-prompt neutrinos. These high-mr events can
be grouped into three categories.

Lost-Fake Lepton events: In simulation, a truth-matched, W-associated lepton is not selected (or
is a hadronic tau), and instead a fake lepton is reconstructed as the signal lepton. There is
then no correlation between the ETi* and lepton, and an event can be reconstructed with high
mrt. These events, however, do have a similar M; shape as that in low-mr semi-leptonic tt and
therefore do not introduce any ABCD non-closure. This is because the lost lepton (especially in
the case of hadronic taus) can still be clustered in the fatjets.

Jet Mismeasurement is the dominant contribution to the high-mr, semileptonic tt events. When a
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jet is mismeasured, it introduces fake EX*S and thereby moves low-mt events to high-mr. These
cases are identified by selecting events with mt < 140 when calculated with generator-level
quantities, but mr > 140 with reconstruction-level quantities. Since the pr mismeasurement
propagates into M; such events do result in different M; shape at low and high mr.

Non-Prompt Neutrinos add additional real ErTniSS, which can lead to high-mt. These events have
mt > 140 for both reconstruction- and generator-level quantities. Even though these can affect
the M; shape their contribution is small and should be well modeled by MC.

Given this categorization, any systematic mismodeling should be largely due to the Jet mismea-
surement category. We quantify the potential effects by smearing jets by an amount that is 150%
of the jet energy resolution correction factors measured in 8 TeV. Additionally, if any jet’s re-
constructed energy is on the tail of the resolution function, the event is weighted up by a factor
of 1.5. This resolution smearing increases the fraction of high mr events from semileptonic tt
by 33%. If there were no difference in the M; shape, this change of mt would have no effect on
k. However, as seen in Fig. 6, mismeasured single lepton events do have a different M; shape,
and the resulting change in « reaches up to 17% as shown in Table 3.

We also propagated the uncertainties on the jet energy corrections (JEC) onto all the analysis
variables, like EY"*%, mt, or M;. We then assessed their impact on the « factors to be less than
5%.

Finally, the modeling of non-tt background was assessed in control samples rich in these pro-
cesses, such as Nj, = 0 for W+jets or dilepton at low ET and Nj, for Drell-Yan. We studied the
agreement between MC and data for mt, M}, and the variables in which the analysis is binned,
and observed agreement always within 100%. Since the non-tt component is fairly small, we
assign a this 100% as its systematic uncertainty.

6.1.1 Test in data with the dilepton validation region

In addition to these specific, identifiable sources of uncertainty on x, we obtain an uncertainty
using the dilepton sample in data. This is a powerful test, but because of the limited size of the
dilepton sample, it generates the largest of all the systematic uncertainties listed in Table 3.

To measure the uncertainty, the background fit is carried out in the validation ABCD plane. The
low-mT half remains the same as in the prediction for the 1/ signal region. The high-mr half
is replaced by 2/ events without an mt requirement. We choose this combination of regions
because it closely resembles the actual background estimate, for which the low-mt region is
dominated by single lepton events, while the high-mt events are dominated by dilepton events
with a lost lepton.

To ensure closer correspondence between the validation and search regions, the large radius
jets in both samples should be clustered from the same number of constituent objects, since
this number affects the M; distribution. Since we include leptons in the clustering, the dilepton
Niets requirement must be reduced by 1 in all bins to compensate for the additional lepton. To
improve the statistical precision of the test, we include dilepton events with N, =0, 1 or 2, but
we exclude N, > 3 to avoid signal contamination. The uncertainty for N, > 3 is taken to be
equal to the one found in Ny, = 2.

Figure 11 compares the shape of the distribution of M; for single-lepton events with mt <
140 GeV events (regions R1 and R2) with that for di-lepton events (regions D3 and D4). Al-
though statistics in the di-lepton sample are limited, the shapes are in agreement.

The uncertainty is assessed in the two Njets bins in D4 by comparing the dilepton background
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Figure 11: Uncertainty measurement using the dilepton sample in data (2.1fb™'). Distribution
of Mj for single-lepton mt < 140GeV (blue histogram) and di-lepton events (black points
with error bars). The overall yield from the singe-lepton events is normalized to that for the
di-lepton sample to compare shapes.

prediction with the yield in data, Table 4. For 5 < Njets < 7, this method predicts 11.1 + 2.4
events and we observe 12. For Njes > 8, the prediction is 1.4 £ 0.5 and we observe 2. The
good agreement between predictions and observations validates the method. The statistical
precision of this test, evaluated as the sum in quadrature of the uncertainty on the prediction

and the square root of the prediction, is taken as a systematic uncertainty. This results in 37% a
low Niets and 90% at high Njets.

6.2 Uncertainties on the signal yield

The systematic uncertainties in the signal yield arise from both experimental and theoretical
effects. Each systematic uncertainty is evaluated in the 24 bins separately, and they are treated
as symmetric log-normal. In case that the sizes of up and down variations are not the same, the
variation having larger absolute value is taken. If the sign of variations changes bin-by-bin, the
correlation between bins are preserved, while the value which has the larger absolute variation
is taken. A summary of the magnitude of the uncertainty due to each systematic source for the
two signal model points is shown in Table 5. The uncertainties on lepton reconstruction and

Table 4: The result of the background prediction from the predictive fit to 2.1 fb~! of data. Data
yields in R1 and R2 (single-lepton events) and D3 and D4 (di-lepton events), and the predicted
background in each region are shown. The R2 and D4 regions are divided into two bins in Njets,
6 < Niets < 8 and Njets > 9 for R2, and 5 < Njets < 7 and Njets > 8 for D4. The uncertainty on
the x factors only include MC statistics.

K Bkg. Pred. Observed
R1: mr < 140, M; < 400 - 330.1 £18.2 330
R2: 6 < Njets < 8, mr < 140, M; > 400 - 100.9 +10.0 101
R2: Njet > 9,mr < 140, M; > 400 - 14.0 £3.7 14
D3: M; < 400 - 31.0£5.6 31
D4: 5 < Njets < 7, Mj > 400 1.17 +0.03 11.1+24 12
D4: Niets > 8, M; > 400 1.08 +0.04 14405 2
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b-jet identification efficiencies are split into two components, one coming from the uncertainty
on the efficiency when using standard detector simulation and a second factor indicating the
larger unceratainty associated with the use of Fast Simulation employed in the signal sample
production.

The luminosity, PU-reweighting, lepton selection scale-factor, trigger efficiency, JEC and b-
tagging scale-factors contribute to the experimental effects. The uncertainties on the luminosity
and PU-reweighting are 5% and 5%. The contribution from the trigger efficiency is 1%. The JEC
uncertainty ranges up to 14% in R4 in the EI® > 400 GeV bins. The uncertainty on b-tagging
scale-factor is estimated for the heavy quarks (b and c), and light quarks (u, d, and s) and glu-
ons separately. The combined uncertainty is dominated by the scale-factor for heavy quarks
which ranges up to 15% in R4 in the EXS > 400 GeV bins.

The renormalization and factorization scales, PDFs and ISR modeling contribute to the theo-
retical effects. The scales are varied up and down by a factor of 2, but in all cases constrained
to be no more than a factor of 2 from each other. For these uncertainties, the up and down
variations are rescaled to keep cross-section constant, i.e., they are applied as shape systematic
uncertainties. The uncertainty on the acceptance due to the imperfect knowledge of the parton
distribution functions (PDFs) is assessed with 100 variations of the PDFs provided by NNPDF,
with each variation normalized to the NNLO+NNLL cross-section. The RMS of the resulting
yields in the various analysis bins is of the order of 10%, which we assign as an uncorrelated
systematic uncertainty. Based on the ISR pt measurement in Fig. 10, the uncertainties of 0,
15, and 30% are applied to the following ranges of pr of the gluino-gluino system (p1(gg)),
0 < pr(gg) < 400GeV, 400 < pr(gg) < 600GeV and pr(gg) > 600GeV. This has a small ef-
fect for the non-compressed mass points, but has a large effect for the compressed mass points,
particularly at the high ETS region where large ISR is present.

7 Results and interpretation

Table 6 summarizes the event yields across all of the analysis bins. The rows labeled R4 contain
the predicted and observed yields in each of the 10 signal regions. The background predictions
from the predictive fit (PF) are obtained by fitting the three control regions, R1, R2, and R3, as
described in Sec. 5. The global fit (GF) incorporates region R4 and, thus, can account for signal
contamination in all regions. The x correction factors and the yields from simulated signal
event samples for the two T1tttt benchmark scenarios are also included in Table 6 for reference.

The systematic uncertainties discussed in Sec. 6 are included in the uncertainties on the predic-
tion, including the results of the test performed using the dilepton control sample.

For the Nb. = 1 bins, we predict 3.4 & 1.0 events at low E%‘iSS and low Njes and observe‘ 6.
At low Ef"** and high Njets the prediction is 0.3 & 0.3 with 1 event observed. The high EF"*,
Np, = 1results are predictions of 2.4 1.9 and 0.3 &- 0.3 for low and high Njets, respectively, with
observations of 0 and 1 event. The large fractional uncertainties are driven by the number of
events in the control regions, notably the R3 region.

For the more sensitive bins with N, > 2, we predict a combined 4.6 + 1.3 at low ErTniss and
1.2 £ 0.9 at high ETsS and observed 2 and 0 events, respectively. In the most sensitive bin with
high Njets >= 9 and Efrniss > 400, we predict 0.2 £ 0.3 and observe zero events. No evidence for
any significant excess event yield is observed.

The results are presented graphically in several ways. Figure 12 shows the 2-dimensional dis-
tributions of mt versus Mj for the N, = 1 and N,, > 2 regions and compares them to the
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Table 6: Results of the predictive fit (PF) and global fit (GF) to 2.1 fb ! of data. Sig. NC refers
to the bechmark point T1tttt(1500,100), and Sig. C to T1tttt(1200,800). The first uncertainty on x
corresponds to MC statistics, and the second corresponds to the total systematic uncertainty.

Bin K Sig. NC Sig.C Bkg.Pred. (PF) Bkg. Pred. (GF) Obs.
200 < MET < 400 GeV
R1: all nj, ny - 0.1 2.9 330.1£18.2 3294+18.0 330
R2:6<n;<8n,=1 - 0.1 0.2 471+69 494+68 47
R2:nj>9,n, =1 - 0.1 0.3 6.0+24 6.6£25 6
R2:6<nj<8mn,=2 - 0.1 0.3 42.0+6.5 41.0£6.2 42
R2:nj>9,n, =2 - 0.1 0.5 70+26 6.5+25 7
R2:6 <nj <8,mn, >3 - 0.1 0.2 120+3.5 11.1+£32 12
R2:nj>9,n, >3 - 0.1 0.6 1.0+1.0 09+09 1
R3: all nj, ny - 0.2 3.5 21.0+4.6 21.6+4.2 21
R4:6<nj<8n,=1 112+0.09+042 0.2 0.2 34+14 3.6+1.0 6
Rd:n;>9,n,=1 0.91+0.05£0.82 0.1 0.3 0.3+0.3 04+02 1
R4:6 <nj <8 n,=2 1124+0.05+0.42 0.3 0.3 3.0+12 3.0+0.8 2
Rd:nj >9,np, =2 1.04 +£0.10 +0.94 0.3 0.6 05+0.3 04+02 0
R4:6<nj<8n, >3 125+£011+0.75 0.3 0.3 1.0£05 09+03 0
Rd:n; >9,n, >3 1.04 £0.09 +0.96 0.3 0.7 01+01 01+0.1 0
MET > 400 GeV
R1: all nj, ny - 0.1 0.4 15.0£3.9 16.2£3.9 15
R2:6<nj<8n,=1 - 0.1 0.1 8.0+28 6.7+25 8
R2:nj>9,n, =1 - 0.1 0.2 1.0+1.0 17+12 1
R2:6 <nj<8mny >2 - 0.4 0.2 3.0+£17 25+14 3
R2:nj>9,n, >2 - 0.4 0.5 1.0+1.0 09+09 1
R3: all nj, ny - 0.4 0.8 40420 28+14 4
Re&:6<nj<8mn=1 115+£017+044 0.6 0.2 24+19 12+0.7 0
Rd:nj>9,n, =1 1.01+0.154+0.92 0.4 0.3 03+03 03403 1
R4:6<nj <8 n, >2 128+0.194+0.50 1.8 0.4 1.0£09 05+04 0
Rd:n; >9,np, >2 0.90+0.13 £0.81 1.5 0.9 02+03 01+01 0
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expected signal yields for T1tttt(1500,100).

Figures 13 and 14 show the mt and M distributions for N,, = 1. MC/data comparisons are
shown as well as data/data comparisons across the ABCD plane. In the mt ~ 100 — 200 GeV
region of Fig. 13, 3 data bins of the my distribution for high M; exceed the expectations from
low M; data and the x? for this plot! has a p-value of only 0.2%. The p-values for x? calculated
with bins twice and half as wide are significantly larger, 1.5% and 13.1% respectively. The
distribution with narrower bins and the comparison with MC suggests that the high M; data
might have fluctuated low for mt < 100 GeV, thus pushing up the tail in the area-normalized
comparisons.

Similarly, Figs. 15 and 16 show the mt and M; distributions for N, > 2 and good agreement
in the data/data comparisons is observed, including in the mt ~ 100 — 200 GeV region. Fig. 17
shows the distributions of E%ﬁss and Njets for high and low mr.

Figure 18 shows scans of the signal efficiency and yields in R4 in the m(g) — m(%)) plane.
Finally, Fig. 19 presents the region of the m(g) — m(j}) plane that is excluded at the 95% confi-
dence level. For low {? mass we exclude g with masses of up to 1575 GeV. The highest limit on
the {0 mass is 775 GeV, reached form(g) of approximately 1300 GeV. The observed limits are
within the 1 ¢ uncertainty of the expected limits with a slightly higher central value due to the
downward fluctuation in R4.

8 Summary

We have developed an analysis to search for supersymmetry in the final state with a single
lepton, b-tagged jets, and large missing transverse momentum. The search focuses on final
states resulting from gluino pair production, with g — tf)z(l), and hence focuses on high jet
multiplicities.

The objects and associated requirements used in the analysis are described in Section 3 and
summarized in Table 1. Leptons are required to have pr > 20 GeV and to satisfy an isolation
requirement based on the mini-isolation variable. Jets are used down to a pr threshold of 30
GeV. A novel feature of the analysis is the use of the variable Mj, the sum of the masses of large-
R jets, which are formed by clustering standard AK4 PF jets using a radius parameter R = 1.2.
Used in conjunction with the variable mrT, the transverse mass of the system consisting of the
lepton and the missing transverse momentum vector, M; provides a powerful background
estimation method that is well suited to this high jet multiplicity search.

Details of the trigger requirements and the event selection are given in Section 4. The data
sample corresponds to 2.1 fb~! and was collected using a single lepton (electron or muon)
trigger with pt > 15 GeV and Hr > 350 GeV. The baseline event selection and the yields for SM
backgrounds and the signal models are given in Table 2. After the baseline selection is applied,
we establish signal and control regions in the M;-mt plane and perform ABCD calculations
to determine the SM background. The ABCD regions in this plane are further divided into
subregions in E%‘iss, Njets, and Ny,. These regions are shown in Fig. 4 and Fig. 5.

The background estimation methodology is described in Section 5. The basis for this ABCD
approach is the approximate statistical independence of the M; and my variables. This inde-
pendence is shown, for example, in Figs. 6, 7, 8, and 9. A correction factor «MC taken from

IThe x? is calculated for bins with at least 4 events, using the number of such bins as the number of degrees of
freedom. One degree of freedom is subtracted to account for the normalization. The total uncertainty is the sum in
quadrature of the bin uncertainty for low M; plus the square root of the value of the low M; bin.
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distributions for low and high M; in data, the former normalized to the number of events in
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Figure 16: Distributions of M; for events with Nj, > 2. Top: M distributions for mt < 140 GeV
(left) and mt > 140GeV (right). The overall MC event yields are normalized to that in the
data Bottom: comparison of the M; distributions for low and high mt in data, the former
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simulation is used to account for a possible residual correlation between M; and m7. Given
that the low my region is dominated by single-lepton tt events, while the high mr region is
dominated by dilepton tt events, this absence of a correlation is not obvious. However, simple
physics arguments underlie this result. In the signal region with high jet multiplicities, many of
the jets orginate from initial-state radiation. This radiation is insensitive to whether the decay
of the tt system occurs in the single-lepton or dilepton channel.

A binned maximum likelihood fit, discussed in Sec. 5.2, is performed to both determine back-
ground estimates and extract the signal yields. To improve the statistical power of the ABCD
method, in the low M; region, the fit integrates over Njets and Ny. The justification for this
procedure is that the ratio of yields at high to low values of mT is only weakly sensitive to these
quantities. Both a predictive fit and a global fit are performed. The predictive fit uses only three
of the four ABCD regions and provides background estimates for the high-mr, high-M; region
testing the null hypothesis (no SUSY signal). The global fit uses all four regions and takes into
account potential signal contamination in all bins. The exclusion limits are set with the global
fit.

The systematic uncertainties on both the background estimation and the signal efficiency are
discussed in Section 6. The effects of uncertainties on initial-state radiation, top-quark pr distri-
butions, tt single-lepton contamination at high mr, and non-tt background are estimated with
conservative assumptions on the underlying processes. In addition, a powerful test in data
using the dilepton sample is performed. The dilepton test provides a robust systematic uncer-
tainty that tests most aspects of the analysis except for contributions from single-lepton tt and
non-tt backgrounds.

Finally, Section 7 presents the results of the predictive and global fits in Table 6. One and two
dimensional distributions of the data in the mt, M, Ef", and Njes variables are shown in
Figs. 12 to 17.

The observed event yields in the signal regions are consistent with the predictions for the SM
background contributions, and we set exclusion limits on the gluino pair production cross sec-
tions in the Mg=11 0 plane. Figure 18 shows the signal efficiency and yields in the high-mr,
high-Mj region, and Fig. 19 presents the cross sections excluded at the 95% confidence level.
Gluinos with mass below 1575 GeV are excluded for T1tttt scenarios with low §) mass.
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