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Abstract: An important problem in quantum computation is the generation of single-qubit quantum
gates such as Hadamard (H) and 7t/8 (T) gates, which are components of a universal set of gates.
Qubits in experimental realizations of quantum computing devices are interacting with their envi-
ronment. While the environment is often considered as an obstacle leading to a decrease in the gate
fidelity, in some cases, it can be used as a resource. Here, we consider the problem of the optimal
generation of H and T gates using coherent control and the environment as a resource acting on the
qubit via incoherent control. For this problem, we studied the quantum control landscape, which
represents the behavior of the infidelity as a functional of the controls. We considered three land-
scapes, with infidelities defined by steering between two, three (via Goerz-Reich-Koch approach),
and four matrices in the qubit Hilbert space. We observed that, for the H gate, which is a Clifford gate,
for all three infidelities, the distributions of minimal values obtained with a gradient search have a
simple form with just one peak. However, for the T gate, which is a non-Clifford gate, the situation is
surprisingly different—this distribution for the infidelity defined by two matrices also has one peak,
whereas distributions for the infidelities defined by three and four matrices have two peaks, which
might indicate the possible existence of two isolated minima in the control landscape. It is important
that, among these three infidelities, only those defined with three and four matrices guarantee the
closeness of the generated gate to a target and can be used as a good measure of closeness. We studied
sets of optimized solutions for the most general and previously unexplored case of coherent and
incoherent controls acting together and discovered that they form sub-manifolds in the control space,
and unexpectedly, in some cases, two isolated sub-manifolds.

Keywords: incoherent control; control by environment; open quantum system; qubit; quantum gate
generation; gradient method

1. Introduction

Quantum computation is an actively developing field within the general area of quan-
tum technologies [1,2]. An important problem in quantum computation is the generation
of single-qubit quantum gates such as the Hadamard (H) gate and 7t/8 (T) gate, which are

defined by unitary matrices
1 /1 1 1 0
!

These gates together with the two-qubit C-NOT gate, which, along with the H gate, is a
Clifford gate and can be efficiently simulated classically according to the Gottesman—Knill
theorem [3], form a universal quantum gate set sufficient for universal quantum compu-
tation [4]. Therefore, the practical realization of H and T gates is of high importance for
quantum computation.

H=
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Qubits in experimental realizations of quantum computation devices are interacting
with their environment. Therefore, they are open quantum systems whose dynamics
are non-unitary and is described instead of the Schodinger equation by various master
equations [5]. The environment is often considered as an obstacle for manipulating the
qubits. However, in some cases, it can serve as a useful resource. It can be used, for
example, for quantum computing with mixed states and non-unitary quantum gates,
which was proposed in [6,7]. Engineered environments were suggested in a more general
context for improving quantum computation [8], cooling translational motion [9], preparing
entangled states [10,11], inducing multi-particle entanglement dynamics [12], making
robust quantum memories [13], dissipative control of a quantum spin chain [14], the
dissipative preparation of many-body quantum states in a superconducting qutrit array [15],
and inducing stationary quantum memory effects [16]. The control of one- and two-qubit
systems under dissipative conditions was studied [17]. Various results in the quantum
control of open quantum systems are discussed in the review [18].

An early approach for using the environment and dissipation, generally with time-
dependent decoherence rates and time-dependent master equations, for controlling quan-
tum systems was developed in 2006 and was called incoherent control [19]. In this approach,
spectral density of the environment is used as the control function (which is generally
time-dependent) to manipulate quantum systems. This spectral density represents the
distribution of the particles of the environment in their momenta and internal degrees of
freedom. For example, for the environment formed by incoherent (and not necessarily
thermal) photons, it describes the distribution of photons in their momenta and polar-
ization. This distribution apparently affects the reduced dynamics of a quantum system
immersed in this environment and enters in the master equation for the reduced density
matrix. This is well known for two types of the environment—weakly interacting with the
system (weak coupling limit) [20-22], or interacting with the system strongly but rarely
(low density limit) [23-25], which were both considered in [19]. Master equations derived
beyond secular approximation and for ultrastrong-coupling and the strong-decoherence
limits [26,27] may also be of interest for an investigation.

If the spectral density depends on time, then the master equation for the reduced
density matrix will also generally be time-dependent. For incoherent control, the master
equations for the description of the dynamics of a quantum system controlled by the
spectral density of the environment of the following form was proposed [19] as

W1 = i), p1] + T () D @
k

where H.(t) is some controlled Hamiltonian, (t) are the generally controlled time-
dependent decoherence rates, and Dy are some dissipators. In [19], beyond the general
approach, two particular physical forms of the GKSL dissipators Dy were considered based
on the derived in 1970th and 1980th master equations for the weak coupling and low
density limits. A more detailed description of the concept of incoherent control is also
provided in Section 3 of [28].

A natural question refers to how useful such incoherent control can be. In this regard,
in [29], it was shown that incoherent control when combined together with coherent control
using lasers can be used for the approximate generation of arbitrary mixed density matrices
for generic (i.e., almost for all) quantum systems. It is important that this was shown within
the physical class of Dy, which describe the reduced dynamics of a quantum system weakly
interacting with the environment (e.g., with incoherent photons or phonons). Coherent
control alone cannot achieve the control goal of preparing arbitrary mixed quantum states
for generic quantum systems. Moreover, the control scheme proposed in [29] also allows
the implementation of all-to-one or universally optimal Kraus maps, i.e., Kraus maps, which
steer all initial density matrices into the same one density matrix and were introduced and
studied for quantum control in [30]. In this work, these maps were shown to be important
for quantum control, since they are inherently robust to variations in the system’s initial
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state. The generation of some maps of this class was also discussed recently in [17]. There
was a non-trivial problem of the experimental realization of such all-to-one Kraus maps,
which was recently solved for an open single qubit [31]. Other various experimental
works have been conducted using control by incoherent photons or the modification of
relaxation rates. In particular, shaped incoherent light was used for the optimization of
up-conversion hues in phosphors [32]. The experimental control of the system-reservoir
interaction and hydrogen spin relaxation rates was achieved [33]. The low density limit
case with collisional-type decoherence is less studied in this context, although it describes
such important examples as a test particle in a quantum gas [34] or the quantum linear
Boltzmann equation [25].

Recently, a surprising new result was obtained for a qubit interacting with the envi-
ronment driven by coherent and incoherent controls [35]. It was shown that inside of the
Bloch ball, many states can be obtained exactly, except for states in some domain of size
0 ~ 7v/w, where 7 is the decoherence rate and w is the qubit transition frequency. More-
over, reachable sets of states for a qubit driven by coherent and incoherent controls were
analytically described using geometric control theory. A reachable set of states is the set of
states that can be obtained from a given state using all available coherent and incoherent
controls and any time. A controllability analysis of the quantum systems immersed within
an engineered environment was performed in [36].

The analysis of controllability and the description of reachable sets answers the ques-
tion of what states can, in principle, be created from a given initial state for a particular
quantum system. For any state in the reachable set, an optimal control that steers the initial
state into this state exists. Thus, the analysis of reachable sets and controllability answers
the question of the principle existence of optimal control for a given control problem, but
does not say how to find such controls. As soon as the existence of an optimal control is
established, the next question is how to find this optimal control.

According to [37], there is no single algorithm that, for any given set of controls and
any pair of initial and target states, answers whether the initial state can be transferred into
the target state without using these controls. Despite this negative result, for a particular
class of problems, such an algorithm may exist. For optimizing only coherent control,
various algorithms were applied or developed, including the genetic algorithm [38], the
Krotov algorithm [39], the Hamilton-Jacobi-Bellman equations [40], chopped random-basis
quantum optimization (CRAB) [41], the Maday-Turinici algorithm [42], GRAPE [43-46],
quantum feedback control [47-52], monotonically convergent algorithms [53,54], quan-
tum reinforcement learning [55] and quantum machine learning [56], deep reinforcement
learning [57], the combined approach via the quantum optimal control suite (QuOCS) [58],
etc. For finding both coherent and incoherent controls, genetic evolutionary algorithms
were initially used [19]. Recently, the speed gradient method [59], gradient projection
methods [60], the Krotov method, and stochastic free-gradient optimization methods [61]
were adapted.

A particular class of such optimization methods is that of local optimization methods,
an example of which is the gradient ascent pulse engineering (GRAPE) approach [43].
This approach was extended to open quantum systems driven by coherent and incoherent
controls in [28], where, in addition to the general scheme for a qubit, a new exact analytical
expression for gradients of various objectives for a single qubit were derived by solving a
cubic equation via the Cardano method. It is important that the efficiency of gradient-based
approaches depends on the existence or absence of traps—local but not global maxima
for the maximization of the objective, or minima for the minimization of the objective.
The problem of the analysis of quantum control landscapes was posed first in [62]. Many
results have been obtained since then, including proof of the absence of traps for a single
qubit [63,64], establishing the presence of trapping behavior in quantum systems with
various symmetries [65-68], etc.

Motivated by this, here we considered the problem of generating single-qubit H and
T gates for an open qubit using coherent and incoherent controls. The gradient-based
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approach for solving this problem was developed in [69]. In the present work, we studied
quantum control landscapes for this problem, which determines whether the GRAPE ap-
proach can be efficiently applied or its applications should take into account possible traps.
In the latter case, runs from different starting points were performed for more efficient opti-
mization. We considered three different landscapes for this problem, corresponding to three
different objective functional defined by two, three, and four matrices, correspondingly, in
the two-dimensional qubit Hilbert space. For each gate and each objective functional, we
performed runs of the GRAPE approach from multiple random initial starting points and,
for each starting point, we computed the best (minimal, since we considered infidelities)
objective value attained by the GRAPE approach. Then, we built the resulting distributions
of the best obtained values. The observed results are surprising. For the Hadamard gate,
which is a Clifford gate, the distributions of best objective values for the all three objective
functionals have a simple form with just one peak. However, for the T gate, which is a
non-Clifford gate, the situation is different—the distribution for the objective functional
defined by the two matrices also has one peak, whereas the distributions of the best ob-
tained values for objective functionals defined by the three and the four matrices have two
isolated peaks, which might indicate the possible existence of two isolated minima with
different values of the infidelity. It is important that, among these three objective func-
tionals, the smallness of the objective with two matrices does not guarantee the closeness
of the generated process to the target gate. Only objectives defined with three and four
matrices guarantee the closeness of the generated gate to a target and can be used as a good
measure for the gate generation problem, and, exactly for these objectives, we observed
two peaks. An important feature of quantum optimal control problems is that optimal
solutions are not isolated points but multi-dimensional sub-manifolds in the control space,
as was shown for the coherent control of finite-dimensional [70] and continuous-variable
systems [71]. We also studied manifolds of optimized solutions and found that, in the
case of both coherent and incoherent controls, the optimized solutions also tend to form
manifolds, but interestingly, in some cases, they form two isolated manifolds.

The structure of the paper is the following. In Section 2, the master equation for a
qubit driven by coherent and incoherent controls is provided. In Section 3, three objective
functionals for the single-qubit gate generation problem are defined and discussed, based
on two, three, and four matrices in the qubit Hilbert space, and an objective functional
defined directly in terms of quantum channels. The basic extension of the gradient-based
optimization method for this optimization problem is provided in Section 4. The numeric
analysis of the control landscapes is outlined in Section 5. Section 6 summarizes the results.

2. Environment-Assisted Control of a Qubit

We consider the master equation describing the evolution of an open two-level quan-
tum system (qubit) driven by coherent and incoherent controls:

d .
di; = —i[Ho + Vu(t), pl + 7Ly (p), p(0) = po, @)

where p(t) is a 2 x 2 density matrix representing a state of the system at time ¢ € [0, T], and
Hp and V are the free Hamiltonian and the interaction Hamiltonian, respectively:

0 0 01
Ho—w<0 1>, V—yax—y(l 0),

where w is the qubit frequency, u > 0 is the dipole moment, -y is the decoherence rate coeffi-
cient, and the real-valued function u(t) is a coherent control. The dissipative superoperator
L, 1) (p) describing the interaction with the environment is

1 1
Lyplo) = n(t) ((7+p(7_ +o pot — E{U_U+ + U+(T_,p}) + (0’+p0'_ - E{U_(T+,p}).
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Here, matrices o™ are

01 /00
‘7+:(0 0)' v :<1 0)’ @

and the non-negative function n(f) > 0 is an incoherent control.

This master equation can describe the physical situation of an atom interacting with a
generally time-dependent laser field and immersed in a time-dependent bath of incoherent
photons, for example, with a bath of photons with a time-dependent temperature or with
shaped incoherent light dynamically tailoring the spectrum of a broadband incoherent
source to control the atomic and molecular scale kinetics. In this case, incoherent control can
physically be the spectral density of the (incoherent) environmental photons. This method
was theoretically proposed in [19]. An experimental realization for the optimal control of the
evolving hue in near-IR to visible up-converting phosphors, which mimics various aspects
of chemical reaction kinetics including non-linear behavior, was implemented in [32].
Another approach that allows for the experimental modification of decoherence rates was
realized via the experimental control of the system-reservoir interaction and hydrogen spin
relaxation rates [33]. Non-unitary control is also necessary for the experimental realization
of all-to-one Kraus maps [31].

For a two-level system, it is convenient to use Bloch ball parameterization of the
density matrix p using a vector r € R3, ||r|| < 1:

1 .
p=3 (]1 + ) rjo]), ri=Troo;,  j=1,2,3, (5)
=123

where I is the identity matrix and o; are Pauli matrices. The evolution of the Bloch vector in
this parameterization takes the following inhomogeneous form:

B AQu(®)n()x+b = (B+ B'u(t) + B'n(t))r + b
—y(n(t) +1/2) w 0 0
= —w —y(n(t) +1/2) —2uu(t) r+ [0, r(0)=ry, (6)
0 2uu(t) —29(n(t)+1/2) v

where roj = Trpooi, j =1,2,3,and

g

-5 @ 0 00 0 1.0 0 0

B=|_ow -2 o | B*=2u{0 0 -1],B"=—y[0 1 0|, b= [0
2

0 & g 01 0 00 2 v

We also use the extension of the Bloch ball representation (5) to a four-component
vector using all four Hermitian 2 x 2 basis matrices as was the case in [28]:

1 ,
P = E Z ‘71"71'/ 1= O/ 1/ 2/ 3r (7)
i=0

where 0y = I. Since g9 = Trp = 1, the 0-coordinate is always equal to unity. In this
representation, q(t) = (1,r(t)) and the system (6) takes a homogeneous form

%1 = C(u(t),n(t))q = ( 2 A(u(t()),n(t)) >q, q(0) = (1,10). (8)

Let us introduce the evolution operator ®(t,u,n) (a dynamical map), which is a
completely positive and a trace-preserving superoperator and is also called a quantum
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channel. It allows the solution of the system (3) to be written under control (u, n) at time
t €10,T] as:
o(t,u,n) = ®(t,u,n)po. )

Denote ¥(t,u, n) as a matrix representation of the operator ®(t,u, n) in the basis 0;/2 (7):
q(t,u,n) =¥(t,u,n)q(0). The matrix ¥ (¢, u, n) is the solution of the system similar to (8):

dy
T C(u(t),n(t))¥, ¥(0) =1 (10)
The evolution operator ®(t, u, n) is trace-preserving: Tr(o(T,u, n)) = Te(P(t, u, n)py) =
Trpo = 1. This property, in terms of the matrix ¥ (t, u, n), corresponds to preservation of
the 0-coordinate: qo(t, u,n) = qo(0) = 1. Therefore, the matrix ¥ (¢, u, n) has the following

form:
1 0
Y: < 1}{/ III// )/ (11)

where ¥’ is a 3 x 1 matrix and ¥” is a 3 x 3 matrix. Since q = (1, 1), for the evolution of
the vector r(t), we have (notations of controls are omitted for brevity):

r(t) =¥ (t)rg + ¥'(¢). (12)

Thus, in the Bloch ball representation, the evolution of the open quantum system is a
composition of the linear map ¥”’ and translation by the vector ¥’.

If an evolution @ is unital, i.e., preserving the maximally mixed state: ®(I/2) =1/2,
then the matrix ¥ in the Bloch parameterization preserves the (0,0,0) state; therefore, its
inhomogeneous part equals zero, ¥’ = 0, and the evolution is linear for the vector r(¢):

r(t) = 9" (t)rp. (13)

3. Objective Functionals for the Gate Generation Problem

The problem of gate generation is to find a control (1, n) that will produce a dynamic
map ®(T,u,n) (9), which is an evolution operator at time t = T, that coincides or is as
close as possible to the desired unitary (or more generally, non-unitary) gate U operation:
®(T,u,n) = U-U". It can happen that no admissible control gives an exact equality
between the actual evolution and the target operation. For example, in [35], it was shown
that the set of attainability for the system (3) from the poles does not fill the whole Bloch
ball. Particularly, Hadamard eigenstates |+) and |—) are not reachable from the poles for
the distance ~ v /w due to the presence of decoherence. Therefore, the system (3) does not
allow for the exact generation of, e.g., the Hadamard gate, or any other gate besides the
rotation around the z-axis in the Bloch ball.

Thus, the gate generation problem should be formulated as to find a control (1, 1) that
will produce a dynamic map ®(T, 1, n) that is as close as possible to the desired target (in
our case, the unitary operation U - U") in the sense of some chosen metric or measure of
distance. Then, the goal is to minimize a proper objective functional defined by ®(T, u, n)
and U. One of the possible options is to examine the action of the dynamic map ®(T, u, n)
on a chosen set of states or matrices in the qubit Hilbert space.

In this work, we considered four functionals. The first three are the objective function-

als and have the form of a mean value of the squared Hilbert-Schmidt distance between

K .

actions of ®(T,u,n) and U - U on some set of density matrices {péj ) Pt

1 K . . 2
Fuk (u, n;p(()l),. ..,p(()K)) =% ZHCD(T, u,n)p(()]) — llp(()])lfr , (14)
=1
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This class of objective functionals was also used in [69]. We consider three different sets
with K = 2, 3, and 4 matrices, which give the first F; 5, the second Fy; 3, and the third F;4
objectives, respectively.

e The first set {p(()l), p(()z)} corresponds to basis states |0) and |1) in H = C%

o =10p0, ¥ =)l (15)

*  The second set corresponds to three states determining the implementation of the
unitary operation among all dynamic maps [72]:

1 __ (2/3 0 2 (1/2 1/2 @ _(1/2 0
Po _(0 1/3)' Po _(1/2 1/2>' Po _<o 1/2)' (16)

We sometimes call the objective functional defined using this set as the GRK
(Goerz—Reich-Koch)-type objective functional.

¢ The third set corresponds to four basis Hermitian matrices in the linear space in which
the dynamic maps act:

O (10 2 gy = (0O
ob _|0><0|_<0 0), Po —|1><1|_(0 1),
, 1/1 1 4) v = L1
o =l =5(1 1) =ma=3( 7))

A more detailed discussion of these three sets is provided in Appendix A.
The fourth functional is used to analyze the implementation of the generated unitary
gates and equals the squared Hilbert-Schmidt distance in the space of operators on C?*2:

(17)

Fy(u,n) = |®(T,u,n) —U-U | (18)

Unlike the objective functionals Fj 5, F; 3, and Fy; 4, this functional is defined by the true
distance and allows one to define the closeness of an evolution operator of the system to
the desired unitary operation.

4. Gradient-Based Optimization Method

For the optimization of the functional (14), we used our modification of the gradient-
based GRAPE method, which was originally proposed for the generation of NMR se-
quences [43]. The gradient-based approach for controlling open quantum systems driven
by both coherent and incoherent controls was developed recently in [28] for general N-level
open quantum systems, where the exact solution for a qubit was found. The implementa-
tion of this method for the considered one-qubit quantum system was performed in [69].
Here, we briefly present the concept and provide the basic expression for the gradient of
our objective functionals.

To solve the optimization problem of a unitary gate U generation:

Fuk (u, n;pél),. . .,p(()K)) — Lnyf, (19)

we used piecewise constant controls:

M
u(t) = Z “kX[tk,l,tk)(t)/ up € R (20)
k=1
M
w(t) =Y w4, wrE€R (21)
k=1

n(t) = w(t)?, (22)
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where 0 < t) < t] < --- < tpy = T, and Xite k) 18 the characteristic function of the
half-open interval [f;_1, ;). The new control w(t) is introduced in order to achieve the
optimization of the space R*M of control components u; and wy and to avoid dealing with
the boundary n(t) > 0. For brevity, we denote pair (u,w) as v = (v!,0?). The use of
piecewise constant control leads to a piecewise constant r.h.s of the evolution Equation (6)
so that the evolution is given by a sequence of states r(f):

1 = r(t) = eMBr | 4 g = oMk pAiBhy

+ eAkAtk . eAzAtZgl + e + eAkAtkgkil + gkl (23)

where
gr = (MM —A D, A =ti—t 4, k=1,...,M. (24)
Denote Bloch vectors of ®(T, u, n)p(()] ) and Up(()/ Ut as ) (T,v) and r(L]I)' respectively.
For numberic optimization, it can be useful to use parametrization for the objective func-
tional (14), which we provide in Appendix B. The gradient of the objective functional (14)
with respect to controls (20) and (21) is [69]:

Fux _ 187 ) gy o(To) o _
o K];<r (T,v)—ru>~w, k=1,..,M, m=12. (25

The gradient of the final state is given by the following expressions [28,69]:

7

or(T) _ AnAty Api1 Dt d ApAty Igk
awy ¢ e ol (e )rk*l + 9 (uy, wy)

k=1,...,M, m=12. (26)

The explicit expressions for the derivatives aj;? (eAA) and a(jf’];)k) are provided in

Appendix C.

Finally, to numerically optimize the objective functional, we used the gradient descent
method. The (i + 1)th iteration of the algorithm gives a control o), starting from an initial
guess 0(0);

o+ = o) — pOgrad Fy e (u®, w0 o0, o), i=0,1,.... 27)

For the step length 1)), we used the adaptive scheme proposed in [69]. As a stopping
criterion, we used the standard stop criterion corresponding to the first-order optimality
condition; iterations continued until

Fuk (u(i),n(i);p(()l),...,p(()K)) < e (28)

5. Numeric Analysis of the Control Landscapes

We studied the properties of the quantum control landscape for the generation of
unitary H and T gates (1) and (19), i.e., for minimizing the objective functionals Fj x for
sets of the two (15), three (16), and four (17) matrices in the qubit Hilbert space. One
of the important properties of quantum control landscapes is the local but not global
minima, also called traps. To study the quantum control landscape of the objective func-

tional Fyj (u, n;p(()l),. .., p(()K)>, we performed the following statistical experiment. For

0),1

each/ =1,...,L, we generated a random initial guess (u( * n(O)’l> uniformly distributed

in the hyper-rectangle (orthotope) ([—1,1] x [0,1])*M:

401 c [_1, 1}, n(0)1 c [0,1], I=1,...,L.
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Then, using the gradient descent method described in Section 4, we found an optimized

control (u*'l, n*d ) . The obtained values of the functional F; x (u*'l, n*l; p(()l), e, p(()K)) (in

the figures, they are denoted as Fiy x, U € (H, T), K = 2,3,4) belong to a certain distribu-
tion on the range of all possible values of the objective functional. We built histograms
approximating this distribution for each gate and each objective. For comparison, we also

built a distribution of the obtained values of the objective functional (18) F; (u*fl , n*'l> (in

the figures, they are denoted as F;, U € (H, T), K = 2,3,4) based on the Frobenius norm
between the optimized evolution and the desired unitary gate operation.

Numerical simulations were performed by writing a Python program using the
Numpy library for fast matrix operations, the SciPy library functions scipy.linalg.expm
for matrix exponential computation using the Padé approximation, and scipy.linalg.inv
for matrix” inverse computation. The following values of the system parameters were
used: the transition frequency w = 1, the dipole moment y = 0.1, the decoherence rate
coefficient v = 0.01, and the regular partition of the time segment [0, T] with T = 5 into
M = 10 segments, such that each segment has the length Aty = T/M = 0.5. The stopping
parameter ¢ = 107, the parameters of the adaptive scheme of the step length [69] were
W0 =1,c=11,d = 05, Lyyex = 20. Integral formulae were approximated using the
trapezoidal rule with the number of partitions Npartition = 20.

For gates H and T, in Figure 1 and Figure 2, respectively, for each of the three objective
functionals, we built histograms of the distributions of best objective values (minimal
infidelities) obtained with a gradient search starting from 1000 various randomly generated
conditions in the hyper-rectangle initial conditions. These histograms approximate the
distributions of best objective values.

The obtained centers and widths of each peak, which were computed as the mean
value and doubled standard deviation for each peak, are presented in Table 1.

Table 1. Centers (Cq, C2) and widths (W7, W5) of the obtained distributions for objective functionals
defined with number of matrices j = 2,3, 4. For cases with two peaks, the first is the peak shown in
green in Figure 3.

Func. Cq Wy (6] W,

e Fro 1.601 x 1073 4227 x10°° - -

Fy 5.611 4.627 x 1071 - -

Fus 3484 x107* 1276 x 107° - -
=3 Fy 2657 x 102 1.979 x 102 - -

Fyq 7525 x107% 2317 x 107 - -
J=4 Fy 5183 x 1073 1527 x 1074 - -
iz Fr 2.374 x 1073 1236 x 107° - -

Er 4795 x 1071 1.346 x 1072 - -
iza Frs 5964 x 107% 6720 x107®  9.495x 107*  1.821 x 107>

Fr 1111 x 1072 6866 x 107*  1.091x 1072  3.094 x 10~
ica Fry 1317 x 1073 1592 x107°  1.624x1073  1.998 x 10~°

Fr 6718 x 1073 2592 x107° 6599 x 1073 2.735 x 10~°




Photonics 2023, 10, 1200

10 of 19

6.0% A 5.0% 1

5.0% 4.0%

4.0% A
3.0% 1
3.0% A
2.0%
2.0% A

1.0% A 1.0% 1

0.0% - 0.0% -

1.550  1.575  1.600  1.625 1.650 5.00 5.25 5.50 5.75 6.00 6.25

a) Fro A0 b) Fy

7.0% A
6.0% -
5.0%
4.0%
3.0% A
2.0% A
1.0% A

0.0% -
3.3 3.4 3.5 3.6 24 2.5 2.6 2.7 2.8 2.9 3.0

c) Fys x107* d) Fy x1072
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Figure 1. Histograms describing distributions obtained by GRAPE values of the objective func-
tionals for generating the H gate. The values obtained starting from L = 1000 random initial
conditions uniformly distributed in some hyper-rectangle. Left column: for two (a), three (c), and four
(e) matrices. Right column: the Frobenius norm Fy with optimized controls for two (b), three (d),
and four (f) matrices.

The results are surprising. For the Hadamard gate, the distributions of the best
objective values obtained with the gradient search for all considered objectives have a
simple form with just one peak. However, for the T gate, the situation is completely
different—the distribution for the objective functional defined by two matrices also has
one peak, whereas distributions of the best obtained values for the objective functionals
defined by three and four matrices have two isolated peaks. This might indicate the
possible presence of two isolated minima with different values of the infidelity for these
two objective functionals. It is important that, as discussed above, among these three
objective functionals, the smallness of the objective with two matrices does not guarantee
the closeness of the generated process to the target gate. Only objectives defined with three
and four matrices guarantee the closeness of the generated gate to a target and can be used
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as a good measure for the gate generation problem, and exactly for these objectives, we

observe two peaks.

10.0% A
14.0% -
8.0% 1 12.0% A
10.0% -
6.0% A
8.0% -
4.0% 1 6.0% -
4.0% A
2.0% 1
2.0% -
0.0% - 0.0% -
2.34 2.35 2.36 2.37 2.38 44 45 46 47 48 49
a) FT72 x1073 b) Fr x1071
25.0% 1 8.0% 1
20.0% A
6.0% -
15.0% A
4.0% A
10.0% A
5.0% | 2.0% A
00% - T T T 00% =
6 7 8 9 0.95 100 1.05 110 115 120 125
c) FT 3 x107* d) FT x1072
3
8.0% 1
20.0% A '
6.0% 1
15.0% A
o/
10.0% A 0%
5.0% 2.0% 1
00% - T T 00% -
1.3 14 15 1.6 6.55 6.60 6.65 6.70 6.75
—3 -3
e) FT74 x10 f) FT x10

Figure 2. Histograms describing distributions obtained by GRAPE values of the objective func-
tionals for generating the T gate. The values obtained starting from L = 1000 random initial
conditions uniformly distributed in some hyper-rectangle. Left column: for two (a), three (c), and four
(e) matrices. Right column: the Frobenius norm Fr with optimized controls for two (b), three (d), and
four (f) matrices. Two separate peaks are shown in green and red colors.

To study cases with two peaks if these peaks correspond to two different groups of
controls, we analyzed the optimized controls used for sub-plots (c) and (e) in Figure 2 in
more detail. For each of these two sub-plots, we plotted all 1000 optimized coherent and
incoherent controls for the generation of the T gate in Figure 3, i.e., left and right sub-plots.
The upper row corresponds to sub-plot (c) in Figure 2, and the bottom row to sub-plot
(e). The coherent controls are clearly divided in two groups, which are symmetric with
respect to u = 0 line and are separated in the functional space of controls. Incoherent
controls are also divided in two distinct sub-manifolds, which are separated in the space
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of controls, although the controls in these subgroups do intersect. Solutions to quantum
optimal control problems are known to not comprise isolated points, but form multi-
dimensional sub-manifolds in the control space, as was shown for finite-dimensional [70]
and continuous-variable systems [71]. Our finding confirms these results for the most
general and previously unexplored case when both coherent and incoherent controls
are used.

0 1 2 3 4 5 0 1 2 3 4 5
a) t b) t
0.030
0.025
0.020
U 01 T 0.015 4
0.010
72 -
0.005 -
—41 ! 0.000 -
0 1 2 3 4 5 0 1 2 3 4 5
c) t d) t

Figure 3. Plots of all 1000 coherent (a,c) and incoherent (b,d) controls obtained by GRAPE optimiza-
tion for generation of the T gate. Sub-plots (a,b): for the objective functional Fr 3. Sub-plots (c,d): for
the objective functional Fr 4. Green (resp., red) color shows all controls leading to the left (resp., right)
peak on the corresponding histograms in Figure 2. Both coherent and incoherent controls are clearly
combined in two groups.

6. Discussion and Open Problems

We studied several control landscapes for the problem of the optimal generation of
single-qubit H and T gates using coherent control and the environment as a constructive
resource acting on the qubit via incoherent control. We considered three different landscapes
for this problem, corresponding to the three different objective functionals defined by
steering between two, three, and four matrices in two-dimensional qubit Hilbert space.
We built histograms of distributions of the best objective values (minimal infidelities)
obtained with a gradient search starting from 1000 various randomly generated conditions
in some hyper-rectangle initial conditions. These histograms approximate the best obtained
distributions from the GRAPE objective values.

The following observations were made from the obtained results.

First, for the Hadamard gate, which is a Clifford gate, all the considered objective
distributions of the best objective values obtained with the gradient search have a simple
form with just a one peak. However, for the T gate, which is a non-Clifford gate, the
situation is completely different—the distribution of the best values for some objective
functionals has one peak, whereas the distribution of the best values for the other objectives
has two isolated peaks, which might indicate the possible existence of two isolated minima
in the control landscape with different values of the fidelity. This finding, and the question
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as to whether there is a relationship between the fact that the H gate is a Clifford gate and
the T gate is not, requires further analysis.

Second, a less obvious finding is that, for the T gate, the distribution of the GRAPE-
minimized GRK-type objective Fr 3 with three matrices has two significantly separated
peaks, whereas the distribution of the objective computed with the Frobenious norm for the
same optimized controls has two overlapping peaks corresponding to two separate groups
of controls. Moreover, a larger value peak in the Fr 3 histogram has a lower value center in
the Frobenius norm Fr histogram. The same is true for the Fr 4 and the Fr histograms.

Third, the minimal infidelities obtained for the objective functional Fy;, defined with
only two states are higher by one order of magnitude than the infidelities obtained for
objective functionals Fi; 3 and Fy; 4 defined with three and four states. Naively, one could
expect the opposite situation, since the objective functional Fj; » may even be minimized
by gates that act as the target only on the two basis states, but which can act differently
from the target gate in some other states. Moreover, the objective Fi; 4 includes 1/2F;;5 as a
summand together with some non-negative term:

(1) ()

(M @ 6) <4>):%Pu’2<u,n;pol o)+

Fu,4(u,n;po 00 00+ Po

(o umn e - upe) (et [+ ot mm(-y-n - ul-p-|),

where {pt()l), pt()z), p(()3), p(()4) } is the third set of states (17). However, if we optimize F;j 3 or

Fi1 4 and substitute the obtained controls in Fy; », then we obtain smaller values of Fy; > than
if we optimize Fy;, directly. This finding is counterintuitive and may indicate that F; 3 and
Fi1 4 not only more exactly represent the problem of gate generation, but that they are also
more appropriate for efficient GRAPE optimization.

Fourth, in cases with two peaks, the controls corresponding to each of the peaks
form subsets (sub-manifolds) in the space of controls. The fact that optimal controls form
sub-manifolds in the space of controls was shown for the coherent control of finite-level
and continuous systems in [70,71]. Here, we discovered this feature for the most general
situation when coherent and incoherent controls are used together, and moreover, we
observed the existence of two such sub-manifolds separated by a large distance.

The physical meaning of the results is that an experimental local (e.g., gradient-based)
search for optimal controls implementing a single-qubit T gate may converge to two
maxima with different infidelities: one of which is higher and, therefore, worse; whereas
for the H gate, we did not observe this behavior. This circumstance should be taken into
account in such experiments on quantum controls. Another observation is that objectives
defined using three or four states may be more suitable for optimization, as they provide
lower values of the infidelities compared to the objective defined using two states (which
may also give a non-unique solution). There is also a distinction between the behavior of
minimal infidelities of these objectives and the objective defined by the Frobenious distance
between the actual and the target maps—the latter, to some degree, “hides” the two local
peaks found for the former. The finding of two sub-manifolds of (probably locally) optimal
controls with different infidelities implies the importance of a suitable choice of the initial
controls for optimization. An incorrect choice may lead to the convergence of the algorithm
to a control without the best infidelity. All of these factors have to be taken into account for
the practical experimental realization of the optimal generation of H and T gates.
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Appendix A. Sets of States
Appendix A.1. First Set

The first set (15) corresponds to two pure states |0) and |1) of the standard basis in
H = C2. These two states are sufficient to discriminate any operators on C? by their
action on the states. However, states of the quantum system are defined up to an arbitrary
phase. Therefore, there can be a situation when different unitary gates act identically on
these states.

In [69], an example was provided when two different gates, the Hadamard gate H
and the quantum gate V'Y ~ exp(—int/40y) (rotation along y-axis by 77/2 angle in the
Bloch ball), act identically on the initial states |0) (0] and |1)(1|. Actually, this example
can be generalized to all unitary operations that act on |0) (0] and |1) (1| identically as the
Hadamard gate:

H|0){(O[H = [+){(+],  H[L)(A[H = |=)(=], (A1)

are rotations along axis n = (cos 0/+/2,sin6,cos6/ \/§> by angle 2 arctan(1/sinf), 6 €
(—m/2,m/2],1ie., unitary quantum gates of the form

1 cos 6 cos

U(e) = exp [ﬂ‘arctan(s‘m—e) < 7 0y + sin 6oy, + W%ﬂ’ 0 (—mn/2,m/2]. (A2)

The quantum gates H and /Y are particular cases corresponding to § = 0 and 71/2,
respectively.

This non-uniqueness of unitary operations comes from the fact that the states |0) and
|1) are orthogonal, i.e., their Bloch vectors are opposite. Indeed, in the Bloch ball, a unitary
operation U is rotation ¢; and, therefore, a linear map. If states are opposite, r and —r, then
knowing the action of the rotation ¢; on them only gives information about one action
¢u (r) because of the linear dependence of the vectors. There are many rotations that act
the same: they are all along the axis orthogonal to ¢;(r) — r at the corresponding angle if
¢u(r) # r, or along the axis r at any angle if ¢;(r) = r.

According to [73], there are two states {p1, p2} that can distinguish any two unitary
operations. This is equivalent to them having the commutant space K({p1,02}) containing
only the identity I. It can be satisfied if {p1, 2} is a complete and totally rotating set (see
the definitions in [73]). This finding corresponds to the statement mentioned above. If we
take two orthogonal pure qubit states |i) and |¢), (¢|¢) = 0, then the commutant space of
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their density matrices contains more than just the identity. For instance, the commutant
space of |0) (0] and |1) (1| contains all the phase-shift gates U; including the identity:

KoL 1) D = (s,o e 0.2m), Us= (g ). (A3)

Therefore, they cannot distinguish two unitary gates.

Conversely, any two non-orthogonal qubit pure states |¢) and |¢), (¢|¢) # 0, form
a complete and totally rotating set {|) (¢, | @) (¢|}. Completeness is obvious and the set
is totally rotated with respect to, e.g., the state 3|¢) (| + 1|¢)(p|. Thus, any two non-
orthogonal qubit pure states |) and |¢) can distinguish two unitary operations. Recalling
that two non-orthogonal qubit pure states correspond to two non-opposite vectors in the
Bloch ball and unitary operations correspond to rotations in the Bloch ball, this statement
means that two non-opposite unit vectors are necessary and sufficient to determine a
unique rotation of the Bloch ball, which is a simple geometric statement to be proved. It
can be generalized to any two non-parallel (not necessarily unit length) vectors.

Since we considered the dynamics of the open quantum system (3), a suitable set of
states should distinguish not only two unitary operations, but also a unitary operation and
a non-unitary operation. For this, three and more states might be used.

Appendix A.2. Second Set

The second set (16) corresponds to three special mixed states which, according to [72],
are sufficient for the proper implementation of a unitary quantum gate in any N-level open
quantum system. One cannot guarantee that the objective functional (14) will be minimized
exactly to zero as a result of the optimization. It might be that the optimized evolution
will act on the states not exactly as the desired unitary operation, but with a small error.
Moreover, it is not evident that generated evolution will differ from the desired unitary
operation with an error of the same order. Therefore, the optimized evolution should be
post-checked by, e.g., the functional (18), as it is shown in Section 5.

Appendix A.3. Third Set

The third set (17) corresponds to the basis used in [69]: {p(()] ) };.1:1 of 2 x 2 Hermitian
matrices in the real four-dimensional linear space. For each unitary gate U, there exists a
unique linear map that acts on these matrices as U - ut. Moreover, since these states form
the basis, a small value of the optimized functional (14) means that the functional based on
the Frobenius norm (18) also has a small value and the optimized evolution is close to the
desired unitary operation.

Appendix B. Parametrization and Property of the Functionals

Here, we consider the parametrization (7) of the functionals (14) and (18) in the basis
My =01/2,k =0,1,2,3. The norm of any density matrix p is equal to

lol? = 1/2]|x1% (A4)

Taking into account (A4), the objective functional (14) becomes equal to

Fuge (il 08 = 5 iH(‘m, wm) =) 1)
=
LS - (a5)

j=1
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The basis My = 0}/2 is orthonormal up to a constant: %Tr(aia]-) = %51‘]‘/ i,j € {0,1,2,3}.
Therefore for the functional (18), the following invariance holds:

Fu(u,n) = ||®(T,u,n) —U-U||> = |[¥(T,u,n) — ¥yl? (A6)

where ¥ (t,u,n) and ¥ are matrices of the evolution operator ®(t, u, n) and the unitary
operation U - U*, respectively, in the basis My = 0} /2.
An interesting question is how the two different functionals (14) and (18) are related.
In particular, if, for the functional defined with states (14), we take the three standard basis
states in R:
rV'=(1,00, =010, ) =0,01). (A7)

Proposition A1. If the evolution ®(t, u, n) is unital and states p(()j ) correspond to (A7), then

Fy(u,n) =6F3 (u, n;p(()l),p(()z),p(()S)). (A8)

Proof. Denote q(j ), j=20,1,2,3, as elements of the standard basis in R%. If the evolution
is unital, i.e., ¥(t,u, n) preserves q(o) = (1,0,0,0), then, given that unitary evolution is
always unital,

(¥(t,u,n) —¥u)q? =q% —q =0. (A9)

The basis 0j /2 is orthogonal up to a constant ¢ = 1/2; therefore, according to (A4),
(@ (t,u,n) — U - U)W |2 = 1/2]| (¥ (¢, u,n) — Fur) (1,292 (A10)
Thus, taking into account (A9) and (A10), we have
. 3 )
Fy(u,n) = |[¥(t,u,n) — Yy = Z (¥t u,n) —Fu)q P2 = Y (¥t u,n) —Fu)q?)|?
=1

4 3
= Z 10 (tu,m) = ¥0) (@) +q@) |2 = Y I (F(E u,m) —Fu) (L e§) 12

j=1

=2 Z [(®(t,u,n)—U- l,I’L)p(()j)H2 =6F3 (u,n;p(gl),p(()z),péB)).

Appendix C. Gradient-Based Optimization Method

Here, we provide explicit expressions for derivatives used in Section 4:

Jgr _ 98k d eAkBt _ (o AKDY -1 -1

Zok _ 7ok _ —1I u

dof  omp  \duy . B A —
Aty

O Ay _ 9 Any _ / oAt it pAK(BH—) g (A12)

avk duy 0

ogr _ 98k 9 At _ At -1 1

Bk _ = 2 kK _T)A;'B" | A Al

avi awk awk wy (e ) k k b, (A13)

Aty
R N ¥ / Akt B AN g k=1, M. (A14)
avk dwy
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The expressions (A12) and (A14) are calculated using the integral formula [74]:

1
d aw _ /esA(x) dA(X) (1-5)A(x) 44 (A15)
dx dx
0
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