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ABSTRACT

Measurement of the tZq production cross section in

pp collisions at /s = 13 TeV using CMS data

by Maria del Mar Barrio Luna

This document presents a measurement of the production cross section of a
single top quark in association with a Z boson (and an additional quark), a rare

standard model process which is also an irreducible background to many important
searches at the Large Hadron Collider (LHC).

The process is studied using events with three leptons (electrons or muons)
in the final state for an integrated luminosity of 35.9fb™! recorded by the Com-
pact Muon Solenoid (CMS) detector at the LHC using proton-proton collisions
at a centre-of-mass energy of 13 TeV. In these accelerator conditions, the refer-
ence next-to-leading-order (NLO) cross section for tZq — WhiT¢~q (consider-
ing only leptonic decays of the Z boson to electrons, muons or tau leptons) is
94.2%1%9 (scale) + 2.5 (PDF) fb, which includes lepton pairs from off-shell Z bosons
with invariant mass my+,- > 30 GeV.

Previous analyses had been conducted at the LHC at 8 TeV but it was not until
2017, when the analysis described in this document was performed, that the first
evidence for this process was presented, also announced by the ATLAS collaboration
in the same year. The evidence of this process along with a measurement of its cross
section compatible with the prediction, represents an important test of the standard
model. The final state of the process is identical to flavour-changing neutral current
tZq production. Flavour-changing neutral currents (FCNC) are a phenomenon
which is highly suppressed in the standard model, predicted to occur at rates that
are not accessible at the current accelerator conditions. In fact, analyses looking for
FCNC tZq signatures are conducted in parallel to tZq standard model searches by
the experimental community. The cross section measurement presented is sensitive



to the contribution from FCNC tZq production, were there incompatibilities with
the theoretical standard model prediction.

For this analysis, a multivariate classification approach is used to achieve a
powerful discrimination between signal-like events and other standard model pro-
cesses (background). The cross section is extracted from a maximum likelihood fit
performed simultaneously on three statistically independent regions for the four dif-
ferent leptonic channels (three electrons, three muons, two electrons and one muon,
and one electron and two muons). The first region is defined to be populated mostly
by signal events while the other two control regions are defined so that they contain
mostly events from the main background processes. The measurement yields a cross
section value o(pp — tZq — Whet(—q) = 123733 (stat) 733 (syst) fb, calculated so
that it contains the contribution from tau leptons too. The observed (expected)
significance is reported to be 3.7 (3.1) standard deviations.



RESUMEN

Medida de la seccion eficaz de produccion de tZq en

colisiones pp a /s = 13 TeV en CMS

por Maria del Mar Barrio Luna

Este documento presenta la primera medida del experimento CMS de la seccion
eficaz de produccién de un quark top asociado con un bosén Z y un quark adicional
en colisiones proton-protén a una energia en el sistema centro de masas de 13
TeV. La tasa de produccion de este proceso en el contexto del modelo estandar
es muy pequena por lo que no habia sido observado experimentalmente hasta este
momento. Este proceso constituye también un fondo irreducible en muchos anélisis
y busquedas de nueva fisica que se estan llevando a cabo en el Gran Colisionador
de Hadrones (Large Hadron Collider o LHC) del CERN (Ginebra, Suiza).

El proceso se ha estudiado analizando una selecciéon de eventos con tres leptones
en el estado final (electrones o muones), de la muestra total de datos recogidos
por el detector CMS (Compact Muon Solenoid) en el LHC, correspondiente a una
luminosidad integrada de 35.9fb™!.

La seccion eficaz de produccién de tZq en colisiones proton-protén, a una en-
ergia de 13 TeV, calculada en segundo orden en teoria de perturbaciones en Cro-
modindmica Cudntica (next-to-leading order, NLO), multiplicada por la fraccién
de desintegracién del bosén Z en electrones, muones o taus, es 94.211% (escala) 4
2.5 (PDF) fb. El calculo incluye la contribucién de pares de leptones procedentes de
bosones Z fuera de la capa de masas, con una masa invariante de los dos leptones
superior a 30 GeV.

Previamente a este andlisis se habian llevado a cabo bisquedas de este proceso
en el LHC con los datos tomados a una energia de las colisiones de 8 TeV, pero no
fue hasta el afio 2017 (afio en el que se realizé el estudio que se recoge en esta tesis),



con el andlisis de una muestra estadistica mas abundante, tomada a una energia de
las colisiones protén-protén significativamente superior, cuando se tuvo por primera
vez evidencia experimental de este proceso. En ese mismo ano, ATLAS presentaba
también, de forma independiente, evidencia del mismo. Estos resultados, y una
medida de la seccién eficaz compatible con la prediccién tedrica, confirmaban de
nuevo la solidez del modelo estandar. La importancia de este andlisis reside también
en el hecho de que el estado final es idéntico al que tendria la produccion de tZq
mediante corrientes neutras con cambio de sabor o, en inglés, flavour-changing neu-
tral currents (FCNC). La prediccion del modelo esténdar dicta que los procesos
mediados por este tipo de corrientes ocurririan a tasas de produccién tan bajas que
no han podido ser aun observadas en las condiciones actuales del LHC. Anélisis
similares son llevados a cabo en paralelo para la busqueda de eventos tZq medi-
ados por corrientes FCNC. La medida de la secciéon eficaz de tZq es por lo tanto
sensible a posibles contribuciones de FCNC-tZq, que podrian inferirse en el caso de
que aparecieran incompatibilidades entre la prediccion del modelo estandar y los
resultados experimentales.

Con el objetivo de optimizar la discriminacion entre eventos de senal y de otros
procesos del modelo estdndar (fondos o backgrounds) se han utilizado métodos es-
tadisticos multivariable. La medida de la secciéon eficaz se ha obtenido mediante un
ajuste realizado de manera simultanea sobre tres regiones de control independientes
estadisticamente, disenadas para contener en su mayoria eventos de senal y de los
principales fondos, respectivamente. La seccién eficaz de produccién obtenida del
proceso tZq es o(pp — tZq — WhlT~q) = 123733 (estadistico) T23 (sistematico) b.
La senal medida corresponde a una significancia estadistica observada de 3.7 desvia-
ciones estandar, con una significancia esperada de 3.1 desviaciones estandar. La me-
dida obtenida de la tasa de produccion de este suceso es compatible con la prediccion

del modelo estdndar.
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Introduction

The standard model of particle physics, or simply the standard model (SM) is the
most rigorous theory of particle physics up to date, incredibly precise and accurate in
its predictions. The model was developed during the past mid-century, its current
formulation being finalized in the mid-1970s upon experimental confirmation of
the existence of quarks. Within its framework, all visible matter in the universe
is described by spin—% fermions grouped into quarks and leptons. In its current
formulation, the standard model contains three fermion generations, with increasing
masses. Matter particles interact via the exchange of gauge bosons, a different type
of particles directly connected with the fundamental interactions of nature. A very
basic scheme of the particle content of the standard model is presented in figure 1,
and a brief introduction to the theory can be found in chapter 1.
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FIGURE 1: Standard model particles.

Originally, before the formulation of the standard model as we know it today, the
quark model developed by Gell-Man and Zweig in 1964 to explain the experimental
observations in accelerator and cosmic ray experiments contained only three quarks.
These were the up and down quarks (which formed protons and neutrons) and the
strange quark, which were enough to accurately describe the different properties of
the observed hadrons. However, the discovery of the J/1 meson in 1974, interpreted
as a bound state of a new quark and its antiparticle led to the inclusion of the charm
in the quark model, even though it had been theoretically predicted to explain the
decay properties of charged and neutral K mesons. Up to this point, only two
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generations of quarks and leptons were needed. Later on, in the mid-seventies,
the first particles from the third generation of leptons and quarks were discovered.
The tau lepton was first observed in 1975 [3] and the bottom quark, predicted
to have a mass of about 5 GeV and electric charge of %1 was inferred from the
discovery of the T-meson at Fermilab, which resulted to be a bb bound state. The
remaining particles of the third generations, the top quark and the 7 neutrino were
not discovered until 1995 and 2000, respectively.

The search for the top quark started in the late seventies. Physicists had known
that the top must exist since 1977, when its partner, the bottom quark, was discov-
ered. However, top quark search resulted a long and arduous process as it turned
out to be much more massive than originally expected: about 200 times larger than
the mass of the proton and 40 times higher than the mass of the next-lightest quark.
This search culminated in 1995 with the observation of the production of top quark-
antiquark pairs via strong interactions by the CDF [4] and DOI[5, 6] collaborations
at the Tevatron collider at Fermilab using proton-antiproton collision data.

Another milestone in top quark research was the observation of single top quark
production via electroweak interactions in 2009 by the CDF [7] and DO[8] collabo-
rations at the Tevatron collider. The identification of top quarks in the electroweak
single top channel is much more difficult than in the QCD ¢ channel, due to a less
distinctive signature and significantly larger backgrounds.

With the Tevatron having made the first precious thousands top quarks, the
subsequent efforts in the study of this quark and its properties were carried mostly
at the Large Hadron Collider (LHC), the largest and most powerful of modern high
energy physics experiments up to date. It was built by the European Organization
for Nuclear Research (CERN) between 1998 and 2008 in a 27 km-tunnel in the
frontier between France and Switzerland. The LHC collides protons at an energy
only achieved in the first 107!2 s of the universe, close to the speed of light. The
construction of the LHC made it possible to confirm the existence of the Higgs boson
in 2012, the last missing piece of the standard model to be discovered [9, 10]. The
results of the collisions taking place at the LHC are recorded by several detectors
placed along the LHC ring (ALICE, ATLAS, CMS and LHCb, among others). The
LHC is itself a genuine top quark factory, millions of them being produced each year
of running. The high production rate opens the way to precision studies of top quark
properties, unattainable at previous machines. From the theoretical point of view,
a very intense effort for improving theory calculations has been made, achieving a
level of precision such that it can be used to spot new physics in subtle deviations
from the calculations. In particular, the analysis presented in this thesis has been
performed using data collected by the Compact Muon Solenoid (CMS) experiment,
located in an underground cavern at Cessy (France). A short introduction to CMS
and the LHC can be found in chapter 4.

This work presents a measurement of the production cross section of a single
top in association with a Z boson and an additional quark (tZq), a suppressed
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electroweak process within the standard model context. This process is sensitive
to the tZ coupling, and an enlargement in the coupling strength could increase the
tZq cross section beyond the standard model prediction. Therefore, the choice of
this study does not only provide a test for the current model, but it could also yield
hints of new physics.

The analysis is performed considering only leptonic decays of both the Z bo-
son and the top quark, as this channel leaves a cleaner signature in the detector.
The measurement has been performed using a likelihood fit in three statistically
independent regions simultaneously. The first region, named signal region, is de-
signed so as to be populated mostly by signal events, while the other two (control)
regions are populated mostly by events from the main background processes. By
doing this, background contributions are better constrained in the analysis. The
LHC provided a first opportunity to study this rare standard model process, as the
previous generation of accelerators could not access this process due to low beam
colliding energies. Previous studies were conducted during the first data taking pe-
riod at the LHC (Run I) at 8 TeV, when CMS reported a signal with a significance
of 2.4 standard deviations [11].

A brief introduction to the basic theory of the standard model is given in chapter
1. A deeper insight to top quark physics and, particularly, tZq production, are given
in chapters 2 and 3, respectively. Chapter 4 provides the reader with a description
of the Large Hadron Collider and the CMS detector. A detailed explanation of the
different subdetectors that compose the CMS apparatus is also presented in this
chapter.

Chapter 5 describes how the different physical objects are reconstructed by the
CMS experiment. The signature studied in this analysis contains electrons, muons,
missing transverse energy and jets coming from the hadronization of b quarks, and
all these objects are reconstructed using the particle flow (PF) algorithm, which is
also described in this chapter.

The three subsequent chapters discuss the main analysis. Chapter 6 describes
the data and simulation datasets, along with a description of the object and event
selection, and the three different kinematic regions considered in the analysis. This
chapter also describes the data-driven estimation of one of the main sources of
background in the analysis. Chapter 7 describes the multivariate analysis tools
used to optimize signal-to-background separation, and a description of the shape
analysis is presented.

Postfit results are presented in chapter 8. Here, the measurement of the tZq
production cross section is presented, along with some other postfit results, and a
discussion on how the different sources of systematics affect this result. Finally,
conclusions are presented in chapter 9.



Chapter 1

The standard model

An overview of the standard model of particle physics is presented in this chapter.
First, its particle content is reviewed, along with its description as a quantum field
theory; a brief overview of quantum chromodynamics and the electroweak theory is
also given. Some important aspects of electroweak symmetry breaking and flavour
physics are also described. At the end of the chapter we review the limitations of
the model, and the need to search for signatures of new physics.

The standard model of particle physics, based on quantum field theory, is the
framework that currently provides the best description of elementary particles and
three of the four fundamental interactions (electromagnetism, weak interactions,
strong force and gravity). Developed in the early 1970s, it has successfully explained
almost all experimental results in particle physics and precisely predicted a wide
variety of phenomena. The validity of the SM is constantly being tested with high
precision at high energy physics experiments by comparing theoretical predictions
to experimental results.

A lot of bibliography can be found elsewhere regarding the building blocks,
mathematical description and phenomenology of the SM. Detailed introductions to
its theoretical formulation may be found, for instance, in [12] or [13], should the
reader have special interest therein.

This chapter provides a brief introduction to the current model, addressing those
topics which are most related to the analysis. Section 1.1 describes the building
blocks of the SM, section 1.2 describes the formalism of the model as a quantum
field theory providing a brief introduction to the theory of strong and electroweak
interactions as well as the mechanism of spontaneous electroweak symmetry break-
ing. This section ends with a quick look at flavour physics and how flavour changing
neutral interactions might take place within the context of the SM. The final section
(1.3) of this chapter profiles some of the known limitations of the model, according
to the experimental results.
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1.1 Particles in the standard model

Elementary particles are objects for which experimental results have not yet revealed
any sign of internal structure. They are grouped according to their spin in two
different categories: fermions or spin—% matter particles, and the force carriers,
referred to as bosons, that are the spin-1 vector bosons and the spin-0 (scalar)
Higgs boson.

Fermions: matter particles

Fermions are further categorized into leptons and quarks, where only the latter take
part on strong interactions. Quarks and leptons are paired in isospin partners’
forming three different generations, with increasing masses. The reason behind
the number of quark and lepton generations remains still unknown. Among the
leptons, there are three types of charged leptons, namely electrons (e), muons ()
and taus (7), and their corresponding neutrinos (v, v, and v,, respectively). Quarks
are classified depending on their isospin into up-type (@ = +2/3) and down-type
quarks (@ = —1/3). Isospin (I3) and electric charge (Q)) are related by

Q=1Iy+ 3 (1.1)

where Y is the hypercharge.

Up-type quarks include the up (u), charm (c¢) and top (¢) quarks, whereas down
(d), strange (s) and bottom (b) are down-type quarks. Being the most massive,
fermions of second and third generations decay into first generation fermions. These
lightest quarks form ordinary matter (proton and neutron compositions are uud and
udd, respectively) . An overview of the different fermion generation particles, along
with some of their main properties is provided in table 1.1.

Bosons: force carriers or mediators

The second category of SM particles, the bosons, are connected to the fundamental
interaction fields. The SM theory is invariant under local transformations of the
gauge group SU(3)c x SU(2);, x U(1),. The three groups correspond roughly to
the three interactions described by the model: the SU(3)c gauge field corresponds
to the strong interaction, and acts only on particles carrying colour charge (quarks)
by the exchange of eight kind of massless gluons (g). The SU(2) x U(1) group
corresponds to the electroweak interaction. Before electroweak symmetry breaking,

'Quarks can be grouped into doublets with opposite isospin values, :l:%. Quarks with positive
isospin will transform weakly to their negative isospin partner, and vice versa.
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generation name charge mass interactions
15 ven u +% 2.2 MeV
S d -1 4TMeV
2 Y
Quarks ond gen. C +§ 1.28 GeV EM,
s -3 0.95 GeV Strong
3 gen t +2 173 GeV
St b 1 418 Gev
15 ven e -1 0.511 MeV
sen- Ve 0 < 2eV Weak,
EM
P 2" gen. vy 0 <019MeV  (except
N . 1 178 Gey ~ nheutrinos)
Set: v 0 <182MeV

TABLE 1.1: Classification of the three generations of spin—% SM
fermions (quarks and leptons). The values of the different masses
are taken from the latest review by the Particle Data Group [2].

Name Mass Interaction Gauge group

Photon 0 Electromagnetic U(1)
Z boson  91.19 GeV

W boson  80.38 GeV
Gluon (g) 0 Strong interaction SU(3)
Higgs boson 125.2 GeV  Yukawa interaction SU(2) ® U(1)

Weak interaction SU(2)

TABLE 1.2: The gauge bosons of the SM and their associated in-
teractions. Masses are taken from the latest Particle Data Group
review to date [2].

SU(2) is mediated by three weak isospin, massless bosons and U(1) by a weak
hypercharge massless boson. After electroweak symmetry breaking, these gauge
bosons are recombined into the massive carriers of the weak force, the charged
W# and the neutral Z bosons, along with the massless photon ~, associated to
the electromagnetic interaction. With the exception of the Higgs boson, all other
bosons have spin 1. The Higgs boson is the only scalar (spin 0) fundamental particle
in the SM, introduced in the theory as a solution that would break the electroweak
symmetry in a spontaneous way. An overview of this mechanism is given in section

1.2.2. The SM bosons, along with some of their properties, are reviewed in table
1.2.
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1.2 The standard model as a quantum field the-
ory

In the framework of a quantum field theory, particles are described as excitation
modes of quantized fields that are operators acting on the quantum mechanical
Hilbert space. Within the SM, each type of particle is described by a specific type
of field:

e spin-0 particles, described by scalar fields ¢(z)
e spin-1 particles, described by vector fields A, (z)

e spin-; particles, described by spinor fields ¢ (z)

The dynamics of the fields is described by the corresponding Lagrangian density
L(¢ps, 0,¢;), which is a function of the fields ¢; and their space-time derivatives d,,¢;.
Interactions in the SM are connected to local gauge transformations under which
the Lagrangian remains invariant.

The model itself is a renormalizable quantum field theory based on a SU(3)¢ x
SU(2) xU(1), local gauge symmetry. The SM Lagrangian, Lsa is invariant under
this symmetry group, and the fundamental interactions are contained in two main
pieces: the strong sector Locp and the electroweak sector, Lg)y. Thus, within the
context of the SM, three of the four fundamental interactions (strong, weak and
electromagnetism) are described with two gauge theories:

e The theory of electroweak interactions, that unifies the electromagnetic (QED)
and weak interactions.

e Quantum chromodynamics (QCD), or the theory of strong interactions.

Local gauge invariance under U(1), SU(3) and SU(2), ® U(1),- leads to the Logp,
Locp and Lgyy Lagrangians, respectively. A brief introduction to these gauge the-
ories will be given in the following sections.

1.2.1 The strong interaction

Quantum chromodynamics is the theory that accounts for strong interactions, de-
scribed by an SU(3)¢ gauge theory. Eight types of gluons that represent the mass-
less spin-1 gauge bosons of the group are responsible for mediating strong interac-
tions. The conserved charge of the group is called colour, and it can take on three
values, which are equal in strength, namely: red (R), green (G) and blue (B).
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The only fermions sensitive to the strong interaction are quarks, which were
proposed by Gell-Man and Zweig in 1964 and were first observed in deep inelastic
scattering experiments at the Stanford Linear Accelerator Center (SLAC) four years
after their prediction. As gluons carry themselves colour charge, they can either
interact with quarks or with each other.

The running coupling constant ayg, related to the intensity of the strong inter-
action, depends on the energy scale of the interaction, and is given by

1
(O~ ——— 1.2
@)~ (12
where () is the momentum transfer involved in the process and A is the non-
perturbative scale of QCD.

This effect leads to two important physical implications of the strong interaction:

o Quark confinement within hadrons As the coupling constant depends on the
energy scale of the strong interaction, its strength increases with distance from
the charge. This implies that when a quark-antiquark pair begins to separate,
the colour field generated by the exchanged gluons will increase its intensity
to a point where the creation of a new quark-antiquark pair becomes more
energetically preferable rather than increasing further the interaction strength.
This explains why quarks cannot be found isolated but rather forming colour
neutral states called hadrons, which are either formed by quark-antiquark
pairs (called mesons, which are RR, BB and GG colour states) or by groups
of three RGB (RGB) quarks (named baryons). Due to their short lifetime,
top quarks, object of study of this thesis, do not form hadrons (more details
on the next chapter).

o Asymptotic freedom The interaction strength decreases with increasing energy.
This causes the quarks inside hadrons to behave more or less as free particles,
when probed at large enough energies, such as those reached at the LHC.

1.2.2 The Electroweak Theory

The electromagnetic interaction, which acts on all charged particles and is medi-
ated by photons, was the first interaction to be described via a quantum field the-
ory known as quantum electrodynamics (QED), developed by Tomonaga, Dyson,
Schwinger and Feynman. QED is subjected to a local invariance under the gauge
group U(1) and successfully pictures the interaction of electrically charged fermions
with photons.

In 1934, Fermi proposed his theory to describe 5 decays (n — pe~ ), which
required the introduction of a new weak interaction. This interaction is mediated
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by the W* and Z° bosons, and acts between quarks and leptons, allowing for
flavour-changing transitions of fermions.

Weak interactions, however, were not fully depicted until 1960, when Glashow
[14], Weinberg [15], Ward and Salam developed the theory of electroweak interac-
tions, in which electromagnetic and weak forces are unified.

A special feature of the weak interactions is that parity is not conserved, a
phenomenon that was observed by experimentalist Chien-Shiung Wu in 1957 [16],
during her study of nuclear 8 §2Co —53 Ni + ev,.yy decays by analyzing the direc-
tion of the escaping electron with respect to the polarization of the cobalt probe
through an external magnetic field. Parity violation had been previously predicted
by Yang and Lee [17]. In the electroweak theory, fermion fields are decomposed
into chiral eigenstates to account for parity violation, chirality being a Lorentz in-
variant quantity corresponding to the eigenvalues of the operator v = iv9y17273,
+1. Eigenvectors associated to the eigenvalues -1 and +1 are said to have left-
handed and right-handed chirality, respectively. Thus, any Dirac fermion field can
be decomposed using the projections

Y =Py =-(1—5)0 ¢R:PR¢:%(1+%)¢ (1.3)

NO| —

where ¢y and g are referred to as left-handed and right-handed fermion states,
respectively. Unlike QED and QCD, weak interactions act differently on parti-
cles with opposite chiralities. Left-handed fermions transform as SU(2);, @ U(1)y
doublets, whereas right-handed fermions transform as U(1)y singlets,

o) () G G ) () G )p

? ? ?
wR = {U'R7 dR7 CR, SR, bRa tR) €R;s LR, TR, Vé,R7 Vﬂ,R? V’},R} (15)

Within the context of the SM, right-handed neutrinos do not participate in any
of the described interactions. However, the observation of neutrino oscillations
suggests that such particles may exist, even though they do not take part within
the SM framework.

The addition of a fermionic mass term in the Lagrangian describing electroweak
interactions would mix left-handed and right-handed chiralities, which is not pos-
sible since the two type of fermions have different transformation properties. Sim-
ilarly, a mass term for the gauge fields would violate local gauge invariance and is
also forbidden. A mechanism for generating non-zero masses while preserving the
consistency of the theory at high energies therefore needs to be introduced: the
Higgs mechanism for spontaneous electroweak symmetry breaking.
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Spontaneous electroweak symmetry breaking and the generation of par-
ticle masses

All fields produced by imposing gauge invariance are strictly massless. A mass
term for a boson field is not invariant under SU(2) ® U(1). However, the vector
bosons W¥ and Z have a consistently non-zero mass, which gives weak interactions
their short-range characteristics. The W bosons were discovered in 1983 at CERN
by the UA1 [18] and UA2 [19] collaborations, with an estimated mass of My =
80.379 £ 0.012GeV. The Z boson was discovered a few months after the W bosons
in the UA1 [20] and UA2 [21] experiments and its mass is currently estimated at
My = 91.1876 + 0.0021GeV (these values are taken from the latest PDG review
[2]). A simple solution to this puzzling situation is to introduce a scalar field to
the theory, spontaneously break the original symmetry and generate masses for the
different particles.

Spontaneous electroweak symmetry breaking is governed by the Higgs mech-
anism. In this mechanism, an additional complex scalar field (the Higgs field),
doublet of SU(2), ® U(1)y, is introduced:

¢F ¢1+ i
P = = . 1.6
( ¢ 03 + i (16)
where the superscripts indicate the electric charge of the field. ¢+ and ¢° form an
isospin doublet with quantum numbers I3 = +1/2 and Y = 1/2, respectively; this
choice is imposed in order to keep the photon massless. ¢* annihilates positively
charged particles, creating antiparticles with negative charge; ¢° annihilates neutral

particles to create neutral antiparticles. It can also be written in terms of four real
scalar fields (¢1,02,¢03 and ¢4).

Renormalizability and invariance under SU(2), ® U(1)y require the Higgs po-
tential V' (¢) to take on the form

V(9) = @' + A(¢'D)? (1.7)

where p and A are, respectively, the mass and self-interaction coupling constants.
In order to preserve vacuum stability, it is required that A\ > 0. If u? < 0, the
minimum of the potential V'(¢) is found at

2 2
olp =t = % (1.8)

9

and the scalar field has a non-vanishing vacuum expectation value (VEV), (®) =

v/V2#0.

As the previous condition is fulfilled by an infinity of possible ground states,
the choice of a particular one spontaneously breaks the symmetry. This choice is
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arbitrary, and :

@ =-—(1) (19)

prevents electromagnetism and electric charge conservation from being broken by
the scalar VEV, and Q(®) = 0. The introduction of the Higgs potential allows for
the direct generation of mass terms for the electroweak gauge bosons (W*, Z9),
except for the photon, which remains massless. Three of the real scalar fields in the
complex doublet in (1.6) are absorbed to generate mass to the heavy gauge bosons,
while the fourth one emerges as a new massive scalar boson, the Higgs boson.

Once the Higgs field acquires a vacuum expectation value, the gauge bosons gain
mass through interactions with the Higgs field. As there is nothing preventing the
Higgs doublet to couple to fermion fields, quarks and charged leptons also gain mass
when interacting with the Higgs boson through the Yukawa couplings, A\y. These
couplings (and as a consequence, particle masses) are not predicted by the theory
and must be measured experimentally. The mass of the fermions is obtained from

the following expression
v
The value of the Higgs boson mass is related to the parameters of the Higgs potential

mg = v -V2\ (1.11)

where the vacuum expectation value v of the Higgs field is related to the mass of
the vector bosons by

mwzgm my = +—"—>"— -0 (1.12)

inferred from their respective experimental measurements. In the last expressions,
g and ¢ are, respectively, the coupling constants of the SU(2), and U(1)y groups
of the electroweak theory. The Higgs self coupling A can be only determined from
direct Higgs boson detection.

This solution was confirmed by the experimentalists at the LHC in 2012, when
a massive scalar boson compatible with the SM Higgs was detected both by the
ATLAS [10] and CMS [9] collaborations. This result also closed the search for the
SM particles, since all of them had already been detected experimentally, the Higgs
boson remaining the only missing piece until then.

Flavour in the standard model

Flavour physics covers the study of the different types of quarks (or flavours),
their spectrum and the transmutations among them. Within the SM, interactions
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mediated by the charged W= bosons are the only source of flavour- and generation-
changing interactions. The flavour quantum number is nonetheless conserved in
strong and electromagnetic interactions. Neutral current weak interactions (me-
diated by the neutral Z boson) are also flavour-conserving. Therefore, flavour-
changing neutral processes do not occur in the SM at tree level, but they can be
induced by loop processes.

At the heart of flavour physics lies the Cabibbo-Kobayashi-Maskawa matrix [22],
23], also known as CKM matrix, or Vogy. The CKM matrix describes quark
flavour transitions within the SM and has the form

Vud Vus Vub
Vervr = | Vea Ves Vi (1.13)
Via Vis Vi

where each V,, 4, element is proportional to the coupling strength between each two
pair of quarks (or flavours) ¢; and go. These elements must satisfy the unitarity
condition of the CKM matrix:

Vorn Vg = Vi Voru =1 (1.14)

so that, for instance, |Vig|* = 1. The quark mixing parameters are experimen-
tally well tested and constrained from global fits to many measurements in the
flavour sector of the SM but only under the assumption of three quark generations.
The most precise experimental values of the elements of the CKM matrix are [2]:

0.97446 4 0.00010 0.22452 4 0.00044  0.00365 4 0.00012
Vorn = | 0.22438 +0.00044  0.9735970:09010  0.04214 =+ 0.00076 (1.15)
0.0089670:90022  0.04133 £ 0.00074 0.999105 % 0.000032

The SM Lagrangian of electroweak interactions between fermions and the gauge
bosons can be expressed via three terms:

tt + T _

By = —ellAu =5 (TEWil 4 JELW, ) = 5o TheZ, (L16)
where each of them contemplates the contribution from the electromagnetic current
J# . the weak charged current Jf, and the weak neutral current JY,, respectively.

The second term in the previous expression describes flavour transitions of
quarks and leptons via charged currents:

d
Jbo = U"Dp = (,6,1) v Veru | s (1.17)

b L

which couples up-type antiquarks to down-type quarks. Processes mediated by
charged currents therefore violate flavour conservation.
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The last term describes quark and lepton interactions via neutral currents, which
are of the form:

- 4
JJ'L\L[C = Z/{L’}/'u' (1 — § Sin2 9W> Z/{L
A,
— Z/[R’}/u— Sin GWZ/{R
3 ) (1.18)
- ’DL")/M (1 - g Sil’l2 ew) DL
_ 2,
+ DR’}/Mg sin“ Oy Dp
These neutral currents couple quarks with same-flavoured quarks only: flavour and
charge are conserved. Flavour-violating charge-conserving transitions do not hap-

pen at tree level in the SM. However, they can take place at loop level via flavour-
changing vertices, as seen in figure 1.1.

' W
¢l
\ bsd b, s, d
t % c t E c
t b,s,d c i 9

Ficure 1.1: Examples of flavour-changing neutral current SM loop
diagrams for the process t — ¢y and t — cg.

These contributions are proportional to the splitting between the quark masses
and, in the case of the top quark, B(t — Bq) where B = v, 7,9, H and q¢ = u,c
are predicted to be of order 107! or smaller. An increase in the value of the t — ¢
or t — u rates could be an indication of the existence of new flavour-violating
neutral current interactions that are absent in the SM. tZq production, subject
of the current analysis, is specially sensitive to these kind of processes. FCNC
interactions of the top quark are further described in section 3.2.3.

1.3 Limitations of the standard model

Even though the SM represents both a very elegant and successful theoretical frame-
work, that has been finely tested throughout the last decades in the different particle
physics experiments, it leaves several fundamental questions unsolved, which will
be briefly outlined in the current section.

e Gravity As already mentioned, the SM does not describe gravity within its
framework. The hypothetical mediator of gravity, the graviton, would have to
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be a spin-2 boson, leading to non-renormalizable divergences. However, at the
energy scales reached by particle colliders, gravity is negligible compared to
the strong and weak interactions, and its effects would pass unnoticed. Gen-
eral relativity provides with a fine description of gravitation at astrophysical
scales and, although some attempts have been made to unify gravity with
the rest of the SM interactions at quantum level, no success in this topic has
taken place yet.

e Dark matter and dark energy Different astrophysical and cosmological
observations show effects that the SM cannot seem to explain. The obser-
vation of the rotation speeds of galaxies, mapping of matter distributions,
and acoustic oscillations in the cosmic microwave background (CMB) suggest
that there exists an unidentified type of matter, the so-called dark matter.
According to the observations, dark matter should be made of stable, neutral
particles. The only SM particles satisfying this description would be the neu-
trinos, but this has not been proven yet. Some theories beyond the SM (BSM)
also provide candidate particles for dark matter. Another important building
block of the universe and a crucial ingredient to describe its expansion, dark
energy, is also missing in the description provided by the SM.

e Nature of EW symmetry breaking and hierarchy problem Another
open question is the nature of electroweak symmetry breaking, why is there
such difference between the intensity of the different fundamental forces (in
particular, why the weak force is orders of magnitude weaker than gravity)
and why the Higgs boson has its particular mass value. Even though some
models, like supersymmetry, propose solutions to the problem of the Higgs
mass, the SM does not provide a suitable answer.

e Matter-antimatter asymmetry The SM does not provide an answer to
the asymmetry between matter and antimatter observed in the universe. CP-
symmetry states that the laws of physics should be the same if a particle is
interchanged with its antiparticle (C symmetry) while its spatial coordinates
are inverted (P symmetry). Initially, equal amounts of matter and antimatter
should have been produced if CP-symmetry was preserved. As it is not the
case, physical laws must have acted in different ways for matter and anti-
matter, violating charge-parity conservation. Successful as it may seem, the
SM provides no source for CP-violation which is strong enough to explain the
observed asymmetry.

e Neutrino mass According to the Higgs mechanism in the SM, particles in
the vacuum acquire mass as they interact with the Higgs boson. Photons
are massless because they do not interact with the Higgs boson. All particles
change handedness when they interact with the Higgs boson: left-handed
particles become right-handed, and vice versa. Experiments have shown that
neutrinos are always left-handed. Since right-handed neutrinos do not exist in
the SM, the theory predicts that neutrinos can never acquire mass. However,
neutrinos have shown to have non-vanishing mass values, but the SM does
not explain the mechanism responsible for generating neutrino masses.
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All these open questions for which the SM does not provide a plausible answer
lead to the development of several theories trying to give an explanation to the
phenomena described above. However, the description of such models is beyond
the scope of this thesis and will not be reviewed here. The study of some rare
processes is sensitive to signatures of new physics and future experimental results
could shed some light on how the current theory could be extended to cover the
missing parts the current model cannot account for.
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Chapter 2

The top quark

The top quark is the heaviest particle in the SM and could play a relevant role in
complementary models that go beyond its current formalism. A good understanding
of top quark phenomenology is of key importance in the development of all these
models. The current analysis lays in the frontier between the SM and new physics,
as it serves as a direct, stringent SM test, being at the same time sensitive to BSM
effects. A brief overview of the top quark discovery is given in the introduction of
this thesis. This chapter offers an introduction to the main properties of the top
quark and its role in particle physics. Its different production and decay modes will
also be reviewed. Further details and introductory aspects related to the theoretical
basis of the analysis will be reviewed in the next chapter.

2.1 Top quark properties

Within the context of the SM, the top quark has the same quantum numbers and
interactions as all other up type quarks. The left-handed top quark is the weak
isospin partner from the doublet formed along with the bottom quark, with weak
isospin T3 = —i—% and electric charge Q%7 = —i—%. The right-handed top forms an
SU(2), singlet.

Two empirical facts distinguish the top from all other quarks and dictate its
phenomenology: its much larger mass (it is more than 40 times heavier than the
second heaviest quark, the bottom quark) and its very small mixing with quarks of
the first and second generations. Quark mixing is encoded in the matrix elements
of the CKM matrix (see 1.2.2). The matrix element V}, is close to unity, whereas
the elements V;, and V4 are significantly smaller.

The value of the top quark mass is currently estimated at

my = 172.9 + 0.4 GeV
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from direct measurements [2]. Latest CMS measurements using 13 TeV data [24]
yield a value of

mE™MS = 172.25 4 0.08(stat+JSF) £ 0.62(syst) GeV

where JSF is the uncertainty related to an overall jet scale factor, stat and syst stand
for the statistical and systematic unceratainties, respectively. Figure 2.1 shows a
summary of the most recent experimental top quark mass measurements. The latest
CMS combination using Run I LHC data is highlighted in red.

CMS September 2019
CMS Run 1 legacy

St @ 172.44 + 0.13 + 0.47 GeV
38;‘_51,6%153?2%1?_}? 2o @  172.62+0.38 + 0.70 GeV
Lepton+jets o 172.25 + 0.08 + 0.62 GeV

EPJC 78 (2018) 891, 35.9 fb"'

Dilepton —e— 172.33 + 0.24 *066  __ Gev
EPJC 79 (2019) 368, 35.9 fb! 9320 072

All-jets —e— 172.34 + 0.20 + 0.70 GeV
EPJC 79 (2019) 313, 35.9 fb™' R

Lepton+jets, all-jets o~ 172.26 + 0.07 + 0.61 GeV
EPJC 79 (2019) 313, 35.9 fb

Single jet, p; > 400 Ge\l1
TOP-15-005 (2019), 35.9 fb 172.56 + 0.41+ 2.44 GeV
Tevatron combination

arXiv:1608.01881 (2016) ® 174.30 + 0.35 + 0.54 GeV
World combination

ATLAS, CDF, CMS, DO
arXiv:1403.4427 (2014)

~@— 173.34 £0.27 £ 0.71 GeV

165 170 175 180
m, [GeV]

FIGURE 2.1: Summary of CMS top quark measurements in Run II.
The Run I legacy, Tevatron and world combination measurements
are also shown.

Neglecting the mass of the b quark and higher order terms, the total width of
the top quark (I';) is given by [25]

G 3 2 2 2 9 s 2 2 5
r, = £ (1 = mV;) (1 + zm—VQV) {1 e (i - —)] (2.1)
872 m; mi 3T 3 2

where G is the Fermi constant, ay is the strong coupling and m; and my, are the
masses of the top quark and the W boson, respectively. Due to its mass value, the
top quark has a large decay width of I' = 1.417012 GeV.
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Being heavier than a W boson, and because of the large |V;|* value, the top
quark is the only quark that decays semi-weakly and almost exclusively into the
two body system formed by a b quark and a W boson. Due to its large mass, the
top quark has a very short lifetime of about about 0.5 x 1072 s [2]. This value is
significantly smaller than the typical time for the formation of QCD bound-state
hadrons (7gcp ~ 1/Agep ~ 3 x 107** ), and as such, the top is the only quark
that decays before hadronization (no hadrons containing a top quark are expected
to exist in the SM), offering unique possibilities to study bare-quark properties.
These properties are crucial in calculations in the SM and beyond, as top quark
properties are consequently not hidden by hadronization effects, providing a clean
source of fundamental information.

2.1.1 Top quark decay

Top quarks are produced either in top-antitop pairs, or individually (the corre-
sponding details can be found in the following section 2.2). Events from top quark
pair production and single top quark production are classified by the decay prod-
ucts of the W boson that arises from the top quark two-body decay, the weak boson
being able to decay into nine different modes.

On one hand, the three possible leptonic decays of the W boson are
W —=eve W—=py, W—=7Tr, (2.2)

all of them being almost equally favoured, as BR(e*v.) = BR(u"v,) = BR(177v,) =
1

5.
However, in about a 68% of the cases, a W boson decays hadronically to quark-
antiquark pairs in the three possible color combinations (RR, GG and BB) as in

W —cd,c5,¢cb or W — ud,us, ub (2.3)

As the couplings are proportional to the |quv|2 CKM matrix elements, the branch-
ing ratios of W hadronic decays are dominated by the CKM-favoured ud and cs
final states. The different W boson decay modes, along with their corresponding
branching fractions, are listed in table 2.1.
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FIGURE 2.2: Top quark decay modes: hadronic (left) and leptonic
(right). Only the CKM-favoured ud and c§ final states are shown
in the hadronic diagram.

W decay mode Branching ratio (%)

eV, 10.71 £ 0.16
1Yy, 10.63 £ 0.15
TV, 11.38 £+ 0.21
hadrons 67.41 + 0.27

TABLE 2.1: W boson decay modes and their corresponding branch-
ing fractions. The different top quark decay rates are proportional
to these values, taken from [2].

2.2 Top quark production modes

Two classes of top quark production exist. The first proceeds by the strong QCD
force to produce a top-antitop quark pair, the second one being mediated by elec-
troweak interactions leads to the production of a single top quark (or antiquark).

2.2.1 Pair production

The dominant mechanism for top quark production at hadron colliders is pair pro-
duction through strong interactions. The production of tf pairs proceeds either
through the annihilation of a quark and an antiquark (¢ — tt), or through inter-
action between gluons (gg— ¢t) in the colliding beam particles. Figure 2.3 shows
the Feynman diagrams for top pair production at leading order.

At the pp Tevatron collider, the quark annihilation production mode was domi-
nant (accounting for about an 85% of the cross section) whereas gluon fusion vastly
domains top quark pair production at the LHC (contributing approximately 80%
- 90% to the total ¢t production cross section), leading to a large cross section at
the LHC compared to the Tevatron because of the increasing gluon PDF towards
smaller momentum fractions.
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FIGURE 2.3: Feynman diagrams of ¢t production at LO: (a) quark
annihilation; (b) s-channel and (c) t-channel gluon fusion.

Shall the reader have special interest, complementary bibliography regarding top
pair production can be found elsewhere, but no further discussion will be provided
throughout this document, as it plays no special role in the current analysis.

2.2.2 Single top production

Besides pair production via strong interactions, top quarks can also be produced in-
dividually in high energy collisions through electroweak processes involving the Wtb
vertex. Single top quark production is of significant phenomenological relevance,
and provides information that complements the one obtained from top quark pair
production. In particular, it represents an optimal tool to study charged-current in-
teractions of the top quark and is also sensitive to new physics effects and anomalous
couplings.

In the SM, three types of electroweak single top quark production modes exist,
that can be distinguished according to the virtuality (Q* = —p,p") of the involved
W boson:

e t-channel production if the W boson is space-like or has a virtuality Q? > 0.
Of key importance in the current analysis, this process will be reviewed in
more detail further in the next chapter.

e s-channel production. It is the single top quark production channel with
smaller cross section, as the time-like (Q* < 0) mediating W boson should
have a large virtuality in order to produce the heavier top quark. In various
BSM scenarios however the cross section of this process is expected to increase
due to new heavy particles such as W’ or charged Higgs bosons which may
even be produced on their mass shell, p,p* — m? = 0, and hence occur as a
resonance.

o tWW associated production represents the third production mode, in which the
top quark is produced along with a W boson which can be produced on-shell
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(Q* = —m¥;). The initial b quark is a sea quark inside the proton. The main
partonic processes for ¢ and ¢ productions are gb — tW~ and gb — tWT,
since other CKM-suppressed contributions from gs and gd initial states are
negligibly small.

Examples of the tree-level Feynman diagrams contributing to the three different
channels are shown in figure 2.4.

q q q 5
Wi
W >M<
Z q t
b t

(a) t channel (b) s channel

b W=
b W=
t H
g t
g t
(¢) tW channel

FIGURE 2.4: Examples of feynman diagrams of single top quark
production at LO.

The dominant contribution to the single top production cross section at the
LHC is predicted to come from the t-channel process, followed by the tW associated
production. The contribution from s-channel production at the LHC is relatively
small compared to the dominant process. This can be seen in figure 2.5, where
the predicted and measured cross sections for these processes are presented, among
other SM processes.

A peculiarity of the t- and s- channels, specific to pp collisions, is the difference
between production cross sections of single ¢ and ¢ that results from the different
parton distribution functions (PDF) of incident up and down quarks involved in
the hard scattering.

Due to the valence content (uud) of the colliding protons at the LHC, the rate
of top quark production at the LHC is roughly twice the rate of anti-top quark
production, because it is initiated by a quark-antiquark collision.
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FIGURE 2.5: Summary of the cross section measurements of different
SM processes provided by the CMS collaboration up to July of 2019.

2.3 LHC top quark studies in the standard model
and beyond

Owing to its unique experimental properties, the top quark plays a special role
among the SM fermions and offers a valuable testing ground for many SM predic-
tions. Since its discovery in 1995, a lot of effort from both the experimental and
theory communities has been put in studying its properties and processes it is in-
volved in, testing the SM to levels of precision which are challenging the theory.
The amount of top quarks produced at the LHC allowed to improve and go beyond
the pioneering studies carried out at the Tevatron. In the past years, major inter-
est has been set in studying the role of the top quark in potential TeV scale new
physics, which could in fact be within reach of the LHC.

One interesting feature of the top quark is that its Yukawa coupling to the Higgs
boson y; is of order unity, substantially greater than all other Yukawa couplings,
which are of order O(1072). A precise measurement of y; is of great importance in
the understanding of EWSB mechanism and could also shed light on new physics
beyond the SM. The top quark Yukawa coupling [26] is at the moment one of the
most promissing SM quantities accessible at the LHC that can shed a light on the
scale of new physics '. Events containing top quarks are also backgrounds to many

IThe structure of the Higgs effective potential has a strong dependence on the top Yukawa
coupling through the term —6y; in the renormalization group equation (RGE) of the quartic Higgs
self coupling A, the minus sign of the term being responsible for an extra minimum at high field
values. Small changes in dy; ~ 10~% have a significant impact on the structure of the potential
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new physics processes, so the best understanding of top properties is required for
experimental studies of processes beyond the SM.

In the following we present some interesting experimental top-related studies
carried out at the LHC.

2.3.1 LHC studies of the top quark in the standard model

Given its role on the EWSB, an accurate knowledge of the top quark mass gives a
valuable input for precision SM calculations. The top quark and the Higgs boson
enter one-loop corrections in the calculation of W* and Z boson masses. Thus,
a precise measurement of the top quark mass, along with the electroweak boson
masses, allowed for an accurate prediction of the Higgs mass, as seen in figure 2.6
playing a key role in the discovery of the Higgs boson.
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FIGURE 2.6: The 68% and 95% CL contours for the indirect de-
termination of my and my., from global SM fits to electroweak
precision data [1].

Measurements of the single top quark cross sections allow to extract a limit on
the CKM matrix element Vj;, and study the Witb vertex directly. The latest CMS
measurement of this kind yields |Vj,| = 0.998 + 0.038(exp) £ 0.016(theo) with the
95% confidence level limit being |[Vj;| > 0.92 [28]. Some recent CMS single top
quark cross section measurements in the different production channels are reported
in figure 2.7a.

Measurements of the top pair cross section o,z provide important tests of the SM.
The calculations depend on fundamental parameters such as the top quark mass
my, the strong coupling constant ag, and the parton distribution functions of the
proton, so some o, measurements have been used to determine these parameters

[27]. The stability of the EW vacuum could also be strongly affected by new physics, and a precise
measurement of top properties serves as a bound on different BSM scenarios.
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too [29]. A summary of the most recent CMS measurements of oy; is presented in
figure 2.7hb.
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FIGURE 2.7: Summary of single top 2.7a and top pair 2.7b produc-
tion cross sections CMS measurements. Theoretical single top cal-
culationsare courtesy of N. Kidonakis. Top pair cross section values
are compared with the theory calculation at NNLO+NNLL accuracy.
Tevatron measurements are also shown in both cases.

The invariance of the SM under CPT (charge, parity and time reversal) trans-
formations predicts that particle and antiparticle masses should be equal. However,
in some extensions of the SM, CPT-violating effects are present. A direct measure-
ment of a mass difference between particle and anti-particle (Am;) would indicate
a violation of the CPT symmetry, otherwise serving as a probe of the consistency
of the SM in this aspect. The latest result regarding this topic was published by
CMS using 8 TeV data, and yields a value of Am; = —0.1540.19(stat) +0.09(syst)
GeV, consistent with the SM expectation [30].

Apart from top pair and single top production, it is possible within the context of
the SM to produce four top quarks (tttt), the representative leading order diagrams
shown in figure 2.8. Being a rare SM process, its cross section can be used to
constrain the magnitude and CP properties of y, [31]: a value of the top Yukawa
coupling larger than expected in the SM can lead to a significant increase in tttt
production (see right diagram of Fig. 2.8).

Search for new physics using top quarks

Top quarks are present in many models beyond the SM. Some extensions of the
theory predict new heavy particles that may decay into top quark pairs, resulting
as resonance of ¢t pairs. Specific analyses are developed to look for these new
particles through the top quark pair invariant mass distribution, which could either
be scalars, vector or axial-vector particles (such as an hypothetical Z’ boson [32])

or even spin-2 particles, their hypothetical mass ranging from 1 TeV up to several
TeV.
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FIGURE 2.8: Representative Feynman diagrams for tttt production
at LO in the SM.

Other models have an extended Higgs sector that includes additional charged
and neutral Higgs bosons which may couple predominantly to top quarks given its
mass. As an example, the Minimal Supersymmetric Standard Model (MSSM) and
2-Higgs doublet models (2HDM) include in their particle content charged Higgs
bosons, which could be produced in association with top quarks via the channel
bg — tH~ or bg — tH* [33, 34]. Compositeness models (top-color assisted tech-
nicolor, top-seesaw, etc) are based on effective operators containing the top, and it
also plays a special role in models with extra warped dimensions. Moreover, tttt
production can be significantly enhanced by BSM particles and interactions, having
special sensitivity to new physics effects. As such, it has been used to constrain
2DHM and simplified dark matter models [35].

Another example where searches in the top sector would reveal new physics is
through observations of flavour-changing neutral currents (FCNC) decays of the top
quark. Within the context of the SM these decays are predicted to be extremely
rare, whereas in many BSM models, such as the 2HDM and the MSSM, FCNC can
be highly enhanced. The large amount of top quarks produced currently at the LHC
allows to search for specific top rare decays. Even though the SM states that tops
decay to a W boson and a b quark with a branching fraction of about 100%, some
extensions predict that it may also decay to a Z boson and a quark, t — Z¢q, where
q can be either a u or a ¢ quark. These processes are predicted to have very small
branching fractions, of the order of 10~!*, any enhancement of the predicted cross
sections therefore possibly presenting an indicative of new physics. Experimental
signatures of FCNC processes in the top sector can be sought for either in single
top or top quark pairs production. The first searches for FCNC decays were made
at the Tevatron, but even now at the LHC no evidence for these processes has been
found.

The latest analysis considering single top quark FCNC production in association
with the Higgs boson (pp — tH), top quark pair production with FCNC decay of
the top quark (¢t — ¢gH) [36] and tZ-FCNC production [37] observed no significant
deviation from the predicted background. Both studies set upper limits on the
corresponding FCNC branching fractions, which are shown in table 2.2.

The current analysis, devoted to the measurement of the tZq production cross
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Process Observed Expected

Bt —»uZ)  0.022 0.027
B(t —cZ)  0.049 0.118
B(t —uH) 047 0.34
B(t = cH) 047 0.44

TABLE 2.2: Observed and expected upper limits on the tZ- and
tH-FCNC branching ratios. The values are taken from [37] and [36].

section, is sensitive to BSM processes such as FCNC decays involving the direct
coupling of the top quark to a Z boson and an up or charm quark, either at the
production or decay. Deviations from the expected SM tZq cross section could be
an indication of BSM-FCNC signatures. The next chapter offers an overview of the
theory related to the analysis presented in this thesis.
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Chapter 3

Single top rare processes: tZq

The main theoretical aspects relative to the search of the associated production of a
single top quark and a Z boson, the topic of this thesis, are described in this chapter.
Starting from the basics of single top production and, in concrete, the characteristics
of the t-channel production mode, we close the chapter with the description of the SM
tZq production, remarking its importance in the search of other interesting SM rare
processes, as well as its relation with the search for new physics, and in particular
with FCNC' searches in the top sector.

Increasing luminosities and centre-of-mass energy at the LHC have motivated
the search for rare SM processes which were not accesible with the previous condi-
tions. One of such processes in the top quark sector is the associated production
of a single top quark and a Z boson along with an additional quark (tZq). This
particular process has a rather small cross section compared to other SM processes
(see figure 2.5).

In this chapter we will present a brief introduction to tZq-SM production, a
single top t-channel process in which a Z boson is radiated off one of the quark
lines.

3.1 Single top t-channel production

Single top production via the t-channel has the highest cross section in proton-
proton collisions (compared to s-channel at tW production). In this channel a top
quark is produced through the exchange of a W boson between a light-flavoured
quark and a bottom quark, changing the flavour of the bottom quark to a top
quark. The W boson involved in this process has a virtuality @? > 0 and is
said to be space-like. A characteristic feature of this mode is the production of
an additional spectator quark (¢’) which recoils against the W boson and tends
to be scattered fairly forward in the CMS detector (|| > 3), making it easier to
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identify t-channel single top events in the analysis. In this production mode, top
quarks appear roughly twice as often as antitops, given the valence composition of
the proton (two up quarks, and a down quark). t-channel single top and antitop
production diagrams at tree level are shown in figure 3.1.

e ds ds u,.c

- - - -
L -t -+

FIGURE 3.1: t-channel diagrams for single top (left) and single an-
titop (right) SM production.

The description of this process and its cross section calculations can be per-
formed in two different scenarios or schemes. Processes involving b quarks can be
described in QCD either in the 4- or 5- flavour schemes (FS), depending on whether
the b quark is considered part of the proton or not. In the 4-flavour scheme, the b
quarks are generated in hard scattering from gluon splitting and appear only in the
final state. 5-flavour calculations include the b quark in the initial state, coming
from a non-vanishing bottom PDF in the colliding proton. This makes the 5-flavour
scheme a 2—2 process and the 4-flavour one a 2—3 process. Figure 3.2 shows the
tree-level diagrams for t-channel single top production in both schemes. Predictions

uc ds u.c d,s

- -

Ficure 3.2: Leading order t-channel Feynman diagrams in the 4-
flavour (left) and 5-flavour (right) schemes.

in these two schemes show substantial agreement, even though calculations in the
5-flavour scheme are considerably simpler, leading to more stable predictions and
an easier computation at higher orders. However, its implementation in simula-
tion depends on the gluon splitting model in the parton shower, whereas this is
straightforward in the 4-flavour scheme.

In the SM, the flavour quantum number of fermions can be changed by charged
currents, i.e., through the weak interactions mediated by the exchange of a charged
W# boson. FCNC processes such as t — ¢X° where X° is a charge-neutral boson
(photon, Z, gluon or H) are absent at tree level. FCNC can happen in higher-order
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loop diagrams with the help of a virtual W-boson; however this kind of processes
are highly suppressed through the GIM mechanism. The SM estimation of the
branching ratio for the FCNC transition t — ¢Z yields B(t — ¢Z) ~ 1074, Several
BSM models suggest that the FCNC branching ratios can be significantly enhanced,
by orders of magnitude.

3.2 tZq production in the standard model

Within the context of the SM, the production of a top quark in association with a
Z boson and an additional quark proceeds via the single top t-channel mechanism,
in which the Z boson is radiated off one of the quark lines (see figure 3.3). This
predominantly occurs through the leading order electroweak processes

u+b—=d+t+7 d+b—utt+Z (3.1)
for top quark production, and
d+b—u+t+72 a+b—d+t+2 (3.2)

for antitop production, at a lower rate as explained in section 2.2.2. Processes ini-
tiated by charm and strange quarks do also take place, with smaller contributions.
The main leading order diagrams that contribute to this final state can be seen
in figure 3.3, where the contribution from non-resonant lepton pairs is also con-
sidered (bottom right diagram). Further information regarding the non-resonant
contribution is given in chapter 6.

The Z boson may also be radiated from the W boson (bottom left diagram
in figure 3.3), and as a consequence the process is sensitive to the triple gauge
coupling (TGC) WWZ. In fact, an enhancement in the production rate could be an
indication of a contribution from anomalous couplings in the WWZ vertex. Cubic
(and quartic) self-interactions of the electroweak gauge bosons are present in the SM
due to the non-abelian nature of the electroweak interaction, and are completely
fixed by the gauge couplings. This is not the case in some BSM scenarios, and
processes that are sensitive to gauge boson self-interactions are important tools to
search for nonstandard effects.

There is also additional interest in searching for rare single top processes, such
as tZq or tHq. Electroweak production of a single top quark in association with a
Z or Higgs boson provides a natural opportunity to constrain possible deviations of
the neutral couplings of the top quark with respect to the SM predictions. Asking
for just one top quark (or antiquark) in the final state (instead of top pairs as in ttV
or ttH) implies that no QCD interactions are present at LO, making the process
"purely” electroweak. As a consequence, QCD corrections are typically smaller and
under control, and dimension-6 corrections of QCD interactions enter only at NLO,
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tZq

FIGURE 3.3: Leading-order t/T¢~q production diagrams. The lower
right-hand diagram represents the non-resonant contribution to the
process.
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Br(t — qv) [38] Br(t — qZ) [37] Br(t — qg) [39] Br(t — qH) [40]
qg="u 1.3-1074 2.2-107* 4.0-107° 5.5-1073
qg=c 1.7-1073 4.9-107* 20-107° 4.0-1073

TABLE 3.1: Current limits for FCNC top processes.

do not spoiling the sensitivity of electroweak couplings. These measurements allow
to put constrains on top-quark, triple gauge, and gauge-Higgs interactions.

3.2.1 tZq final states

Depending on the decay of the gauge bosons (the W boson coming from the top
decay, and the associated Z boson) we may find different tZq decay channels:

e Trilepton channel: both bosons decay leptonically (W — fv; and Z — ¢4).

e Dilepton channel: the Z boson decays to a lepton pair, and the W boson
decays hadronically to a pair of quarks (W — ¢¢ and Z — ().

e Single lepton channel: the Z boson decays to a quark pair, and the W
boson decays leptonically (W — fy; and Z — ¢q).

e All-hadronic channel: both the Z boson and the W boson decay to quarks,
and no leptons are present in the final state (W — ¢¢ and Z — qq).

where ¢ denotes either electrons, muons or tau leptons. The trilepton channel is
of special experimental interest, as it is the one with cleaner signal, i.e., with the
lowest level of background, even though it is the channel with the smallest cross
section. The next-to-leading-order cross section for the process tZ(¢*¢~)q where the
Z boson decays to leptons calculated for proton-proton collisions at a center-of-mass
energy at 13 TeV in the H5F scheme is given by

o(tZq— Wbt~ q) = 94.277%(scale) £ 2.5(PDF) b (3.3)

This value was obtained using the Monte Carlo generator MADGRAPH5@aMCatNLO
2.2.2. The calculation, which includes lepton pairs from off-shell Z bosons with
invariant mass my > 30GeV, uses the NNPDF 3.0 set of parton distribution func-
tions. The scale and PDF uncertainties are estimated, respectively, by changing the
QCD renormalization and factorization scales by factors of % and 2, and by using
the 68% confidence level uncertainty on the PDF set. This cross section calculation
will serve as reference in the rest of the analysis.

tZq production in the SM is a single-top process and, as such, a jet arising
from the hadronization of the recoiling quark is found in the forward region of the
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detector, a signature that allows to distinguish tZg-SM from tt — FCNC production,
which has exactly the same signal with no recoiling jet in the final state (see figure
3.6). Further details on the topology and properties of the trilepton tZq channel
are presented in chapter 6. Figure 3.4 shows a schematic view of the final state of
tZq production in the trilepton channel.

recoiling jet

W hiet

t 7

I Nl electron/muon
L’? L/WL /
N /'\
7] W L
‘ “~._ missing transverse
| energy (neutrino)
\

" opposite sign, same flavour
(OSSF) lepton pair (e'e" u'w)

FIGURE 3.4: tZq final state in the trilepton channel.

3.2.2 tZq as background for other standard model rare pro-
cesses

SM tZq production is a background to other SM procees, such as ttH and tHq
production. As stated in chapter 2, these searches are specially interesting as they
allow to measure, for instance, the top quark Yukawa coupling to the Higgs boson
yt, playing a key role in the study of the EWSB mechanism.

tZq associated production also represents a major background to other inter-
esting SM processes, such as the production of top-quark pairs in association with
massive vector bosons (t£V where V can be either a Z boson or the charged W¥).
Precise measurements of the production cross section of ttW and ttZ are of par-
ticular interest because these topologies might have significant contributions from
new physics beyond the SM and at the same time represent important background
sources in some searches for new physics and other SM processes (such as ttH
production).

Some other processes are also affected by the contribution from tZq production,
although to a lesser extent. Those include tHq, ttH and four-tops production.
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3.2.3 Top flavour-changing neutral interactions beyond the
standard model

This search is also appealing in the context of the SM effective field theory (EFT).
In this context, the SM is considered an effective low-energy theory applicable up
to energies not exceeding a certain scale A, and deviations from its predictions can
be described by the effect of higher-dimensional operators of the SM fields in the
Lagrangian. Experimental results can help determining the way in which these
deviations are affected by the different operators. In the absence of convincing evi-
dence for new resonances, EFT provides an appealing model-independent approach
to treat possible discrepancies with the current theory.

The extension of the Lagrangian includes the effect of higher dimensional op-
erators (d > 4) that are suppressed by powers of A (in general, operators are
suppressed by a factor A%~ in which d is the dimension of the operator), resulting
in the addition of interactions to the set of SM vertices, as in

1 1 1
Lsar =LY+ 1 D GQL+ 55 2 AQL+0 (F) (3.4)
k k

where Egﬂ@ is the usual renormalizable part of the SM Lagrangian, containing only
dimension two and four operators, Q¢ stand for the different dimension-d opera-
tors, and c¢f are the corresponding dimensionless coupling constants (also known as
Wilson coefficients).

There is only one dimension-5 operator that generates a Majorana mass term
for the neutrinos and mixing between the different flavour eigenstates, required to
be non vanishing by neutrino phenomenology. However, there exist 59 different
dimension-6 operators that include four-fermion operators as well as vector-scalar-
fermion ones. Certain dimension-6 operators parametrize the top quark couplings
to other SM particles, contributing at O(A™2), some of which violate lepton and
baryon number or give corrections to flavour-changing processes suppressed by the
GIM mechanism.

Flavour-changing neutral transitions as the tZ-FCNC and tt-FCNC production
modes are shown in figures 3.5 and 3.6, respectively, and can be incorporated to
the SM Lagrangian using effective operators of dimension 4 and 5, its contributions
quantified by a set of anomalous couplings [41]. A list of operators that can be
constrained by different measurements related to top quark processes is shown in
Figures 3.7 and 3.5. Here one can see how the measurement of the tZq (tZj in the
table, j standing for jet) might help constraining most of these operators.

Many models for new physics predict new contributions to top flavour-changing
neutral current interactions that are orders of magnitude in excess of the SM expec-
tations. In particular, 2HDM leads to potentially measurable FCNCs, even though
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FiGure 3.5: Single top FCNC production diagrams. The flavour
violating vertices (tZq) are highlighted in red.
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FIGURE 3.6: Top quark pair FCNC. The flavour violating vertices
(tZq) are highlighted in red.
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F1GURE 3.7: Schematic representation of relation between EFT

dimension-6 operators and processes, focusing on single top produc-

tion and associated channel, entering different top quark processes,
either at LO, LO? or at NLO in QCD.

the tree-level flavour conservation is still guaranteed in this model. However, it
predicts measurable top FCNCs due to loop processes that involve the additional
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F1GURE 3.8: Dimension-6 EFT operators to which different analyses

have sensitivity (tHq, tZq, VV).

charged Higgs bosons. The rate of the flavour-violating processes depends on the
mass of the charged Higgs bosons. In the MSSM, top flavour-changing neutral in-
teractions arise at one loop in the presence of flavour-violating mixing in the soft
SUSY-breaking mass matrices. In models of warped extra-dimensions, top FCNCs
arise when SM fermions propagate in the extra dimension with profiles governed by
the Yukawa coupling. These non-trivial profiles lead to flavour-violating coupling

between the SM fermions and the Kaluza-Klein excitations (KK) of the SM gauge

bosons, and these couplings are predicted to be the largest for the top quark. R-
parity violating supersymmetric models [42], top-color assisted technicolor models
[43] and singlet quark models [44] do also predict enhancements of the FCNC rate,
orders of magnitude above the prediction of the standard production.

Process SM 2HDM(FV) 2HDM(FC) MSSM  RPV RS
t— Zu Tx 10717 - - <1077 <107¢ —
t—Zc 1x107H <1078 <107 <1077 <107 <1075
t—gu 4x1074 - - <1077 < 107" —
t—gc 5x10712 <1074 <10-8 <1077 <107% <1070
t—yu  4x 10716 - = <107% <107 -
t— e 5x107H <1077 <107° <107% <107® <107°
t—hu 2x1077  6x 1076 - <1075 <107 -
t—=he 3x107  2x1073 <1078 <107° <107 <107*

FiGure 3.9: SM and new physics model predictions for branching
ratios of top FCNC decays. The SM predictions are taken from [45],
on 2HDM with flavour-violating Yukawa couplings [45], [46] (2HDM
(FV) column), the 2HDM flavour-conserving (FC) case from [47], the
MSSM with 1 TeV squarks and gluinos from [47], the MSSM for the
R-parity violating case from [42], [48], and warped extra dimensions
(RD) from [49], [50].
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SM tZq production, object of the current analysis, is an irreducible background
in these searches and thus its study, as it had already been stated, is of unprece-
dented importance in new physics searches as any substantial disagreement with
the expectations could be a probe of flavour-violating anomalous contributions.
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Chapter 4

Experimental setup: the CMS
detector at the LHC

The measurement in this thesis is based on proton-proton collision data recorded with
the CMS detector during 2016 at a centre-of-mass energy of 13 TeV. The aim of this
chapter is to provide the reader with a brief description of CERN’s Large Hadron
Collider and CMS experiment, including the description of its various subdetectors
(the tracking detector, the electromagnetic and hadronic calorimeters and the muon
spectrometers) and the trigger system. A brief overview of the software and data
acquisition process in CMS s also given.

4.1 The LHC at CERN

The Large Hadron Collider (LHC) [51] is currently the most powerful particle col-
lider in the world. Put into service in 2008, it is a 27 km ring located 100 m under
the surface of the French-Swiss border at CERN, in the vicinity of Geneva. It was
constructed between 1998 and 2008 in the existing tunnel of its predecessor, the
Large Electron Positron Collider (LEP).

It was designed to study proton-proton collisions at a centre-of-mass energy
of 14 TeV with a luminosity up to 10** cm=2 s=!, with the goal of searching for
undiscovered physics predicted by the SM and possible BSM phenomena. One of
the main motivations of building an accelerator with such characteristics was the
search of the Higgs boson, the last missing particle of the SM, whose discovery was
presented in summer of in 2012. With all the SM particles in the table, the LHC
presents itself as a tool to investigate deeper into the SM, looking for rare processes
predicted by the model, and new physics signals.

The LHC hosts two beam pipes in which protons are accelerated in opposite
directions, circulating in proton bunches. The beams are focused and collide at
four different interaction points (IP) in which the four main detectors are located:
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ALICE (A Large Ion Collider Experiment) [52], ATLAS (A Toroidal LHC Appa-
ratuS) [53], CMS (Compact Muon Solenoid) [54], and LHCb (LHC beauty) [55].
ALICE is an experiment that involves the study of heavy ion collisions and the QCD
phase diagram. The LHCDb detector is a single-arm spectrometer designed to cover
the b-quark physics sector, intimately related to CP-symmetry violation. Finally,
ATLAS and CMS are the two multipurpose experiments of the LHC, which cover a
wide physics programme, ranging from precision SM measurements to searches for
yet unseen SM events or signs of new physics. They have similar goals but different
technical solutions and design, and are situated at opposite locations in the ring.

In addition to the four main detectors, three smaller experiments (LHCf [56],
TOTEM [57], and MoEDAL [58]) were installed at the LHC using certain fractions
of the scattered particles from the IPs of the ATLAS, CMS, and LHCb detectors,
respectively. LHCf is the smallest detector at the LHC, and is intended to measure
the properties of forward-moving particles produced when protons crash together.
Its goal is to test the capability of cosmic ray measuring devices. TOTEM is a
long, thin detector connected to the LHC beam pipe designed to achieve precise
measurements of protons as they emerge from collisions at small angles, inaccessible
to other detectors. Finally, the goal of the MoEDAL experiment is to search directly
for magnetic monopoles, hypothetical particles with magnetic charge.

The bending of the beams is achieved by a total of 1232 superconducting dipole
magnets that keep the protons orbiting during acceleration. The beams are focused
around the nominal orbit using a set of 392 quadrupole magnets, and additional
multipole (sextu-, octu-, and decapole) magnets are used for further non-linear
corrections. Special quadrupole triplets at each side of the four interaction points
focus the beams for collision. The superconducting magnets are cooled down to
1.9K using liquid helium.

Acceleration process

Protons in the beams are accelerated in different consecutive steps, to produce
the proton bunches that will finally collide at the four interaction points. Hydrogen
atoms are first stripped of their electrons through an electric field, the remaining
protons accelerated up to 50 MeV in the linear accelerator LINAC' 2, and straight-
away injected into the Proton Synchrotron Booster (PSB), where their energy is
ramped up to 1.4 GeV before entering the Proton Synchrotron (PS). In this syn-
chrotron, the 25 ns bunch spacing takes place and protons are further accelerated to
28 GeV right before entering the 7Tkm-diameter Super Proton Synchrotron (SPS),
where they are pushed up to the LHC injection energy of 450 GeV. Once in the
LHC, protons are accelerated to their maximal energy. A basic sketch of CERN’s
accelerator complex is displayed in figure 4.1.

Luminosity calculation and beam parameters
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CERN's Accelerator Complex
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FIGURE 4.1: CERN accelerator complex.

The expected event rate for a given physics process ¢ is connected to its pro-

duction cross section o; in pp collisions though the instantaneous luminosity of the
machine (.%):

dN;
dt

=Z(t) x o; (4.1)

the total number of events being N; = L X oy, where L = [.Z(t)dt is the
integrated luminosity over the entire data taking period.

This instantaneous luminosity at the interaction points, or the number of protons
crossing a unit surface (cm?) by unit time (s), depends only on beam parameters,
which can be adjusted in order to achieve higher production rates at a given centre-
of-mass energy in the LHC apparatus. For a Gaussian beam distribution, it can be
written as follows

N2nbfrev7r
y__r " F 4.2
4re,, B* (42)

In this equation,

e N, is the proton population per beam, with a value of 1.18 - 10'! in 2016.
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n; is the number of colliding bunches per beam, 2808 for 25 ns spacing .
frew 18 the bunch revolution frequency, 11245 Hz.

Y = % is the relativistic Lorentz factor, where E is the beam energy and m
the particles” mass. For FF = 6.5 TeV and m = 0.938 GeV, the relativistic
gamma factor takes a value of 6930.

€, 1s the normalized transverse beam emmitance, a parameter that gives an
idea of the spatial and momentum dispersion of the beam. During 2016, it
took values ranging between 3.5 ym-2.6 pm.

[* is the value of the betatron function 5(z) at the IP, which is related to
the transverse size of the particle beam along the beam trajectory and, at
position z,is given by

Bz)=0"+ = (4.3)

Its typical value in CMS is around 0.4-0.55 pm.

Finally, F'is a geometrical factor that accounts for the reduction in luminosity
due to the crossing angle at the collision point.

Further description of the beam parameters can be found in [51].

During the data taking period comprising the whole 2016, the CMS detector
was able to collect a total integrated luminosity of 37.76 fb~1 out of the 40.82 fb~!
delivered by the LHC. Prior to physics analysis, all data needs to pass a stringent
certification procedure that ensures that only those with the highest possible quality
are used. The total amount of luminosity certified for analysis is then reduced to
35.9 fb~! in 2016.

In addition to proton-proton collisions, the LHC has a dedicated heavy ion
physics programme. During these data taking periods, heavy ions (Pb-Pb and p-
Pb) are accelerated at the LHC ring at a nucleon-nucleon centre-of-mass energy of
5.1 TeV (2.76 TeV during Run 1).
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CMS Integrated Luminosity, pp, 2016, Vs = 13 TeV
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FIGURE 4.2: Cumulative day-by-day integrated luminosity delivered
in by the LHC (blue) and recorded by CMS (yellow) in 2016.

4.2 The CMS detector

The Compact Muon Solenoid (CMS) [54] experiment is one of the two general-
purpose detectors collecting data from LHC collisions. It is the heaviest detector
at the LHC, weighting approximately 14000 tons, and is designed to collect data
from proton-proton and heavy ion collisions at high luminosities. It is located at
interaction point 5 (P5) of the LHC ring, in Cessy (France).

The detector is shaped cylindrically by layers in the barrel region and endcap
disks in the forward regions around the beam pipe. It has an overall length of 21.6
m and a diameter of 14.6 m. Its compactness compared to ATLAS, the other multi-
purpose experiment, is mainly due to its superconducting solenoid, which produces
a magnetic field of 3.8 T.

One of the principal goals of the LHC when it was designed was the discovery of
the Higgs boson, whose search had to be done over a wide mass range, as its value
was very loosely constrained. As a consequence, the CMS detector was designed to
measure as precisely as possible a huge variety of possible decay channels and some
limitations or requirements had to be taken into account during its design. Some
of these constraints were:

1. A high performance tracker system to distinguish particles originating from
the b quark and 7 lepton decays, and separate tracks from the main interaction
from information associated to other vertices.
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FIGURE 4.3: Layout of the CMS detector.

2. An optimal muon detection and triggering system, able to provide the best
possible muon identification and resolution at a wide range of energy and
angular values, and good dimuon mass resolution.

3. Good electromagnetic calorimetry, to obtain good lepton identification and
isolation, and good diphoton and dielectron mass resolution.

4. Some BSM theories predict the existence of weakly interacting particles which,
in case of being produced, will be associated to a significant amount of trans-
verse missing energy. Thus, an accurate reconstruction of all particles in the
event is crucial. Also, a good hermeticity is needed to provide good missing
transverse energy and jet energy resolution.

The high instantaneous luminosity in collisions represents also a constraint in
the detector design. With LHC collisions produced every 25 ns, a very fast trigger
system and detector response are required. In addition, the large flux of particles in
the forward regions had to be taken into account at the design of the subdetectors
in those regions to make them resistant to radiation damage.

4.2.1 The CMS coordinate system

The origin of the CMS coordinate system is the interaction point at the centre of
the detector. The x-axis points radially inward to the middle of the LHC ring, the
y-axis pointing upwards and the z-axis directed along the beamline in anticlock-
wise direction. The (z,y) plane is usually referred to as the transverse plane, and
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quantities in this plane are often denoted with a subscript 7" (i.e. the projection of
particle momenta in the transverse plane or transverse momenta, pr).

A cylindrical coordinate system (z, ¢, 6) is often adopted. The azimuthal angle ¢
is measured from the x-axis on the transverse plane taking values between [—7, 4],
and the polar coordinate 6 € [0, 7] is measured with respect to the z-axis. The
rapidity y is defined as

1 E+p,
=1 4.4
y 2n(E_pz) (4.4)

for a particle with energy F and momentum p, along the beam axis. Differences in
rapidity are invariant under Lorentz boosts, making this variable useful in hadronic
collision studies. A convenient reformulation of the polar angle, the pseudorapidity
(n), is often used in hadronic collisions:

p- 0
n = arctan i In [tan 5] (4.5)
The minus sign is added in the pseudorapidity definition to make n positive when
points to the same direction as the magnetic field. The values for n are zero in
the transverse plane and +o0o along the beam axis. The description of the angular
apertures of the different subdetector parts in CMS will be given in terms of the
pseudorapidity. The adopted coordinate system is shown in figure 4.4

FIGURE 4.4: CMS coordinate system.

4.3 Solenoid Magnet

The central feature of the CMS detector is a superconducting solenoid of 12.5 m
length and 6 m internal radius, the largest ever built, which provides a uniform
magnetic field of 3.8 T in the beam direction for the set of inner detectors. The
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intense magnetic field enables to measure the momentum of charged particles by
analyzing their curved trajectories in the inner tracking system. In addition, muon
momenta can be measured a second time in the muon system, placed right outside
the magnet volume, using the outer return flux of the magnetic field.

The magnet itself consists of four layers of NbTi superconducting cables and is
placed within a vacuum tank cooled down to 4.7 K. A large 10k-tons iron yoke,
comprising 5 wheels and 2 endcaps, guides the return flux of the magnetic field,
resulting in a homogeneous magnetic field within its full volume.

4.4 Inner tracker

The CMS inner tracking system [59] is located surrounding the interaction point
along the beam line.

With a length of 5.8 m and a diameter of 2.5 m, it constitutes the first detec-
tor layer traversed by particles, subsequently dealing with a very intense flux of
particles. The CMS tracking system is therefore designed to sustain high radiation
levels, achieve an optimal reconstruction of charged particles trajectories bent by
the magnetic field and measure their momenta, charge and point of origin after
track reconstruction. In order to successfully address CMS’s physics programme,
it is required to achieve a reconstruction efficiency > 95% for isolated tracks and
> 90% for tracks within jets in a pseudorapidity coverage of |n| < 2.5, along with a
lepton resolution of Apr/pr = 10%.

The tracker can as well identify secondary vertices (SV) along the tracks, a
feature used to identify jets arising from the hadronization process of b quarks,
often referred to as b jets (see section 5.4).

The whole tracking system is divided into an inner pixel detector and an outer
silicon strip tracker. Both tracker modules are based on doped silicon semiconductor
diodes with embedded readout chips covering an angular acceptance of || <2.5. Its
technology provides modules with a sufficiently high granularity and a fast response
time that are also able to operate in high radiation environments. Particles are
detected via the ionization of the silicon cells and the trajectories are then built
associating different hits, their momentum determined from the curvature of their
associated trajectories.

The pixel system is responsible for an optimized impact parameter resolution in
both r—# and z directions, that allows for a three-dimensional vertex reconstruction,
therefore playing a key role in recovering secondary vertices from b and 7 decays,
even when their track multiplicities are low. It is also designed to separate tracks
coming from the main interaction or primary vertex (PV) from the tracks associated
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to additional vertices, referred to as pileup vertices (PU). It is segmented in 66
million pixels distributed in three barrel layers and two forward disks in each of
the endcaps, that have a spatial resolution of 10 pym in the transverse plane, and
about 20 pym along the z-axis. At the beginning of 2017, the pixel detector has been
upgraded to improve the efficiency and resolution on tracks and allow recovery of
degradation in outer tracker layers. Its geometry has thus been modified and a
fourth additional layer in the barrel and an additional third disk in the endcaps
have been added [60].

The silicon strip tracker that surrounds the pixel detector is divided into four
different parts, as can be seen in figure 4.5: the Tracker Inner Barrel (TIB), the
Tracker Outer Barrel (TOB), two Tracker Inner Disks (TID) and the Tracker End-
cap (TE).

An overview of the tracker system of CMS can be seen in figure 4.5.
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FIGURE 4.5: Schematic cross section through the CMS tracker.
Each line represents a detector module. Double lines indicate back-
to-back modules which deliver stereo hits.

4.5 Electromagnetic Calorimeter

The CMS Electromagnetic Calorimeter (ECAL) [61] encloses the tracking system
and is made up of 75848 lead tungstate (PbWW O,) scintillator crystals to detect elec-
tromagnetic showers originating from charged or neutral particles, such as electrons
and photons, and measure their energy. It was specifically design to provide a fast
response, have fine granularity to provide good energy resolution and minimize the
probability of misidentifying jets as either electrons or photons, and to be radiation
resistant in order to survive the LHC environment.

The ECAL covers two different regions in ||: the barrel pseudorapidity coverage
goes up to |n| < 1.479, and the endcap calorimeters cover the outermost regions



48 Chapter 4. Experimental setup: the CMS detector at the LHC

1479 < |n| < 3.0. Both regions are made of lead tungstate PbW O, crystals.
The compactness and fine granularity of the electronic calorimeter result from the
properties of this material, which has short radiation length (X, = 0.89 ¢cm) and
Moliere radius (spatial extension of an electromagnetic shower inside a crystal)
(Ryr = 2.2 cm), as well as a high density (8.28 g/cm?) value, making it optimal
for electron and photon reconstruction. This material also benefits from a short
scintillator decay time, which ensures that 80% of the light is emitted within the
25 ns interval between consecutive bunch crossings.

The ECAL is arranged as in figure 4.6. The barrel region (EB) is made of a
total of 61200 crystals and is structured in 36 identical ”supermodules”, covering a
volume of 8.14 m? and with a total weight of 67.4t. Each of the EB supermodules
covers half the barrel length (0 < |n| < 1.479) and has a total of 1700 crystals. These
are 23 cm long (corresponding to 25.8 X;) and have a cross section of 2.2x2.2 cm?
in the transverse plane.

A total of 7324 similar shaped crystals are placed in each of the endcaps (EE).
These crystals, grouped in 156 mechanical units of 5x5 crystals (supercrystals or
SCs), have a length of 22 cm (24.7 Xj) and a front cross section of 2.82x2.82 cm?.
The endcaps crystal volume is 2.9 m® and the weight is 24.0t.

Since the hadronic activity is particularly high in the forward region, the ECAL
is completed by a preshower sampling calorimeter (ES), placed in front of the two
endcaps, covering a pseudorapidity region of 1.652 < |n| < 2.6. It consists on
alternate layers of lead and silicon strips. The principal aim of the preshower
detector is to identify neutral pions and improve the determination and position
resolution of the showers from electrons and photons.

The relative resolution of the ECAL depends on the energy deposit and is ap-
proximately given by

2
0\2 2.8% ( 0.12 )2 )
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In this expression, the first term corresponds to the stochastic term which takes

into account the fluctuation in the number of produced photo-electrons, the second

describes the noise from the electronics and pileup events, and the final term is a

constant term which accounts for the non-uniformity of the crystal response and
instrumental errors.
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FIGURE 4.6: Longitudinal view of the CMS electromagnetic
calorimeter.

4.6 Hadronic Calorimeter

The hadronic calorimeter (HCAL) [62] is the last CMS subdetector system located
within the solenoid coil and aims for the measurement of the energy deposited by
neutral and charged hadrons, as well as to estimate the missing transverse energy.
Surrounding the ECAL, its design is influenced by the choice of magnet parameters
and maximizes the amount of material within the magnet coil.

Hermeticity is essential to accurately measure the missing energy of neutrinos or
other exotic particles. The central barrel and endcap HCAL subdetectors are fully
immersed in the magnetic field, and cover up to |n| = 3.0. Since the magnet restricts
the size of the barrel subdetector to a radius p = 2.95 m, an outer hadron calorimeter
or tail catcher is placed outside the solenoid complementing the barrel calorimeter.
In the forward direction, a Cherenkov-based, radiation-hard technology detector
placed at 11.2 m from the interaction point extend the pseudorapidity coverage
down to |n| = 5.2.

The HCAL is divided into four subsystem of sampling calorimeters:

e Hadronic barrel (HB): covers the pseudorapidity range || < 1.3 and is
segmented into 36 wedges of 26t each, disposed in two half-barrel sections
(HB+ and HB-). Each wedge is segmented in to four ¢ sectors. Each wedge
is formed by flat brass absorber plates interleaved with the scintillator plastic
material.

e Hadronic endcap (HE): covers a substantial portion of pseudorapidity (1.3 <
In| < 3) and is designed to have high radiation tolerance (this region contains
about 34% of the particles produced in the final state). 79mm-thick brass
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plates are intercalated with 9mm gaps to accommodate the scintillator mate-
rial and achieve a granularity identical to the one in the barrel up to || < 1.6,
which increases at larger pseudorapidities.

e Hadronic forward (HF): an additional calorimeter system, located 11.2 m
away at both sides from the interaction point and covering a pseudorapidity
range of 3 < |n| < 5.2. The HF incorporates steel as absorber and quartz
fibers as scintillator material. This design provides good radiation resistance,
due to the very high hadronic activity in this region. The HF' is of particu-
lar importance in the search for single top t-channel events, which feature a
characteristic forward recoiling jet, that usually falls within its acceptance.

e Hadronic outer (HO): placed outside of the solenoid magnet, and utilizing
it as an absorber, aims to provide adequate sampling for |n| < 1.3. It consists
of one or two layers of scintillators, depending on the pseudorapidity, which
match the granularity of the HB. Located within the muon system of CMS,
its design and geometry are strongly influenced by that of the muon detector
system. It is segmented in five consecutive rings, each covering 2.5 m along
the beam line.

An overview of the CMS hadronic calorimeter and its different parts can be seen
in figure 4.7.

0. 0.9 ;1.0 A =
|| || // :
3 6
Tl @
- = 1.8
i .-2.0

b=y £ S
e ! o gy £ B H

F

1y }ED )

FIGURE 4.7: Longitudinal view of one quarter of the detector in the

transverse plane, showing the positions of the HCAL parts: hadron

barrel (HB), hadron outer (HO), hadron endcap (HE) and hadron
forward (HF).
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4.7 Muon System

The outermost part of the CMS detector consists of a set of detectors that aim to
identify and improve the momentum resolution of muons traversing all the detector
material [63].

Muons behave as minimally ionizing particles, and are the only ones (along with
undetected neutrinos) that can pass through all the detector material, its detection
therefore being relatively straightforward. Muons are a key ingredient in some SM
and new physics processes.

As implied by the experiment’s name, muon detection is of key importance
within CMS’s physics programme. The main tasks of the muon detector system
are muon triggering, identification and momentum measurement. With this aim,
three different detector technologies are used: the drift tube (DT) chambers, lo-
cated along the barrel, the Cathode Strip Chambers (CSC) and the Resistive Plate
Chambers (RPC). These are all sets of gaseous detectors, and the choice of the
different technologies used respond to the different radiation environment to be
covered in each case.

e Drift Tube Chambers (DT)

The basic element of the drift tube is the drift cell, which is filled by a gas
mixture of 85% Ar and 15% CO, and contains a 50um thick and 2.4m long
gold-plated steel wire spanned through the centre.

Placed in the barrel region forming five consecutive rings or wheels along
the beam axis [YB-2, YB-1, YBO, YB+1, YB+2|, up to || <1.2, the DT
detectors receive a relatively low muon flux. Each of these wheels, with a
longitude of 2.7 m, is itself segmented in 12 sectors along the ¢ coordinate
in the transverse plane. These ¢-sectors, each covering ~ 30°, are organized
in four muon barrel (MB) DT stations located disposed at different radial
distances from the beam axis: MB1, MB2, MB3 and MB4, this last being
the outermost at about 7m from the beam axis. An outlay of the muon DT
chamber distribution is displayed in figure 4.8.

The three innermost DT stations (MB1, MB2 and MB3) have three superlay-
ers (SL), the outer ones having their wires parallel to the beam axis to mea-
sure trajectories along the (7, 0)-coordinates, the innermost superlayer having
them placed orthogonal to measure trajectories in the (r, z)-coordinates. This
central superlayer is not present in the outer DT stations (MB4).

e Cathode Strip Chambers (CSC)

Located in the endcaps, for 0.9< |n| < 2.4, the Cathode Strip Chambers
(CSC) are designed to resist the higher radiation levels and magnetic field
present in this region. These are trapezoidal-shaped chambers installed in
four disks per side, each disk containing 18 or 36 chambers disposed such
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FIGURE 4.8: Transverse (left) and axial (right) view of the CMS

Drift Tube Chamber distribution. The barrel is divided in five wheels

[YB-2, YB-1, YBO, YB+1, YB+2] segmented in 12 sectors, each of
them composed by 4 barrel stations (MB1, MB2, MB3, MB4).

that a full azimuthal coverage is achieved amounting to a total of 468 CSCs.
All chambers, except those in the innermost station, are overlapped in the
azimuthal angle ¢ to avoid gaps in the muon acceptance.

The CSCs are six-layered gaseous chambers filled with a mixture of Ar, COs
and CF,4 in which closely spaced anode wires are stretched between two ra-
dially oriented cathodes. The measurements from the cathodes are used to
estimate the (r,¢) position, while the anodes are optimized to measure the
n-coordinate and the bunch crossing the detected muon comes from. Thus,
each CSC measures the space coordinates (r, ¢, z) in each of its 6 layers.

Resistive Plate Chambers (RPC)

The set of muon detectors is completed by the Resistive Plate Chambers
(RPC), a set of gaseous parallel-plate detectors that provide a fast and in-
dependent trigger over a large portion of the rapidity of the muon system

(In| < 1.6).

Six of them are placed in the CMS barrel, two in each of the two first stations,
to guarantee the good functioning of the trigger for low-pr tracks that may
not reach the outer chambers, and one in each of the last two stations. In the
endcap region, there is a plane of RPCs in each of the first 3 stations intended
for using the coincidences between stations to reduce background, to improve
the time resolution for bunch crossing identification, and to achieve a good
pr resolution at trigger level.

Despite having a coarser spatial resolution, the RPC system provides a much
shorter time resolution (of about 1 ns) than the DTs and CSCs, and is there-
fore used to associate each muon signal to its corresponding bunch crossing.
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FIGURE 4.9: A longitudinal view of the muon system indicating
the location of the three detector types contributing to the muon
spectrometer.

4.8 Trigger system and data acquisition in CMS

At the nominal LHC design luminosity of 103* em?s~!, CMS will get an input rate
of 10? interactions per second, which needs to be reduced by a factor 107 in order to
make it possible to technologically store all the data produced everyday. The task
of reducing this rate is accomplished by the CMS trigger system, which represents
the first step of the physics event selection.

To select events of potential physics interest, the CMS trigger system [64] utilizes
two levels: the first level (1) trigger and the high level trigger (HLT). The first
level is implemented in custom hardware and selects events containing candidate
objects, which will be passed to the high level trigger. The aim of the L1 trigger is
to reduce the data rate by an average factor of 400, from the input rate of 40MHz
to 100 kHz.

The HLT is implemented in software and consists on a multi-stage iterative
algorithm conducted on a farm of computers. It uses full detector information to
reproduce the L1 trigger decision and then to iteratively improve on this decision by
the staged introduction of calorimetry and tracking information. If, at any stage,
the event is rejected, the process is halted and the processing resources freed for
handling the next event. A time cut-off is applied to prevent resources becoming
locked. The aim of the HLT is to further reduce the data rate so that it can then
be stored at approximately 100 Hz.
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These two systems will be described in the following sections.

4.8.1 Level 1 Trigger

The L1 trigger involves the calorimetry and muon systems as well as some correla-
tion of information from them, and is hardware-implemented. Its main purpose is
to reduce the number of events to be processed by the high level trigger, tentatively
deciding whether or not an event should be accepted with information from the
calorimeter and muon detectors only. It is therefore organized into three major
subsystems

e L1 calorimeter trigger
e L1 muon trigger

e L1 global trigger

The L1 muon trigger is itself further organized into subsystems representing the
different muon detector systems (drift tube trigger, cathode strip chambers trigger
and resistive plate chamber trigger) in addition to a global muon trigger that com-
bines information from each of the muon sub-systems. The calorimeter and muon
triggers do not perform any selection themselves, but rather they identify trigger
objects (electrons, photons, jets, muons) and send the best candidates along with
the corresponding kinematical information to the L1 Global Trigger, responsible
for combining the output of L1 Calorimeter Trigger and L1 Muon Trigger and for
making the decision to either retain the event or discard it. Thus, the only selection
is done at the L1 global trigger. A schematic view of the L1 trigger system can be
seen in figure 4.10

The L1 trigger rate is limited by the speed of the detector electronics readout
and the rate at which the data can be harvested by the data acquisition (DAQ)
system.

The L1 global trigger (GT) is the final step of the CMS level 1 system and
implements a menu of triggers, a set of selection requirements applied to the final
list of objects (i.e., electrons/photons, muons, jets, or 7 leptons), required by the
HLT algorithms to meet the physics data-taking objectives. This menu includes
trigger criteria ranging from simple single-object selections with E7 above a preset
threshold to selections requiring coincidences of several objects with topological
conditions among them. A maximum of 128 separate selections can be implemented
in a menu.
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The L1 calorimeter trigger

The calorimeter trigger uses raw data signals to identify isolated and non-isolated
electrons and photons, along with central, forward and tau jet candidates. The
main difficulty in performing this task is coping with the raw data rate in the
calorimeters. This is achieved in two stages: first, 5 x 5 ECAL crystal groups are
combined into trigger towers mapped to HCAL towers, and these trigger towers are
then summed in a second step into regions whose size is closer to the natural scale
of the trigger objects and are classified according to geometric and quality criteria.

The L1 calorimeter trigger comprises two stages: a regional calorimeter trigger
(RCT) and a global calorimeter trigger (GCT). The regional trigger identifies all
candidates along with their transverse energy, and sends this information to the
global calorimeter trigger, which sorts the candidates according to their transverse
energy and quality, and sends the first four objects to the L1 Global Trigger for
further processing.

The L1 muon trigger

The primary task of the muon trigger is to identify muon candidates and reconstruct
their momentum and transverse energy, along with information on the associated
bunch crossing. All three detector sub-systems (drift tubes, cathode strip cham-
bers and resistive plate chambers) contribute to the muon trigger, which benefits
both from the good spatial resolution from the drift tubes and the cathode strip
chambers, along with the excellent time resolution of the resistive plate chambers.
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The redundancy of the muon system allows for a high performance trigger with an
outstanding background rejection.

In the RPC system, the trigger electronics build track segments which are sent
along with their reconstructed pr to the Global Muon Trigger. It also provides
the CSC trigger system with information to solve hit position ambiguities in case
several muon tracks traverse a same chamber.

The CSC trigger builds local charged tracks (LCT) using cathode strip infor-
mation only, and assigns them an estimate of their py and a quality flag. The best
charged tracks are then passed to the CSC Track Finder, which builds tracks using
the full CSC information. These tracks are then sent to the Global Muon Trigger.

The DT trigger is equipped with a Track Identifier system, which makes up seg-
ments from sequences of hits within a same superlayer. This segments are then sent
to the DT Track Correlator which combines information from different superlayers.
The best combined segments are sent to the DT Track Finder, which builds track
candidates and passes the information to the Global Muon Trigger.

At the end, the Global Muon Trigger system is responsible for combining the
different sub-detector information to build candidates. After sorting them according
to their momentum and quality, the best four tracks are passed to the L1 Global
Trigger.

The L1 global trigger

Based on trigger objects delivered by the global calorimeter and muon triggers, such
as isolated or non-isolated electrons and photons, muons, central and forward jets
and global event quantities (such as the missing energy in the transverse plane),
the L1 Global Trigger makes the decision to either accept or reject an event before
delivering the information to the high level trigger.

These trigger objects are synchronized to each other and to the LHC orbit
clock and then sent to the global trigger logic (GTL) module, where the trigger
algorithm calculations are performed. This algorithm imposes certain conditions
on the received objects, such as the total Ep or pr being above a given threshold,
angular positions being within a selected window, or imposing certain objects to
be separated in an event. These conditions are combined by simple combinatorial
logic to form up to 128 different algorithms, which form a given L.L1 menu. These
algorithms are finally combined into a final ”OR” by the final decision logic module,
and can be prescaled or blocked. These prescales allow to adjust the trigger rate for
a certain algorithms. The set of algorithms in the menu along with the prescaled
values completely define the L1 trigger selection. On a final step, the information
is forwarded to the high level trigger for further scrutiny.
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4.8.2 High Level Trigger

The high level trigger [65] aims to maximize the efficiency while keeping CPU time
and rate low, it must be flexible to adapt to changes in data-taking conditions, have a
robust performance with respect to changes in alignment and calibration conditions
and be stable with respect to pileup. The HLT algorithms use the same software
framework and most of the reconstruction code used for offline reconstruction and
analyses.

The HLT is designed to reduce the L1 trigger input rate down to 1 kHz, compat-
ible with the data acquisition capabilities, which is the amount that will be written
to mass storage. The HLT itself is fully software implemented and runs on a farm
of commercial processors.

As the HLT receives a lower event rate consequently having more time to process
them (about 300 ms), it can go into finer details and use more refined algorithms
closer to the offline reconstruction profiting from information from all subdetectors.

The reliability of the HLT is of key importance, as any event discarded will
be subsequently lost. The still short time available for event processing imposes
constraints on its design. Computationally sophisticated algorithms must only be
run on good candidates for interesting events, and with this view, the HLT is
organized in different sub-levels, each of which reduces the number of events to be
processed in the following step. These different steps correspond roughly to what
would have been distinct trigger systems; however, the CMS HLT architecture does
not include a sharp division between these trigger steps, other than the order in
which they are applied.

e Level 2: first selection step of the HLT process, receiving the maximum rate
of events. It receives L1 candidates as input and uses complete information
from the muon system and the calorimeters only, reducing the number of
events to be processed by the following sub-levels.

e Level 2.5: intermediate step that adds pixel information and provides fast
confirmation of the L2 candidates before delivering the information corre-
sponding to the accepted events to the L3 step.

e Level 3: receives a reduced rate of events, and makes use of the full in-
formation provided by the tracking detectors to either discard or accept an
event.

Computationally expensive and time consuming tasks, such as track reconstruc-
tion (due to the high number of channels, complex pattern recognition and higher
combinatorics), are executed in the level 3 only in the region of interest. However,
track reconstruction is performed only in a limited set of hits and is stopped once
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the required object resolution is reached, since the ultimate precision is not required
at this stage, but rather in the offline reconstruction to achieve the highest possible
accuracy in the different physics analyses.

Data processing is structured around the concept of HLT path, a sequence of
algorithms processed in a predefined order of increasing complexity that both recon-
structs physics objects and applies selections on these objects. The reconstruction
at this point is only partial, involving the reconstruction of particles only in a lim-
ited region of the detector, to minimize the CPU time required by the HLT. Full
event reconstruction of events delivered by the high level trigger takes place offline
and will be depicted in the following chapter. The size of the events reconstructed
by the HLT is significantly smaller (typically about 1.5 kB per event) that those
reconstructed offline (around 0.5 MB).

Accepted events are sent to the storage manager, where data is first stored
locally on disk and eventually sent to the CMS Tier-0 computing centrefor offline
processing and permanent storage. Even though most data is analyzed as soon as
possible, lower-priority parked data is not analyzed until the end of the running
period.
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FIGURE 4.11: Processing time for events in CMS. The data shown
correspond to a short run taken in November 2012.

4.9 Computing at CMS

The CMS software and computing system covers a wide variety of of activities,
such as data storage, distribution and processing, event reconstruction, generation
of Monte Carlo samples.
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4.9.1 CMS data hierarchy

CMS data is arranged in a hierarchical manner, consisting on a number of event
data formats with varying degrees of detail, size, and refinement. Starting from the
raw data produced from the online system, successive degrees of processing refine
this data, apply calibrations and create higher level physics objects. Each physics
event is written in each of the different available CMS data formats.

4.9.2 Tier system

The computing centres available to CMS around the world are distributed and
configured in a tiered architecture that functions as a single coherent system. Each
Tier is made up of several computer centres and provides a specific set of services;
they process, store and analyze all the data from the LHC.

Tier 0

The first tier in the CMS model [66] is the CERN Data Centre, which is located
in Geneva, Switzerland. All data from the LHC passes through the central CERN
hub, but CERN provides less than 20% of the total compute capacity. The Tier-0
does not provide analysis resources, but instead performs several functions (accept
online raw data system and distribute it into primary datasets based on trigger
information, perform a prompt calibration and object reconstruction from the raw
data, and distribute these raw and reconstructed datasets to Tier-1’s).

Tier 1

These are thirteen large computer centres with sufficient storage capacity and
with round-the-clock support for the Grid. They are responsible for the safe-keeping
of a proportional share of raw and reconstructed data, large-scale reprocessing and
safe-keeping of corresponding output, distribution of data to Tier 2s and safe-
keeping of a share of simulated data produced at these Tier 2s.

Tier 2

The Tier-2’s are typically universities and other scientific institutes with sub-
stantial CPU resources, which can provide sufficient but limited disk space for data
storage as well as adequate computing power for specific analysis tasks, calibration
studies and Monte Carlo production. The activities related to the Tier-2’s are or-
ganized by the responsible of each centre in collaboration with physics groups. As
in 2018, there are 15 Tier-1’s and up to 153 Tier-2 centres.
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4.9.3 CMS software framework (CMSSW)

The CMS experiment uses its own software framework, called CMSSW, for data
acquisition, triggering, reconstruction and analysis of CMS data. CMSSW is based
on C++ and python languages. The CMS Event Data Model (EDM) is based
on the concept of events. An event is a C++ class that contains all the raw and
reconstructed information of the physics event from the collision. Additionally,
every event has relevant information related to the configuration of the software
used and the CMS calibration conditions. Events can be accessed and are written
to ROOT files, which are are organized in trees in which information from all events
is collected. ROOT [67] is an analysis package written in a C++ object-oriented
structure. All the histograms and files with data objects are produced with user-
compiled codes built with ROOT functions.

CMS consolidates its code regularly into releases, which are constantly revised
and developed in order to aggregate specific features. To guarantee stable releases
while supporting fast development, CMS implemented an advanced central release
validation process.
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Chapter 5

Event reconstruction

The reconstruction of basic analysis objects, such as leptons and jets, within an
event is described in this chapter. A key ingredient in the event reconstruction of
CMS is the particle flow (PF) algorithm. It creates particle candidates by combining
various subdetector information for a global event interpretation which improves the
wdentification, spatial resolution, and accuracy in the energy measurement of the
different objects under study. Jet reconstruction from PF particles is also described.
The focus of this chapter is set on the reconstruction of muons, electrons, jets,
missing transverse enerqy, as well as heavy-flavour jet identification in CMS.

In order to perform cutting-edge physics analyses, particle detectors like CMS
aim at achieving a meticulous knowledge of all objects of interest in the event.
One of the main challenges is the reconstruction of the hadronic jets produced
in the collisions. To achieve high level of precision, information coming from the
calorimeters only does not suffice and it has to be combined with that from the
tracker, which offers a better resolution for the measurement of charged particles’
momenta, improving, as a direct consequence, jet reconstruction.

The main requirements of the reconstruction process involve achieving the high-
est possible efficiency and having a good resolution, while keeping a low fake rate
(comprising misreconstructed objects). The algorithms must also be robust against
detector problems and have almost no dependency on data-taking conditions, such
as noise contamination, dead regions of the detector or possible increases in pileup
conditions. Special interest is also set in minimizing CPU time consumption per
event processed and keeping the memory usage to its possible minimum.

With this view, CMS has developed a set of dedicated algorithms which are
periodically improved in order to satisfy these necessities. The building bricks in
particle reconstruction are

e Charged particle tracks using information from the tracker system, used both
in muon and electron reconstruction.
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e Muon tracks reconstructed in the muon system.

e Energy superclusters made from clusters of energy deposits in the calorime-
ters.

These initial objects are then used to construct particle candidates, and can be
matched and combined to form the different particle objects. Tracks and clusters
are only used once in the event, in order to avoid double counting of particles. This
information is then combined and sorted resulting in a list of physical objects for
each event. This is done by the PF algorithm, described in section 5.2. Reconstruc-
tion and identification of electrons and muons using information from the tracker,
calorimeters and muon chambers is described in 5.1. At the end of this chapter
there is a short introduction to jet reconstruction (section 5.3), b jet identification
along with a brief introduction to the different available algorithms (section 5.4)
and the reconstruction of the missing transverse energy (section 5.5) using the PF
algorithm.

5.1 Lepton reconstruction and identification

In this first section, the basics for lepton reconstruction are provided. Reconstruc-
tion of 7-leptons is not described as they are not directly used in the analysis, but
information regarding this topic can be found elsewhere [68, 69].

5.1.1 Muon reconstruction

CMS aims at achieving an optimal muon reconstruction at a wide range of energy
values: from low energetic muons as in B physics studies, to relatively energetic
muons from electroweak processes up to very energetic ones, which could be a
signature of new physics phenomena. Muons of interest for this thesis usually lay
on an intermediate energy range between the two ends of the spectra.

Having the highest identification efficiency thanks to the three muon spectrom-
eter subsystems (DT, CSC and RPC), muons are the first particles reconstructed
by the particle flow algorithm. Muon tracks are reconstructed in a multi-faceted
way, both in the tracker system and the muon chambers.

The reconstruction in the muon spectrometer starts with the reconstruction of
hit positions in the DT, CSC and RPC subsystems. Hits within each DT and
CSC chamber are then matched to form segments. The segments are collected and
matched to generate seeds that are used as a starting point for the actual track
fit of DT, CSC and RPC hits. The result is a reconstructed track in the muon
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spectrometer, and is called standalone muon track. Standalone muon tracks are
then matched with those reconstructed in the silicon tracker system (called tracker
tracks) to generate global muon tracks, featuring the full CMS resolution. The final
collection of high-level muon physics objects is comprised of three different muon

types:

e Standalone muons: reconstructed from tracks in the muon spectrometers,
which are extrapolated to the point of closest approach to the beam line.
Their momentum resolution is improved by the application of a beam-spot
constraint.

e Tracker muons: objects reconstructed by an algorithm that starts from re-
constructed tracks in the tracker and looks for compatible segments in the
muon calorimeters.

e Global muons: assembled by matching tracks in the muon system and the
inner tracker.

which will be part of the PF objects used for analysis.

Two reconstruction approaches are used within CMS:

e Global muon reconstruction (outside-in): for each standalone track, a
matching tracker track is searched for. Track parameters are extrapolated to
a common surface where they are compared. A global muon track is then
built combining hits from the tracker track and the standalone muon track,
and fitted using a Kalman filter. This approach is particularly interesting for
energetic muons (pr > 200 GeV), for which the fit can improve momentum
resolution compared to the tracker-only fit.

e Tracker muon reconstruction (inside-out): each tracker track with pr >
0.5 GeV and total momentum p > 2.5 GeV is considered a possible muon
track candidate and is extrapolated to the muon system, taking into ac-
count the effect of the magnetic fields, energy losses during the time of flight
and multiple Coulomb scattering in the detector material. If at least one
muon segment matches the extrapolated track, the corresponding track qual-
ifies as tracker muon. Tracker muon reconstruction is more efficient for low-
momentum muons (pr < 5 GeV).

A more detailed description of the reconstruction process is presented in the fol-
lowing sections. The description of how the matching is done in order to reconstruct
global muon objects will also be presented.
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Muon reconstruction in the muon system

The muon reconstruction starts at the level of the individual chamber. The results
are track segments in the DTs and in the CSCs, and three-dimensional points in
the RPCs. This process is performed in four different stages, separately in each
subsystem:

1. Seed generation or seeding: a search for initial track segments or seeds is
performed on the first step.

2. Trajectory building: starting from seeds, track candidates are grown layer by
layer.

3. Trajectory cleaning: duplicate tracks and bad fits are removed at this step.

4. Trajectory smoothing: a refit is performed on the remaining tracks to optimize
track parameters.

Trajectory seeds are the starting point in track reconstruction, and they consist
on position and direction vectors and an estimate of the muon transverse momen-
tum. Two types of trajectory seeds are considered: hit-based and state-based seeds
which take, respectively, hit doublets or triplets compatible with the beam spot, or
a trajectory state on a detector to define the initial position and direction of the
seed.

Trajectories are then built starting from the position specified by the correspond-
ing seed, and the search for compatible measurements in the subsequent detector
layers proceeds in the direction defined by this seed. A pre-filter is often applied in
order to reduce possible bias from the seed. The full knowledge of the track param-
eters at each detector layer is used to find compatible hits in the next layer, and
the propagated trajectory state is then updated accordingly using the information
from the last added hits. The process is iterated until the outermost compatible
layer of muon detector is reached. A suitable propagator, accounting for material
effects such as multiple scattering processes and energy losses during ionization or
bremsstrahlung, and fast enough so as to reduce processing time during reconstruc-
tion, is needed at this step.

Many tracks are produced during the building process. Ambiguities in track
finding arise when the same track is reconstructed twice starting from different seeds
or when a given seed develops into more than one final track candidate. These
ambiguities must be resolved in order to avoid that the same charged particle is
counted twice, or even multiple times. A dedicated cleaning algorithm determines
the fraction of shared hits between two track candidates. If half of the hits are shared
among mutually exclusive tracks, the algorithm removes the one with the smallest
number of hits from the candidates collection. Alternatively, if both tracks have
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the same number of hits, the one with highest x? value is discarded. The procedure
is repeated iteratively until all the pairs of track candidates in the collection share
less than a 50% of their hits.

At the smoothing stage, a backward Kalman filter is applied on all remaining
tracks in the outside-in direction down to the innermost detector layer. At each
hit the updated parameters of this second filter are combined with the predicted
parameters of the track building pre-filter. At this point the trajectory is finally
built and the track parameters defined.

Muon reconstruction in the silicon tracker

The reconstruction process in the tracker system is an iterative process, carried out
in separate steps:

e Seeding: starting from a few hits, initial track candidates are provided, along
with an initial estimation of the trajectory parameters.

e Track finding (pattern recognition): extrapolates the seed trajectories along
the expected flight path of a charged particle, searching for additional hits
that can be assigned to the track candidate.

e Track fitting (final track fit): provides the best possible estimate of the tra-
jectory parameters, using a Kalman filter and trajectory smoother.

Seed finding (or seeding) comprises the search for the starting points of tracks
in the innermost detector parts. Seeds are made out of hit pairs or triplets, which
must be pointing towards the interaction point and pass a configurable minimum
pr threshold, in order to limit the available hit combinations. Seeds contain enough
information to define the starting trajectory parameters and associated uncertain-
ties of potential tracks. Due to the uniformity of the magnetic field in the region,
charged particles in the tracker follow helical paths, and therefore five parameters
are needed to define a trajectory.

Once candidate seeds are found, track building is performed outwards (starting
from the innermost layers to the outermost ones). Track building is based on the
combinatorial track finder algorithm, an adaptation of the combinatorial Kalman
filter, to allow pattern recognition and track fitting to occur within the same frame-
work. Parting from the seed, the initial estimated trajectory is extrapolated to
find additional hits in subsequent layers which are compatible with a particle track
hypothesis, layer by layer. After adding a hit to the trajectory candidate, the
algorithm updates the associated track parameters and their uncertainties. If mul-
tiple compatible hits are found on a given layer, the trajectory is cloned for each of
them. However, if no hits are found within a layer, a ghost hit is created. After each
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iteration, hits associated with tracks are removed, thereby reducing the combina-
torial complexity and simplifying subsequent iterations. This process is performed
iteratively until the outermost layer is reached or a stopping condition is satisfied.

Track fitting is performed using a Kalman filter. The fitting procedure is done
iteratively in two separate steps: a first filter is applied over the full list of hits from
the inside outwards updating the track trajectory estimate sequentially with each
hit. Once the outermost layer is reached, a second filter is initialized with the result
of the first filter (smoothing), which runs backward towards the beam-line. The
resulting track parameters are obtained from the average of the track parameters
of the two filters. To obtain the best precision, this filtering and smoothing process
uses a Runge-Kutta propagator to extrapolate the trajectory from one hit to the
next, which takes into account any effects the traversed material and the magnetic
field might have on the trajectory.

In a final step, fitted track candidates are assigned different quality flags and
are required to pass a quality selection to reduce the amount of fake tracks before
they are considered in physics analyses. The criteria reflect the seed requirements
and depend additionally on the total number of fitted hits, the x?/ndof of the fit,
the amount of ghost hits, and the amount of shared hits with other tracks, amongst
others. The result is a collection of muon tracker tracks.

Global muon reconstruction: track matching

Global muon reconstruction is performed associating muon tracks in the silicon
tracker detector to standalone trajectories in the muon chambers, looking for com-
patibilities in momentum and position. Due to the large multiplicity of tracks in
the silicon detector, a two-step process is used to minimize the number of possible
tracker tracks associated to a single standalone trajectory.

In the first of these stages, a rectangular region in the n — ¢ space, referred to
as the region of interest (ROI), is defined, which contains a subset of all possible
track candidates. The selection of the region of interest has a strong impact on
the reconstruction efficiency, fake rate, and CPU reconstruction time. This region
is defined by a set of parameters related to the trajectory of the standalone muon
(including direction and minimum p7). The spread in An and A¢ is extracted from
the error estimates of the standalone muon direction.

With the tracking region of interest defined around the standalone muon, the
matching algorithm iterates over all reconstructed tracker tracks and chooses a
subset of tracks that are within this region. The collection of regional tracker tracks
are then compared to the standalone muon track using more stringent matching
criteria.
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After the selection of a subset of tracker tracks that match the standalone muon
track, the next step in making a global muon track is to fit a track using the hits
from the tracker track and the standalone muon track. The global refit algorithm
attempts to perform a track fit for each tracker track - standalone muon pair. If, at
the end, there is more than one possible global muon track, the global muon track
with the best y? is chosen. Thus, for each standalone muon there is a maximum of
one global muon that will be reconstructed.

Further details on muon reconstruction in CMS may be found in [70, 71].

Muon isolation and identification

To distinguish isolated leptons from non-isolated ones, a cone is constructed around
the lepton direction. An isolation variable is constructed from the scalar sum of the
transverse energy of all reconstructed particles contained within the cone, excluding
the contribution from the lepton candidate itself.

Each bunch crossing, several proton-proton interactions take place. This makes
the assignment of the vertex of the hard-scattering process non-trivial. For each
reconstructed collision vertex, the quantity

> vk

tracks

(for all tracks associated to the vertex) is computed, and that for which this value
is largest, is referred to as the primary vertex . Particles from vertices other than
the primary vertex may lie within the cone and contribute to the isolation value of
the lepton. In the case of charged particles, only those associated to the primary
vertex are considered in the isolation calculation. Since neutral particles do not
leave tracks in the silicon tracker, they cannot be assigned to vertices. Therefore a
correction is applied to account for this effect, by subtracting the energy deposited
in the isolation cone by charged particles not associated with the primary vertex,
multiplied by a factor 0.5'. This is commonly known as Delta-beta or AJ3 correction.

PF-based muon isolation is Af corrected for pileup mitigation, and is defined
as
IR Iharged hadrons + max(0, I, 4; Leutral hadrons — 3+ Ipiteup)

Pr

where $ = 0.5, and Icharged hadrons; 1y a0 Ineutral hadrons denote the summed trans-
verse energies of charged hadrons, photons and neutral hadrons, respectively, within
a cone of radius AR = /An? + A¢? < 0.4 around the muon candidate. The term
Iiteup 1s used to correct the amount of considered neutral energy. It denotes the

(5.1)

!This value is motivated by assuming a 2:1 ratio of charged:neutral production rates, as 7°,

7+ and pi~ production rates are assumed to be equal.
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summed transverse energies of charged-particle tracks within the AR < 0.4 cone
that are associated to pileup vertices. - Lyienp can be interpreted as an approxi-
mation to the amount of neutral energy coming from pileup interactions that con-
tributes to the neutral component, I, and I,cutral hadrons- Different isolation working
points can be used, depending on the requirements of the analysis. One may either
want to get as many candidates as possible (thus loosening the isolation constrain)
or have a more refined definition of the muon objects, requiring a tighter isolation
even though that means loosing statistics:

e Loose: I"'F < 0.25 with € ~ 0.98

rel

e Medium: I*FF < 0.20

rel

e Tight: 1" < 0.15 with € ~ 0.95

rel

Reconstructed muons are then classified in different categories (or identification
working points) in the PF algorithm in terms of certain quality criteria, in order
to address different requirements (to either achieve a higher efficiency or to reduce
considerably the number of fake muons).

e Loose muon: particle identified as a muon by the Particle-Flow event re-
construction, and that is also reconstructed either as a global-muon or as an
arbitrated tracker-muon. This identification criteria is designed to be highly
efficient, for prompt? muons, as well as from muons from heavy and light
quark decays.

e Medium tagged muon: loose muon with additional track-quality and muon-
quality requirements. The fraction of valid tracker hits is also required to be
above a certain threshold. This identification criteria is designed to be highly
efficient for prompt muons and for muons from heavy quark decays.

e Tight muon: tight muons correspond to those having tracks reconstructed
both in the muon system and the tracker (meaning only global muons are
considered, see section 5.1.1), which reduces the contamination from muons
produced in hadron decays and from punch-through® particles. To suppress
punch-through and accidental track-to-segment matches, muon segments must
be formed from at least two matched stations. Only quality muon tracks for
which the global track fit has a goodness-of-fit x*/ndof < 10 are selected. In
addition, selected tracks are required to include at least one valid hit in the
muon chambers and at least one hit in the inner pixel detector. Muon candi-
dates are excluded if a minimum of five hits in the tracker is not reached. This
particular cut guarantees that a good pr measurement is achieved. Residual

2Prompt leptons are leptons originating from the main collision taking place in the event.
3Hadron shower remnants that reach the muon system, that may cause charged hadrons to be
misreconstructed as muons.
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contamination from cosmic muons and muons arising from pileup interactions
is rejected by requiring a minimal distance of the muon track to the primary
vertex of |dp| < 2 mm and d, < 5 mm. Muons passing these criteria are the
ones that will be used in the analysis (see section 6.5.1 in the next chapter).

More categories exist within the CMS PF framework (as those devoted to high-
pr muon analyses) but they will not be used in the current analysis.

5.1.2 Electron reconstruction

Right after muons, electrons are the next reconstructed particles in the PF algo-
rithm. Electron reconstruction in CMS uses combined information from the pixel
detector, the silicon strip tracker and the electromagnetic calorimeter. As with
muons, electron reconstruction depends on the pr of the electron themselves. Elec-
trons of interest for the current analysis lie on an intermediate energy range. They
are reconstructed by the association of a track reconstructed in the inner detector to
an energy cluster in the ECAL, from which the properties of the electron candidate
are extracted. Devoted algorithms have been developed and optimized during the
LHC data taking periods.

Electron reconstruction itself represents a challenging task, as electrons travers-
ing the tracker suffer from considerable energy loss due to bremsstrahlung of photons
as the electron travels through the detector material. The fraction of the initial en-
ergy that reaches the calorimeter has therefore a significant spread in the azimuthal
¢ direction (figure 5.1). Calorimeter clustering takes into account this energy spread
and collects bremsstrahlung radiation. The electron track reconstruction relies on
a dedicated Gaussian Sum Filter (GSF) [72] using a specific energy loss modeling.

For a complete description of electron reconstruction in CMS, see [73].

Electron clustering in the calorimeter

As mentioned before, electrons radiate photons when traversing the tracker mate-
rial, and the energy reaching the calorimeter is spread in the azimuthal plane. This
effect can be quite large in some cases. In fact, about a 35% of the electrons radiate
more than 70% of their initial energy before reaching the ECAL, and in a 10% of
the cases more than 95% of this energy is radiated. This effect can be seen in figure
5.2.

In order to achieve an accurate measurement of the electron’s energy, it is es-
sential to collect the energy of these radiated photons. With this purpose, different
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FiGURE 5.1: Typical energy deposit topology of an electron radi-

ating bremsstrahlung photons. The squares represent the ECAL

crystals while the green ones are those associated with a significant

energy deposit. The electron and the bremsstrahlung photons pro-

duce each a cluster of crystals. The reconstruction procedure aims
at gathering those clusters to form a supercluster.

algorithms have been developed within the CMS experiment. A set of dynamic clus-
tering algorithms are used to merge clusters belonging to the same electromagnetic
shower into so-called superclusters (SC).

In Run II, an alternative approach is used that is part of the PF reconstruction
algorithm. In this approach, called ‘mustache’ clustering, clusters are reconstructed
by grouping together all crystals contiguous to a seed crystal if their energy deposit
is two standard deviations above the electronic noise. The requirement of a crystal
to be taken as a seed is that its energy must be above these thresholds; E*¢¢¢ >
230 MeV in the barrel and E*¢ > 600 MeV or E;¢? > 150 MeV in the endcap
regions [74]. This approach provides significant improvements to energy resolution
with respect to previous algorithms.

Due to the increase in luminosity during the second run period, a devoted algo-
rithm (the Multifit algorithm) has been developed to get rid of pileup contributions.
Corrections accounting for crystal transparency losses during time are also taken
into account. For endcap clusters the preshower energy (Egg) is also used.

Electron tracking

Electron tracking proceeds in a similar way to muon tracking, the process compris-
ing the general steps described in 5.1.1: seeding, track finding, fitting and selection.
Electron candidates can be reconstructed following the standard reconstruction used
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ated energy (E°) radiated as bremsstrahlung photons (3 £ ) for

electrons of 10, 30 and 50 GeV. The emission of photons is integrated
up to the inner radius of the electromagnetic calorimeter.

for muon tracks. However, due to bremsstrahlung radiation, the energy loss distri-
bution is highly non-Gaussian and, as a consequence, the standard Kalman filter,
appropriate when all variable uncertainties are Gaussian, does not suit the purpose
and specialized tracking is required.

As the standard tracking efficiency and resolution are not particularly good for
electrons, trajectory seeds for the GSF tracking are constructed in two different
ways, namely the FCAL driven or tracker driven seeding procedures.

The ECAL driven method starts by searching for energy clusters in the ECAL
and looking for compatible tracker seeds in the pixel tracker. To recover the energy
radiated by bremsstrahlung photons, ECAL superclusters are formed by merging
energy clusters of similar 7 at close azimuthal (¢) positions, as the bremsstrahlung
photons are expected to strike the ECAL at the same 7 value as the electron but
spread in ¢. ECAL cluster energy and position are used to infer the position of the
hits expected in the innermost tracker layers assuming that the cluster is produced
either by an electron or a positron. Regions in the tracker compatible with a given
ECAL supercluster might have several tracks, from which only one could be that of
the electron. To ensure only the more relevant tracks are reconstructed, a devoted
seeding procedure is applied. If the event contains several matching seeds for a given
supercluster, the one with smallest matching distance is chosen as best candidate.
This method is particularly efficient for electrons with p7 > 10 GeV.

The tracker driven seeding method takes the track collection and attempts to
identify a subset of these tracks compatible with being originated by electrons. A
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boosted decision tree performs a preselection of the tracker clusters, in order to re-
duce the fake rate due to light hadrons. Electrons that do not radiate large amounts
of energy will leave tracks that can be extrapolated to ECAL energy clusters. Those
that suffer large bremsstrahlung losses will leave a fitted track with few associated
hits and a poor x? value. This strategy is more efficient for low pr electrons and
electrons within jets (non isolated).

The seed collections obtained by using these two methods are merged, and used
to initiate electron track finding. This procedure is similar to that used in standard
tracking, except that the y? threshold, used by the Kalman filter to decide whether
a hit is compatible with a trajectory, is weakened in order to accommodate tracks
that deviate from their expected trajectory because of bremsstrahlung.

To obtain the best electron track parameter estimates, the final track fit is
performed using a Gaussian Sum Filter. The energy loss experienced by an electron
traversing material follows a distribution described by the Bethe-Heitler formula,
which is non-Gaussian. The GSF technique solves this by approximating the Bethe-
Heitler energy loss distribution as the sum of multiple weighted Gaussian functions
to model the energy loss. Their widths, means and relative amplitudes are selected
so as to optimize this approximation.

This algorithm provides significant improvements to both the electron’s momen-
tum and angular resolution compared to the standard algorithm. This effect can
be seen in figure 5.3.
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FIGURE 5.3: Comparison of (a) momentum and (b) angular resolu-
tions of the different track reconstruction algorithms in CMS.

Electron identification and matching

A link between a charged-particle track and a calorimeter cluster proceeds as follows.
The track is extrapolated from its last measured hit in the tracker to the two layers
of the PS and the ECAL, at a depth corresponding to the expected maximum
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of a typical electron shower profile. Then, the track is linked to a cluster if its
extrapolated position relies within the cluster boundaries. A link distance in the
(n, ¢) plane is then defined between the track and the cluster.

To account for bremsstrahlung losses, tangents to the track are extrapolated to
the electromagnetic calorimeter. If one of these tangents relies within a cluster, the
latter is linked to the original track as a potential bremsstrahlung photon candidate.

Objects reconstructed as electrons will be the input of the PF algorithm.

The cut-based (CB) identification criteria corresponds to a set of requirements
regarding shower-shape related variables, energy related variables, impact parame-
ter cuts and isolation criteria. Different working points are defined depending on the
identification efficiency needed for each analysis: veto (with an average efficiency
of ~95%), loose (~90%), medium (~80%) and tight (~70%). The current analysis
uses electrons passing the tight criteria. This selection includes a set of variables
related to electron signal properties that increase the signal to background ratio,
providing clean electron signals. These are described in the following.

e oDXx5.

inin - Selection variables based on the shower shape exploit the fact that
electromagnetic showers are more concentric and dense than hadronic ones.
o, defined as the energy weighted sum over all the crystals in a 5 x 5 array
around the seed crystal® of the difference between the particular crystal  and

the seed 1 squared
E.
2 %
Onn = Z (772 _nseed> E5 . (52)
X

1€5X5

where i runs over all crystals in the 5 x 5 array, is independent on the particle
pr. In expression 5.2, Fsy5 represents the total energy in the 5 x 5 array.
However, this variable does not perform well near the cracks in the detector,
so a redefinition of o,, is needed. With this view, 0y, is defined to be almost
identical to its predecessor, but stable in 7 applying corrected weights.

2
5x5 _ Zi65x5wi (Th' - T}seed) : A77¢2 (5.3)

inin .
ZiES x5 Wi

In this definition, the distance of crystal i from the seed crystal (7; — nseeq) is
multiplied by the crystal width in n (An;) and the weight for a crystal ¢ with
energy Fj; is defined to be

w; = max(0.47 + log(FE;/ Esx5)) (5.4)

This redefinition is more robust to effects like noise and improves the electron
identification performance, as seen in Fig. 5.4.

4The seed crystal is a local energy maximum above a certain threshold. When an electron is
reconstructed, the associated track usually points towards the cluster seed.
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FIGURE 5.4: Comparison between o, and the improved ¢, which
behaves well at the cracks.

Clusters initiated by electrons have their associated track pointing directly towards
the weighted cluster center, and a precise matching between seeds and clusters is
achieved by applying cuts on related variables:

o A¢y,: defined as the absolute difference between the ECAL supercluster
weighted position in ¢, ¢sc, and the extrapolated position in the ECAL using
the track parameters at the interaction vertex, ¢ (see figure 5.5).

|Agin| = |psc — 52" | (5.5)
This variable is sensitive to Bremsstrahlung.

o Any,: similar to Ag;, but in the n direction

|Anin| = Insc — " | (5.6)

These variables are already taken into account for electron preselection during re-
construction. However, accidental track-supercluster matching can be reduced by
applying tighter cuts on both.

e H/E, the relative hadronic over electromagnetic energy fraction.
The energy deposited by an electron is almost fully contained in the electro-
magnetic calorimeter. In contrast, hadrons will tend to leave energy in the
hadronic calorimeter.

e Expected missing inner hits: photon conversions in the tracker material
are a considerable source of non prompt electrons. Electrons from photons
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converting further in the tracker than the first sensitive layer result in tracks
without hits in the inner layers.

e The ratio between the energy in the electromagnetic calorimeter
and the track momentum. For electrons, the ratio Esc/piack is close
to unity, being approximately uniformly distributed in other cases. As this
variable is too dependent on the electron energy, this variable is redefined as
|1/Esc — 1/pirack| in order to make it less sensitive to high energy electrons.

e Isolation. The most powerful handle for electron identification is isolation.
Hadrons that are misidentified as electrons are usually accompanied by other
particles nearby, in contrast to prompt electrons that are well isolated.

The way in which isolation is defined is similar to that of muons. A cone is
defined around the electron, and a correction for pileup contribution has to be
applied. In this case, the correction is referred to as effective area correction,
which takes into account the energy density in the event (p) as well as the
area the electron takes up in the detector or the effective area (Acss). The
term corresponding to the estimated neutral and photonic energy from pileup
in the cone around the lepton is substituted by p - A.s¢ in contrast with the
Ap correction term for muons, 8 - Ipieup-

The relative isolation for electrons is defined in a cone of radius AR = 0.3 as:

e Icharged hadrons + HlaX(O, ['y + [neutral hadrons — P * Aeff (nSC))
rel — e
br

(5.7)

The median of the transverse energy density p is calculated in dn x d¢ from
charged-particle tracks associated to pileup vertices. Effective areas are es-
timated from simulation and denote the expected amount of neutral energy
from pileup interactions per p within the isolation cone as a function of ngc.

Acsp is defined as the ratio of the slope, obtained from the linear fit to
Is0(Ny,) distribution, to the slope of the linear fit to the peyent(Nye) dis-
tribution, where N, is the number of the primary vertices in the event.
These corrections stabilize the efficiency with respect to the changing pileup
conditions.
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FIGURE 5.5: Definition of Ag;,, the absolute difference between

the ECAL supercluster weighted position in ¢, ¢gc, and the ex-

trapolated position in the ECAL using the track parameters at the
interaction vertex, ¢!,

5.2 The Particle Flow algorithm

The Particle Flow (PF) [74] event-reconstruction is an algorithm nowadays used
in most CMS analyses. It aims at identifying and reconstructing individually all
stable particles arising from LHC collisions (i.e. electrons, muons, photons, charged
hadrons and neutral hadrons) by combining information from the different CMS
subdetectors in an optimal way to determine their direction, energy and type. The
accuracy achieved in the measurement and identification of the different particles
leads to an improved performance of the reconstruction of jets (section 5.3) and
missing transverse energy (section 5.5). The algorithm also serves to other purposes
such as identifying b-quark initiated jets (section 5.4), quantifying lepton isolation
with respect to other particles in the event or tau reconstruction and identification
[75].

The energy of photons is directly obtained from the ECAL measurement, cor-
rected for zero-suppression effects. The energy of electrons is determined from a
combination of the momentum of the track originated at the main interaction vertex,
the corresponding ECAL cluster energy, and the energy sum of all bremsstrahlung
photons attached to the track. The energy of muons is obtained from the corre-
sponding track momentum. The energy of charged hadrons is determined from
a combination of the track momentum and the corresponding ECAL and HCAL
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energy, corrected for zero-suppression effects, and calibrated for the nonlinear re-
sponse of the calorimeters. Finally, the energy of neutral hadrons is obtained from
the corresponding calibrated ECAL and HCAL energy. The missing transverse en-
ergy is defined as the magnitude of the transverse momentum imbalance, which is
the negative of the vectorial sum of the transverse momenta of all the particles re-
constructed with the PF algorithm. Tracks belonging to the primary or secondary
vertices of the most energetic pp interaction are retained, while particles identified
as coming from pileup interactions are removed from the event.

5.2.1 The fundamental ingredients of the PF algorithm

The PF algorithm is based on the concept of global event reconstruction as it
performs a correlation of the basic PF' elements (tracks and clusters) obtained from
all subdetector systems. The reconstruction of the particles proceeds with a link
algorithm that connects these PF elements to form PF blocks. Particles are then
reconstructed from these blocks, and sequentially removed from the algorithm.

Iterative tracking

The tracker not only provides a vastly superior momentum resolution than that
of the calorimeters for charged particles, but also a precise measurement of these
particles direction at the production vertex, before any deviation induced by the
magnetic field in their way towards the calorimeters. It therefore plays a crucial
role in particle reconstruction.

The tracking efficiency must remain as close to 100% as possible to avoid missing
any charged hadron signatures, which would then be exclusively detected by the
calorimeters, inducing an overall decay in the event reconstruction efficiency. At
the same time, the tracking fake rate must remain as small as possible.

With these purposes, an iterative-tracking algorithm [76] was adopted. In the
first iteration, tracks are seeded and reconstructed with very tight criteria, leading to
a moderate tracking efficiency while keeping a negligible fake rate. In the following
steps, track seeding criteria are progressively loosen to increase tracking efficiency,
and hits unambiguously assigned to tracks from the first iteration are removed in
order to keep the fake rate low. The last iterations have relaxed constraints on the
origin vertex, allowing for the reconstruction of secondary charged particles, such
as those originating from photon conversions.
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Calorimeter clustering

The clustering is performed in each subdetector separately, in order to optimize the
detection efficiency: ECAL barrel and endcaps, HCAL barrel and endcaps, and the
two preshower layers. In the HF no clustering is performed: the electromagnetic
or hadronic components of each cell give rise to an HF-EM cluster and an HF-
HAD cluster. The algorithm aims to detect and measure the energy and direction
of stable neutral particles (i.e. photons, neutral hadrons) and separate them from
charged-hadron energy deposits, as well as to reconstruct and identify electrons
(along with their associated Bremsstrahlung photons) and other charged hadrons
for which the tracking parameters were not accurately measured.

The clustering is done in three separate steps. First, local energy maxima above
a given threshold in the calorimeters are used to form cluster seeds. Secondly,
topological clusters are formed by the aggregation of cells with at least one side
in common with the existing cluster seeds, if the energy of these cells is above a
certain minimum. Neighbours from a seed can not become a seed and the number
of neighbours is a parameter of the algorithm, which can be either 4 or 8 (see figure
5.6). A topological cluster usually gives rise to as many PF' clusters as the number
of seeds it contains.

It is possible to share the energy of one crystal among two or more clusters.

Then, each seed in the topological cluster gives rise to a PF cluster. Calorimeter
granularity is exploited by sharing the energy of each cell among all PF clusters,
depending on the distance to each of the seeds, and an iterative computation of the
cluster energy and position is carried out.

FIGURE 5.6: Seed with 4 and 8 neighbours (in light green) that
must have a lower energy than the seed (in dark green).

The topological clustering starts with the maximum energy value in the calorime-
ter, then does a systematic walk around the detector face, checking if the cells pass
a certain energy threshold. Once the program comes across a cell under the thresh-
old, it changes direction until it discovers another region below the threshold. This
process continues until it maps out a wide area in which to make a Particle Flow
cluster. It repeats this process if there is another seed, or local maximum above a
certain threshold, in a region outside of the first topological cluster. The program
repeats this until all seeds are accounted for (Note: most seeds will be within the
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same topological cluster). Once the topological clusters are mapped out, the pro-
gram starts developing the PF clusters. Each seed gets a PF cluster that is the
same size and shape as the topological cluster it belongs to, in terms of cells. The
clustering program puts a bias on cell energies closer to the seed than those further
away. Therefore, although each PF cluster will cluster the same cells, each seed’s
energy distribution will be different.

Link algorithm

A given particle is expected to give rise to several PF elements, namely charged-
particle and muon tracks, and clusters in the calorimeters, which need to be linked
by a devoted algorithm in order to reconstruct each single particle, while getting
rid of any possible double counting from different detectors.

The link algorithm defines a distance between each pair of linked elements in
the event to quantify the quality of the link, producing what is referred to as a PF
blocks. These blocks usually contain only up to three elements, thanks to the good
granularity of CMS detectors, the simplicity of the blocks making the algorithm
performance independent of the complexity of the event topology.

Further information on the linking between tracks in the silicon detector and
calorimeter clusters or signals in the muon chambers is given in sections 5.1.2 and
5.1.1, respectively.

5.2.2 Description of the Particle Flow algorithm

For each block, the algorithm proceeds as follows. On a first step, each global muon
gives rise to a PF muon if the combined momentum (from the muon chambers and
the tracker) is within three standard deviations from that computed solely with the
tracker. The corresponding tracks are then removed from the processing.

Secondly, electrons are reconstructed and identified as explained in 5.1.2. FEach
pre-identified electron track is refitted with a dedicated filter that accounts for
all the energy losses the electron suffers while traversing the tracker material (see
section 5.1.2). The final identification is performed using a combination of tracker
and calorimeter variables, giving rise to a PF' electron and its corresponding track
and calorimeter clusters (including those assigned to the bremsstrahlung photons)
are removed from the algorithm.

In the final steps, more stringent criteria are applied to the remaining tracks, to
establish links to the rest of the calorimeter clusters. If a track is linked to several
HCAL or ECAL clusters, only the link to the closest cluster is kept for comparison.
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After this cleaning in the event, each of the remaining tracks in the block is
associated to a PF' charged hadron, its momentum and energy taken from the track
momentum. Only if the calibrated calorimetric energy is compatible with this
measurement within the uncertainties, its momentum is redefined by a fit of the
measurements from the tracker and the calorimeters.

On the other hand, if the calibrated energy of the closest ECAL or HCAL
cluster is significantly larger than the associated charged-particle momentum (and
the relative difference in energy exceeds the calorimeter expected energy resolution),
it will give rise to a PF photon or a PF neutral hadron. If the excess is larger to
the total ECAL cluster energy, a photon is created and the remaining energy excess
is associated to a neutral hadron °. The remaining ECAL and HCAL clusters give
rise to PF photons and neutral hadrons, respectively.

5.3 Jet reconstruction

Hadronic jets are amongst the most striking phenomena in high energy physics.
Signatures involving jets almost always have the largest cross sections, but are the
most difficult to interpret and to distinguish from backgrounds. Insight into jet
properties is of significant importance to understand strong interactions and to
look for signs of new physics phenomena.

Due to colour charge antiscreening, quarks and gluons produced in high energy
collisions cannot appear as free particles. When trying to separate quarks, the gen-
eration a quark-antiquark pair from the vacuum becomes energetically preferable,
forming a new bound state with the two initial quarks in a process referred to as
hadronization. This process is responsible for the production of high multiplicity
hadronic jets. Combined information from the tracking and calorimetry systems is
used to reconstruct these objects and measure their properties, as well as to provide
information on the flavour of the primary quarks from which they originated.

Jets are reconstructed at particle level by clustering particles identified by the
particle flow algorithm, this approach allowing for a high reconstruction efficiency
even at low momenta. Particles are clustered using the iterative anti-kr algorithm
[77] with a distance parameter R = 0.4, over the PF particles that are not identified
as isolated leptons. Parameter R controls the cone size of the resulting jets. Pres-
elected isolated muons or electrons are excluded from the jet clustering to prevent
double counting of their momenta.

5The precedence given in the ECAL to photons over neutral hadrons is justified by the obser-
vation that more that 25% of jet energy is generally carried by photons, while only a 3% of this
ECAL energy is related to neutral hadrons.
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The anti-kr algorithm is both infrared and collinear safe (see figures 5.7 and
5.8, respectively). Infrared and collinear (IRC) safety is the property that if one
modifies an event by a collinear splitting or the addition of a soft emission, the set
of hard jets that are found in the event should remain unchanged.

Ficure 5.7: Configurations illustrating IR unsafety in events with
a W and two hard partons. The addition of a soft gluon converts
the event from having two jets to just one jet.

Hard partons undergo many collinear splittings during fragmentation. In addi-
tion, soft particles are often emitted in QCD events, both through perturbative and
non-perturbative effects. These effects occur randomly and are hard to predict.

Collinear safe jet alg. Collinear unsafe jet alg
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FIGURE 5.8: Illustration of collinear safety (left) and collinear un-
safety in an iterative cone type algorithm (right) together with its
implication for perturbative calculations (taken from the appendix of
[77]). Partons are vertical lines, their height is proportional to their
transverse momentum, and the horizontal axis indicates rapidity.

The iterative clustering is performed on particle flow entities, initially referred
to as protojets or pseudojets. For each input object ¢ and each pair 7, 7 of them, the
following parameters are calculated:

2 RQ

)2
Ti Prj

1 1 1 A@? + An?,
di = —5 dij = min (— ) : (/bl] 7]” (58)
p

If d;; < d;, the two objects are merged into a single jet &, and their 4-momenta
are summed p, = p; + p;. Otherwise, if d; < d;;, object i is removed from the
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algorithm and is considered a jet. Clusters are promoted to final jets when their
py” is smaller than any remaining distance. The iterative process continues until
no objects are left.

In this algorithm, soft particles will tend to cluster with hard ones long before
they gather among themselves. If a hard particle has no hard neighbours within
twice the cone radius, then it will simply accumulate all its surrounding soft particles
forming a perfectly conical jet of radius R. Therefore, the presence of soft particles
in the event will not modify the shape of the jets, which will nonetheless remain
flexible with respect to hard radiation.

5.4 B tagging

Jets coming from the hadronization of b quarks, the so called b jets, are present in
many physics processes of interest, such as top quark or Higgs boson decays. An
accurate identification of b jets is therefore crucial to study and characterize top
events. Different algorithms have thus been developed in CMS to identify (tag) this
kind of jets, within the pseudorapidity acceptance of the tracker.

These b tagging algorithms [78] benefit from the characteristics of b-flavoured
hadrons, such as their long lifetime, high mass and large momentum fraction, as
well as from the presence of soft leptons from semileptonic b decays.

A common feature of most of them is the identification of a displaced secondary
vertex, reconstructed from displaced tracks within a jet. After hadronization and
due to their relatively long lifetimes, B mesons travel measurable distances away
from the primary vertex before decaying. This is possible thanks to the excellent
precision of the tracker system.

The output of these algorithms is a discriminator value on which cuts might be
applied. The different taggers used during Run 2 are:

e Jet Probability (JP) tagger: is mostly used for performance measure-
ments. Based on tracker information, it calculates the likelihood of the jet
to originate from the primary vertex using the associated tracks. For each
track, the probability to originate from the primary vertex is obtained, and
the information from all tracks is then combined to extract the jet probability.

e Combined Secondary Vertex (CSV and CSVv2): this algorithm ex-
ploits information from displaced tracks and secondary vertex information.
This algorithm was optimized in Run 2, so from then on the CSVv2 algo-
rithm is used. It is based on the CSV algorithm, significantly improved with
respect to it by using a multivariate analysis (neural network) instead of a
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WP name WP value Selection efficiency (%) Mis-identification (%)

Loose 0.5426 82 11.5
Medium 0.8484 67 1.4
Tight 0.9535 47 0.15

TABLE 5.1: B-tagging working points and their selection and
mistagging efficiencies for PF jets using the CSVv2 algorithm.

Likelihood Ratio and by including additional variables and an improved track
selection.

Two algorithms for reconstructing secondary vertices are used: the adaptive
vertex reconstruction (AVR) and the inclusive vertex finder (IVF) algorithms.
The AVR algorithm was used in b jet identification during Run 1. Certain
selection criteria are applied in order to remove vertices that are less likely
to originate from a b hadron decay. The reconstructed secondary vertices are
removed if they share more than a 65% of the tracks with the primary vertex,
if they do not have at least two tracks, or if the distance between the primary
vertex and the secondary vertex is smaller than 0.1mm or exceeds 2.5cm in
the transverse plane. Secondary vertices are only considered if their mass is
below 6.5GeV and not compatible with kaon decays.

In contrast to the AVR algorithm, the IVF is not seeded from tracks asso-
ciated to PF jets, but instead collects information from the set of all tracks
reconstructed in the event. Among them, displaced tracks are set as seeds if
their distance parameter is of at least 50 pm with a significance as large as
1.2. Nearby tracks are then clustered using these seeds following some selec-
tion criteria. Multiple vertices might share a certain amount of tracks and,
at this stage, a vertex is removed if it shares at least 70% of its tracks and
its distance significance with respect to another vertex is less than 2, and the
vertices are then refitted. The efficiency to reconstruct a secondary vertex for
b jets using the IVF algorithm is about 10% higher compared to the AVR.
However, the probability to find secondary vertices in light flavour jets with
this algorithm increases by an 8%.

The CSVv2 algorithm has the best performance among the CMS heavy flavour
taggers.

e Combined Multivariate Analysis (cMVAv2) algorithm: developed in
Run 2, it combines the information from six different b tagging discriminators
in a Boosted Decision Tree. In addition to the JP and two CSVv2 algorithms;,
it uses information from the Soft Electron (SE) and Soft Muon (SM) discrim-
inators. These SE and SM algorithms look for the presence of soft leptons
inside the jet cone

As can be seen in figure 5.9, the improvement of the CSVv2(AVR) algorithm
with respect to the CSV is of order 2-4% in b jet identification efficiency at the same
misidentification probability. The use of IVF vertices with respect to AVR vertices



84 Chapter 5. Event reconstruction

in CSVv2 improves the efficiency by a 1-2% at the same misidentification rate.
The cMVAv2 algorithm, however, outperforms the rest of the b jet identification
algorithms.
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FIGURE 5.9: Performance of the b jet identification efficiency algo-

rithms demonstrating the probability for non-b jets to be misiden-

tified as b jet as a function of the efficiency to correctly identify b
jets.

5.5 MET reconstruction

Particles such as neutrinos escape the detector without being detected due to their
very low interaction cross section with matter, and cannot be reconstructed directly
by the particle flow algorithm, but their presence can be inferred by conservation
laws in the transverse plane (P = 0, before and after the collision). Events with
neutrinos in their final state are characterized by large missing transverse energy
(ET) values. Missing transverse energy #p and momentum ZT are calculated from
the momentum imbalance of the summed PF candidate momenta in the transverse

plane as

PFcand

Er=|p1l  Fr=- Z P (5.9)

Even though large £ values are often associated to the presence of undetected
neutrinos in the event, smaller amounts of missing transverse energy are often due
to resolution or instrumental effects, which need to be taken into account.



5.5. MET reconstruction 85

An optimal reconstruction of the missing transverse energy and momentum de-
pends on an accurate identification and reconstruction of all particle flow objects
in the event. Any errors or inefficiencies in the measurement of the activity in the
transverse plane would translate in a bad reconstruction of the missing Er (often
referred to as MET) and a subsequent misidentification of the kind of events we
would be looking at. In fact, the £ is one of the most important observables to be
taken into account in many searches for new physics phenomena, such as supersym-
metry, extra dimensions or dark matter searches. In addition, it plays a crucial role
in SM measurements of processes involving top quarks and W bosons, subsequently
being of special interest in the present analysis.

The measurement of the missing energy in the transverse plane is also sensi-
tive to in-time and out-of-time pileup, meaning additional proton-proton collisions
occurring either in the same bunch crossing as the collision of interest, or in the
previous or following ones, respectively. A detailed understanding of all the sources
of possible uncertainties in the £ measurement is therefore of crucial importance.

The reader may find more detailed information in [79].
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Chapter 6

Measurement of the tZq
production cross section

The following three chapters provide full description of the analysis. The current
one is devoted to the explanation of the building elements of the analysis: the event
topology and main backgrounds, the data and simulation samples used, along with
the event and object selection and the corrections applied to the simulated samples.
The strategy to separate signal events from the main backgrounds is also portrayed
here. The next two chapters complete the description of the analysis. In chapter 7,
the tools for the statistical analysis are described and the results will be presented in
chapter 8.

6.1 Overview of the analysis

The measurement of the tZq production cross section in the final state with three
high-pr leptons, from now on referred to as trilepton channel, is based on a binned
maximum likelihood fit performed simultaneously on three statistically independent
regions: the signal region and two control regions. The latter are defined to be as
close as possible to the signal region so that extrapolations from one region to
another are minimized, in order to reduce background-related uncertainties. In the
first place, events entering the analysis need to satisfy certain criteria. In particular,
they are required to pass the trilepton baseline selection (will be described further
in section 6.8) which requires the presence of exactly three high-pr leptons in the
event. This requirement reduces considerably the contribution from most of the
background sources. After the initial trilepton selection, the sample separation is
based on the jet and b jet multiplicities of the events. The two control regions are
defined so that they are enriched in events from the main background sources in the
analysis, and the fit performed simultaneously in the three regions allows to better
constrain the contributions from these background processes.

In order to achieve an optimal signal-to-background separation, multivariate
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techniques are used in the analysis. Two boosted decision trees (BDTs, theoretical
description will be given in section A.2 while those in the analysis are described in
section 7.1.1 in the next chapter) are trained in two of the three regions (the signal
region and one of the two control regions). The output discriminant' distribution
of both BDTs, along with the distribution of the W boson transverse mass obtained
in the third region, are used as templates for the simultaneous fit.

The fit is performed using the Combine statistical tool developed by the Higgs
Combination Group [80]. Based on the RooStats framework, this tool allows to run
different statistical methods in a user-friendly way. The parts of the study concern-
ing the statistical analysis will be discussed in more detail in the next chapter.

The analysis is performed on events containing only selected electrons or muons
in the final state, and the resulting cross section is extrapolated to include the
contribution from tau leptons to the trilepton tZq production?. Figure 6.1 provides
a simplified description of the entire analysis.

!The discriminant obtained after a multivariate analysis is a single variable that offers an
optimized discrimination between events from two different hypotheses (i.e. signal vs background).
Ranging between two given values, events from one hypothesis would be next to the maximum
value of the discriminator, and the opposite tail of the distribution would be populated by events
from the other hypothesis.

2The contribution from taus decaying to electrons or muons that pass the selection criteria is
included in the analysis.
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FIGURE 6.1: Schematical view of the analysis. Further details are
contained within the next two chapters.
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6.2 The tZq trilepton channel

As discussed in section 3.2.1, the production of a single top along with a Z boson
can yield different final states, depending on the decay of the two gauge bosons
involved in the process (the W from the top decay and the additional Z boson).

The focus of the current analysis is set on events with tree isolated high-pr
leptons in the final state, where the W boson decays leptonically and the two
remaining leptons come from the leptonic decay of a Z boson (or when a non-
resonant lepton pair is produced) as

q+b—=t+2Z+¢ (6.1)
|—>£++£*

LSWHb—=sv+0T+0b

The cross section measurement could be conducted in any of the different decay
channels. Dilepton tZq production (in which the W boson decays hadronically,
W — qq’) has a cross section twice as large as trilepton tZq:

BR(t — qqb)
BRIt — (ugh)
~————

~1.97

oM (t(qqb)lq) = oM (t(Lueb)llq) x

v vV
tZq—dilepton tZq—trilepton

(6.2)

since BR(t — qqb) = (66.5 + 1.4)% and BR(t — (b)) = (33.8 £ 1.0)% (values
taken from [81], [2]).

The dilepton channel is dominated by the contribution from ¢t dilepton produc-
tion and processes with one Z boson produced in association with jets (Z+jets),
whose separation from the dilepton tZq signal presents a difficult task. In addition,
these two processes have large production rates in contrast with the dilepton tZq
process, as shown in Fig. 2.5.

However, the case in which both heavy particles decay into charged leptons yields
a trilepton topology for which the SM backgrounds are much reduced in comparison
with the dilepton case. SM processes with very similar event topology as the tZq
final state are considered backgrounds, which must be precisely determined in order
to subtract their contributions. Two different kind of background sources can be
present: the so-called reducible (those in which certain particle combination mimics
the signal final state) and irreducible (those in which the final state is identical to
the signal one) backgrounds.

A previous analysis was conducted by CMS at 8 TeV [11], yielding a measured
cross section o(tZq — (vbl*4~q) = 1013 fb with an observed statistical significance
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of 2.40. In this same analysis, exclusion limits are set on FCNC branching ratios

at 95% CL.

6.2.1 Trilepton event topology: tZq and main backgrounds

The signature of tZq production in the trilepton decay mode consists of a single
top produced in the t-channel decaying leptonically (giving rise to a b quark jet, a
lepton and its corresponding neutrino), a pair of opposite-sign same-flavour (OSSF)
leptons compatible with a Z boson decay (but which might also come from non-
resonant contributions), and an additional recoiling jet.A schematic view of the final
state is shown in figure 3.4.

There are several other SM processes containing the same lepton topology as
the tZq case in the final state, which have higher production rates than the process
under study. The two most important in our analysis are diboson WZ production
in association with jets (WZ-+jets) and ttZ production, which contain two opposite
sign, same flavour leptons compatible with a Z boson decay and an additional high-
pr lepton. A schematic view of the topology of the two main background processes
in our analysis is shown in figure 6.2. The main difference between these background
sources and tZq production comes from the jet and b jet multiplicities in the final
state.

In ttZ production, the final state of events in which one of the top quark decays
leptonically and the other one decays hadronically contains at least three jets. Two
of these jets correspond to the two b quarks arising from the decays of the top
and the antitop. In contrast, no b jets are expected in WZ production besides a
small contribution from b quarks coming from gluon splitting. This feature will be
exploited to achieve a better discrimination among the three processes, as suggested
in [82].

Even though the expected b jet multiplicity of these processes is different to the
one in tZq, due to the limited efficiency of b jet identification, background events
will inevitably fall in the signal region. For instance, if one of the two b jets expected
in ttZ decays is identified as arising from a light quark (light jet), only one b jet
will be selected and the corresponding event will pass the signal selection. On the
other hand, if light jets in WZ+jets production are mistagged as b jets or if there
are b jets coming from gluon splitting, there would be one identified b jet in the
final state, and the event will look like signal.

Other SM processes involving top quarks such as ttH and ttW can have the
same lepton composition as tZq, but they can be easily removed in the selection

process by applying a requirement on the invariant mass of the OSSF lepton pair.

Another very important source of background in our search is is the so-called
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FIGURE 6.2: Topology of the two main background processes of tZq
trilepton production.

non-prompt lepton (NPL) background, sometimes also called fake lepton background.
These are processes in which either another physical object (i.e. a misidentified jet)
or real leptons coming from heavy flavour decays or photon conversion fake prompt
leptons in the final state. Events with one fake lepton come mainly from Drell-Yan
(DY), WW, tt and tW production. The dominating source of NPL background
events is DY (Z+jets), followed by ¢t production. In this analysis, it was found
that the contribution from background events with more than one fake lepton is
negligible. tZq events contain a Z boson and Z+jets events can pass the signal
selection if one of the jets is misidentified as a lepton. Fake lepton rates are not
well modelled in simulation, so the contribution from NPL background is estimated
using data-driven techniques.

6.3 Data samples and trigger strategy

The current analysis uses data collected by CMS from proton-proton collisions
produced in the LHC during the 2016 data taking period, at a center-of-mass energy
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of /s = 13TeV, corresponding to an integrated luminosity of 36fb™'. Raw data
coming from the detector is processed at the CPU farms at CERN in order to
create datasets containing the reconstructed physical objects. Calibration effects
are already taken into account when delivering the different datasets available for
the analyzers.

Experimental data in the analysis is taken from datasets containing at least
one or two high-pr leptons (electrons or muons) at the trigger level, and the online
selection is performed on events triggered by the presence of either one, two or three
leptons above certain pr and isolation thresholds. The lowest thresholds are listed
in table 6.1.

Trigger paths Lowest pr thresholds
16, 12 and 8 GeV for electrons
12, 10 and 5 GeV for muons

23 and 12 GeV for electrons
17 and & GeV for muons

32 GeV for electrons
24 GeV for muons

Three lepton triggers
Double lepton triggers

Single lepton triggers

TABLE 6.1: Lowest pp thresholds in the trigger paths used in the
analysis.

The different trigger paths used in the analysis are categorized as

Paths triggered by at least one muon and one electron (ME)

Paths triggered by at least two electrons (EE)

Paths triggered by at least two muons (MM)

Paths triggered by a single electron (E)

Paths triggered by a single muon (M)

As the same event might be present in different datasets used, which are analyzed
simultaneously, the trigger logic is designed specifically to avoid possible double
counting of events on data. It consists in vetoing a given event in a dataset if it has
already been selected in another one. If an event passes, for instance, any of the
paths triggered by the presence of a muon and an electron (ME) it is correspondingly
assigned the flag MF. This event is kept if it is in the MuonEG sample, but discarded
in any other dataset. Events labeled MM (passing paths triggered by the presence
of two muons) are kept if they are in the DoubleMuon sample, and discarded in
any other sample. The same logic applies to the other samples. All events coming



94 Chapter 6. Measurement of the tZq production cross section

from the datasets used in the analysis fall within one of these different paths, so
no events are lost. Table 6.2 shows a schematic view of the logic used on data. In
simulated events there is no such double-counting problem, therefore a simplified
logic (consisting on a simple OR of all the different trigger paths used) is followed
in this case.

The choice of this strategy guarantees not only that all events of interest are
not thrown away at any point, getting the maximum number of events in the signal
region, but it also enables to achieve full trigger efficiency (see section 6.6.1). The
choice of the offline selection py cuts is such that these values are above the pr
thresholds of the trigger paths used, and the selected logic prevents from possible
double counting of events.

Sample Trigger logic

MuonEG ME

DoubleMuon MM & IME

DoubleEG EE & MM & 'ME
SingleMuon M & 'EE & 'MM & 'ME
SingleElectron E & 'M & 'EE & MM & 'ME

TABLE 6.2: Trigger logic used on data samples.

6.4 Signal and background simulation

Various samples of simulated events for signal and background processes are gen-
erated. Simulated events are used extensively in this measurement to evaluate the
detector resolution, the efficiencies and acceptance, and to estimate the contribu-
tions from background processes that have topologies similar to the trilepton tZq
final state.

The default tZq sample is generated at NLO precision in QCD in the 4F scheme
using the MADGRAPHS_aMC@NLO 2.2.2 generator [83]. The two main background
processes, WZ+jets, ttZ and ttW are generated using the same event generator as
the signal sample, with up to one additional hadronic jet at NLO QCD preci-
sion. ttH production is simulated with the same generator. Other minor processes
in our analysis, such as ZZ and tWZ production, are generated using POWHEG
v2.0 [84]-[89] at NLO and MADGRAPH5_.aMC@NLO at LO precision, respectively.
MADGRAPH5_ aMCQNLO and POWHEG define the scheme or prescription for
the matching of the fixed-order matrix elements to parton showers. The PDF set
NNPDF 3.0 is used in all generators.

All samples are interfaced to the general purpose MC generator Pythia version
8.205 [90] with the CUETP8MI1 tune for parton showering and hadronization. QCD
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Sample o(pb)
tZ(I)q (4F)  0.0942
ttZ(qq) 0.5297
££Z(11) 0.2529

ttW(lv)+jets  0.2043
ttH (no ttbb)  0.2151
WZ+jets 5.26
Z()Z (1) 1.212
tWII (5F) 0.01123

TABLE 6.3: Simulated processes in the analysis along with the the-
oretical predictions of their corresponding cross sections at 13 TeV,
which are used to obtain the normalization of each of the samples.

Monte Carlo generators have parameters that can be adjusted or tuned to control the
modeling of the properties of the events. A specified set of such parameters adjusted
to fit certain prescribed aspects of the data is referred to as a tune. CUETP8M1
(where CUET stands for ”CMS underlying event Tune”, P8 is for ”Pythia8” and
is labeled M for the Monash Tune [91]) is used in Pythia8 for all samples. The
underlying event (UE) consists of particles from the hadronization of beam-beam
remnants (BBR), of multiple-parton interactions (MPI), and their associated initial
and final state radiation (ISR and FSR, respectively).

The events are simulated in final states that include decays to electrons, muons,
and 7 leptons. A top quark mass of 172.5 GeV is assumed. Multiple minimum-
bias events generated with Pythia are added to each simulated event to mimic the
presence of pileup, with weights that reproduce the measured distribution of the
number of pileup vertices in data. Finally, the simulation of the passage of particles
through the detector material is performed using the GEANT4 package [92].

The full list of MC simulated processes considered is given in table 6.3. These
simulated samples are normalized to their corresponding cross sections, obtained
from NLO calculations for all samples except for the tWZ(Il) sample, where the
calculation is done at LO. These values are shown in table 6.3.

6.4.1 Splitting of the WZ+jets sample

The flavour content of the WZ+jets simulated sample is not reliable. That means
that the proportion of jets originated by b-, c-, or light-partons in the sample is
not properly simulated. To improve the modelling of the WZ+jets background in
the analysis, the contributions from WZ+b, WZ+c and WZ+light-flavour jets in
the sample are separated, and treated as independent background sources in all
steps of the analysis. The separation is using the generated information of the
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sample, namely the flavour of the hadrons from which the reconstructed jets in the
event originate. If a hadron containing a b quark (B hadron) is found, the event is
collected in the WZ+b sample. Events that do not contain B hadrons, but instead
have at least one hadron coming from a ¢ quark (C hadron) are stored in the WZ+c
sample. If no B or C hadrons are found, all jets are assumed to be originated by
u,d,s, quarks or gluons (udsg), and the event kept in the WZ+light sample. Even
when one B hadron is found, additional jets in the event, classified as WZ+b, may
be originated by ¢ or udsg partons. Likewise, the WZ+-c sample may contain, in
addition to the jet including C hadrons, other jets arising from udsg. The jet flavour
composition of the three WZ+jets subsamples is shown in table 6.4. Light jets are
dominant in all of them, accounting also for 80% of the flavour content of the WZ-+b
and WZ+c samples.

Sample WZ+b | WZ+c | WZ+light
% b jets 19 0 0
% ¢ jets 4 20 0

% udsg jets 7 80 100

TABLE 6.4: Flavour content of the three WZ samples after the split-
ting has been applied.udsg jets are those initiated by light quarks
(u,d,s) or gluons.

Since these contributions are treated separately, they are initially normalised
with the same cross-section, but in the final fit (Chapter 7) they are left to vary
independently, which provides a different postfit normalization factor for each sam-
ple.

6.5 Event and object selection

An efficient selection procedure has to be defined in order to reduce the contamina-
tion of other processes which resemble the final state under study, and increase the
sensitivity to signal events. The current section describes both the kind of physi-
cal object candidates (electrons, muons, jets) and event requirements used in the
analysis.

6.5.1 Object selection

Physical objects entering the analysis are required to satisfy different criteria in
order to reduce contribution from background processes. These requirements are
summarized in table 6.5.
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Electrons

Selected electrons are PF electrons with a GSF track (recall section 5.1.2), required
to have a pr > 25 GeV and lie within a pseudorapidity coverage of |n| < 2.5. More-
over, they are required to pass the tight cut-based identification criteria (described
in 5.1.2), with a 70% identification efficiency. A relative A’;-based isolation of
Ie, < 0.059 (0.057) within a cone of radius AR < 0.3 in the endcaps (barrel) is also

required. Isolation cuts are encoded in the cut-based electron identification criteria
(see table 6.5).

Events with additional electrons with |pr| >10 GeV within || <2.5 passing the
veto cut-based ID are removed from the selection.

Muons

All muons entering the analysis are PF muons that pass the tight working point
criteria defined for muon identification, described in 5.1.1, in order to reduce to
minimal the level of background from non-prompt muons.

Selected muons are further required to have pr >25 GeV and lie within || <2.4.
Muon candidates are only considered if they are spatially isolated from electromag-
netic and hadronic activity in addition to the tight identification criteria. Muon
candidates are required to be isolated with a relative Af-corrected isolation (de-
scribed in section 5.1.1) of 1%, < 0.15 within a cone of AR < 0.4.

Events with additional muons identified as loose PF (loose muons are either
global or tracker muons without further requirements) with pr >10 GeV that lie
within |n| <2.4, satisfying !, <0.20 are vetoed.

The lepton selection used for the NPL background sample differs from the one
described above, and details are given in section 6.7.

Jets

Jets are selected if they pass the cuts defined by the loose identification criteria
working point (WP) defined for physics analysis in CMS, in order to reject fake,
badly reconstructed and noisy jets while retaining 98-99% of the real ones. The
various WPs give information about the particle composition of the jets (neutral
and charged hadron fractions, muon fraction, total number of constituents, etc.)
and the requirements usually depend on the 1 region considered.

The definition of the loose WP is as follows. In the central regions (|n| <2.7):
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Pt >10 GeV

Charged hadron fraction > 0.0

Neutral hadron fraction < 0.99

Charged track multiplicity > 0.0

Charged EM fraction < 0.99

Neutral EM fraction < 0.99

For the charged variables the pseudorapidity coverage is restricted to |n| < 2.4, since
there is no tracker coverage outside of this region. In contrast, the neutral variables
requirements extend to the whole |n| < 2.7 region. For 2.7< |n| <3.0,

e Neutral hadron fraction < 0.98
e Neutral electromagnetic fraction > 0.01

e Neutral particle multiplicity > 2

In the case of 3.0< |n| <5.0 we have:

e Neutral electromagnetic fraction < 0.90

e Neutral particle multiplicity > 10

Apart from satisfying the previous conditions, encapsulated in the loose identi-
fication flag, jets are selected if they have a pr >30 GeV and lie within |n| <4.5 (to
account for the forward jets corresponding to the recoiling quark in single top pro-
cesses). Jets are discarded if a selected lepton lies within a cone of radius AR = 0.4
around the jet (lepton-jet separation), and all events containing jets in the regions
2.69< |n| <3.0 with 30< pr <50 GeV are vetoed. This corresponds to a problem-
atic region around the HE-HF transition for which jet energy corrections are not
well described, resulting in two unphysical bumps in the 7 distribution of low-pr
jets (pr < 50 GeV).

Finally, b jets are tagged with the loose working point of the CSVv2 discrim-
inant described in 5.4. At the chosen operating point, the CSVv2 algorithm has
an efficiency of about 83% to correctly tag b jets and a probability of 10% for
mistagging gluons and light quarks.
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Electron selection

Electron candidates Veto electrons

pr > 25 GeV > 10 GeV
| <25 <25
Electron cut-based ID Tight Veto
afnxis < 0.010(b)/0.029(e) <0.012(b)/0.037(e)
Ay, < 0.082(b)/0.039(e) < 0.228(b)/0.213(e)
Anin < 0.003(b)/0.006(e) < 0.00749(b)/0.00895(e)
H/E < 0.041(b)/0.064(e) < 0.356(b)/0.211(e)
|I1/E —1/p| < 0.013(b)/0.013(e) < 0.299(b)/0.150(e)
Expected missing inner hits 1 2(b)/3(e)
Pass conversion veto yes yes
. B 0.059 (e) 0.159 (e)
[a(AR =0.3) 0.057 (b) 0.175 (b)
Muon candidate selection
Muon candidates Veto muons
pr > 25 GeV > 10 GeV
| <24
Muon ID Tight Loose
Muon reconstruction type PF global PF global or tracker
I (AR = 0.4) < 0.15 < 0.20
x? of the global-muon track fit < 10 -
Nehampernits in global muon track fit >0 -
Number of matched stations > 1 -
dyy of tracker track < 2 mm -
d, of tracker track < 5 mm -
Number of pixel hits >0 -
Number of tracker layers with hits > 5 -
Jet selection
Jet candidates b jets
pr > 30 GeV > 30 GeV
In| < 4.5 < 2.5
AR(lepton, jet) > 0.4 > 0.4

CSVv2 discriminant value

> 0.460 (loose WP)

TABLE 6.5: Selection of PF objects used in the analysis. Barrel (b)
electrons go up to |n| < 1.479. Endcap (e) electrons range from this
value up to |n| < 2.5.
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6.5.2 Event topology and selection
Events are selected if they meet the requirements of tZq final states
tZq— WbZq — (vbltiq

where ¢ stands for either electrons or muons. The additional quark is emitted
forward, so the corresponding jet is searched for in a wide pseudorapidity region. All
objects used in the analysis are PF objects (see section 5.2). Candidate events must
pass the trigger selection criteria defined in section 6.3 and at least one reconstructed
primary vertex must be present. Data events are applied a series of cleaning filters to
remove events containing anomalous detector effects that compromise the integrity
of the recorded data and that are either not present or impossible to include in
simulation.

The baseline selection in the analysis consists of events with exactly three lep-
tons, two of which have to be compatible with a Z boson decay (opposite sign, same
flavour, and their reconstructed mass compatible with the Z boson nominal mass
within a mass window of 15 GeV). Events passing the baseline selection, shown in
table 6.6, will be further cathegorized according to their jet and b jet multiplicities
(this will be described in section 6.8). Selected objects are required to fulfill the
criteria specified in the previous section (6.5.1).

Event cleaning
Trigger selection: tri-, bi- and single lepton paths
Event filters
Baseline trilepton selection
Exactly 3 high-pr isolated leptons (e, u)
Two OSSF leptons with my € [mz — 15GeV,mz + 15 GeV]
Veto on any additional leptons

TABLE 6.6: Event cleaning and baseline trilepton selection. Events
passing this first selection will be further categorized in terms of their
jet multiplicities.

6.6 Correction to simulations

Simulated samples do not perfectly describe what is observed in data. In order
to obtain solid predictions in an analysis, different types of corrections are applied
to the simulated samples to fit the distributions from data. These might be in-
troduced as scale factors used to provide MC weights or smearing of the different
physics objects momenta, making use of tag and probe methods, among others. The
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corrections used in the different MC samples entering the analysis will be reviewed
in this section.

e Pileup reweighting

Because of the high instantaneous luminosity, multiple proton-proton inter-
actions take place during a single bunch crossing. The products of these
collisions interact with the detector at the same time and complicate the mea-
surement of the particles originating from the collision of interest. This effect
is referred to as pileup. The number of proton-proton interactions per bunch
crossing quantifies the amount of pileup and is proportional to the number of
primary vertices reconstructed in the event. Of these reconstructed vertices,
the one with the highest reconstructed energy is considered the primary vertex
that is relevant for the analysis. Particles produced by the other reconstructed
vertices should not be included on the event reconstruction.

The effect of pileup on the generated samples is simulated with minimum-
bias interactions overlaid on top of the hard scattering event, following a
Poisson distribution. However, the number of minimum-bias events overlaid
in digitization does not exactly match the actual data taking conditions for
pileup. As a consequence, an event weight is derived from the ratio of the
distributions of pileup interactions in data and simulation.

The number of interactions in data is proportional to the instantaneous lumi-
nosity £ times the total inelastic pp cross section oy,:

<Npileup> =opp X L (6.3)

The estimated value for the inelastic pp cross section at 13 TeV pp is 69.24+4.6
mb. In 2016, for a bunch crossing rate of 25 ns, an average of 27 pileup
interactions has been observed in 13 TeV pp collisions at the IP of CMS (see
figure 6.3). In order to do the reweighting, an initial unnormalized weight is
obtained from the ratio of the pileup distributions in data and simulation

Npileup

_ data
Wy = —NII\J/IHSUP (64)

A normalization factor Kpieyp is obtained by comparing the original and the
weighted MC samples, as in:

yield in the unweighted sample

ileup — . . . 6.5
ipileup yield in weighted sample (65)
from which the final event weight used on the simulated events

Whileup = Kpileup * WO(Nvtx) (66)

is derived, where N, is the number of vertices in the event. Figure 6.4
shows the distribution of the estimated number of interactions (pileup) in the
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CMS Average Pileup, pp, 2016, Vs = 13 TeV
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FIGURE 6.3: Mean number of interactions per bunch cross-
ing for the 2016 pp run at 13 TeV. Information taken from
https://twiki.cern.ch/twiki/bin/view /CMSPublic/LumiPublicResults

run period used for the current analysis in data (dotted) and simulation, both
before (dashed red line) and after (blue line) the reweighting has been applied.
A significant improvement in the agreement between data and MC is found
after the reweighting is performed.

B tag efficiency The b tagging efficiency usually depends on the py and n
of the jet, and is defined as

Ny (pr, 1)

6.7
NG o) o

€f (pT7 77) =

where f stands for the flavour of the jet (if it has been initiated by a light,
c or b quark). These efficiencies usually differ in data and MC, and scale
factors need to be applied on the simulated samples to correct for these dif-
ferences. Different methods can be used to apply the calculated scale factors
(SF = epata/emc) to MC simulated events. These are grouped into two gen-
eral categories, depending on whether they involve event reweighting or not.
In our analysis, we use a method that aims to correct the shape of the b-
tag discriminator distribution, referred to as discriminant reshaphing method
(or event reweighting using discriminator-dependent scale factors). The scale
factors for jets in MC simulation are calculated as

DATA — MCy4
MCpg

SF(CSV,pr,n) =

where A/B = light /heavy flavour for heavy flavour SF or A/B = heavy/light
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FIGURE 6.4: Distribution of the number of interactions in data (dot-
ted) and simulation, before (red dashed line) and after (blue line)
reweighting has been applied.

flavour for light flavour SF, thus accounting for different flavour contamina-
tion in each case. The [lterativeFit [78] method is used to measure b tagging
efficiency. This method is based on the calibration of the full b tagging dis-
criminator shape and is designed to meet the needs of analyses in which the
full distribution of the b tagging discriminator values is used.

A scale factor is applied to each jet, depending on its flavour and pr and |n)|
values, and the event weight is calculated as

Njets

SF(total) = [ SFye,

where ¢ goes through all the jets passing the selection in the event.

e Muon identification and isolation Muon identification efficiencies are es-
timated using the tag and probe method using Z — ptu~ events. In the
selected events, one muon is required to pass the identification criteria (tag).
It is then measured in how many instances the other muon fulfills the identi-
fication criteria as well (probe) to infer the efficiency. The difference between
the efficiencies measured in data and MC are corrected in simulation by ap-
plying (pr,n)-dependent scale factors (€qata/€nc) to simulated events.

The scale factors were calculated separately for two different running periods,
which had different data taking conditions. The scale factors for each of the
two running periods are estimated as

SFui=e€l e (6.8)
where i stands for the run period under assumption. €/ describes the identi-
fication efficiency and €'Y stands for the isolation efficiency. The total scale
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muon p_ (GeVic)

muon p_ (GeV/c)

factor is calculated as the weighted sum

B Y SF.i- L
N Zz L;

where L; refers to the associated luminosity for each of the data taking periods.
The uncertainties associated to these scale factors are calculated as:

SE, (6.9)

st st

ASFy; = \/ (Al - el50)? 4 (D . AelSO) (6.10)

and the total uncertainty will therefore be calculated using the previous values
for each running period as

VI (ASE, - L)
Zi L;

ASF, = (6.11)

The values of the efficiency values used in the scale factor calculations are
presented in figures 6.5 and 6.6 for the identification and isolation efficiencies,
respectively.

muon p_ (GeV/c)

2.2 2.
muon |
(B)

FIGURE 6.5: Muon tight identification efficiencies for running peri-
ods 1 (left) and 2 (right).

(B)

FIGURE 6.6: Muon isolation efficiencies for running periods 1 (left)
and 2 (right).
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e Electron identification and isolation The scale factors for electron tight
cut-based identification criteria are given in terms of the electron pr and 7
values, and are presented in figure 6.7. The presented scale factors already
contains combined information from isolation and identification efficiencies.

e/y scale factors
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450

P, [GeV]

400

350

300
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100

50

2 25
SuperCluster

FIGURE 6.7: Electron cut-based ID tight working point scale factors.

e Electron energy regression: This correction relies on the information
from the Monte Carlo generator to improve the reconstructed pr response.
The calculation is done using a multivariate regression technique in order
to improve the determination of the electron (or other object) momentum
with respect to the reconstructed value, allowing to get an additional correc-
tion beyond the standard CMS energy corrections. Regression is essentially
a multi-dimensional calibration to the particle level, going from the recon-
structed energy to the generated one, taking into account geometrical and
cluster shape variables.

The MVA regression is trained to predict the true energy (Ej...) of the object
under consideration, given the uncorrected supercluster energy (FE,q,). This
uncorrected energy is taken as the sum of individual crystal energies in a
supercluster. After training, the regression predicts the full probability density
function (pdf) for the inverse response Ej.e/FErqw, improving the electron
energy resolution.

e Electron energy scale and resolution smearing Electrons are recon-
structed using information from the tracker and the electromagnetic calorime-
ter (see 5.1.2), and their energy scale and resolution are derived using Z —
ete” events. The ECAL energy resolution is extracted from a maximum like-
lihood fit to the dielectron invariant mass distribution in terms of n of the
final-state electrons® [93]. The energy resolution itself depends on the amount

3Two bins of R9 are also used. R9 is a cluster shape variable, defined as the ratio between
the energy in a 3 x 3 crystal array around the most energetic crystal in the supercluster and the
supercluster energy itself. Further information can be found in reference [93]
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of material particles traverse before reaching the ECAL and other geometri-
cal effects, and is found to be better in simulation than in data. Although
the origin of the disagreement is not fully understood, better tracker material
description, an improved clustering algorithm and simulation of the detector
response lead to better results.

This mismatch in the energy resolution between data and MC is accommo-
dated in the different analyses by applying an additional Gaussian smearing to
the electron energy in MC events. Gaussian functions are often used to smear
momentum distributions as they describe random fluctuations. However, if a
detector has a particular bias so that the errors introduced are not random,
different functions could be used for smearing. As can be seen in figure 6.8,

the MC sample with a Gaussian smearing provides a good description of the
detector response.

= 60000 T T T T ] = 6000 T T T T ]
[0)  CMS\s=7TeV L=498fb" ECALBarrel [ [ CMS\s=7TeV L=4.98fb" ECAL Encaps
O] r O] s
1050000(- - 1 5000 —
54 r <} .
7] [ —MC %] [ —MC
"©40000 - — MC smeared = ' 4000 — MC smeared N
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FIGURE 6.8: Distribution of the dielectron invariant mass for the

default MC simulation (filled line), for the MC simulation with addi-

tional Gaussian smearing (green line), and for the data (dots). The

distributions for events with both electrons in EB (left) and in EE
(right) are displayed.

e Jet energy resolution smearing: The MC events are generated using spe-

cific resolution functions which might not be the same as observed in data.
Measurements show that the jet energy resolution (JER) in data is worse than
in the simulation and the jets in MC need to be smeared to describe the data.
Thus, a set of corrections or scale factors derived for this effect are applied

to the MC samples so as to coincide with the data, similarly to the electrons’
case.
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6.6.1 Trigger efficiency
The trigger efficiency is estimated both in data and MC. It is calculated as
er = % (6.12)
Nror

where NJIP™ is the number of events that pass our offline baseline trilepton se-
lection cuts before the trigger selection is applied, and N;ilg}gns is the number of

events that pass the baseline trilepton selection, including the set of selected trigger
paths (see section 6.3). No jet requirements are applied in any of the selections.

In order to perform an unbiased measurement of the trigger efficiency, it is of
key importance to use a sample of events that does not contain any cut on the
isolation requirement or the pr threshold of the leptons and any track requirement.
With that aim, a sample containing events collected by MET triggers is used to
perform the efficiency calculation on data. This sample contains events with high
missing transverse energy, but without any specification on the lepton p threshold,
isolation or track requirements.

The trigger efficiency studies in MC, on the other hand, are based on the signal

sample, with applied pileup and luminosity correction scale factors. Thus, the
trigger efficiencies in each case are calculated as
NLeptonJrMET
€DATA = —pmmmr (6.13)
and
NLepton
tmc = N Total (614)

where NTeptontMET ig the number of events passing lepton and MET triggers, NMET
and NePR are the number of events passing either MET or lepton triggers, and
NTotal ig the total number of events.

Channel €Data EMC EData/ EMC
g | 1.0000739%%0 [0.9998 730507 [ 1.00040.017
ppe | 0.99075:9577 10.999275-500% |10.99140.021
eepr | 0.9915700971 | 0.9988T0000% | 0.99340.019
eee | 0.9833730338 | 0.9974F0990¢ | 0.98640.037

TABLE 6.7: Trigger efficiencies after the baseline trilepton selection,
for data and MC. The uncertainties displayed are statistical uncer-
tainties.

Then, the efficiencies were estimated as functions of the pr of the most ener-
getic lepton of the event. Since weights are not allowed in the tool used for the
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calculations, no pileup corrections are applied for the MC sample. The efficiencies
are shown in figure 6.9 for each channel.
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FIGURE 6.9: Trigger efficiencies as functions of the triggering lepton
pr in data (left) and in Monte Carlo (right) for each channel.
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6.7 The non-prompt lepton (NPL) background

One of the most important background sources to the tZq signal under study, besides
the already mentioned ttZ and WZ+jets processes, are events containing at least one
non-prompt or fake lepton. The origin of fake leptons depends on the flavour of the
lepton to be considered. In some cases, they can be objects wrongly reconstructed
as leptons, or they might be real leptons themselves, but that come from other
hadronic decays. Fake muons come primarily from semi-leptonic decays of heavy
flavour (b- or c-) hadrons, whereas fake electrons arise both from hadronic decays
or photon conversions. Since they originate from different sources, fake muons and
fake electrons are treated separately. In the case in which these leptons pass the
selection criteria, events containing fake leptons might be mistaken with signal event
candidates.

The non-prompt lepton sample

The background events containing non-prompt leptons originate from, in order of
importance, DY+jets production, ¢t events containing two leptons, and WW and
tW processes. Each of these background sources contain two prompt and one non-
prompt leptons. Given the low probability that a non-prompt lepton is identified
as a prompt lepton, the contribution from events with more than one non-prompt
lepton is negligible. Non-prompt electron (muon) templates are obtained from
events containing exactly one non-prompt electron (muon), and two prompt leptons
(either electrons or muons). In the NPL sample, the non-prompt leptons can be
associated either with the top quark or with the Z boson candidates.

Fake leptons constitute a source of instrumental background, which means that
their contribution is very difficult to be modelled in simulation. As a consequence,
identifying and constraining the fake lepton background represents a challenging
task. In contrast with the other background sources, which are estimated fully from
MC simulation, the determination of the shape and the normalization of the NPL
background must be done using data-driven techniques. Even though the presence
of fake leptons is very small, the cross sections of the processes that originate these
fake leptons are quite large in contrast to the signal production rate, and as a
consequence its contribution becomes important.

Non-prompt lepton definition

To select a sample enriched of non-prompt leptons, we establish certain criteria the
objects under consideration must fulfill.
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Non-prompt muon: it satisfies the same kinematical requirements as a
prompt muon, but has instead a loose lepton ID (in contrast with tight 1D
from prompt muons) and has a relative isolation above 0.25 (as opposed to
prompt muons, for which this value is below 0.15).

Non-prompt electron: whereas prompt electrons are required to pass the
tight cut-based identification requirements, non-prompt electrons are tagged
as veto according to these criteria. Moreover, the isolation entering the cut-
based selection is reversed ( Isoq>"" > 0.175 and [ sogﬁ’cﬁs > 0.159). Fi-
nally, to remove photons from this sample, the object isolation is always re-
quired to be below 1, and the 1/E — 1/p variable is required to have the same

cut as in the tight cut-based selection (see table 6.8).

Fake electron selection

pr > 25 GeV

| <25

Electron cut-based ID Veto
|I1/E —1/p| < 0.0129

> 0.159 but < 1.0 (e)
> 0.175 but < 1.0 (b)
Fake muon selection

12, (AR = 0.3)

pr > 25 GeV
n <24
Muon ID Loose
Muon reconstruction type  PF global or tracker
I'''N(AR = 0.4) > 0.25

TABLE 6.8: Non-prompt electron and muon selection.

These differences are listed in table 6.9. Kinematical requirements are identical
to those for prompt leptons. The NPL sample is then constructed from data, and
is identical to the signal sample, except for the fact that one of the three leptons
considered has to fulfill the fake lepton criteria just mentioned, meaning it satisfies
a looser identification criteria, failing at the same time the isolation requirements.

Lepton Identification criteria Isolation

Muon Tight 1D <0.15

Fake muon Loose ID >0.25

Electron Tight CB <0.0361 (barrel) & <0.094 (endcaps)
Fake electron Veto CB >0.1750 (barrel) & >0.159 (endcaps)

<1 in both cases

TABLE 6.9: Selection criteria differences for prompt and non-prompt
leptons.
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6.8 Background control

In order to constrain the main background sources (ttZ, WZ+jets and NPL), the
following strategy is adopted. On a first step, events passing the baseline trilepton
selection are taken as potential signal candidates. This initial sample contains
events with exactly three leptons, two of which are required to be compatible with
a 7Z boson decay. This means they need to have opposite sign, same flavour, and
have a reconstructed invariant mass at least 15 GeV around the Z boson nominal
mass. Events containing any additional leptons with pr >10 GeV are vetoed, in
order to reduce the contribution from background sources containing four leptons
in the final state, such as ZZ, ttZ or ttH, for instance.

This sample is then split in three statistically independent regions: the signal
region and two control regions. These two control regions are defined to be as close
as possible to the signal region in order to minimize the effect of extrapolating from
one region to another. Thus, the only difference between the three subsamples
remains in the jet and b jet multiplicities. If we take a look back at section 6.2.1,
we see that

e tZq events are expected to have two jets, one of which has to be heavy (b-
Jtagged.

e t1Z events are expected to contain two of these b jets.

e No b jets are to be expected in W Z + jets production.
The initial trilepton sample is then split as follows:

e “lbjet” (signal enriched region): contains events with either two or three
jets, and exactly one b jet.

e “2bjet” (ttZ enriched region): events with more than one jet and more
than one jet would fall in this region.

e “Objet” (WZ+jets and NPL enriched region): containing events with
at least one jet, but without any b jets present.

This is summarized in table 6.10. By using this splitting, we assure that most of
signal events will fall in the signal region, whereas the “2bjet” region will contain
mostly ttZ events, which will make it easier to estimate and thus constrain the
contribution from this background in the final fit. The same applies for the def-
inition of the “Objet” region, which contains mostly events originating from WZ
process, along with DY +jets events which do not contain b jets but are nonetheless
contributing to the fake lepton background (we consequently say that this region is
also enriched in NPL background events).
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Control region Jet multiplicity b jet multiplicity

1bjet 2or3 =1
(tZaq)
2bjet > 1 > 1
(ttZ)
Objet >0 =0

(WZ+jets and NPL)

TABLE 6.10: Selection criteria used to split the initial 3 lepton sam-

ple and define the three statistically independent regions used in the
final fit.

6.9 Data-driven estimation of the non-prompt muon
and electron samples

NPL background contribution represents an instrumental source of contamination
which cannot be modelled accurately by simulation and is therefore fully determined
from data in the analysis, both its shape and its normalization. This source of
contamination is probably the most challenging to treat.

The two main processes giving rise to these fake leptons are tf and Drell Yan
production in association with jets (DY+jets). The expectation values of the frac-
tion

Nig

Tt 6.15
NDY jets (6.15)

of tt over DY +jets range from 0.06 for the ece channel when no jet requirements
are made, to a non-negligible 0.77 for the puup channel when one b jet is required.
Even though in DY+jets events the additional lepton (the one assigned as coming
from the top quark decay) is more prone to be the non-prompt lepton, this is not
the case in tf events, in which the non-prompt lepton may be either the additional
or one of the opposite-sign same-flavour leptons attributed to the Z boson decay.
In fact, the probability that the non-prompt lepton in ¢f events in the g channel
(where Nig o~ 0.77 - Npy.jets) corresponds to the additional one is just 0.50. This
means that associating the non-prompt lepton to the additional lepton from the
top quark decay would not provide a good approximation to reality. Hence, the
non-prompt leptons can be either associated to the decay of the top quark or to the
Z boson candidate.

The NPL sample is thus selected to be identical to the signal sample in what
refers to two of the three selected leptons, with the only difference that events are
accepted if (only) one of the three leptons satisfies the requirements stated in section
6.7, meaning it has looser identification properties and reversed isolation. The same
trigger selection and data samples as in the main sample are also used.
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The shape of the distributions used in the multivariate analysis are provided by
templates and the normalization is estimated in a two step process:

e Pre-normalization: a preliminar fit to the m}¥ distribution in the Objet
region is performed. The use of this region to provide the relative NPL yields
in the four channels is justified by the dominance of the DY process as a source
of NPL background events in all three b tagging regions. In this prefit, the
normalization of all other background sources is fixed to the SM prediction.
This prefit yields a total of eight output normalization factors, corresponding
to the four decay channels (upp, ppe, eep and eee) for both the non-prompt
electron and muon samples. Figure 6.10 shows the templates of the m)V
distribution in the four different channels, with the (a priori) expected yields
of the non-prompt muon and electron backgrounds. This templates and the
output scale factors from the prefit will be used as input to the second step.

e Final normalization: The scale factors obtained in the preliminar fit will
then be used as input in the final fit. However, even though they might de-
scribe well data behaviour in the Objet region, they do not assure an accurate
description in the other two regions entering the fit. As a consequence, the
normalization of the NPL samples is left free to vary in this final fit in order to
be readjusted therein when fitting the three regions simultaneously, treating
independently muons and electrons.

Further information on how the final fit is performed will be provided in the
next chapter.
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Shape Analysis

This chapter provides a description and brief introduction to the multivariate and
statistical techniques used to obtain the tZq cross section measurement. A descrip-
tion of the boosted decision trees used in the analysis is presented; a dedicated section
describes the different input variables used in the multivariate analysis, where the
reconstruction of the top quark is also reviewed. A general overview of these multi-
variate techniques can be found in appendix A. The statistical analysis, implemented
within the Combine framework, is also described along the last sections.

7.1 A multivariate analysis approach

The general procedure for identifying events of interest amongst high background
environments in high energy physics often consists on applying a set of criteria or
cuts on the eligible candidates so that the number of background events passing
the selection is minimized while maximizing the number of true signal events. In
some cases, however, the use of more sophisticated techniques might considerably
boost the performance of the analysis. Multivariate analysis (MVA) techniques, for
example, have proven to be quite successful in experiments characterized by a low
signal over background ratio.

Decision trees [94] are one of these multivariate techniques, broadly used in high
energy physics and some social sciences. Decision trees basically consist on a set of
binary tests arranged in a tree-like structure comprising nodes, branches and leaves.
Nodes split the data in two, according to the value of a particular attribute (i.e.
if a given variable has a value higher or lower than certain optimized threshold)
sequentially forming branches, until a leaf (an end-point in the tree structure) is
reached. In the end, the information from all attributes is combined into a final
variable that is used to discriminate between two initial hypothesis (i.e. signal or
background candidates).

The time for building the decision trees is relatively short, as compared to other
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multivariate methods such as neural networks, making them easier to study and
develop. Different techniques are used to boost the performance of single decision
trees. Appendix A provides more information on how decision trees and boosting
work.

7.1.1 BDTs in the analysis

Analyzing rare processes (with small cross section values) generally requires apply-
ing more sophisticated techniques than, for instance, a simple counting experiment,
in order to achieve a better sensitivity. Even after a selection optimization (see
section 6.5), the number of background events is still overwhelming in these cases.
Thus, with a view to improving the sensitivity to signal events and increasing signal-
to-background separation, two Boosted Decision Trees (BDTs) were designed and
trained in the analysis. This technique performs well in cases where a high degree
of optimization is required. The distribution of the two BDT output discriminants
will then be used as templates during the final fit, as will be described later on.
These two classifiers are:

e BDT tZq: This first BDT is trained in the signal enriched (1bjet) region, and
is implemented in order to increase the analysis sensitivity to signal events,
enhancing their separation from all different background events.

e BDT ttZ: The second BDT entering the analysis is trained in the ttZ enriched
(2bjet) region, to discriminate signal from ttZ events.

The low statistics of the Objet sample from data does not allow the usage of a BDT
in that region.

Several user defined parameters (often referred to as tunable tree parameters)
affect the training and boosting of the decision trees, and as a consequence also
the performance of the analysis. These parameters are selected so as to increase
the accuracy of the results and prevent from overtraining (appendix section A.3).
BDTs in the analysis are implemented in the TMVA framework [95], a toolkit that
hosts a large variety of multivariate classification algorithms integrated in ROOT.
TMVA offers a set of configuration options to customize the different classifiers.
These include:

e Boosting type: the type of boosting dictates how the different decision trees
are sequentially built in the ensemble. The boosting type used in the analysis
is called gradient boost (appendix section A.2.1) using the Huber loss function’
which is implemented by default in TMVA.

'Loss function indicates the difference between target and predicted values, and the aim of
boosting is to minimize this loss function. Huber loss is one specific type of these functions, and
is described in the dedicated appendix.
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e Number of trees: a large number of trees implies a deeper learning, which
can lead to overtrain in the analysis. Therefore, this number has to be opti-
mized to avoid this. The total number of trees used to built the tree ensemble
is set to 200 in the analysis.

e Granularity of the histograms used in variable cut optimization:
the training procedure selects the variable and cut value that optimizes the
increase in the separation index (also called impurity function, which gives
an idea of the quality of the signal-to-background separation achieved at each
node) between the parent node and the sum of the indices of the two daughter
nodes, weighted by their relative fraction of events.

These cuts are optimized scanning over each variable range with a granularity
set by the option nCuts. This means that two different histograms with a total
of nCuts+1 bins are built. One of them is filled with signal events, the other
one with background events. The range of the two histograms lies between the
given variable range, and the width of the bins is uniform (the larger the value
of nCuts, the narrower the bins). Then, for each bin, the difference between
signal and background is separated, and that bin for which this separation is
highest dictates the value of the variable cut. In the analysis, this granularity
parameter is set to nCuts = 200.

e Shrinkage: this parameter allows to adjust the learning rate of the algorithm.
A small value (0.1-0.3) demands more trees to be grown, but can significantly
improve the accuracy of the prediction in difficult settings. However, it comes
at the price of increasing computational time both during training and testing,
as a lower learning rate requires more iterations. In our analysis this value is
set to 0.4.

e Maximum allowed depth of the tree: pruning is the process of reducing
the size of the tree by turning some branch nodes into leaf nodes, and removing
the leaf nodes under the original branch. Lower branches may be strongly
affected by outliers, and a simpler tree often avoids overtraining. Figure 7.1
shows a tree of depth 3. This parameter is set to 2 in our BDTs.

Root node
Depth 0
/// \\\.
/// \\\
Branch node Branch node

Depth 1 Depth 1

~.

Leaf node Leaf node Leaf node Branch node
Depth 2 Depth 2 Depth 2 Depth 2
Leaf node Leof node
Depth 3 Depth 3

FiGURrE 7.1
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e Treatment of negative event weights in training: in NLO Monte Carlo
generators, events with (unphysical) negative weights may occur in some phase
space regions. Such events are often troublesome to deal with, and it depends
on the concrete implementation of the MVA method, whether or not they are
treated properly. In cases where a method does not properly treat events with
negative weights, it is advisable to ignore such events for the training (but
to include them in the performance evaluation to not bias the results). This
can be explicitly requested for each MVA method via a boolean configuration
option. In our case, this option was set so that the negative weights were
ignore at the training stage.

7.2 Input variables to the BDT's

The selection of the variables used in the MVA has a strong dependence on the
characteristics of the analysis. In general, these variables are expected to provide a
higher degree of discrimination between signal and backgrounds, and are related to
the topology and kinematics of signal events. The estimation of the variables used
for the two BDTs is described in the following.

7.2.1 Z boson and top quark reconstruction

Several variables included in the BDT rely on the full reconstruction of the final
state Z boson and top quark, which proceeds through the combination of the four
momentum of their decay products. A good reconstruction relies on the correct
identification of these decay products, and for that, leptons and jets are assigned
to either a Z or a top quark according to the following criteria:

Leptons assignment. The Z boson reconstruction is done first, assuming that
it decays in two leptons of same flavour and opposite sign (as discussed in 6.5.2).
Lepton assignment is therefore trivial in the cases of eey and ppe channels: the Z
boson decay products are trivially chosen as the ete™ and u* ™, respectively, and
the additional lepton (u or e, respectively) is assigned as a decay product of the top
quark.

In the channels containing 3 leptons of the same flavor, this choice is not possible,
and in this case, the pair of leptons yielding an invariant mass closest to the nominal
Z boson mass of 91.2 GeV is chosen as decaying from the Z boson, while the
additional (third) lepton is assigned as a decay product of the top quark.

As shown in Fig. 7.2, the top quark reconstruction requires further identification
of two other decay products: a neutrino and a b jet.
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b jet
t

_‘\/A additional lepton
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. missing transverse
energy (neutrino)

FiGure 7.2: Top quark reconstruction is performed with the infor-

mation from the decay particles (the neutrino, the additional lepton

and a b jet candidate), imposing constraints on the mass of the W
boson and the quark itself.

Neutrino py reconstruction and assignment Momentum conservation allows
to infer the neutrino momentum in the transverse plane, based on the energy bal-
ance in the calorimeters (see section 5.5): the missing transverse energy (MET) is
assigned to the transverse momentum of the neutrino. However, the momentum
in the 2z plane cannot be derived directly due to the unknown momentum of the
proton and antiproton remnants that scatter at low angles. In this case, the neu-
trino p, can be estimated from the combined information of the measured charged
lepton momentum and the inferred neutrino momentum in the transverse direction
(MET), constraining the reconstructed W mass to its known value.

For the massless neutrino, we have

B, = [, + 1%, (71)

and for the W boson reconstructed from the additional lepton ¢ and the neutrino v

miy =By — Phy = (B +B) — (Tra+ Tra)’ — (Fow+ Fo0)’ (7.2)

where the subindex T represents the momentum component in the transverse XY
plane, whereas z describes the momentum component along the longitudinal direc-
tion. This leads to a quadratic equation with different p,(v) solutions. There are
two different possibilities:

e Unique complex solution: the square root term in the p,, solution is
negative. Such an unphysical result can simply indicate that this particular
(¢ + v) combination is not compatible with the hypothesis of coming from
a W boson. That may happen e.g. if the event is actually a background
event that does not contain a W boson. But even in the case of signal events,
a complex solution may arise from an incorrect lepton assignment, or from
instrumental sources, e.g. a lepton or MET resolution effect, producing a
spurious imbalance on the measured transverse-plane energy. To avoid losing
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any signal, events with unphysical solution are not discarded; instead, the
negative square-root term is set to zero, and the resulting p,, (real) solution
is used to reconstruct the neutrino.

e Double real solution: in this case there are two possible p, , solutions, either
taking the positive or the negative square root of the quadratic p, solution.
In this case, the two solutions are tested as valid hypotheses for the top quark
reconstruction, and the one yielding a reconstructed top quark mass closest
to the reference value is retained.

b jet assignment Once the longitudinal momentum of the neutrino has been
estimated, the top quark reconstruction proceeds with the assignment of the last
decay product, the b jet. There are three possibilities:

e Objets region: in case there are no b jets in the event, all selected jets are
tested as potential decay products of the top quark.

e 1bjet region: in case there is one b jet in the event, the b jet is assigned to
the top quark.

e 2bjets region: in this case, the two b jets will be considered as top quark
decay product candidates.

After testing all possible combinations of the neutrino p,, solutions and b jet
candidates described above, together with the additional lepton, the top quark
reconstruction used further in the analysis is the one that yields a reconstruction
mass

Miop = M(lept0n+neutrino+bjet)

closest to the reference value. The nominal values used to constrain the top quark
and the W boson masses during p,(v) calculation and jet assignment are 172.5 GeV
and 80.38 GeV, respectively. The distribution of the reconstructed system mass is
presented in figure 7.3.

7.2.2 The Matrix Element Method

In this section an overview of the Matrix Element Method (MEM), from which
computed weights are used as input to the two BDTs used in the analysis is pro-
vided. The MEM is a powerful reweighting tool that allows to have an estimate
of the probability of each event to be compatible with the signal or the different
background hypotheses.

The method, originally designed to study ¢t events at the DO and CDF ex-
periments, was first introduced at the Tevatron collider to achieve a more precise
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FIGURE 7.3: Reconstructed top quark mass distributions in the eee
and ppp channels for the signal region (1-bjet).

measurement of the top quark mass [96] and played an important role in the discov-
ery of single top electroweak production [97]. First proposed by Kondo [98, 99] and
later by Dalitz and Goldstein [100, 101], it has also proven very useful in analyses
where a small signal has to be extracted from large backgrounds.

This technique combines theoretical and experimental information, thus being
model dependent. Model-independent methods have the advantage of not having
to deal with theoretical uncertainties. However, most of them do not make use of or
provide any information on most of the properties of the particles under study, and
as a consequence it is often useful to consider complementary and model-dependent
tools both in searches of new phenomena and in precision measurements. The MEM
is one of such methods, making maximal use of both experimental information and
the theoretical model on an event-by-event basis. Matrix Element Method uses the
global event information at the reconstruction level, similarly to MVA methods,
with the difference that the latter only use a subset of that information. The use
of the MEM in our analysis serves as a complement to the multivariate classifiers.

One of the advantages of the method is that it is universal and can be applied
to a wide variety of particle processes for which theoretical models have been estab-
lished. In contrast with multivariate methods, it does not need training, offering a
good discrimination between the different hypotheses even with limited statistics,
which can be an issue in searches for rare processes. Despite all these advantages,
the implementation of the MEM reweighting is not straightforward and is very
computationally intensive as it works on an event-by-event basis.

It consists in estimating the probability of an event of being compatible with the
signal and background hypotheses, by the computation of the different processes
cross sections at a given point of the phase space, corresponding to the reconstructed
kinematic properties of the event. Given a theoretical assumption «, a weight w; ,
is assigned to each event ¢ that quantifies the validity of each theoretical frame for
this event. The value of the weight is the probability to observe the event 4 in the
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theoretical frame . In our analysis, the different hypothesis are either signal (tZq),
ttZ or WZ+jets. This weights are computed as

wi,a(q)/> _ i /dq)a_54<p;f+pg_zpz>.f(ZL‘blLF)f(x%,uF).’Ma(pZ) 2

() T1T9S
« k>2 142

W ('] Dq)

where o, is the cross section of the process «, @’ is the 4-momenta of the recon-
structed particles in the event, d®, are the process-dependent integration variables,
corresponding to the 4-momenta of all the particles at the vertex in the hypothesis
a, the 0 symbol represents the momentum conservation between incoming and final

state particles, f(z, ur) are the parton density function in the proton, x;, x5 are the
2

fraction of proton energy carried by the incoming particles, ‘./\/la(p‘k‘ )‘ is the matrix
element squared, and W are the transfer functions (see section 7.2.2) relating the
energy of particles at the vertex with their energy reconstructed with the detector.

The mass of the W boson from the top decay follows a Breit-Wigner distribution,
as does the mass of the virtual Z boson in the ttZ hypothesis (interference with v* is
included in the computation in the matrix element). A narrow-width approximation
(I' < myp) is used for the top quark.

Jet assignment to objects at parton level

Jet assignment used for event reconstruction for the MEM is different to that de-
scribed in 7.2.1 for top quark reconstruction, as in this case we are not only inter-
ested in reconstructing the top quark, but rather in doing so for the complete tZq
set.

To compute the MEM weights, selected leptons, jets and b jets need to be ac-
curately associated to the leptons and quarks at parton level. Since the correct
assignment is not known a priori, the ME is evaluated for all possible permutations
of the selected leptons and jets, and an average weight is computed for each hy-
pothesis, from which the maximum is taken. The assignment in the MEM is done
as follows:

e Signal region (1 b jet, 1 or 2 jets):

o Signal hypothesis: the jet with the highest CSVv2 discriminant value is
assigned to the b jet from the top quark. If there is only one additional
quark, it is associated to the additional forward quark. If there are two
jets, we consider only the one with highest |n].

o ttZ hypothesis: a permutation is performed with the highest CSVv2 jet,
which is assigned consecutively to the two b quarks arising from the
top and antitop decays (the other one is considered to not have been
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reconstructed). Another permutation is performed with the other jets,
which are assigned to the quarks from the hadronic W decay.

o WZjj hypothesis: the b-tagged and the highest-pr jets are assigned to
the two quarks.

e ttZ enriched region (more than one b jet and more than one jet):

o Signal hypothesis: the two jets with highest CSVv2 discriminator value
are selected and permutation over them is performed for the assignment
of the b quark. The highest || jet is associated to the forward quark.

o ttZ hypothesis: again we select the two jets with highest CSVv2 discrim-
inator and permute over them (and associate them to the top and the
antitop). Among the remaining jets, we select those with mass closest
to the nominal W boson mass, and permute over them to assign them
to the first or the second quark from the hadronic W.

Transfer functions

Transfer functions W (®'|®,,) measure the probability of observing the set of physical
observables ®' under the assumption of the phase space point ®,, at matrix element
level. No transfer functions are used for leptons and quarks (they are assumed to
be 1) considering that:

e The energy and direction of leptons is assumed to be perfectly measured.

e Direction of quarks is assumed to be perfectly measured from the direction of
the reconstructed jets.

These transfer functions are evaluated in simulation, and used only for jets and b
jets. If a jet is expected at matrix element level, but has not been reconstructed,
its transfer function is set to 0 (1) if the associated quark lies in |n| > 2.4 (< 2.4).
The pdfs are histograms parametrized in terms of the ratio E,../Eg., where E,..
is the reconstructed energy of jets after corrections have been applied, and Fg,, is
the energy of the associated quarks at generator level. Transfer functions are also
used to constrain the total momentum in the transverse (XY) direction at parton
level from the total reconstructed momentum.

MEM discriminants used in the analysis

Some MEM variables are used as input to the BDTs. Four of them are used in
the 1bjet (signal) region and two of them in the 2bjet (ttZ enriched) region. The
different variables used are listed below.
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e Only in the signal (1bjet) region:

e Only ttZ (2bjet) enriched region:

e Both in the 1bjet and 2bjet regions:

¢ Log-likelihood ratio of tZq hypothesis versus ttZ hypothesis.

¢ Log-likelihood ratio of tZq hypothesis versus ttZ hypothesis with ttZ and
tZq weights rescaled so that their mean values are similar.

o Log-likelihood ratio of tZq hypothesis versus ttZ + WZ hypothesis.

¢ Logarithm of the MEM score associated to the most probable ttZ kine-

matic configuration.

¢ Logarithm of the MEM score associated to the most probable tZq kine-

matic configuration.

The use of the MEM increases the sensitivity of the analysis by about a 20%.
This effect can be seen in figure 7.4. Some of these variables are among the most
discriminating variables (the ranking of these variables is shown in table 7.2).

Normalized event distributions
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(left) and ttZ (right) regions. The discriminators including and ex-
cluding MEM variables in the BDT training are shown, respectively,

as solid and dashed lines.

Contributions from the four considered

channels are included in the signals and backgrounds.

7.2.3 Complete list of input variables to the BDT

The BDT is optimized to keep a minimal number of significant variables, to keep the
algorithm faster and avoid possible overtraining. In this optimization study, the first
step was to remove the variables that were strongly correlated than others. From
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each pair of strongly correlated variables, the one with slightly better discriminating
power was kept (the final correlation matrix is displayed in Fig. 7.5). Then, the
variables ranked by the BDT as least discriminant were removed from the BDT
for testing, one at a time, and left out if their presence did not improve the BDT
performance. The remaining variables, actually used in the construction of the
BDTs, include masses, kinematics and angular distributions involving the recoiling
(forward) jet, the reconstructed top quark and Z boson and their decay products.
The complete list is:

e b tagging properties

The output distribution of the CSVv2 algorithm discriminant of each of the
different jets considered in the event is used as input to the BDT (btagDiscri

or desy).
e Reconstructed Z boson properties
The following variables related to the Z boson, reconstructed as described in
7.2.1, are used:
o n of the Z boson (ZEta or 1y).
o pr of the Z boson (Zpt or pZ).

e Reconstructed top quark properties
The following variables related to the top quark, reconstructed as explained
in 7.2.1, are used in the BDT:
o Top quark mass ( mtop or Mmyyp).

o Top quark decay lepton (the additional lepton, associated to the W boson
decay) asymmetry. It is defined as the product of the lepton electric
charge and its absolute 7 value: ¢, - |n¢| ( AddLepAsym or Asymy).

o n of the top quark decay lepton (AddLepETA or 7).

e Recoiling jet (¢') properties

The recoiling jet is taken as the selected jet with highest pr value which is
not the b jet (if the number of jets in the event is two or more).

o n of the recoiling jet (etaQ or 7g).
o py of the recoiling jet (ptQ or pg)

e Other kinematical properties regarding different reconstructed ob-
jects

¢ AR separation between the jet identified as a b quark and the recoiling

jet, where AR = /A2 + An2 = \/(¢p — ¢g)? + (mp — 1g)? ( dRjj or
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o AR separation between the top quark decay lepton and the jet closest
to it (dRAddLepClosestJet or ARjy).

o Azimuth angle separation (A¢) between the top quark decay lepton and
the Z boson (dPhiZAddLep or A¢yy).

© Azimuth angle separation between the top quark decay lepton and the
b quark (dPhiAddLepB or A¢y).

o AR separation between the top quark decay lepton and the recoil jet
(dRAddLepQ or ARg ).

o AR separation between the Z boson and the top quark (dRZTop or
AR op).-

o n of the jet with highest pr (LeadJetEta or n;).

o Number of jets in the event (NJets or Njes)-
e MEM discriminants:

¢ Log-likelihood ratio of the tZq hypothesis against the ttZ hypothesis.
(MEMV&I',O or ER(th_t{Z)).

o Logarithm of the MEM score associated to the most probable tZq kine-
matic configuration. (MEMvar_1 or log(wizq))-

¢ Logarithm of the MEM score associated to the most probable ttZ kine-
matic configuration. (MEMvar_2 or KINwsz)).

¢ Log-likelihood ratio of the tZq hypothesis against the ttZ hypothesis with
ttZ and tZq weights rescaled such that their mean values are similar.
(MEMvar_3 or LR{5%,).

¢ Log-likelihood ratio of the tZq hypothesis against the ttZ + WZ hypoth-
esis. (MEMvar_8 or LR (1zq—ttz-wz))-

Table 7.1 lists all these variables just described, indicating which ones are used
in each of the BDTs. The shapes of the distributions of these input variables are
shown in figures B.1 and B.2 of Appendix B, for the BDTs of 1bjet and 2bjet
regions, respectively. The distributions are shown for both signal and background
in the ppp channel.

The correlations between the different variables are shown in figure 7.5 and the
overtraining test and background rejection are shown on figure 7.6. The importance
of each variable is estimated by removing (one at a time) the variables from the
training and calculating the variation of the expected significance with respect to the
case were all the variables are included. Since this process is very CPU-consuming,
this calculation did not include all systematic uncertainties described in Section 7.4,
and only the dominant ones were kept. The ranking of the five most discriminating
variables in both BDT's for the different channels is shown in table 7.2. The complete
ranking of variables is presented in Appendix B.
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Variable description 1bjet 2bjet
1 desy CSVv2 algorithm discriminant Y Y
2 ARj; AR separation between the jet identified as a b quark and the recoiling jet Y Y
3 ng 7 of the recoiling jet Y Y
4 p$ p; of the recoiling jet Y Y
5nz 7 of the Z boson Y Y
6 Mtop Top quark mass Y Y
7 ARj, AR separation between the top quark decay lepton and the jet closest to it Y Y
8 Asymy Top quark decay lepton asymmetry Y Y
9 Aoz Azimuth angle separation between the top quark decay lepton and the Z boson Y Y
10 Adpe Azimuth angle separation between the top quark decay lepton and the b quark Y N
11 n, 7 of the top quark decay lepton Y N
12 n; 7 of the jet with highest pr Y N
13 ARgy AR separation between the top quark decay lepton and the recoil jet N Y
14 ARz 0p AR separation between the Z boson and the top quark N Y
15 p% pr of the Z boson N Y
16 Niets Number of jets N Y
17 log(wizq) Logarithm of the MEM score associated to the most probable tZq kinematic configuration Y Y
18 KINwtiz) Logarithm of the MEM score associated to the most probable ttZ kinematic configuration N Y
19 LR (zq-+iz) Log-likelihood ratio of the tZq hypothesis against the ttZ hypothesis Y N
20 LR Log-likelihood ratio of the tZq hypothesis against the ttZ hypothesis Y N
with ttZ and tZq weights rescaled such that their mean values are similar
21 LR (zq-siz-wz) Log-likelihood ratio of the MEM weights for t1Z against ttZ + WZ hypothesis Y N

TABLE 7.1: Description of the variables used in the BDTs. The
symbol Y (N) in the third and fourth columns indicates that the
variable was (was not) used in the 1bjet and 2bjet BDTs.

BDT 1bjet (tZq)

Ranking eee eefl efLl UL
1 AR] i ARJ i p? dCSV
2 n; dosv n; Miop
3 Asyme g ARj; ARj;
4 p? Mtop Mtop ARjZ
3 e 1j dosy Py

BDT 2bjet (ttZ)
1 mtop ]Vjets ]Vjets ]Vjets
2 N Asyme mie,  LREES
3 desy desy — Asymy Miop
4 no  log(wizq) ARj; Asymy
5 Asymg Mtop dcsv AR][

TABLE 7.2: Ranking of the five most discriminating variables in the
BDT for the 1bjet and 2bjet regions, in the four different channels.

7.2.4 Control plots

The prefit data-to-prediction comparison for some of the most discriminant variables
that enter the BDT's is shown in figure 7.7 for the 1bjet region. These distributions
include events from all four channels combined. The distributions for all variables
of Table 7.1, both for combined and individual channels, are shown in appendix
B.2.
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FIGURE 7.7: Data-to-prediction comparisons for some of the most
discriminating variables in the 1bjet region (signal region) for all
the channels combined. The distributions include events from all
final states. Underflows and overflows are shown in the first and last
bins, respectively. The predictions correspond to the normalizations
obtained before the final fit (prefit). The hatched bands include the
total uncertainty on the background and signal contributions. The
pulls in the distributions are shown in the bottom panels.
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7.3 Shape analysis

The tZq cross section is measured using the data collected with the CMS experiment
during the whole 2016 period, corresponding to an integrated luminosity of 35.9
fb~'. The statistical procedure used for the signal extraction is presented in this
section.

7.3.1 Inputs for the shape analysis: templates

The analysis relies on a binned maximum likelihood fit, using the RooStats-based
Combine framework described in section 7.3.3. The fit is performed simultaneously
on the three previously defined, statistically independent regions (Objet, 1bjet and
2bjet), for the four leptonic channels (eee, eup, ppp and eep), yielding therefore
a simultaneous fit of 12 templates. The templates distributions in each region are
defined as:

e BDT-tZq: the output discriminant distribution from the BDT trained in the
Ibjet (signal) region, to optimize the separation between the tZq signal and
the different background sources.

e BDT-ttZ: the discriminant distribution from the BDT trained in the 2bjet
(ttZ enriched) region, to better constrain the contribution from this back-
ground.

e my,: the distribution of the transverse W mass in the Objet region, used to
constrain the WZ+jets and the NPL backgrounds.

A scheme of the templates usage according to the regions and leptonic channels is
displayed in figure 7.8.

N

1
I
4 1
channels eee eeu EHH HHH I
1
\
>»  Simultaneous fit over
3 BDT BDT M_(W) e 12 templates
templates tZq ttZ T

Tbojet 2bjet Objet
region region  region

FI1GURE 7.8: Scheme of how the final simultaneous fit is performed.
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The templates distributions combining events from the four leptonic channels
are shown in figure 7.9. The individual template distributions separated for each
channel, as used as inputs for the Combine framework, can be found in section C.2
of the appendices.
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FIGURE 7.9: Prefit data-to-prediction comparison plots for the BDT

discriminant in the 1bjet (signal) region, the BDT discriminant in

the 2bjet (ttZ enriched) region and the m}¥ distribution in the Objet
(WZ+jets enriched) region.

7.3.2 Likelihood model

For each bin 7 of the different distributions, the expected number of events can be
parametrized as

(i) (1, 0) = psi(0) + bi(0) (7.3)

where s; and b; represent respectively the expected amount of signal and back-
ground in that bin, normalized according to the predicted cross sections and taking
into account all sources of systematic uncertainties, represented by 6, as nuisance
parameters. In Eq.7.3, the pu parameter determines the signal strength for a given
theoretical model. This parameter is defined as the ratio of the production cross
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section of the observed signal (o4) with respect to the theoretical prediction,

O-O S
=2 (7.4)

OSM

The SM prediction corresponds by construction to g = 1, the value p = 0 corre-
sponding to the absence of signal, or background-only hypothesis. In order to take
into account the contribution coming from the NPL background yields, which will
be denoted by Bf(#) for each lepton flavour (¢ = pu,e), two additional terms are
added to the previous expression (7.3):

(ni) (1, 0) = psi(0) + 0:(0) + ae B (0) + 0, By (0) (7.5)

where the two factors a, determine the normalization of the non-prompt electron
and muon backgrounds. These parameters are let to vary free in the fit.

The likelihood associated to an observation of N = ) .n; events in data com-
patible with a given hypothesis is given by the product of the Poisson probabilities
of each bin i:

H wsi(60 ) + aeBE(0) + o, B (0)

L(data|p, 0)

exp [—p15:(6) — bi(6) — B (8) — B (6)

(7.6)
The simultaneous fit to the data templates (BDT discriminators or the transverse W
boson mass, depending on the region) in the four channels maximizes this likelihood,
from which the measured (observed) cross section is extracted according to its relation
to the signal strength (7.4), this parameter left to vary free in the fit. The systematic
uncertainties enter the fit as nuisance parameters.

In our analysis, the nuisance parameters are associated with log-normal priors 2. A
log-normal distribution represents a random variable whose logarithm follows a normal
distribution, its standard form being as follows:

. 1 1( (In(6/6)2
0,0) = —| = 7.7
p( ) \/ﬂlnme ( 2(111 H)2 ( )
which means that © = In 6 follows a Gaussian distribution
N (0 —6)?
p(6,6) = —— (— — ) (7.8)

with mean value © = In © and standard deviation o = In k. Only the uncertainty related
to the NPL background normalization is associated with a Uniform prior (meaning that
in this case p(#) is constant). The different sources of systematic uncertainties that enter
the analysis are detailed in the following section (7.4).

2A prior probability distribution of an unknown quantity is the probability distribution that
would express one’s beliefs about this quantity before some evidence is taken into account.
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7.3.3 Combine

The statistical analysis is based on a RooStats-based software tool used for statistical
analysis developed for the combination oh Higgs measurements between ATLAS and
CMS, usually referred to as Combine. The input to Combine, is given in the form of plain
ASCII files (referred to as datacards) that contain the information that defines the details
of the experiment. This same format is used whether the experiment is a simple counting
experiment or a shape analysis.

Some information must be available in the datacards, such as the number of channels
(12 in our case), the number of background sources and the number of nuisance param-
eters (kmax). The datacards also contain information regarding the different source of
systematic uncertainties, how they are treated in the fit (the kind of prior distribution
that will be used: in our analysis either log-normal or uniform priors) and the relative ef-
fect of the systematic uncertainty on the rate of each process in each channel. Information
on whether the different systematics affect the normalization or the shape of the distri-
butions is also contained in the datacards. The tool allows the fit to be performed either
simultaneously in all three regions for the four possible leptonic channels, or separately
for each leptonic channel.

In our implementation of the tool, the signal strength is computed using a Maximum
Likelihood Fit while the expected and observed significances are computed from a simple
profile likelihood approximation.

7.4 Systematic uncertainties

Systematic uncertainties affect the multivariate in different ways: they can alter the
shape and/or the normalization of the template distributions; systematic uncertainties
modifying the values of the variables used as selection criteria can have an impact on
the sample acceptance. In the latter case, as an effect of the systematic variations, final
state objects (e.g. selected jets, b-jets, leptons) can be added to or removed from the
event, potentially modifying the classification of the whole event according to the selection
region. The different sources of systematic uncertainties considered in the analysis are
presented below.

e Luminosity The instantaneous luminosity is measured at CMS using the silicon
pixel detector, the closest detector to the beam pipe. The method for measuring the
luminosity relies in the fact that the instantaneous luminosity is proportional to the
number of reconstructed clusters in the pixel detector for each bunch crossing. It is
measured by comparing the event rate with the visible cross section as £ = R/0;s.
Calibration of the detectors is performed with dedicated Van der Meer (VdM)
scans during the data taking. The overall uncertainty in the measured integrated
luminosity recorded in 2016 by the CMS experiment is estimated to be 2.5% [102].

e Pileup Pileup reduces the accuracy of the jet energy measurement and might
as well produce additional jets that do not originate from the hard interaction.
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As a consequence, pileup degrades the resolution of the measured MET, affecting
therefore the top quark reconstruction. To reduce possible bias in our analysis,
the number of simulated pileup events is corrected to match the number of pileup
events measured in data. Its uncertainty is obtained by varying the minimum bias
cross-section used to perform the pileup simulation. The uncertainty on the total
inelastic cross-section is taken to be 4.6%, considered only in the shapes of the
distributions.

Trigger efficiency The trigger efficiency is measured to be 100% both in data and
MC. The uncertainty related to the trigger efficiency is estimated by varying the
data-to-simulation normalization by a +1% to predict the yields in the pup and
eep channels, and a £2% for the eup and eee ones, in order to account for residual
differences in the efficiency measurements between data and simulation.

Lepton identification and isolation efficiency The correction factors applied
on simulation so that lepton reconstruction, identification and isolation in data are
well described are obtained using tag-and-probe methods. Uncertainties on these
factors are another source of systematic uncertainties, and their impact on the
analysis is assessed by varying the factors for muons and electrons independently,
within one standard deviation.

Jet energy scale and resolution The jet energy scale systematic comes from
the non-linear response of the hadronic calorimeter in the energy measurement. Jet
energy scale and resolution corrections are both varied within their corresponding
uncertainties, the observed changes propagated to all related kinematic quantities,
including the missing transverse momentum.

b tagging efficiency As detailed in the previous chapter, the difference between
b tagging efficiency in data and simulation is accounted for by the application of
discriminator-dependent scale factors to simulated events via an event reweight-
ing method. Given that the CSV distributions and other jet variables are input
variables to the BDT algorithm, a significant systematic effect is expected to arise
from this correction. Variations that account for different effects on the b tagging
and mistagging efficiency scale factors are taken into account. Variations due to
the uncertainties on the light flavour contamination (If) and linear and quadratic
statistical fluctuations (hfstats! and hfstats2) are applied to heavy flavour jets;
heavy flavour contamination (hf) and linear and quadratic statistical fluctuations,
(Ifstats1 and lIfstats2), are applied to light flavour jets; linear and quadratic un-
certainties (cferr! and cferr2) are applied to charm flavour jets. Uncertainties on
the b tagging efficiency due to JES uncertainties (jes) affect both light and heavy
flavour jets, and they are studied coherently with the standard jet energy scale
systematic variations of the previous bullet. Each variation is assigned a different,
independent, nuisance parameter. The scale factors themselves are varied within
one standard deviation.

Normalization of simulated backgrounds The uncertainty on the normaliza-
tion of the different background contributions is conservatively taken to be 30%.
One nuisance parameter is associated to each background source, and they are let
to vary independently from one another.

NPL background estimation The shape-related uncertainties on the NPL back-
grounds are estimated by varying the isolation criteria used to determine the NPL
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sample. The shape variations of the NPL muon and electron backgrounds involve
different nuisance parameters.

e Theory uncertainties only applied on signal (tZq) modeling The effect
of the parton showering (PS) scale in the Pythia8 generator is evaluated using
dedicated samples with the PS scale varied by factors 2 and 1/2. This shift in the
PS scale is equivalent to modifying the value of ag. This variation is only taken
into account for the signal modelling.

e Theory uncertainties applied on signal and background modeling These
uncertainties affect the shape of the signal as well as the shape and normalization
of the simulated background distributions, except for tWZ events, for which only
normalization uncertainties from scales and PDF are considered.

o Matriz Element factorization and renormalization scales The renormalization
and factorization scales, at the matrix element level, are set to an identical
value, which depends on the event generator and on the simulated processes.

In particular, the scales for the simulated signal are set to > y/m? + p% /2,
where the sum runs over all particles in the final state. The scales are varied
up and down by a factor of 2.

o Factorization and renormalization scales at parton shower level These are
identical to the matrix element scales, and are also varied by factors of 0.5
and 2. This uncertainty is only evaluated for the signal sample.

o Parton Distribution Function The uncertainty from the choice of the PDF is
determined by reweighting the simulation using the 100 different variations
available in the NNPDF set, the total uncertainty taken as the RMS of these
variations, following the PDF4LHC recommendations.

e Limited size of the samples The uncertainties due to the limited size of the sam-
ples used to build the templates are accounted as additional nuisance parameters.
One independent nuisance parameter is included for each bin of the templates with
a statistical uncertainty above 5%.

The different systematic uncertainties affect the measurement differently. They can
have an impact on the sample acceptance, or on the normalization or shape of the tem-
plates. This is described in table 7.3.
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’ Source Variation Type
Non-prompt muon rate free (fit norm.
Non-prompt electron rate together with signal) norm.
Non-prompt muon shape & & shape
Non-prompt electron shape shape
WZ+ h.f. jets scale Q? x2,1/2 shape +acceptance
WZ+ h.f. jets norm. 30% norm.
WZ+ 11. jets scale Q? x2,1/2 shape 4acceptance
WZ+ Lf. jets norm. 30% norm.
77 30% norm.
77 Q? x2,1/2 shape +acceptance.
tt +7 30% norm.
tt +7 Q? x2,1/2 shape +acceptance.
tt +H 30% norm.
tWZ 30% norm.
tt +H Q? x2,1/2 shape +acceptance.
Trigger +1% ,£2% norm.
Lept. sel. 1% norm.—+shape
JES +1lo(pr,n) shape+-acceptance
JER +1o(pr,n) shape+acceptance
b tagging +1o(pr,n) shape-+acceptance
pileup +10 of the min.bias o shape+tacceptance
PDF PDF4LHC recipe shape+acceptance (S and B)
signal scales ME Q? x2,1/2 shape+acceptance
signal scales PS Q? x2,1/2 shape+acceptance
lumi 2.5% norm.

TABLE 7.3: Sources of systematic effects, along with their uncer-
tainty values, introduced as nuisance parameters in the likelihood
fit. The column labelled Type represents how the uncertainty affects

the measurement.
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Chapter 8

Results and interpretation

This chapter summarizes the main results obtained in the analysis. The SM tZq trilepton
production cross section is reported, and relevant postfit results are also presented in the
chapter, such as the final yields of the different processes in the three considered regions
and the final templates. The effect of the systematic uncertainties is also reviewed.

8.1 Postfit results: yields and data-to-simulation
plots

In this section a detailed description of the yields and templates obtained after the final
fit is presented. These results can be compared with the prefit yields and templates
presented in appendix C.

8.1.1 Postfit yields

The expected number of events (prefit yields) of the different SM processes composing the
selected samples is obtained from simulation, using their cross section values (see table
6.3). The exceptions are the two NPL components, for which data-driven methods were
used, as explained in section 6.9. In the fitting process, the different nuisance parameters
are adjusted in order to maximize the likelihood function. The postfit normalization of
the signal and background processes are the result of this adjustment.

Table 8.1 presents the expected (prefit) and observed (postfit yields) of the different
processes considered in the analysis in the 1bjet or signal enriched region. Columns two
to five of the table show the predicted yields obtained from the final fit, considering one
leptonic channel at a time (eee, eup, ppp and eep from left to right), along with their
statistical uncertainties for the different SM processes (listed in the first column). The
sixth column presents the expected yields for all the four channels combined, and the last
column shows the ratio between the postfit and prefit predicted yields. The prefit yields
disclosed by leptonic channel can be found in table C.1. The two last rows in the table
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show the total predicted yields after the fit (“Total”) and the observed yields in data
(“Observed”), respectively.

Process eee el L eef All channels 1;’:,0—1:?
tZq 5.0+£1.5 85+25 12.3£3.6 6.6%£1.9 32.3+5.0

ttZ 3.7£0.7 6.1£1.2 8.0+1.5 4.7+0.9 22.442.2  0.9+0.2
ttW 0.3£0.1  0.7£0.2 0.6+0.2  0.340.1 1.9£0.3 1.040.2
77 48+1.3 9.0£25 7.8+2.2 3.240.9 24.7£3.6  1.3+0.3
WZ+b 3.0£0.9 4.6+£14 55+1.7 34411 16.6+2.6  1.0£0.2
WZ+c 9.0£2.4 18.044.9 24.246.5 13.7£3.7 64.8+£9.3  1.04+0.2
WZ+light 12.2£1.6 224+2.8 29.1+34 16.6+2.0 80.3+5.1  0.7£0.1
ttH 0.6+£0.2 1.0+£0.3 1.5+04 0.940.3 4.0£0.6 1.040.2
tWZ 1.0+£0.3  1.7£0.5  2.4+£0.7 1.3+£04 6.5£1.0 1.04+0.2
NPe 19.243.1 17.942.8 — 0.6£0.1 37.7£4.2 —
NPy — 31.1£9.9 15.3£4.9 7.242.3  53.6£11.3 —
Total 58.8+4.8 121+£12  107+10 58.445.5 345+£18

Data 56 104 125 58 343

TABLE 8.1: Observed and expected postfit yields for each produc-

tion process in the 1bjet (signal) region. The yields of columns 2 to

5 correspond to each channel, and column 6 displays the total for

all channels. The last column displays the ratio between postfit and
prefit yields.

Tables 8.2 and 8.3 show the postfit yields for the 2bjet and Objet control regions,
respectively, which also contain a fraction of tZq events. A non-negligible 12.7% over the
total of events in the 2bjet region corresponds to tZq events and about a 1.1% of the
events in the Objet region correspond to signal.

The fit constrains the normalization of the different background processes. The last
columns of the three tables show that the prefit and postfit values are relatively close to
each other in most cases, except for the ZZ component and the WZ+light background.
In the WZ+light case the yield deviates from the SM prediction by about a 30%.

This postfit yield for the WZ+light component was verified in different ways, and its
impact on the analysis evaluated. Firstly, the predicted shapes of the kinematic vari-
ables relevant to the analysis were controlled in the WZ+light enriched region (see sec-
tion B.2.3), and verified to describe the data. The analysis was then repeated with the
WZ+light normalization relative uncertainty increased from 30% to 50%. In this case,
the results of the cross section measurement changed only about a half a percent. As a
final cross check, a direct measurement of the WZ+light cross section was performed. In
this case, tZq enters the fit as a background source, with its normalization fixed to its
SM prediction, and an associated nuisance parameter to account for a 30% uncertainty
on the tZq cross section. The final fit in this case is performed only in the Objet region,
yielding a signal strength value for the WZ+light measurement of

1w(WZ + light) = 0.73 £ 0.11
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Process eee et j eel All channels 1;‘:—(::
tZq 3.0£0.9 54+1.6 72422 3.841.2 19.4+3.1 1.3+0.2
ttZ 102 1643 2144 1342 60+£5 0.9+£0.2
ttW 0.4+0.1 0.8£0.2 0.8+0.2 0.6%0.2 2.6£0.4 0.9£0.2
77 0.9+0.3 14+£04 1.5+£04 0.8%0.2 4.540.7 1.440.3
WZ+b 1.5+0.5 1.840.6 2.840.9 1.9£0.6 8.0£1.3 0.9£0.2
WZ+-c 2.14£0.7  2.7+£0.8 4.6+1.5 2.240.7 11.6+£1.9 0.9£0.3
WZ+light 1.6+£0.3 2.3+0.5 3.5+0.7 1.7£0.3 9.1+£0.9 0.7+0.2
ttH 1.4+04 29408 3.7£1.1 2.0£0.6 10.0£1.5 0.9£0.2
tWZ 0.9£0.3 1.3£04 1.9+0.6 1.1+0.3 5.3£0.8 1.0+0.2
NPe 4.0+£0.6  5.040.8 — 0.1£0.0 9.1£1.0 1.1+17.1
NPu — 7.5+2.4  4.0+1.3 2.5+0.8 14.1£2.8 3.8458.4
Total 25.842.3 46.7+4.3 50.7£4.9 29.6+£2.9 152.847.5

Data 25 38 51 37 151

TABLE 8.2: Observed and expected (postfit) yields for each pro-

duction process in the 2bjet (ttZ enriched) region. The yields of

columns 2-5 correspond to each channel, and column 6 displays the

total number of all channels summed. The last column displays the
ratio between postfit and prefit yields.

compatible with the value derived in the main analysis. It is worth noticing that prefit
yields of the three WZ+jets subsamples are estimated from the reference cross section
for the inclusive WZ production. However, Figure 2 of reference [103] shows that the jet
multiplicity of a direct WZ cross section is not well described by this SM prediction. The
requirement of at least one or two jets on the analysis may therefore be the cause of the
larger difference between the SM prediction and observed yields in this case. This feature,
however, has a low impact on the tZq cross section measurement, as verified in several
steps of the analysis (discussed also in section 8.2).

8.1.2 Postfit templates

The distributions of the templates in each channel are modified according to the likelihood
estimations of the nuisance parameters, implying on a reshaping and renormalization of
the templates of the different processes. Figures 8.1, 8.2 and 8.3 show the postfit data-to-
prediction comparison plots for the output discriminant distribution of the main BDT in
the 1bjet region, the discriminant of the second BDT trained in the 2bjet control region
and the mgy variable in the Objet control region, respectively. These can be compared

with the prefit plots shown in appendix C.

As observed in figure 8.1, the tZq signal (shown in green) populates the high region
of the BDT discriminant, in the signal region, as expected. The contribution of the
NPL background is distributed along all BDT values, and the lower values are populated
mostly by events from double-boson processes, specially WZ production in association
with light and ¢ jets (shown in light and dark grey, respectively). In channels where the
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Process eee el [ eel All channels NNTT;T
tZq 3.6+£1.1 6.2+2.0 85£2.7 4.841.5 23.0+3.9 1.34+0.2
ttZ 2.3£0.5 3.740.9 5.0+£1.2 2.940.7 13.9£1.7 1.0+0.2
ttW 0.1£0.0 0.3%=0.1 0.3£0.1 0.240.1 1.0£0.2 0.9£0.2
77 55+16  101£28 73£21  41£12 269440 1.440.3
WZ+b 4.3+1.3 6.8+£2.1 9.242.8 3.9+1.2 24.243.9 1.040.2
WZ+-c 42412 73120  95£27 54416 264439 1.0+0.2
WZ+light 161416 304+£27 383433 217+20 1064450 0.840.1
ttH 0.3£0.1 0.5+0.1 0.7£0.2 0.440.1 1.940.3 1.0+0.2
tWZ 0.8+0.2 1.3+04 1.7£0.5 1.04+0.3 4.840.7 1.040.2
NPe 106£17 118419 — 1.0+0.2 225425 1.24+17.2
NPu — 40413 43+14 2949 112421 3.8453.9
Total 375£30 654+50 620£50 355+30 2004482

Data 387 640 637 345 2009

TABLE 8.3: Observed and expected (postfit) yields for each pro-
duction process in the Objet (WZ-+jets and fakes enriched) region.
The yields of columns 2-5 correspond to each channel, and column 6
displays the total number of all channels summed. The last column
displays the ratio between postfit and prefit yields.

lepton associated to the top quark decay is an electron (eee and eup), the data points
are below the simulation for bins situated near the upper tail of the BDT discriminant
(this effect is more relevant in the eup channel). Comparing with the prefit templates
of the BDT discriminant in the lbjet region (figure C.1), it can be observed that the
data-to-prediction ratio in these bins is already close to one. In order to better describe
the data, the fit increases the yield of the NPL component, leading the total predicted
yields to overestimate the data in the signal region.

This difficult interplay between NPL and signal is the limiting factor on the significance
of the measurement. One potential solution for this problem would have been to train an
additional BDT against the NPL background. If that would be possible, the contribution
of the NPL to the high-BDT region would decrease, and as a consequence the significance
of the analysis would be better. However, the low statistics in the NPL sample does now
allow the training of a dedicated BDT, preventing also the NPL contribution to be well
constrained using the current templates.

The postfit distribution of the BDT output discriminant in the 2bjet region is pre-
sented in figure 8.2. A significant increase in the NPL component is observed in general,
the effect being specially noticeable in the epp channel (see table 8.2). Due to the lack of
statistics in this region, the agreement between data and simulation is poorer than in the
other regions. Finally, figure 8.3 shows the postfit distribution of the mi,W variable in the
Objet region. This region is basically populated by the double boson processes (WZ+jets
and ZZ production) and the NPL background components. By requiring no b jets in the
event, the contribution from the signal is almost negligible with respect to the total.



8.1. Postfit results: yields and data-to-simulation plots 141

8.1.3 Cross section and significance extraction

The simultaneous binned fit to the twelve templates described at the beginning of the
chapter maximizes the binned likelihood function given in 7.6, from which the measured
cross section o(t£T¢q) is extracted according to its relation to the signal strength p.

The maximum likelihood fit yields an observed tZq signal strength of:
p = 1317535 (stat) £:55 (syst)

from which, using the reference NLO cross section (o (tZq — Wbl (~q) = 94.2719(scale)+
2.5(PDF) fb), the measured cross section in found to be

ot q) = 123733 (stat) 33 (syst) fb,

for my > 30 GeV, where ¢ stands for electrons, muons, and 7 leptons. ! The precision
of the measurement is limited by the statistical uncertainty. This effect will be further
reviewed in section 8.2.

The observed and expected significances are extracted from a profile likelihood. The
expected significance is obtained using simulation after the fit, and the observed one is
derived from data. The obtained significances are

Observed = 3.7SD Expected = 3.1SD

where SD stands for standard deviations.

IThe fit is redone without including the systematic uncertainties, to evaluate the statistical
uncertainty of the result. The quoted systematic uncertainty is then calculated as the difference
in quadrature between the 68% CL intervals obtained in the nominal fit and in the fit without
systematic uncertainties.
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BDT discriminant in the 1bjet (signal) region, computed for the
four channels individually and with all of them summed (last plot).
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FIGURE 8.2: Postfit data-to-prediction comparison plots for the
BDT discriminant in the 2bjet (ttZ enriched) region, computed for
the four channels individually and with all of them summed.
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FIGURE 8.3: Postfit data-to-prediction comparison plots for the m7W

variable in the Objet region (where the contribution from WZ+jets

and NPL backgrounds is most important), computed for the four
channels individually and with all of them summed.
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8.2 Postfit systematic uncertainties and NPL con-
tribution

Systematic uncertainties in the analysis may affect only the overall normalization of the
samples, or the shapes of the distributions used to categorize the events and to build the
final discriminants, or both at the same time. Table 7.3 in the previous chapter shows
how the different sources of systematic uncertainty affect the measurement. This effect
is quantified in the analysis by a set of associated nuisance parameters; they are given
initial values which are adjusted in the fit, the postfit values being those that maximize
the likelihood function.

The study of the postfit values of these parameters allows to know how the tZq cross
section measurement is affected by the different sources of systematic uncertainties. The
only sources of systematic uncertainty which are treated in a slightly different manner in
the fit are the shape and rate of the NPL backgrounds (remind that NP electrons and
muons are treated separately). In contrast with the rest of systematic uncertainties, the
parameters associated with the normalization and shape of these backgrounds are left free
in the fit, and are fitted together with the signal.

Let us first briefly remind how the uncertainties related to the shape and normalization
of the NPL background are treated in the analysis. Shape related uncertainties on the
data-driven backgrounds involving NP leptons are estimated by varying the isolation
criteria used to determine the NP sample. The shape variations of NP electrons and muons
are associated two different nuisance parameters. Another two parameters account for the
uncertainties on the normalization estimation of these two samples. They are associated a
log-normal prior with a very large uncertainty and are left to float free in the fit, together
with the signal.

The effect of the different sources of systematic uncertainties and the NPL background
normalization on the measurement can be studied using impact plots. The impact of a
nuisance parameter 6 on the parameter of interest u is defined as the shift (Ap) induced
when @ is brought to its 10 postfit values:

Apt = (0 £ A6) — fi(6) (8.1)

with all other parameters profiled as normal. This is effectively a measure of the corre-
lation between the nuisance parameters and the parameter of interest, and is useful for
determining which nuisance parameters have the largest effect on the uncertainty of the
parameter of interest.

Figure 8.4 shows the impact of each systematic variation on the signal strength mea-
surement in the visible phase space after performing the fit with the real data. The
systematic uncertainties are listed in decreasing order of their impact on pu. The postfit
value and uncertainty of the signal strength observed in figure 8.4 may differ from the
numbers presented in section 8.1.3 as in the calculation shown in figure 8.4 all nuisance
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parameters are treated as uncorrelated. The left part of the plot shows the pull

8 — 0
A

pull(0) = (8.2)
of each nuisance parameter, that quantifies how far from its expected value 8y we had to
pull the parameter while finding the maximum likelihood estimate.

The summed postfit uncertainties are shown for the combination of the 4 leptonic
channels in Figure 8.5.

The uncertainty in the tZq measurement coming from the normalization of the NPL
background is by far the most important (particularly the rate of the NP muon compo-
nent, FakeRateMu), followed by the Q2 scale variations at parton shower in the signal
sample (PSscale), the uncertainty in the b tagging efficiency related to the light flavour
contamination in heavy-flavour tagged jet (LFcont) from all simulated samples, PDF un-
certainty (pdf) and the ttZ and ZZ normalization uncertainties (ttZ_rate and ZZ rate,
respectively).

It is reassuring to observe that the uncertainty associated to the normalization of the
WZ+light sample (WZ1_rate), 30% away from the prefit prediction as discussed in section
8.1.1, has a rather small impact on the measurement.

An alternative way to visualize this is to study the impact of each systematic on the
likelihood function by scanning the negative log-likelihood (—2A1In £) versus the signal
strength (in the plots referred to as r). This is shown in figure 8.6 for some specific sources
of uncertainty. To view the effect of a given systematic, the fit must be redone freezing
the corresponding nuisance parameter. The larger the distance to the total likelihood
(black solid line), the larger the impact of the parameter under study. The 1 and 2
standard deviation limits are indicated by the intersections of the horizontal lines at 1
and 4, respectively, with the log-likelihood scan curves.

Figure 8.6a shows the impact of the total statistical uncertainty, obtained performing
the fit with all systematics frozen. The likelihood obtained this way is shown in a red
dashed line. The statistical uncertainty is the limiting factor on the precision of the
measurement, slightly larger than the associated to the sum of the different systematic
uncertainties.

Figure 8.6b shows the likelihood obtained when freezing the rate of the NP muon back-
ground (blue dashed line), which the dominant systematic uncertainty (as can be seen
in figure 8.4). In figure 8.6¢, the likelihood presented is obtained freezing all associated
theoretical uncertainties: the scale of the parton shower (PSscale), the factorization and
renormalization scales at matrix element level (Q2), and the parton distribution function
associated nuisance parameters (pdf). The effect of all theoretical uncertainties super-
posed is comparable to that of the rate of the NP muon background alone. In fact, the
PS scale and PDF uncertainties have respectively the second and fifth positions in the
ranking shown in figure 8.4.

Figure 8.6d shows the contribution to the likelihood when the nuisance parameters
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associated to all experimental sources of uncertainty are frozen. These include the lepton
and trigger efficiencies, pileup, luminosity, jet energy scale and resolution, along with the
different uncertainties associated to the tagging of b jets.

Figures 8.6e and 8.6f show the contribution from the background estimation and the
ttZ associated uncertainty. ttZ has the largest impact among all background sources
(excluding the contribution from the NPL background), but still it is much lower than
the statistical and the NP muon uncertainties.

Different contributions can be estimated in the same way, but most of them are
quite small in comparison and the likelihood distributions appear very close to the total
(observed) likelihood. The associated errors of the presented systematic uncertainties are
displayed in the respective legends. In each plot, the error contribution from all systematic
uncertainties excluding the corresponding frozen nuisance parameters are displayed as
well. These are summed in quadrature to obtain the total error.

It is also interesting to study how the fit affects each of the systematics by comparing
the prefit and postfit values of the nuisance parameters and their associated uncertainties.
Figure 8.7 shows how each of the considered parameters change using as reference their
input (prefit) values. It is straightforward to see here that the parameters that suffer
larger differences after the fit are the ZZ rate and the fake muon rate (this can also be
seen in table 8.4).

Figure 8.8 shows the ratio between the output (postfit) and input (prefit) uncertainty
values of all the nuisance parameters associated to each of the systematics, og/og(prefit).
These results can be compared with those from figure 8.7, where the increase in the
uncertainty of the nuisance parameter associated to the jet energy resolution (JER) is
also noticeable, which means this uncertainty was underestimated initially. In contrast,
the fit constrains the uncertainties associated to the fake lepton rates, both for electrons
and muons, whose contributions were left free to vary in the fit along with the signal
strength.
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Nuisance parameter | b-only fit s+b fit rho
shift o shift  sigma

FakeRateEl +0.10 0.06 | +0.05 0.08 | -0.15
FakeRateMu +0.70 0.07 | +0.54 0.12 | -0.39
FakeShapeEl +0.12 0.74 | +0.18 0.61 | 40.01
FakeShapeMu -0.56  0.87 | -0.50 0.99 | +0.01
JER -0.09 1.02| -0.09 1.50 | -0.01

JES -0.68 0.54 | -0.72 0.51 | -0.05
Q2 +0.44 0.84 | +0.78 0.85 | +0.09
WZc rate -0.13  0.87 | -0.04 0.87 | +0.00
WZI rate -1.03 0.46 | -0.91 0.47 | +0.01
77 rate +0.83 093 | +1.29 0.96 | +0.11
pdf +0.43 0.92 | +0.53 0.90 | +0.13

ttZ rate +0.42 0.72| -0.06 0.75 | -0.16

TABLE 8.4: Shift in the value and the postfit uncertainty of each

nuisance parameter, both normalized to the input values. The last

column shows the linear correlation between each parameter and the
signal strength.
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FIGURE 8.4: Postfit central values and uncertainties of the differ-
ent nuisance parameters present in the fit. The black circles show
the deviations of the postfit nuisance parameters 0 from their nomi-
nal values 6y expressed in terms of standard deviations with respect
to their nominal uncertainties Af. The associated error bars show
the postfit uncertainties of the nuisance parameters, relative to their
nominal uncertainties. The right part of the plot shows the impact of
each nuisance parameter on the parameter of interest. The boxes in
red (blue) represent the variations on p when fixing the correspond-
ing individual nuisance parameter 6 to its postfit value é, modified
upwards (downwards) by its postfit uncertainty, and repeating the
fit. The different systematic uncertainties are listed in decreasing
order regarding their impact on p. In grey are shown the uncer-
tainties of the normalization parameters that are freely floating in
the fit (NP electron and muon background rates). The quoted value
of the postfit parameter of interest and its uncertainty are obtained
treating all sources of systematic uncertainties are uncorrelated.
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each nuisance parameter, for the background-only hypothesis (dark
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8.3 Stability of the results

The stability of the analysis was tested against some potential sources of bias.

Cross section by channel

The fit is repeated individually to get the cross section in the four different channels (eee,
eppe, eepn and pppe). This is done performing the fit on just three templates, corresponding
to the two BDT distributions and the mi,W , for each of the channels separately. The
results are displayed in table 8.5, along with the expected and observed significances.
The results from the four channels are compatible with each other, with the maximum
significance observed in the pup channel. The impact of the NPL background is more
strongly perceived in the eep channel, where the signal yields are artificially reduced to
accommodate the NLP contribution.

Channel Signal strength Observed significance Expected significance

cee 1.38% 59 1.60 1.17
eef 0.67 055 1.08 1.48
e 0.13%5%3 0.15 1.11
LLpLh 1.2740-8 2.18 1.98

TABLE 8.5: Cross section measurement and significance results with
one decay channel considered at a time. For the final measurement,
a combined fit to all final states is performed.

Event selection: b tagging

The distribution of the CSVv2 b tagging discriminant is used as input variable to the
two BDTs used in the analysis. It is one of the most discriminating variables (see table
7.2 or B.1 and B.2 from the appendices) and uncertainties related to the b tagging of
jets (in particular the light flavour contamination in heavy flavour tagged jet samples)
are amongst the nuisance parameters that have higher impact in the tZq cross section
measurement (see figure 8.4). But in addition, the b tagging discriminant also enters the
analysis as a selection criterion for the classification of a jet as a ”b jet”. The stability
of results against the choice CSVv2 working point was verified. This was done switching
from loose to the medium the working point of the CSVv2 algorithm (described in section
5.4, with the specific cut discriminant values given in Table 5.1). As the yield of the
WZ sample decreased considerably in the signal region using the medium working point,
the splitting of the sample in WZ+c, WZ+b and WZ+light was not used in this case.
A slight decrease in the observed significance was found when switching to the medium
working point, while the signal strength remained stable within about 1%. The decrease
in the observed significance could be related to the fact that there are less events passing
the signal selection (there are less b-tagged jets when switching to the medium working
point of the tagger).
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Stability of the ttZ background

The uncertainty in the rate of the ttZ sample is also amongst the ones that have a largest
impact on the measurement. Thus, the stability of the results against the input ttZ cross
section was also checked by measuring the tZq and ttZ cross sections simultaneously. The
results obtained this way were very similar to the default analysis: the signal strength
increased by less than a 1%, whereas the observed and expected significances decreased
by about a 1%.

Stability of the NPL background

The stability of the result was also checked against the NPL rate, whose related uncer-
tainties have the highest impacts in the measurement. For this, the NP muon and electron
normalization factors were set to their input values (the way in which the input factors
are derived is described in section 6.7) and allowed to vary in the fit as Gaussian con-
straints of 100% uncertainty. In this case, both the tZq signal strength and the expected
and observed significances increase by about 10%, while the uncertainties on the signal
strength increase by about 5%.

Select and count analysis

As a final check, the results were verified in a counting analysis, using the yields observed
in control regions selected using similar criteria to those of the 1bjet, 2bjet, and Objet
regions. The simulated backgrounds were normalized according to their SM predictions,
while the normalization of the NPL contribution follows the procedure described in section
6.7 as the first step of the NPL normalization in the shape analysis. The results from the
counting and shape analyses are in agreement.

In conclusion, the checks reveal that the measurement is robust and stable against
background modelling and event selection.
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Summary and conclusions

This chapter summarizes the main results obtained in the measurement of the SM tZq
associated production. Some prospects for future studies are also presented.

Since its discovery in 1995, the top quark remains the heaviest known elementary
particle within the context of the SM. Due to its large mass, the top quark plays a special
role not only in the understanding of the electroweak symmetry breaking mechanism but
also in the search for new physics beyond the SM. Physics beyond the SM can manifest
itself by altering the expected properties of the top quark and special effort has been put
on studying this particle ever since its prediction in the early 1970s.

The high centre-of-mass proton-proton collision energy of 13TeV at the LHC, together
with large integrated luminosities, allows the study of processes with very small cross
sections that were not accessible at lower energies such as the production of a single top
quark in association to a vector boson.

This dissertation presents an analysis originally devoted to the search of the SM
associated production of a single top quark along with a Z boson and an additional quark
(tZq), which conducted to one of the first measurements of the cross section for this process
at an energy of /s = 13TeV at the LHC. The study was carried out by members of the
CMS collaboration working at Centro de Investigaciones Energéticas, Medioambientales
y Tecnoldgicas (CIEMAT) in Madrid and the Institut Pluridisciplinaire Hubert Curien
(IPHC) from Strasbourg, leading to a paper publication in Physics Letters B in december
of 2017 [104].

The data used for the analysis was recorded by the CMS detector during 2016, cor-
responding to an integrated luminosity of 35.9fb~!. The measurement is performed in
the full leptonic configuration, where both the Z boson (Z — [*T17) and the top quark
(t = Wb — lyb) decay into leptons. Here [ denotes either electrons or muons, resulting
in four possible final-state leptonic combinations: eee, puu, eep and epp. A small con-
tribution from 7 leptons is expected from those decaying to muons or electrons, but they
are not specifically targeted at selection. Data samples have been collected using a trigger
logic specifically designed to keep this type of events, including three-lepton, dilepton and
single-lepton triggers, achieving a trigger efficiency of nearly 100%. Each event is then
reconstructed using the Particle Flow (PF) algorithm, which allows to identify all the
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particles produced in the collision combining information from all CMS subdetectors.

Events are required to pass an initial trilepton baseline selection, demanding the
presence of exactly three isolated high-pr leptons, of which two need to be compatible
with arising from a Z boson decay. In order to reduce the impact of the background
determination uncertainties on the tZq measurement, the baseline selection is subdivided
into three regions of interest according to their jet and b-tagged jet multiplicities: one of
them enriched in tZq events and two control regions specifically designed to be populated
by events from the main backgrounds (ttZ in one, and WZ+jets and NPL in the other,
respectively). Most backgrounds are determined from MC simulation, except for the NPL
background, which is derived using data-driven techniques.

The strength of the analysis relies on the usage of multivariate techniques to improve
signal to background separation. Two boosted decision trees were optimized and trained
in two of the statistically independent analysis regions, the first to separate tZq signal from
the backgrounds estimated from simulation, and the second to distinguish ttZ background
from the tZq signal. Up to 21 variables, mostly uncorrelated, were employed build the
two trees. These variables describe the most diverse aspects of the topology and dynamics
of the tZq events, and had strong discriminating power about most backgrounds.

Given the low statistics of the NPL samples, the boosted decision trees could not be
trained against that background, which, as a consequence, could not be as well constrained
as the other backgrounds, degrading the signal to background separation. In spite of that
limitation, a clear tZq signal could be seen above the background.

The cross section is extracted from a binned maximum likelihood fit performed si-
multaneously on these three different regions, so that the normalization of the main
backgrounds are better constrained. It is performed using the Higgs Combine Tool. Two
boosted decision trees (BDT) are used to enhance the signal to background separation.
The obtained cross section is then extrapolated to the whole leptonic phase space to
account for the contribution from 7 leptons too.

For the cross section calculation, different sources of systematic uncertainty have been
taken into account. Those affecting the measurement include luminosity, pileup, trigger
efficiency, jet energy scale and resolution, b-tagging efficiency, lepton isolation and identi-
fication efficiencies, normalization of the different background sources, and scale and PDF
uncertainties for simulated signal and background processes. These are implemented in
the final fit as a set of nuisance parameters. Two free parameters in the fit are used
to estimate the contribution from the NPL backgrounds, which are the sources of the
dominant systematic uncertainties on the analysis, as well the limiting factor, besides the
statistical uncertainty, on the tZq cross section measurement significance.

Evidence for tZq production is found with an observed (expected) significance of 3.7
(3.1) standard deviations. The cross section is measured to be

ot q) = 123733 (stat) 33 (syst) fb,

for myy > 30 GeV. This result is an extrapolation to include the contribution from 7
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leptons (thus, in the previous result ¢ = {e, u, 7}). This value is compatible with the next-
to-leading-order SM prediction of 94.2 4 3.1 fb. The corresponding observed (expected)
significance against the background-only hypothesis is 3.7 (3.1) standard deviations, with
an observed statistical p-value of 0.0001. The 68% CL interval of the expected significance
is 1.4-5.9.

This measurement consist on yet another stringent test of the standard model, with
no clear evidence of new physics. Nevertheless, the measurement is still relevant on its
pursue, given that the inclusion of tZq cross sections in combined Effective Field Theory
fits provides new constrains to the available phase space where new physics can manifest
itself, increasing the chances of finding it.
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Chapter 10

Resumen y conclusiones

Este capitulo resume los principales resultados obtenidos en el andlisis de la produccion
asociada tZq en el Modelo Estindar.

Casi tres décadas después de su descubrimiento en 1995, el quark top sigue siendo la
particula elemental méas pesada dentro del marco del Modelo Estandar. Debido al elevado
valor de su masa, el quark top juega un papel fundamental tanto en la comprension
detallada del mecanismo de ruptura espontdnea de la simetria electrodébil como en la
bisqueda de fenémenos de fisica mas alla del Modelo Estéandar. Estos fenémenos pueden
manifestarse como modificaciones de las propiedades del quark top tal y como se esperan
en el Modelo Estandar, por lo que, tras la prediccion de su existencia en los anos 70, se ha
desarrollado un importante esfuerzo experimental para su observacién y caracterizacién.

El aumento de la energia en el centro de masas de las colisiones protén-protén a 13
TeV, asi como la gran luminosidad integrada proporcionada en los tltimos anos por el
LHC, han permitido estudiar procesos con secciones eficaces muy pequenas e inaccesibles
a energias inferiores, como es la produccién asociada de un quark top y un bosén Z.

Esta tesis presenta una de las primeras medidas de la seccién eficaz de produccién de
un quark top en asociacién con un bosén Z y un quark adicional (tZq) en colisiones pp
a una energia centro de masas de 13 TeV en el LHC. El analisis, inicialmente focalizado
a obtener la confirmacién experimental de este proceso, hizo también la primera medida
en CMS de su seccién eficaz de produccién. El estudio fue llevado a cabo por miembros
de la colaboracién CMS del Centro de Investigaciones Energéticas, Medioambientales y
Tecnoldgicas (CIEMAT) en Madrid y del Intituto Pluridisciplinar Hubert Curien (IPHC)
de Estrasburgo (Francia). Los resultados obtenidos se publicaron en la revista cientifica
Physics Letters B en diciembre de 2017 [104].

Los datos analizados en este trabajo fueron recogidos por el experimento CMS durante
el afio 2016. La muestra corresponde a una luminosidad integrada de 35.9fb~!. La medida
se llevé a cabo en el canal lepténico, donde tanto el bosén Z (Z — I717) como el bosén
W procedente de la desintegraciéon del quark top (¢ — Wb — [lvb) se desintegran en
estado finales leptonicos. Aqui, [ se refiere tanto a electrones como a muones, dando
lugar a cuatro posibles combinaciones (o canales) de leptones en el estado final: eee, pupu,
eep v eppr. La muestra seleccionada incluye una pequenia contribucién procedente de la
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desintegracion de leptones 7 en muones o electrones, aunque no eran objetivo prioritario
para el diseno de la estrategia de anélisis. Los datos se tomaron utilizando una seleccién
online con un combinacion de triggers disenada especificamente para este tipo de sucesos,
e incluye triggers que seleccionan eventos con uno, dos o tres leptones, obteniendo asi
una eficiencia cercana al 100%. Los eventos seleccionados se reconstruyen usando un
algoritmo especifico de CMS llamado Particle Flow (PF) que utiliza informacién de todos
los subdetectores de CMS para identificar las particulas generadas en la colisién.

En una primera preseleccién de eventos, se toman aquellos que tienen exactamente
tres leptones aislados con un alto pr, dos de ellos compatibles con proceder de la desinte-
gracién de un bosén Z (dos leptones del mismo sabor y cargas opuestas). Para reducir el
impacto en la medida de las incertidumbres en la determinacién de los procesos de fondo
procedentes de fuentes diversas, la seleccion establece tres regiones de interés en funcién
del ntimero de jets y b-jets presentes en el evento. La primera, la regién de senal, contiene
mayoritariamente eventos tZq y las otras dos regiones (de control) fueron disenadas de
manera especifica para controlar las principales fuentes de contaminacién (ttZ por un
lado, y las contribuciones de WZ-+jets y non-prompt leptons, NPL, por otro). La con-
tribucién de la mayoria de las fuentes de contaminacién se estima a partir de muestras
de sucesos simuladas por técnicas de MonteCarlo, excepto en el caso de la contribucion
de los NPL, que se deriva con métodos que emplean otras muestras de datos.

Uno de los pilares del andlisis es la utilizacion de técnicas de andlisis multivariable
para optimizar la separacién entre senial y fondo, lo que incluye la optimizacién y el entre-
namiento de dos boosted decision trees (drboles de decisiéon o BDT) en regiones de andlisis
estadisticamente independientes. La primera BDT se disend para separar la senal de tZq
de los fondos estimados a partir de muestras simuladas, y la segunda BDT, para separar
eventos tZq de ttZ. Se usaron hasta un total de 21 variables, esencialmente no correla-
cionadas entre si, para construir las dos BDT. Las variables elegidas son representativas
de las caracteristicas topoldgicas y dindmicas de los sucesos tZq y tienen un gran poder
de discriminacién entre la senal y la mayoria de los fondos.

No fue posible entrenar una BDT especifica para conseguir una separacion éptima
de la senal frente al fondo de non-prompt leptons debido a la estadistica reducida de las
muestras de control recogidas para este proceso. Pese a ello, se consiguié la observacién
de una senal clara de sucesos tZq sobre el fondo procedente de otros procesos.

La medida de la seccién eficaz de produccién se obtiene a partir de un ajuste si-
multdneo sobre las tres regiones previamente mencionadas, de manera que la normal-
izaciéon de las principales fuentes de fondo quede constrenida en el ajuste. Para ello se
utilizaron las herramientas estadisticas desarrolladas en CMS (Higgs Combine Tool). El
resultado se extrapola a todo el espacio de fases lepténico incluyendo también la con-
tribucién a la seccion eficaz de los procesos con leptones 7.

Se ha estimado cual es la contribucién de las diferentes fuentes sistematicas de incer-
tidumbre en la medida de la seccidn eficaz. Se han incluido los efectos de la incertidumbre
en la determinacion de la luminosidad, el pileup, la eficiencia del trigger, la resolucién y
escala de la energia de los jets, la eficiencia de identificacién de b-jets, las eficiencias de
aislamiento e identificacion de los leptones, la normalizacién de los procesos de fondos, asi
como las incertidumbres en las funciones de distribucién de partones (PDF) y de escala
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en las simulaciones de los procesos de senal y fondo. Todos estos efectos se implementan
en forma de pardmetros (nuisance parameters) en el ajuste. Los pardmetros asociados a
la normalizacién del fondo NPL se dejan como parametros libres en el ajuste. La incer-
tidumbre en esta contribucion, asi como la incertidumbre estadistica son los elementos
principales que condicionan la significancia de la senal tZq observada.

Se ha obtenido evidencia experimental de la produccién tZq con un valor de la signi-
ficancia observada (esperada) de 3.7 (3.1) desviaciones estdndar y un p-value de 0.0001.

Se ha medido la seccién eficaz de produccion:
o(tlT0™q) = 123733 (stat) 23 (syst) fb,

con my > 30 GeV. Este resultado es la extrapolacién que incluye la contribucion de los
leptones 7 (es decir, en el anterior resultado ¢ = {e, u, 7}). Este valor es compatible con la
prediccion del Modelo Estandar 94.2 + 3.1 b, calculada a next-to-leading-orden en teoria
de perturbaciones.

Esta medida supone un test exigente de la validez del Modelo Estandar y los resultados
obtenidos no ofrecen indicios claros de nueva fisica. A pesar de ello, esta medida de la
seccion eficaz de produccién de tZq es relevante para este propdsito ya que su inclusion
en los ajustes combinados que se desarrollan en el contexto de Teorias de campo efectivas
(EFT) proporciona nuevas cotas al espacio de fases en el que fenémenos de fisica més
alla del Modelo Estandar podrian manifestarse, aumentando por tanto las posibilidades
de encontrarla.
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Appendix A

Decision Trees

A.1 Decision Trees

One of the most popular MVA algorithms is the so-called Decision Tree (DT) technique
which, in contrast with other MVA methods, has a straightforward interpretation. A
decision tree is a machine-learning technique which combines several classifiers (variables)
to create a more powerful multivariate discriminant. It is a way of organizing and choosing
the cuts applied to a candidate depending on whether it passed or failed the previous cuts.

A decision tree is a structure that employs sequential cuts (the way in which they
are determined and optimized will be explained next) organized into nodes. Nodes are
decision points within the tree structure at which an optimized cut on a certain variable
entering the decision tree is applied, and the data is split into events either passing or
failing the cut. This determines which node the candidate will encounter next. The
primary node receiving all signal and background events is often referred to as root node
which branches off to two secondary nodes, the rest of the sequence following a structure
as that shown in figure A.1.

Each cut path eventually stops at some terminal node or leaf with a classifier value
which will be assigned to the candidate. Any event that fails a certain cut will not be
thrown away immediately as background, but will rather continue to be analyzed starting
with the assigned classifier value. In the end, all events are given a decision tree score
between 0 and 1.

Decision trees must be trained with dedicated samples containing simulated events
of the signal and background processes, each with a certain weight w;, to build a tree
structure of cuts node by node. The function used to quantify the separation between
signal and background at any node is called Gini index, which is defined as

Gini = 2p(1 — p) (A.1)
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FIGURE A.1: Basic scheme of a decision tree.

where p is the purity, defined as
w
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(A.2)

S(B) is the weighted total number of signal (background) events which landed on the node
during the training. As a consequence, the Gini index for a node is 0 (minimal) when
the purity is either 1 or 0 (corresponding to pure signal or pure background, respectively)
and maximized when the purity is 0.5 (corresponding to a maximally mixed sample).

Beginning from all events at the root node, the variable and the corresponding cut
which maximize the separation are calculated and executed. The maximum separation is
defined as the maximum change in the Gini index between the mother node and the two
daughter nodes, as:

AGini = Ginipother — fdaughterl : Ginidaughterl - fdaughter2 : Ginidaughter2 (A3)

where fyaughter is the weighted fraction of events in each daughter node. The cut corre-
sponding with the highest AGini is selected. This same process is performed recursively
to construct the tree. This process of node splitting is performed recursively until a given
terminal criterion is satisfied, when there is either no possible reduction in impurity or
when the available number of events is too small to proceed further in the classification.
Nodes that are not split are the leafs previously mentioned. Samples with high statistics
shall be used to achieve an optimal performance of the decision tree. Test events then go
through all the tree conditions starting from the root node until they land on a terminal
node. The particular choice of the type and number of variables used depend on the
analysis. Further details on the variables used in this analysis will be given in the next
sections.

Despite all advantages they offer, decision trees have certain limitations, such as their
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instability with respect to the training sample (slight differences in training samples may
result in significantly different trees). These limitations are overcome using procedures
such as boosting.

A.2 Boosted decision trees

Boosting is a way of enhancing the classification performance with respect to single
trees by sequentially applying a multivariate algorithm (a decision tree in this case) to
reweighted (boosted) versions of the training data. It also helps smoothing distributions
in cases where a specific training sample has limited statistics. Boosting uses the train-
ing results of the first tree to increase the weights of candidates that were misclassified.
New trees are trained using these first weights. Boosting reweights candidates that the
previous tree classified incorrectly in order to increase their importance during the next
training. Terminal leaves are labelled either background or signal leaves according to a
set of purity threshold (often 0.5). Misclassification occurs when a candidate of one type
(signal or background) ends on a leaf of opposite classification.

The goal of boosting is to combine simple decision algorithms (the decision trees)
characterized by the fact that their individual separation power is small, into a new, more
stable classifier, with a smaller error rate and better performance. Due to the large number
of outputs from the single trees being averaged together, the output value of the boosted
classifier appears as a continuous variable. It is then possible to choose the working point
of the selector by imposing a cut on this BDT output variable. A working point is a
choice of the cut corresponding to a specific compromise between signal efficiency and
signal purity.

There are different boosting algorithms available, such as AdaBoost (adaptive boost-
ing), gradient boosting or XGBoost. Gradient boosting is the algorithm used for tree
construction in this analysis.

A.2.1 Gradient boosting

The different boosting algorithms define how the classifier ensemble is built. In each step,
a new sub-model (i.e. a single decision tree) is added, that tries to compensate the errors
made by the previous set of sub-models.

The first classifier gives an output, from which residuals are computed. These residuals
are nothing more than the difference between the target values and the ones predicted by
the current classifier. Then, a second classifier is built that tries to model these residuals,
and is added to the ensemble. This process is repeated iteratively, in a process in which
the residuals are minimized (or randomly distributed around zero, figure A.2 illustrates
how this is performed). The algorithm just described can be seen as a form of gradient
descent. In general, the algorithm tries to optimize the boosted ensemble with respect
to a loss function. The loss function is a method to quantify how well the algorithm
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FIGURE A.2: Visualization of gradient boosting predictions. Images
are taken from [105].

models the data. If predictions do not fit the data, the loss function will output a high
value. Otherwise, if predictions are good, the output value will be low. Gradient descent
represents a process in which this loss function is minimized applying the following update
rule repeatedly:

r=x—= 77vLoss(17)

where Vioss(z) is the gradient of the loss function the ensemble aims to optimize, and
7n is the step length (the learning rate, which can be controlled to reduce the risk of
overtraining (see section A.3), which means that the model becomes too specific and will
not perform well in more generic cases). The negative gradient of the squared error loss
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30 =
® 20 .
a -
> 2
= 10 4 -
-2 [-4
0 Sl Pt b ot 5] 000

F1GURE A.3: Visualization of gradient boosting predictions: for 50
iterations, the model is overfitting the predictions. Images are taken
from [105].

function is the same as the residual (multiplied by a factor 2):

LOSS(yi, :’]) = (y’t - ?3)2 - vLoss(y) =2 (yz - :ﬁ)
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In such a way, the boosting algorithm can be seen as a gradient descent that minimizes
the squared error loss function. At each step, a new sub-model is added that tries to
mimic the negative gradient of this loss (the learning rate 1 in equation A.2.1 would be
0.5 in this case). The boosting algorithm iteratively adds new sub-models to the ensemble
in order to minimize the loss function. This can be seen pictorially in figure A.4.

L I-l i‘- -1-
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LA AL waa
P W=

Algorithm iterations

FIGURE A.4: Gradient boosting algorithm for minimization.

This recipe can be generalized for different loss functions. At each step, the gradient
of the loss function is calculated. In the general case, the gradient no longer represents the
residuals, but they are rather referred to as pseudo-residuals. The next model to be added
to the ensemble is then trained to imitate this gradient. This is reproduced sequentially
until the final ensemble is formed.

There is not a single loss function that works for all kind of data. It depends on a
number of factors such as the presence of outliers, the algorithm chosen, time efficiency
of gradient descent, ease of finding the derivatives or the confidence of the predictions. If
the outliers represent anomalies that are important and should be targeted, then squared
error loss represents a suitable loss function.

The loss function implemented by default for gradient boosting in the MVA tool
used for the analysis is the so-called (convex and differentiable) Huber loss, which is less
sensitive to outliers in data than the squared error loss and is defined as

Uy — f(x))? for |y — f(z)| <4,

A4
§ly — f(z)] — 6% otherwise. (A4)

The parameter d > 0 describes where the transition from quadratic to linear takes place.
This can be seen in figure A.5. Squared error loss can be seen as an specific case of
Huber loss with constant § = co. In general, the Huber loss is equivalent to the squared
loss for points which are well-fit by the model (few standard deviations), but reduces the
loss contribution of outliers (high standard deviation values). For example, a point 10
standard deviations from the fit in figure A.5 has a squared loss of 50, but a c=1 Huber
loss of just over 10. The choice of § is critical because it determines what the analysts
will to consider as an outlier.
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FIGURE A.5: Huber loss distributions for different values of constant
d (here denoted as ¢) as a function of the standard deviations.

A.3 Overtraining

One issue regarding multivariate classifiers is that they might be overtrained, meaning
they are too adapted to a specific training sample. It occurs for instance when decisions
are made on statistical fluctuations of the training sample, meaning that the learning did
not pick up actual signal or background properties, but rather statistical fluctuations.
The performance of the classifier is then better on the training sample (the algorithm
learns more), while the actual performance on data becomes worse. Overtraining can
lead to inefficiencies in the separation of the samples, and the magnitude of the effect
can be seen by comparing the BDT output of the training sample with that of the test
sample, using a Kolmogorov-Smirnov test (see figure 7.5). The Kolmogorov-Smirnov test
quantifies the agreement between two given samples, being closer to 1 (0) when they are
more (less) prone to have the same parent distribution.

To better illustrate how overtraining works, an example is given in figure A.6. In this
picture, the red line shows the signal to background separation in terms of two generic
values x1 and xo after training. The diagram on the right picture shows clear dependence
on the training sample, and it will be less representative when used over different samples:
we say it is overtrained. It is clear that the boundaries on the picture on the left will have
a better performance on a statistically independent samples than the one on the right.

Figure A.7 shows how the error rate (efficiency) on the training sample decreases
(increases) with learning, whereas it goes up (down) when the same BDT is used on any
test sample. The algorithm has to be set (or tuned) so that the learning stops before this
turning point is reached.
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FI1GURE A.6: Depiction of how overtraining works. The boundary

on the right diagram is overly suited to the training sample. Such

a specific profile offers an optimal performance on the this sample,

but will most certainly not offer an effective signal to background

separation in a more general case, in contrast to the boundary on

the left diagram. We say that there is overtraining in the right
diagram.
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FIGURE A.7: Predicted error rate of the MVA with respect to the
learning of the method. In this graph one can identify the point
where the model (consisting of a certain number of successive trees
in the case of a BDT) begins to overfit the data. The prediction
error for the training data (red line) steadily decreases as more and
more additive terms (trees) are added to the model. There is a
point at which the performance for independently sampled testing
data (green line) actually begins to deteriorate, indicating the point
where the model begins to overfit the data. The dashed blue line
shows the optimal point at which to truncate the learning process in
order to avoid overtraining.
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Overtraining is a generic property of multivariate classifiers, and it might be overcome
with different techniques. Increasing the available statistics during the training allows to
mitigate a bit this effect, but sometimes it does not completely solve the problem. For
instance, in figure A.7 one can see that the error rate on test sample reaches a minimum
and then rises. A possible way to address this problem would be to stop boosting at the
minimum. In the current analysis, this is done by adjusting the number of trees in the
BDT in order to avoid overtraining.

Keeping the system free from over-training is not easy, as there are different aspects
that may affect it. General and empirical rules indicate that keeping the systems simple
(for instance, by growing small trees), and the training process just long enough, forces
them to understand the data rather that to learn it, thus avoiding the overtraining prob-
lem. Several user defined parameters affect the training and boosting of the decision trees
(and thus the performance of the analysis), and they are tuned to increase the accuracy
of the method and prevent from overfitting. Some specific parameters in decision tree
boosting are, for instance, the maximum depth of the trees (total number of nodes), the
number of trees in the BDT, or the learning rate of the algorithm (through a parameter
known as shrinkage). These will be reviewed later.
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Input variables to the BDT

B.1 Ranking

BDT 1bjet (tZq)
Ranking eee eeft el o
1 AR] i ARjj pg dcgv
2 Uk desv 1 Miop
3 Asymy N0 ARj; ARj;
4 p? mtop mtop ARjZ
d M n;j dosy Py
6 dosy log(wizq) ARy log(wizq)
7 A¢ze Asymy A Nz
8 Mop LR (t7q—tt7—W7) Az Asymy
9 log(wizq) p? 1 Q
10 LR (17q—t12-wW2z) ARj Nz LR (17q-tiz—wz)
11 Nz KINw(iz) log(wizq) Adye
12 nQ Adye Asymy LR (17q—t7)
13 ARy, Nz LR (17q—ttz—W7z) Ne
14 A N e N
15 LR (tz7q—t52) Njets LR (t7q—t5z) KINw(iz)
16 ]Vjets A¢Z€ ]Vjets A¢Z€
17 KINwiz) LR (12q—1iz) KINw iz Niets

TABLE B.1: Ranking of all the input variables in the BDT for the

1bjet region, in the four different channels.
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BDT 2bjet (ttZ)
1 mtop ]Vjets ]Vjets ]Vjets
2 Niets Asymy Meop ,CRES%?E%Z)
3 dcsy desy Asymy Miop
4 N log(wizq) AR;; Asymy
5 Asymg Mtop dcsv ARjg
6 log(wizq) N0 log(wtzq) ARj;
7 p? ARj o nQ
8 LR{ZS, ARz LRGN desv
9 ARj;  LR{GEES,) Nz o
10 % % Py ARz 0
11 Nz Nz ARy 7
12 ARjg AR]']' ARZ,top log(wtzq)
13 ARgy ARgq. P Nz
14 ARgziop Py Az Az
15 Aﬁbzf A¢Z€ ARQ@ ARQI

TABLE B.2: Ranking of all the different input variables in the BDT
for the 2bjet region, in the four different channels.
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FiGure B.1: Distributions of the variables used as input to the BDT
training for tZq (1bjet) in the ppp channel. The jet multiplicity is
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also shown, even though it is not used as input to the BDT.
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put variable: dRjj put variable: etaQ Input variable: ptQ
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Ficure B.2: Distributions of the variables used as input to the BDT
training for ttZ (2bjet) in the ppp channel. The jet multiplicity is
also shown, even though it is not used as input to the BDT.
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B.2 Control Plots
B.2.1 Signal region (1bjet)
B.2.2 ttZ region (2bjet)

B.2.3 WZ region (Objet)
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FiGure B.3: Data-to-simulation comparison plots of the 7 distribu-
tion of the lepton associated to the top quark decay for the different
decay channels in the 1bjet region. The last plot contains the distri-

bution for all channels combined.
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FI1GURE B.4: Data-to-simulation comparison plots of the asymmetry
distribution of the lepton associated to the top quark decay for the
different decay channels in the 1bjet region. The last plot contains

the distribution for all channels combined.
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FiGUureE B.5: Data-to-simulation comparison plots of the AR sep-

aration between the forward and the b-tagged jet, for the different

decay channels in the 1bjet region. The last plot contains the distri-
bution for all channels combined.
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FI1GURE B.6: Data-to-simulation comparison plots of the 7 distribu-
tion of the leading jet, for the different decay channels in the 1bjet
region. The last plot contains the distribution for all channels com-

bined.
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FiGure B.7: Data-to-simulation comparison plots of the pp dis-

tribution of the forward jet, for the different decay channels in the

1bjet region. The last plot contains the distribution for all channels
combined.
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FiGurE B.9: Data-to-simulation comparison plots of the azimuthal

separation between the Z boson and the lepton associated to the top

quark decay, for the different decay channels in the 1bjet region. The
last plot contains the distribution for all channels combined.
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FiGure B.10: Data-to-simulation comparison plots of the recon-
structed top quark mass, for the different decay channels in the 1bjet
region. The last plot contains the distribution for all channels com-

bined.
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FI1GURE B.11: Data-to-simulation comparison plots of the logarithm

of the MEM score associated to the most probable tZq kinematic

configuration, for the different decay channels in the 1bjet region.
The last plot contains the distribution for all channels combined.
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FiGure B.12:

Data-to-simulation comparison plots of the log-

likelihood ratio of the tZq hypothesis agains the ttZ + WZ hypoth-
esis, for the different decay channels in the 1bjet region. The last
plot contains the distribution for all channels combined.
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FiGure B.13: Data-to-simulation comparison plots of the log-

likelihood ratio of the tZq hypothesis agains the ttZ hypothesis, for

the different decay channels in the 1bjet region. The last plot con-
tains the distribution for all channels combined.
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FIGURE B.14: Data-to-simulation comparison plots of the logarithm

of the MEM score associated to the most probable ttZ kinematic

configuration, for the different decay channels in the 1bjet region.
The last plot contains the distribution for all channels combined.
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FiGURE B.15: Data-to-simulation comparison plots of the n distri-

bution of the reconstructed Z boson, for the different decay channels

in the 1bjet region. The last plot contains the distribution for all
channels combined.
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FiGURE B.16: Data-to-simulation comparison plots of the n dis-

tribution of the forward jet, for the different decay channels in the

1bjet region. The last plot contains the distribution for all channels
combined.
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FiGURE B.17: Data-to-simulation comparison plots of the AR sep-

aration between the lepton associated to the top quark decay and its

closest jet, for the different decay channels in the 1bjet region. The
last plot contains the distribution for all channels combined.
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FiGURE B.18: Data-to-simulation comparison plots of the azimuthal

separation between the lepton associated to the top quark decay and

the b jet, for the different decay channels in the 1bjet region. The
last plot contains the distribution for all channels combined.
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FiGure B.19: Data-to-simulation comparison plots of the number

of selected jets in the event, for the different decay channels in the

1bjet region. The last plot contains the distribution for all channels
combined.



B.2. Control Plots

195

CMS 35.9 b (13 TeV) CMS 35.9 b (13 TeV)
P AR AR AR R R RRARR AR AR R RRRE P AR AR R R RER AR ARRARRAR LRREERERE
& g eee channel 2bjets & 9g_eeuchannel
@ oor 4 8F
5E 7E
C [ W2z-+ligh E [ Wz-+light
aF = 3
B 1 5E
3E E 4
2F ] 3¢
£ ] 2F
i3 1E
s 0 v 5 0 3 r (LA Ly
S A s /J/W' Sl S, B 1;/////;///f/////y/y////f/*,/ﬁ///Y //////// L
B TR BN I I I B P I S I I I | 3 N S A B A I |
é C'0 05 1 15 2 25 3 35 4 45 5 é C'0 05 1 15 2 25 3 35 4 45 5
8 A R(Z,top) 8 A R(Z,top)
CMS 35.9 fb™ (13 TeV) CMS 35.9 fb™ (13 TeV)
P AR ARRARRRRR R RRRR SRR RRARRARTRRERENEES P BT T T T T T
& 10 pu e channel 5 18:_;Luuchannel 2bjets
o L @ 16[
- o
r 12 ]
- 101 E
b 8L E
r 6 E
C 4t E
2 =
c c OF E
2 ; 2 1 é
3 GLMI\.Hﬁ\fm\.Ht\f i [ S A i ; N E
% 0 05 1 15 2 25 3 35 4 45 5 % 0 05 1 15 2 25 3 35 4 45 5
8 A R(Z,top) 8 A R(Z,top)
-1
CMS 35.9 b (13 TeV)
& :II\\‘IIII‘\\\IIIIWW‘IIlllllllIllff[llll‘\
S 40F eee, pupy, ppe, eep channels  2bjets
> F
Y35
30F
25F
20F
15F-
10E-
5E-
g 0 ul
:45 R | O S S P <o Lo /T, ,/4//,’,}///7///2?
2 E [ ST E
Q 0 I O O I B A
3 0 1 1.5 3 35 4 5
g A R(Z,top)

FIGURE B.20: )
Data-to-simulation comparison plots of the AR separation between the recon-
structed Z boson and the top quark, for the different decay channels in the 2bjet
region. The last plot contains the distribution for all channels combined.
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FIGURE B.21: )
Data-to-simulation comparison plots of the asymmetry distribution of the lepton
associated to the top quark decay for the different decay channels in the 2bjet
region. The last plot contains the distribution for all channels combined.
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FIGURE B.22: )
Data-to-simulation comparison plots of the AR separation between the forward and
the b-tagged jet, for the different decay channels in the 2bjet region. The last plot
contains the distribution for all channels combined.
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FIcure B.23: )
Data-to-simulation comparison plots of the pr distribution of the forward jet, for the
different decay channels in the 2bjet region. The last plot contains the distribution

for all channels combined.



B.2. Control Plots 199

o Dafa o Dafa
-1 1Z -1 1Z
. CMS — 359M07(13TeV) Bl . CMS — 359M07(13TeV) Bl
g [ eee channel 2bjets g 18:_eeuchannel 2bjets
5 10 2 16f
[ r [ e
] 8 ] 14:_
F 121~
6 10F
L 8L
4 6
2 4
L 2F
Olist o ioiforio §imiioliars : O oot tfol-tot4-+-wt-of1a-+4 =
gy DAy 1%*"{ gy Dot b
S i o W N ) B A W L e I
% 0.1 02 03 04 05 06 07 08 09 1 % 0.1 02 03 04 05 06 07 08 09 1
s CSVv2 discriminant s CSVv2 discriminant
MS 35.9fb" (13 Tev) |mz CcMSs 359" (13 TeV) |[mz
RN SRRt Aannnn nana s e et I B L o AN AN A N A W
o 20 pu e channel 2bjets I tH W S F up p channel 2bjets
2 18[ Bz 2 B¢
e qg1 s e f
w 14§_ ElWZ:Jight w 20;
12F 15
8F- 10
6 F
4F 5F
2F £
c Of i T g c  Of | =
2 I DO IO S0 SO, D5 A € 2 7 FTIN OO0 . &
s 1 GO SRR N 000 N A0 I O s 1 Ty -
8 L3 O L I PO S WP 8 oL O W PSP S W
% 01 02 03 04 05 06 07 08 09 1 % 01 02 03 04 05 06 07 08 09 1
s CSVv2 discriminant s CSVv2 discriminant
-1
CMS 35.9 b (13 TeV)
8803—1‘\IIIlI\\\lIII\‘\llll\\\\{lll\‘\lTll\\
S 70:7eee, U, ppe, eep channels 2bjets
O e
c =
2 60
L E
501
40
30F
20
10
o Oferettertortd-totiol o+ i =
o = 3
5 1E- PP DR 4 BN DN B S =
S E FRNFONE 00 AN E
8 O:II‘\Illll\\\llll\‘\llll\\\\lqlT\‘\llll\\\llll\\:
% 01 02 03 04 05 06 07 08 09 1
s CSVv2 discriminant

FIGURE B.24: )
Data-to-simulation comparison plots of the largest CSVv2 discriminant value among
all selected jets, for the different decay channels in the 2bjet region. The last plot
contains the distribution for all channels combined.
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FIGURE B.25: )
Data-to-simulation comparison plots of the azimuthal separation between the Z
boson and the lepton associated to the top quark decay, for the different decay
channels in the 2bjet region. The last plot contains the distribution for all channels
combined.
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FIGURE B.26: )

Data-to-simulation comparison plots of the reconstructed top quark mass, for the
different decay channels in the 2bjet region. The last plot contains the distribution
for all channels combined.
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FIGURE B.27: )
Data-to-simulation comparison plots of the logarithm of the MEM score associated
to the most probable tZq kinematic configuration, for the different decay channels in
the 2bjet region. The last plot contains the distribution for all channels combined.
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FIGURE B.28: )
Data-to-simulation comparison plots of the log-likelihood ratio of the tZq hypothesis
agains the ttZ hypothesis (with ttZ and tZq weights rescaled such that their mean
values are similar), for the different decay channels in the 2bjet region. The last
plot contains the distribution for all channels combined.
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FIcure B.29: )
Data-to-simulation comparison plots of the p of the reconstructed Z boson, for the
different decay channels in the 2bjet region. The last plot contains the distribution
for all channels combined.
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Ficure B.30: )
Data-to-simulation comparison plots of the AR separation between the lepton asso-
ciated to the top quark decay and the forward jet, for the different decay channels in
the 2bjet region. The last plot contains the distribution for all channels combined.
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Ficure B.31: )

Data-to-simulation comparison plots of the n distribution of the reconstructed Z
boson, for the different decay channels in the 2bjet region. The last plot contains
the distribution for all channels combined.
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FIGURE B.32: )

Data-to-simulation comparison plots of the 7 distribution of the forward jet, for the
different decay channels in the 2bjet region. The last plot contains the distribution

for all channels combined.
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FIGURE B.33: )
Data-to-simulation comparison plots of the AR separation between the lepton asso-
ciated to the top quark decay and its closest jet, for the different decay channels in
the 2bjet region. The last plot contains the distribution for all channels combined.
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FIGURE B.34: )
Data-to-simulation comparison plots of the number of selected jets in the event,
for the different decay channels in the 2bjet region. The last plot contains the
distribution for all channels combined.
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FIGURE B.35: )
Data-to-simulation comparison plots of the number of selected jets in the event,
for the combination of all different decay channels in the Objet region
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FIGURE B.36: )
Data-to-simulation comparison plot of the top quark decay lepton asymmetry for
the combination of all different decay channels in the Objet region.
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FIGURE B.37: )
Data-to-simulation comparison plot of the azimuth angle separation between the
top quark decay lepton and the b quark for the combination of all different decay
channels in the Objet region.
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FIGURE B.38: )
Data-to-simulation comparison plot of the AR separation between the b jet and
the recoiling jet for the combination of all different decay channels in the Objet
region.
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FIGURE B.39: )
Data-to-simulation comparison plot of the top quark mass for the combination of
all different decay channels in the Objet region.
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FIGURE B.40: )
Data-to-simulation comparison plot of the 1 of the Z boson for the combination of
all different decay channels in the Objet region.
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FIGURE B.41: )
Data-to-simulation comparison plot of the n of the top quark decay lepton for the
combination of all different decay channels in the Objet region.
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FIGURE B.42: )
Data-to-simulation comparison plot of the azimuthal separation between the top
quark decay lepton and the Z boson for the combination of all different decay
channels in the Objet region.
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FIGURE B.43: )
Data-to-simulation comparison plot of the n of the recoiling jet for the
combination of all different decay channels in the Objet region.
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FIGURE B.44: )
Data-to-simulation comparison plot of the number of jets in the event for the
combination of all different decay channels in the Objet region.
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FIGURE B.45: )

Data-to-simulation comparison plot of the CSVv2 algorithm discriminant for the

combination of all different decay channels in the Objet region.
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FIGURE B.46: )

Data-to-simulation comparison plot of the AR separation between the top quark
decay lepton and the jet closest to it for the combination of all different decay

channels in the Objet region.
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FIGURE B.47: )
Data-to-simulation comparison plot of the n of the leading jet for the combination
of all different decay channels in the Objet region.
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Data-to-simulation comparison plot of the py of the recoiling jet for the
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Prefit results

C.1 Prefit yields

Tables C.1, C.2 and C.3 show the signal and the different background processes yields.
The expected yields from almost all backgrounds are predicted according to their standard
model theoretical cross sections displayed in table 6.3. The normalization from the NPL
background for electrons and muons is estimated from data as described in chapter 6,

from a prefit to the mYW variable using data in the Objet region.

Process eee eup  ppp eep  All channels
tZq 4.0 6.6 9.6 5.2 25.4
ttZ 39 64 84 5.0 23.6
ttW 0.3 0.7 06 0.3 1.9
77 3.5 6.8 58 24 18.6
WZ+b 3.1 4.7 5.7 3.7 17.2
WZ+-c 9.8 185 243 14.0 66.6
WZ+light 170 304 395 226 109.4
ttH 0.7 1.1 1.5 09 4.1
tWZ 1.0 1.6 24 1.2 6.3
Nonprompt electrons 16.7 15.5 0.0 0.6 32.8
Nonprompt muons 0.0 8.1 4.0 1.9 14.0
Total 60.0 100.5 101.7 57.8 319.9
Data 56 104 125 58 343

TABLE C.1: Observed and expected prefit yields for each production

process in the 1bjet (signal) region. The yields of columns 2 to 5

correspond to each channel, and column 6 displays the total for all
channels.
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Process eee eup  ppp eep All channels
tZq 23 3.0 41 55 15.0
ttZ 11.1 13.9 17.0 224 64.5
ttW 04 07 09 0.8 2.8
77 06 06 1.0 1.1 3.3
WZ+b 1.6 21 19 29 8.4
WZ+c 23 24 3.0 47 12.4
WZ+light 23 25 32 46 12.6
ttH 1.5 21 31 39 10.6
tWZ 1.0 1.1 1.3 1.9 5.3
Nonprompt electrons 3.5 0.1 44 0.0 7.9
Nonprompt muons 0.0 07 20 1.0 3.7
Total 26.6 29.1 41.8 488 146.4
Data 25 38 51 37 151

TABLE C.2: Observed and expected prefit yields for each production

process in the 2bjet (ttZ enriched) region. The yields of columns 2-5

correspond to each channel, and column 6 displays the total number
of all channels summed.

Process eee  eup  ppp eep All channels
tZq 2.8 4.7 6.5 3.6 17.5
ttZ 2.4 4.0 5.2 3.0 14.6
ttW 0.1 0.4 0.4 0.2 1.1
77 40.3 732 536 30.3 197.4
WZ+b 4.2 6.5 8.8 3.6 23.2
WZ+-c 416 73.1  94.0 538 262.4
WZ+light 209.3 391.8 488.9 281.9 1371.8
ttH 0.3 0.5 0.7 0.4 1.9
tWZ 0.8 1.3 1.6 1.0 4.7
Nonprompt electrons 92.6 102.5 0.0 0.8 195.9
Nonprompt muons 0.0 10.3  11.2 7.6 29.2
Total 394.5 668.0 670.9 386.2 2119.7
Data 387 640 637 345 2009

TABLE C.3: Observed and expected prefit yields for each production

process in the Objet (WZ+jets and fakes enriched) region. The yields

of columns 2-5 correspond to each channel, and column 6 displays
the total number of all channels summed.
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