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Abstract

The transverse momentum and energy-flow properties of forward (ZF > 0) charged

. hadrons and photons in deep inelastic muon scattering at 490GeV/c have been

studied. Single particle transverse momentum and average transverse momentum

as a function of ZFcynm_ are presented. Events are found to have a planar structure

and transverse momentum spectra in and out of the event plane are presented.

~ata in the kinematic range Q2 > 3GeV2/c2 and 20 < W < 30GeV/c2 are used to

search for two jets of particles in the forward direction. Energy and particle flow

within the hadronic event plane are presented with several different cuts made on

the data. A jet reconstruction algorithm is applied and properties of the forward

jets are studied. For all plots, comparison is made with predictions from the Lund

Monte Carlo tuned in different fashions. It is found that it is necess~y to include

hard QeD processes (gluon bremsstrahlung and photon-gluon fusion) in order to

achieve good agreeJUellt between the data and the Monte Carlo. In addition, it

is shown that the data have more multi-jet events than predicted by the default

version of the Lund (4.3) Monte Carlo.. It is suggested that it is necessary to

increase the overall 'jettiness' by either increasing the primordial gluon distribution

of the nucleon or adjusting the production cross section in the Monte Carlo. The

possibility of an increased gluon distribution is presented and compared to data.
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Chapter 1

Introduction

The process of scattering leptons from nucleons has been used for about 40 years

as a tool to aid in the understanding of the structure of the nuCleus and nucleons

and of the forces which bind the components together. Throughout, the strength

of the technique has been good understanding of the event kinematics due to the

ease of measuring the scattered lepton and the high level of understanding of the

photon exchange process which is involved. (Of course, deep-inelastic scattering

is also done with neutrinos which provides interesting handles not available in the

charged lepton scat ter but has poorer statistics and understanding of the event

kinematics.) Starting in the 1960's, electron scattering experiments demonstrated

that the nucleon appeared to have a substructure (see chapter 2 and references

therein) and the technique of so-called deep-inelastic lepton scattering is still the

best means of determining nucleon structure.

The advent of high energy muon beams (first at Fermilab and then at CERN
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in the 1970's) brought about a new round of studies not only of nucleon structure

functions but of the resulting hadronic final state as well. During the same period

of time, e+ e- colliders began to demonstrate their considerable strengths in the

study of hadronic final states. Of particular importance and relevance to this thesis

has been the observation and study of multi-jet events and the understanding of

the underlying hard processes which those studies have allowed. Although a clean

separation of multi-jet (3 or more jets) events was not possible, the European Muon

Collaboration subsequently demonstrated a planar event structure and 'two-lobed'

events in the forward direction which was consistent with QCD predictions. How­

ever, the center-of-mass (CM) energy was lower than that of the e+e- experiments

which observed clear multi-jet events.

Experiment 665 at Fermilab makes use of the world's highest energy muon beam

(nominally 490GeV) and a spectrometer which is designed to observe as much of

the hadronic final state as possible. The combination of the higher energy, the

spectrometer and the ever-present advantage of the knowledge of the virtual photon

direction from the muon scatter, allow E665 (for the first time in deep-inelastic

scattering) to delve into the realm of multi-jet physics. As will be discussed in

chapter 2, the goal will not be simply to redo the same measurements as have already

been done in e+e- experiments. Rather, we wish to use the unique advantages that

deep-inelastic scattering provides in order to further our understanding of QeD

7



and gluons.

Throughout its history, deep-inelastic scattering has primarily been the study

of boson exchange with some charged constituent within the nucleon. At the same

time, we know that a large fraction of the momentum of the nucleon must be

carried by uncharged gluons. Hard scattering in pP collisions at the Tevatron begin

to be dominated by gluon-gluon scattering and collisions at the SSC will be totally

dominated by this process. As will be demonstrated, the CM energy of 20 to 30

GeV and low Bjorken-x region of the data implies that E66S may be entering the

regime where a large fraction of events will be the result of the photon scattering

with a gluon via an inter-connecting quark - the photon-gluon fusion process. The

high energy allows the resulting qq pair to produce noticeably multi-jet events and

thus will provide an important new handle on both the fundamental QCD process

and the gluon distribution of the nucleon.

Chapter 2 will present a discussion of the general process of hadron production

in deep-inelastic scattering. Chapter 3 provides a rather thorough description of the

E665 apparatus (not completely inappropriate for somebody who spent six years

building it and making it work). Chapter 4 describes the event reconstruction pro­

grams, event selection, track selection and Monte Carlo acceptance corrections. In

chapter 4, the results of this analysis are presented and compared with Monte Carlo

predictions. Discussion of the results is fold~d in with the presentation for clarity.

8
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Chapter 5 summarizes the conclusions. A list of authors and their institutions

which are involved in E665 is given in Appendix A.

Special Note: Throughout this thesis (but not necessarily everywhere) I set·

the speed of light c = 1 in units for mass and momentum wh~ch are given in GeV/ c2

or GeV/c respectively.

9
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Chapter 2

Hadron Production in DIS

2.1 Kinematics for DIS

To first order, deep-inelastic scattering of muons on nucleons is dominated by the

exchange of a single virtual photon. Figure 2.1 shows the first order Feynman

.
diagram for this process. The kinematics for this interaction ar~ independent (at

this order) of the resulting hadronic final state. Here the incoming muon carries

4-momentum k = (E,k), radiates a virtual photon with momentum q = (1I,q') and

as a result has a final momentum k'= k - q = (E', ;;'). The virtual photon is

absorbed by the nucleon which carries initial momentum p (approximately (M,O)

in the lab frame neglecting possible nuclear smearing effects) which subsequently

rebounds into an unspecified final state. Two Lorentz scalars can be used to fully

characterize the interaction:

Q2 = _q2 = (k _ k')2 :::::: 4EE' sin2
( ~) (neglects muon mass) (2.1)
2
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muon

nucleon

p

k

q=k-k'

k'

Hadrons

Figure 2.1: Lowest order Feynman diagram for Deep-Inelastic Scattering.

and

v = p' q = E - E'
.U

(2.2)

where JJ is the nucleon mass and eis the angle at which the muon scatters from its

original direction in the laboratory. The invariant mass of the hadronic final state

is then given by:

(2.3)

-.

-

This is the variable which corresponds to the square of the center-of-mass energy~

(8), in electron:positron annihilation. The vertex involving the muon can be cal-

culated exactly from first order Quantum Electrodynamics (QED). However l it

should not be forgotten that radiative corrections as shown in figure 2.2 will be

non-negligible, especially at low Q2. The vertex between the nucleon and the pho-

11



a. b. c. d. -

Figure 2.2: Lowest order radiative correction terms to muon-photon vertex.

ton is considerably more complex and difficult (or impossible) to calculate. Instead,

an expression for the cross section can be written which allows two independent and

arbitrary structure functions for the nucleon IF1(Q2,V) and ll'2(Q2,V) which will

fully account for possible differences in absorption of transverse and longitudinally

polarized virtual photons. Then the. cross section is given by (see for example ).2::

-
(2.4)

where a is the electromagnetic fine structure constant. Of course, these structure

functions only relate to charged properties of the proton structure but beyond that

make no explicit assumptions as to the nature of such functions.

12
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2.2 The Quark-Parton Model

Experiments done at SLAC in the late 1960s [3,4] first demonstrated the effect

known as scaling which was predicted by Bjorken [5]. Bjorken demonstrated that

in the "kinematic limit that Q2 -+ 00 and II -+ 00, then the two structure functions

(2.5)

(2.6)

-

-

as long as FI and F2 remain finite and that F2 remains non-vanishing as Q2 -+

00. The Bjorken scaling variable ZBj == Q212MII is dimensionless and hence the

functions FI and F2 will have no physical scale (referred to as scale invariance). In

fact, scaling appears to hold reasonably well even in regions where Q2 is not very

large.

The physical interpretation of scale invariance as being the result of point-like

scattering of partons was given by Feynman [6]. The parton model provides a

particularly simple interpretation of the significance of ZSj. Consider a nucleon

moving at large momentum p containing a parton carrying a fraction ep of the

nucleon momentum. In this picture, the DIS process will have the photon scatter

elastically from a parton as shown in figure 2.3. The 'elastic' scatter results in the

13



. muon
k

q=k-k'

k'

i-
partons

struck

Figure 2.3: Lowest order diagram for DIS in the quark-parton model.

constraint:

(2.7)

where m is the mass of the parton. When expanded and rearranged this yields:
-

(2.8)
....

Now, if 1/2 ~ Q2 ~ m 2 then this becomes: -
(2.9)

Hence, we see that in this case, ZBj simply becomes the fraction of the total mo-

mentum which the parton is carrying. Clearly, care should be taken in applying

this interpretation if Q2 is sufficiently small.

14
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We can now re-write the DIS cross section as:

-
(2.10)

where y == v/E. Note that the two structure functions have been written such that

they retain a dependence on Q2. Although this is nominally unnecessary for the

parton model at sufficiently large momentum transfer, it remains necessary when

discussing so called scaling violations which result from QeD (or possibly other

theories of parton confinement).

It is possible to express the two structure functions directly in terms of the cross

section for scattering of transverse and longitudinal polarization virtual photons.

This gives:

(2.11)

where

(2.12)

-

is the polarisation parameter. If all charged partons are spin ~ particles then the

longitudinal cross section should vanish at sufficiently high Q2. In that case, we see

that:

(2.13)

which is -known as the Callan-Gross relation [7]. Hence, the nucleon portion of the

cross section reduces to a dependence on a single structure function. Measurements

15



(see II] for a compilation of the data) have shown that the ratio R == tT,jtTt is indeed

small but recent analysis has shown that it is probably. unwise to completely ignore

the effects of a non-zero ratio [8,9]. Still, for many purposes the supposition of

a single structure function is valid. In this case, it is possible to express this

structure function in terms of the sum of charge-weighted probability distributions

for different partons:

-

where Ii is the probability function for quarks of type i each with a charge ej in units

F2(x, Q2) = L e~xli(x, Q2)
i

(2.14 )

..
of the proton charge and the sum is over all types of quarks. Scattering at larger

x Bj implies that the struck quark was carrying a large fraction of the total proton

momentum and can usually be attributed to scattering from one of the valence

quarks for the nucleon 'which are simply the quarks of Gell-Mann [10]. Hence, it

should be noted that when charge weights are considered, at higher XBj, up quarks

will dominate the scattering process in both protons and neutrons although less-so

in the latter. It is possible to extract information on the relative quantities of up and

down valence quarks within nucleons by comparing structure functions measured

from hydrogen and deuterium.

At sufficiently small XBj and large v it becomes impor~ant to account for a

non-zero ratio R == tTL/ tTT. The reason for this is the probability for scattering off

16
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of a gluon which splits into a quark-antiquark pair with non-neglibible transverse

momentum becomes "relatively large. In other words, scattering will be occurring

with relatively large probability off of the gluons and not just quarks. The proba­

bility for this process is calculable from QeD. If one assumes R as calculated from

QeD it will still be possible to treat the cross section as having a single structure

function F2• More will be said on the relevance of R and the distribution of gluons

in section 2.3.2.

2.3 Fragmentation of Quarks into Hadrons

Although partons maybe involved in the initial scattering process, liberated, frac­

tionally charged partons have never been observed in any experiment. The observed

products of high-energy collisions are always particles of integral electronic charge

which (usually) are well known and understood particles. Clearly, some mechanism

is at work to make it at least very difficult for quarks to be liberated regardless of

the overwhelming evidence for their existence. The process by which partons are

turned into hadrons (which may subsequently decay into other particles) is known

as fragmentation or hadronization.

The parton model has nothing at all to say about the forces which cause quarks

to be bound together within a nucleon let alone the fragmentation process. The

assumption is that the quark which absorbs the virtual photon will fly off in that

17



direction while the remaining partons will simply act as spectators in the process.

If the assumption is made that the struck quark will fragment independently of the

rest of the system and that the fragmentation is not related to the production of

the quark, then one can hypothesize purely phenomenological functions which will

describe the spectrum of produced hadrons. These functions are defined to be of the

form n;(z) which is the probability that a hadron of type h will be produced with

momentum fraction z of a fragmenting quark q. A most simple model could simply

involve the decay of the energy of the system W, into the available phase space of

momentum and hadrons. Of course, this still says nothing about the forces which

bind the quarks or cause such a decay to occur. On the other hand, such a 'phase

space' decay may describe many of the most obvious properties o~ fragmentation and

will certainly be included within any more complex theory. Hence, such analyses

can be useful as a vehicle for discerning differences between proposed theories for

fragmentation other than simply those arising from simple kinematics. Still, to

make any real progress, it is crucial to at least attempt to explain the process in

terms of the forces which bind the quarks. The presently reigning champions in

this field are those models which are based on Quantum Chromodynamics.

18
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2.3.1 Quantum Chromodynamics

Quantum Chromodynamics (hereafter always to be referred to as QCD) is a local

non-abelian gauge theory of the strong interactions through which quarks interact

([11,12,13], reviews given in [14,15,16]). The theory is based on the SU(3) gauge

group where the gauge bosons are referred to as gluons. Each flavor of quark is

assumed to carry a 'color' charge which comes in three varieties so that each flavor

of quark will form a triplet in the fundamental representation of SU(3). The gluons

also carry color charge so that they transform as an octet in the adjoint represen-

tation. The gluons are very analogous to the photon in the electroweak sector but

the fact that they carry color charge makes QCD a very different sort of theory. In

addition to the two lowest order tree-level Feynman diagrams, which are analogous

to QED (figure 2.4a,b), there is an additional diagram (figure 2.4)c which is the

self interaction of gluons. When QCD is renormalized, the gluon self interactions

are responsible for causing the strength of the coupling to go to zero as the energy

scale of the interaction goes to infinity (as long as the number of flavors of quarks

is less than 17). The renormalization process will introduce a cutoff scale in the

theory which results in a renormalization-group-equation-improved perturbation

theory (to leading or~er) with the perturbative coupling constant given by:

(2.15)

19
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..
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Figure 2.4: Lowest order tree level Feynman diagrams for QCD. a) Gluon emission

by a quark, b) gluon splitting into two quarks, c) gluon self interaction.

where 9 is the actual coupling constant, f is the number of quark flavors and A is the

'cutoff' scale for the interaction (see for instance [14} for a nice review treatment).

Clearly, perturbative calculations will only be meaningful for Q2 ~ A2 for which

ct. will be small. The parameter A is dependent on the particular prescription used

in the renormalization but is truly a free parameter which must be determined

by experiment. The particular form of equation 2.15 which appears here comes

from what is known as the 'modified minimal-subtraction' prescription for renor­

malization and the associated A is referred to as AMS • In fact, what experiments

actually.end up measuring is the strength of the coupling ct. at a particular energy

scale and using equation 2.15 calculate A. The attempt is made to simultaneously

test the legitimacy of the calculation as well as compare the resulting value of A

20
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with that from other experiments in hopes of getting it 'right'. Unfortunately, two

rather tricky difficulties arise in this process. First, although it is ~lear what one is

measuring in experiments, the interpretation is not necessarily really the same for

experiments at very different energy scales or dealing with considerably different

initial conditions (e+e- versus pP for instance). In this case, higher order terms can

become important and these terms will necessarily change the apparent value of.

A. There are considerable technical difficulties in calculating the additional terms

so that A's calculated from different environments can be properly compared. The

second problem is that there can be ambiguities in what the correct energy scale re­

ally is for a given measurement of a. If you can't get the scale right, its going to be

very hard to compare anything! The best demonstration of the running of a using

a single type of experiment (reducing theoretical uncertainty) comes from multi-jet

production in e+ e- annihilation (see for instance [17,18]). Figure 2.5 shows results

from JADE, TASSO and AMY for the three-jet fraction as a function of eM energy.

A new measurement from the MARK II using data from the SLC and PEP confirms

and extends these results [19]. Although the experimental data clearly support a

running coupling constant, it is difficult to consider the question completely closed

at this time. It would be interesting to confirm the effect at a different scale (such

as the lower Q2 regime of deep inelastic scattering).

Typical measured (with calculation!) values of A are around 150-300MeV This

21
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Figure 2.5: Data from JADE, TASSO and AMY for fraction of three-jet events -produced in e+e- annihilation. Plot is from reference :It. The Solid line is based

011 a second-order calculation by Kramer and Lampe [20: and is part of the original -
plot from :17].
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means that for momentum transfers of greater than a few GeV that perturbation

theory should be legitimate. In addition, at these momentum transfers, quarks

within a nucleon should more-or-Iess appear to be unbound from the viewpoint of

a scattered lepton since the smallness of Q. implies that the quark will tend to

interact unilaterally rather than coherently with one or more neighbors. In other

words, it will appear as if the quarks are not strongly bound within the nucleon

(even though they actually are!). This allows both QeD and the parton model to

peacefully co-exist. Indeed, QeD simply acts as an improvement upon ilie simple

quark-parton model.

QeD is still very poorly understood in the regime in which fragmentation occurs.

Here, the momentum transfer scales are relatively small and many sets of quark­

antiquark pairs are being formed to produce the final state hadrons. It is certainly

not yet possible to calculate such terms analytically. Indeed, it will likely require a

significantly different approach from pertubartion theory in order to do so. Hence,

it is necessary to use some type of model which describes the fragmentation process.

QeD may be included as a feature in such models and the perturbative method

applied as far as one theoretically reasonably dares and sometimes well beyond

that point as long as the data seems to justify such actions. Typically, such models

will provide exact calculation of first-order QeD matrix elements (and sometimes

next-to-Ieading order) for generation of partonic initial states combined with some
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Figure 2.6: Lowest order QeD corrections to the Quark-Parton picture of DIS.

a),b) gluon bremsstrahlung, c) photon-gluon fusion. -

-

-
prescription for turning those partonic states into hadrons.

Hence, to this level, the effects of QCD may be viewed as the quark-parton

model with corrections to the structure functions and also with the addition of a

few additional graphs in the final state which will change the overall fragmentation.

Figure 2.6 shows the additional Feynman diagrams which must be added to the

quark-parton picture of DIS to leading order from QCD. The probability for the ..

splitting at each of the purely quark-gluon vertices is that given by Altarelli and

Parisi [21]. These diagrams will tend to increase the overall transverse momentum

of the final state hadrons with respect to the virtual photon direction. Altarelli

and Martinelli [22] have calculated the corrections due to the diagrams in figure 2.6

and find that the average pi should be asymptotically proportional to W 2 with a
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coefficient which will depend little on either :z: or y. Measurements from EMC show

this to roughly be the case [23,24].

2.3.2 QeD and Jets

The additional Pl. which results from the leading order hard QCD processes will

tend to lie in a single plane due to the faet that two partons will carry equal and

opposite additional Pl.. Hence, the first sign of hard QCD processes will be the

emergence of events with a distinct planar structure. As the CM energy increases,

individual partons will carry more momentum as will the corresponding hadrons. At

the same time, the transverse momentum which is produced relative to the direction

of the fragmenting parton should remain roughly the same (the fragmeJ.ltation is still

occurring at the same momentum scales as previously). The result will be a cone

of particles about the initial parton direction. Once the longitudinal momentum

of the hadrons along the parton's direction becomes sufficiently large compared to

the transverse momentum which they gain during fragmentation, it will be possible

to observe a jet of hadrons from that parton. Indeed, this is really the definition

of a jet - a group of hadrons all travelling in the same direction within a cone

with an opening angle such that the hadrons are believably associated with the

fragmentation of a particular primordial parton.

A good estimate of what kinds of energies are required for the above definition
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to hold can be made using existing experimental data with only minor aid of a

~agmentation model (and practically any will do). EMC has measured the average

charged multiplicity (Nc ) as a function of W 2 and reports that the data (for forward

hadrons) is well fitted using the parameterization:

(2.16)

where a = -0.14 and b = 0.73 [25]. The typical total multiplicity (including

neutrals) will be roughly given by N ~ 1.3Nc• In addition, EMC has measured the

part of the typical transverse momentum which is due simply to the-fragmentation

process (and not to perturbative QCD or primordial hl.) to be 0'1. ~ O.4GeV [26,23].

Although this measurement is made using the Lund ~onte-Carlo to unfold the

effects of perturbative QCD, it could just as easily (well almost) be made looking

only at particularly non-planar events or at the transverse momentum out of the

hadronic event plane. Thus the measured value of 0'1. is not terribly dependent

on the fragmentation scheme used to measure it. Given these two quantities, it

is possible to readily calculate our expectation for identifying events with multiple

jets due to extra partons resulting from hard QCD.

Consider a parton i with momentum Pi fragmenting into hadrons as shown

in figure 2.7. Given the ansatz that the transverse momentum of the hadrons is

limited (0'1.) and that we can define a 'typical' hadron momentum along the parton
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Figure 2.7: Parton fragmenting into 'cone' of hadrons with typical-opening angle 8.

direction as Ph =p/n where n is the typical number of hadrons which the parton

fragments into, then the opening angle of the 'typical' hadrons about the parton

direction will be:

8 - U.l. _ u.l.n- -
Ph P

(2.17)

'-
Now, typically we can write the parton momentum as Pi = Ji"J,iT/2 and also n :::::: j;.IV

where Ii is the same fraction in both cases (W/2 using just the forward hadrons).

Hence, we can rewrite equation 2.17 using equation 2.16 as:

~ _ 2.6u.l.(a + bIn W 2
)

f1...., W . (2.18)

....

Using the numerical values from EMC we can plot the typical opening angle for a

jet as a function of W as shown in figure 2.8. Remember that this is just a rough

estimate and in particular does not pay attention to background fluctuations of
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-Figure 2.8: Typical opening angle for jet cone as a function of W.

'nonperturbative' fragmentation which will mimic the effect. Certainly, the very

minimum requirement to be able to tell that there are two forward-going jets is

9 < 45°. However, when combined with the potential for background fluctuations

and experimental resolution, half of that angle is more realistic. This implies that

some separable jets will emerge in the region of 10 < R' < 20GeV but when

combined with the cross section for production, only a handful of events remained

in the data of EMC. Functionally, we expect that the 'observable emergence' of jets

will occur somewhere in the area of R' = 20GeV.

Once jets are observed, the challenge is to attempt to relate the measured jet

of hadrons to the partons from which they came. QCD makes rather explicit

predictions on what the angular distribution and momenta of primordial partons

should be and it is interesting to test the theory with observation of jets. A very
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large amount of work along this line has been done in e+e- collider experiments.

Indeed, it seems to me that that these experiments can truly be accredited with the

discovery ofthe gluon [27,28,29,30] - at least as much as we tend to 'discover' things

like bottom quarks and heavy vector bosons. The observation of clear 3-jet events

which follow the angular distribution and momentum predicted from QCD with

fragmentation models must be taken as one of the most significant tests of QCD. In

the last decade, the theory has been doubly tested on jet production in both e+e­

collisions (see for instance [31,32,33,34]) and from hadron colliders with impressive

results. (See for instance [35,36,37,38,39,40,41].) In addition, the European Muon

Collaboration has been able to demonstrate planar events and the onset of multi­

jet structure in dt:ep-inelastic scattering [42,43,24,26]. Their beam energy, however,

severely limited their ability to achieve a significant sample of events which was

appreciably enriched with multi-jet events. Work at e+e- machines is continuing

at KEK, SLC and LEP while UA1, UA2 and CDF all continue investigating jets

from hadron collisions.

Deep-inelastic scattering affords a couple of unique windows of opportunity in

the study of jets and the underlying pa:t'tons and QCD processes. Primary amongst

these is the photon-gluon fusion process (figure 2.6c) which simply does not exist

in e+ e- or pp colliders. The differential cross section for production of partons by

this process is fully calculable to leading order in QCD and will differ from that of
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Figure 2.9: Differential cross section (normalized to number of scattered muons)

for production oftwo forward partons as a function of the an~le between the two

partons in DIS for 20 < W < 30GeV, Q2 > 3GeV2, ZSj > .05 and parton-pair

invariant mass greate:r than 1.0GeV. Calculated using Lund Monte Carlo.

the gluon bremsstrahlung process. (See reference [22] for instance for the uninte-

grated cross section equations for each process.) Figure 2.9 shows the cross section

(calculated using the Lund MC) as a function of the cosine of the angle between

two forward partons for each process given parton-pair invariant mass greater than -
l.OGeV and W > 20GeV, Q2 > 3GeV2 and ZBj > .05 Figure 2.10 shows the ratio

of the magnitude of the parton momenta for the two processes given the same kine-

matic restrictions. Notice that the photon-gluon fusion process te-nds to produce

events which are more asymmetric than the gluon bremsstrahlung process. This

follows from examination of the Feynman diagram for the two processes and the ....
30
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Figure 2.10: Distribution of the ratio of lower to higher momentum parton for two

.. forward partons in DIS for same kinematic range as previous figure. Calculated

using Lund Monte Carlo.

imposition of an invariant mass cut. In photon-gluon fusion, one of the final state

quarks has a vertex with the very high momentum virtual photon while the other

final (anti)quark has an internal propagator between itself and the photon. This

will suppress the momentum of this quark relative to its partner. In addition, for

gluon bremsstrahlung, the invariant mass cut directly cuts out collinear gluons but

this is not the case for the photon-gluon fusion events where the invariant mass is

calculated with respect to target remnants. The invariant mass cut simply imposes

an effective cutoff in the definition of multi-jet. Effectively it will be difficult (or

impossible) to distinguish two forward partons from one if the invariant mass is

below that value. Note that although the mass cut does impose a cutoff in the
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gluon distribution, that it does not change the overall shapes. The two curves will

remain different regardless of the cut. Of course, we wish to actually study the

process and verify that the QeD calculation is correct!

Many different experiments rely on the gluon distribution of the nucleon for

interpretation. The photon-gluon fusion process has a direct dependence on the

distribution of gluons within the nucleon and therefore if understood sufficiently

well can help provide information on this important but poorly measured quantity.

At some level, there is no real difference between the photon-gluon fusion process

and simply scattering off of a sea quark. Indeed, the sea quark scatter can be

thought of as the infrared limit of the photon-gluon fusion process. However, in the

regime where both ofthe final state quarks carry sufficient momentum that they are

distinguishable in experimental apparatus via separable jets or high transverse mo-

mentum final states, it should be possible to measure the gluon distribution. Two

different fits to previously available data for gluon distributions, zG(X) are shown

in figure 2.11. Superimposed on the same figure with arbitrary scale is the z distri-

bution for E665 data for Q2 > 3GeV2 and W > 20GeV. The gluon distributions

are both parameterizations based on data at higher Q2 - the higher distribution

being that of Morfin and Tung [44] and the lower one that of Gluck, Hoffman and

Reya [45] (the default for version 1.43 Lund Monte-Carlo) both calculated at fixed

W = 23GeV. The fit of Morfin and Tung is much more recent and based on a large
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Figure 2.11: Gluon distributions, zG(z) for W = 23GeY for parameterizations of

-. Morfin and Tung and for that of Gluck, Hoffman and Reya. The distribution for

EG65 data for Q2 > 3Gey2 and W > 20GeV (average W ~ 23Ge IT is superimposed

on the 'plot with arbitrary normalization.

-
amount of data which was unavailable to Gluck Hoffman and Reya. There are also

some differences in the renormalization schemes which will cause a redefinition of

some gluons in the nucleon from 'primordial' to 'perturbative'. The discontinuity

in each of the distributions is caused when Q2 (as determined by z and W) drops

-
below 4GeV2. Each of the parameterizations has used a minimum Q2 = 4Gey2

for use in QeD evolution in fitting the data. The implementation of the parame-

terizations forces Q2 > 4GeV 2 always so that the Q2 evolution cuts off while some

z dependence remains. The point of this plot is not to get picky about Q2 limits

though. Clearly, there is a striking difference between the two distributions in ex-
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actly the same region in which E665 has a great deal of data in which it is expected

that we can select events with multiple forward partons. According to a calculation

using the Lund Monte-Carlo with the gluon distribution of Morfin and Tung, 51%

ofthe E665 events shown in figure 2.11 will result from photon gluon fusion in which

the minimum invariant mass of parton pairs is 1GeV. The equivalent number for

the same calculation with GHR is 25%.

The fact that roughly one-half of events will originate due to hard scatter off of a

gluon is striking. Essentially, the high W and low z region presents an entirely new

dimension in deep-inelastic scattering. Instead of being a minor effect, scattering

from gluons becomes the dominant feature! Half of the cross section may be the re­

sult of scattering from gluons! Certainly, this has major implications for the hadron

production in this region. Scattering from gluons implies that the value of R will be

non-negligible. It will be important to either measure R or take it into account via

a QCD calculation when calculating structure functions from the measured cross

section. In fact, a measurement of the gluon distribution function will in some ways

be related to a conventional measurement of R! A particular measurement of the

gluon distribution may be influenced by the QCD calculation and fragmentation

model which ar~ used to extract it. Further discussion on measurement of the gluon

distribution is delayed to chapter 5.

In addition to studying the photon-gluon fusion process, DIS may also be able
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to provide unique insight to the gluon bremsstrahlung process. Knowledge of the

virtual photon direction will aid in understanding of the overall event. With suf­

ficient statistics it should be possible to make systematic studies of differences (or

the lack thereof) between quark and gluon jets. Recent studies from experiments

at KEK show a softer fragmentation spectrum for gluons [34] but a very nice anal­

ysis done with the TASSO data at two different beam energies shows no difference

between quark and gluon jets [46]. Although more experiments seem to observe

that the gluon fragments more softly than the quark, the TASSO data seem to be

very solid indeed. Perhaps there is an interesting clue in the treatment of jets as

the energy changes in the W = 20GeV region? Of course, other issues which can

be addressed are the charge and flavor differences (if any) in quark and gluon jets.

An interesting but quite speculative possibility for DIS, is to study the produc­

tion of gluons and their properties as a function of different nuclear targets. The

varying radii of the nuclei may be useful as a means of studying the fragmenta­

tion of the gluon over a spatial distance. Such studies have already been done for

quark propagation through nuclei [47] and are being done using E665 data. This

is certainly not possible in e+e- experiments. Of course, it will take a considerable

amount of data and good understanding of what the gluons look like off of light tar­

gets before a useful comparison can be made. Another possibility for use of heavy

targets is to attempt to look for differences in the gluon distribution by studying
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the 'jettiness' of the final states.

Another fragmentation area which is uniquely measured in DIS is that of diquark

or target fragmentation. Do diquarks fragment like a quark, like two quarks, like a

gluon or do they tend to behave differently? We know from EMC that they tend

to form baryons and that there is less transverse momentum in the 'backwards'

direction where the diquark is fragmenting [48,24]. How do the diquarks ,act in

photon-gluon fusion events where nominally there isn't really a diquark but some

other colored object?

Another topic to which DIS may be able to contribute is the matter of coher-

ence in QCD pro~esses. Historically, this is a subject which has actually evolved

from the data and from the attempts of fragmentation models to explain the data.

However, given that QCD is a quantum theory, it should actually be expected that

various coherence effects should arise and be measurable. The challenge is to reli-

ably calculate such effects given the potential traps in use of perturbation theory.

Possibly the first (and to this date the only) observed effect of this type is known

as the string effect. The string effect is most succinctly described as a relatively

lower probability that hadrons are produced between the two highest energy jets

than between the higher and lowest energy jets in 3-jet events from e+e- collisions.

The interpretation of the jets in this case is that the two higher energy jets will

be fragmenting quarks while the lowest energy jet will have resulted from a hard
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Figure 2.12: Energy and particle flow in the event plane from the JADE detector.

The highest energy jet is centered at e = 0°. Plot is from reference [33].

gluon. Figure 2.12 shows the effect in data from JADE.

The original explanation for this effect came from the Lund string model of

fragmentation and will be more fully described in section 2.3.3. However, the effect

was later described equally well in parton shower fragmentation models which will

be described more fully in section 2.3.3. Briefly, the string model produces the

effect due to strings being broken into hadrons and then boosted to the eM frame

while the parton shower models produce the effect due to an angular ordering of
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subsequent parton emissions as the shower progresses. A recent paper by Ballocchi

and Odorico claims that the effect is also adequately described using an independent

fragmentation model in which corrections for the average transverse momentum are

made for soft hadrons [49].

The angular ordering concept in QCD coherence models is analogous to one

which occurs in QED and is known as the Chudakov effect [50,51]. Nominally, this

effect is calculable from next-to-Ieading order terms in QCD (or QED). In fact, a

series of papers through the 1980's from a number of different authors have appar­

ently demonstrated that not only can angular ordering be calculated from QCD,

but that a number of additional coherence eff~cts can be calculated as well. (See

for instance [52,53,54,55,56,57,58]. See [50] for a good review.) The physical ba­

sis for the QCD coherence effects and how they impinge on hadron distributions

is that hadrons will result from emission of many very soft gluons. When a hard

gluon already exists in an event, we expect that there will be interference between

it and soft gluons which will alter the cross-section for production of the soft glu-

ons. Hence, the 'lowest order' calculation of such effects involves calculating the

interference for one extra gluon in an existing event topology and then extending

the resulting probability distribution to the probability distribution for production

of hadrons. It will be interesting to see how many of the effects which have been

predicted will be supported by experiment.
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Before any of the preceding topics can be addressed, we face the task of simply

identifying and understanding the basic production process and systematic difficul­

ties for multi-jet events in DIS. Do we even see the basics which we expect from

the Monte-Carlo predictions? That is the primary aim of this thesis.

2.3.3 Fragmentation Models

Fragmentation models are typically written as Monte-Carlo programs and include

parameterizations ranging from a simple few to several tens in an attempt to pre­

cisely simulate data. Clearly, so many parameters, applied in a completely random

fashion, could describe almost anything. In general though, only a couple of param-­

eters will apply to a particular question, and the rest will bemore-or-Iess irrelevant".

If used carefully, it is hoped that it will be possible to extract knowledge of the fun­

damental processes which are occurring even though a complete understanding of

the system is not feasible.

Independent Fragmentation Models

The first attempt at describing the fragmentation process came from Feynman and

Field [59,60;61]. Their attempt was primarily phenomenological - the basic tenet

being that hard scattering of a parton Was the underlying process and then frag­

mentation would occur with a few basic assumptions (empirical forms for longitu-
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dinal and transverse momentum) and rough conservation of momentum and flavors

within the jet. It is amusing to note that in their first paper, they commented, 'The

model we shall choose is not a popular one...', when referring to hadron production

resulting from fragmentation of partons.

The model of Field and Feynman made no particular attempt at describing the

fragmentation process as the result of some fundamental theory. Instead, the hope

was to be able to simply apply the procedure in order to obtain quantitative com­

parison between different experiments or theory and experiment. It is my opinion

that this is a h~althy attitude in discussing the application of this- model (or others)

to the data. Indeed, the primary difference between an Independent Fragmentation

(IF) model such as that of Feynman and Field and any other model comes mostly

in the attempt at providing an underlying explanation for the otherwise completely

phenomenological parameters. A cynic might argue that models such as Feynman

and Field are simply less hypocritical about taking the parameters to be freely

determined.

In independent fragmentation, the starting point is simply a number (any num­

ber) of quarks at a vertex all with determined momenta. The quarks flyaway from

the vertex and as they do they fragment into hadrons. Each quark is assumed

to fragment based only on its own momentum in the eM of the system with no

other dependence on the initial state. The fragmentation process is an iterative
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one. A first qq pair .is assumed to be produced in the color field. The antiquark

is combined with the quark to form what is known as the first rank hadron. The

longitudinal momentum of the hadron is determined randomly with the probabil­

ity of any given momentum being determined empirically from data (of course the

original momentum is the maximum). The remaining longitudinal momentum of

the original quark is assigned to the leftover quark from the qq pair. After this, a

second qq pair is generated and the antiquark combined with the quark from the

first pair to form the second rank hadron. Longitudinal momentum is determined

as before and the process continues. Each quark and antiquark are produced with

equal and opposite transverse momentum within the pair. The transverse momen­

tum for a hadron is simply the vector sum of the transverse momenta of the two

quarks which comprise it. The probability distribution for transverse momentum

.is assumed to be Gaussian with a width which comes from an empirical fit to the

data. The process of producing new qq pairs and forming hadrons continues until

the remaining momentum falls below a cutoff value.

Hadrons are produced according to the flavors of quark involved and avail­

able spin states and can include an appropriate suppression for mass. Unstable

hadrons are allowed to decay according to measured decay modes. The resulting

final hadrons will form independent jets with no communication between each jet.

In addition, in earliest models, no explicit overall energy conservation was imposed.
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Improvements upon the initial work of Field and Feynman include the addition of

tree-level QCD and various improvements on the fragmentation (such as explicit

overall flavor, momentum and energy conservation using some 'reasonable' prescrip-

tion. See for instance [62,63,64,65]). Inclusion of tree level QCD clearly requires a

prescription for treatment of fragmentation of gluons.

Making very significant objections to the arbitrary mechanisms used to enforce

various conservation principles seems mostly unfounded to me. Other models may

nominally achieve this in a 'natural' fashion but they lack any rigorous proof that

the mechanism has any true physical meaning. Even apparent effects which 'must

follow' from one model or another can be tricky. As mentioned in the preced­

ing section, recent work by Odorico and Ballocchi [49] seems to indicate that a

simple scaling of transverse momentum to longitudinal momentum (certainly not

a silly idea) adequately produces the so-called string effect using an independent

fragmentation model.

Lund Model

The Lund (or String) Model of fragmentation [66,67,68,69,70] has grown to be one

of the most popular models on the market and with apparently good reason. The

model has enjoyed several triumphs in explaining data from both deep-inelastic

and e+e- experiments. The heart of the model is the conjecture that color singlet
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quarks can be treated as having a color flux-tube or 'string' between them. If the

quarks have a large relative momentum, they will fly apart and as they do the string

will stretch whilst acquiring a characteristic amount of energy per unit length - just

as a stretched spring would. The string is not infinitely strong and eventually will

break whenever the string tension exceeds a particular amount. This is basically

determined by the probability that a quark-antiquark pair (of a particular transverse

mass) can be formed from the energy which resides in a particular length of the

stretched string. The qq pairs are pulled apart by their associated string segments

to be combined into hadrons with the neighboring q or q on the string. The string

continues to. stretch and break until insufficient energy remains in any segment of

the string to produce any further hadrons.

Clearly, the string will produce communication in the hadronization process.of

two different jets. For instance, in a two-jet event, it becomes very difficult to

associate hadrons very near ZF = 0 to one jet or the other. The very center of the

string can clearly be thought of as belonging equally to both of the jets and small

boosts in either direction for the produced hadrons will mix the two sides together.

Only those hadrons which are produced at boosts which are sufficient to overcome

fragmentation momentum kicks will clearly appear as belonging to a particular jet.

Production of hadrons from the string is essentially a stochastic process which

will be governed by the probability that any given section of the string will produce
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a qq pair. This is assumed to be a simple quantum mechanical tunneling process

with the probability for the process proportional to:

-
....

-"
(2.19) -

where m.L is the transverse mass which is due to both the particle rest mass m

and the transverse momentum P.L and It is the energy constant for the string.

Hence, we see that typical transverse momenta will be on the same order as meson

masses and that mesons containing heavy quarks will have a suppression factor

compared to those containing only light quarks. It is assumed that the string

has a flat probability for breaking at any given point with sufficient energy and

this means that" longitudinal momenta W:ill be governed by the random iterative

procedure of breaking the string in a number of locations. Clearly, hadrons with

large longitudinal momenta will be produced as a result of the string breaking early

in the process near one of the endpoints before that endpoint has had sufficient

chance to be deccelerated by the tension of the string. On the other hand, if

the string tends to keep breaking nearest to the middle, then much of the string­

energy will be absorbed in production of hadrons and the leading hadrons will be

appropriately degraded in momentum. The typical transverse momentum kick and

the string constant It are left as free parameters in the model. Quark flavors will

have suppression factors from their masses given by 1.£ : d : 8 : C = 1 : 1 : 0.3 : 10-11
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and hence we expect that charm (or heavier quarks) will not be produced from

fragmentation.

First order QeD processes are included in the Lund model by a.1lowing gluons to

function as kinks in the string at a ~iven location with given momentum. Because

the kink will have two strings attached, the kink (gluon) will experience a force

which will be twice that of the quarks on the endpoints of the string. This compares

well to QeD where the effective ratio of the force acting on thegluons compared

to the quarks would be 2/{1 - 1/N;) were Nc is t.he number of colors [69]. Each

string between the gluon kink and it's endpoint quark (diquark, etc.) will fragment

in the usual fashion. Once the gluon has expended all of its available energy for

stretching strings, it will be broken into a qq pair which can either directly form

a stiff hadron themselves if the two strings both happen to break early and very

near the kink or the pair will be separated to combine with other quarks from each

string to form two hadrons. Because the gluon will be fragmenting with two strings

rather than one, the Lund model expects that gluon jets should have a softer hadron

spectrum than for quark jets. If the gluon carries insufficient momentum to cause

the string to break then it will simply produce some extra transverse momentum in

the hadrons in its locale and the endpoint quarks will experience a corresponding

recoil. Hence, the model provides a natural means for regularizing the gluon field.

The probability for the production of a gluon in an event is determined using the
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first-order splitting functions of Altarelli and Parisi. Along with the axis coupling

the virtual photon to one of the quarks~ this allows for calculation of both the

gluon bremsstrahlung process and photon-gluon fusion. In the case of photon-gluon

fusion, the gluon is treated as a fluctuation of the original state of the nucleon and

is then split into a qq pair ala Altarelli and Parisi. Two separate strings are used for.

the fragmentation - one which connects the quark from the gluon with a diquark

remnant in the nucleon and another which connects the antiquark from the gluon

with the quark which initiated the gluon radiation. Clearly this is a particular

prescription which mayor may not have anything to do with the real world.

The -so-called string effect which was mentioned in section 2.3.2 arises in a

simple fashion from the Lund model. Each string segment on two sides of a gluon

is fragmented in the CM frame for that particular segment. The fragmentation

will result in a number of hadrons with little momentum transverse to the string

direction. However, after fragmentation, the string (or rather the resulting hadrons)

are· boosted into the event CM frame. Because each string segment will have a

velocity component in the direction of the radiated gIuon, the hadrons which result

from that string will preferentially be travelling in that direction (see figure 2.13).

The result will be more hadrons in the gaps between each of the quark jets and

the gluon jet than between the two quark jets. This, of course, is precisely what

is observed. It remains to be seen whether this or other explanations for the effect
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Each string segment Is fragmented In Its own CM frame:

. '- . ~! _ ~ .. - ......,;t_·,_-~...
~--_._- ~ ....--
~ r ~ ~ gluan /

quark ends antlquark
end or dlquark

end

Then boosted to the event CM frame which causes
a deficit of hadrons opposite the gluon direction:

. \ U~/
\ ~-'t gIUOn'~

~~•. T ~...

~
...~ --::--~ ~ '. ,--,.

Event eM Frame ~ ~~-..-..-......
. quark antlquark

Figure 2.13: Production of the String Effect in the Lund Model.
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Figure 2.14: Example of a parton shower process. Parton Branchings are calculated J
using QeD, followed by combination of final partons into clusters which are then

decayed into hadrons.

-
will maintain validity.

...
.Parton Shower Models

Parton shower models were first proposed by Fox and Wolfram in 1979 with later de-

velopment from Field, Gottschalk, M~rchesini,Webber and others [71,72,73,74,75,76,77,78;.

The basic picture of the process is shown in figure 2.14. The idea is that initial

state partons will be far oft' mass-shell for the original hard scattering process. The

partons will evolve through successive branching into a cascade of partons nearer
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to mass-shell. The simplest calculation of the branching probabilities comes from

tree-level leading order QeD ala Altarelli-Parisi splitting functions. The branch­

ings are treated incoherently and the process continues until all of the partons have

dropped below a virtuality cutoff Qo. Although the cutoff parameter should nomi­

nally be given by the region in which pertur.bative QCD is understood to be valid, it

is typically left as a completely free parameter which is to be determined by a best

fit to the data.· Typically, the cutoff is set around or slightly below IGeV. At this

point, gluons are forcibly split into qq pairs which combine with neighboring quarks

to form color singlet blobs with invariant mass which is typically on order IGev.

The blobs are subsequently allowed to decay into known hadrons with. branching

ratios determined by density of available states (takes into account phase space and

spin).

In addition to the shower cutoff energy, the models also typically allow the

AQCD which is used in calculating Ct, to be a free parameter. This is tantamount to

an admission that the model has not taken account of all possible QCD processes

which could have occurred. Presumably, the better the simulation of the actual

QeD processes, the closer the parameter will be to the 'true' value. These two

parameters form the basis of any of the parton shower models. Further parameters

or prescriptions can also be applied. In particular, final qq clusters may receive

special treatment when they have higher mass and can decay into heavy flavors or
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with appreciable relative transverse momentum. Still, the number of parameters is

uniformly quite small and very small indeed compared to the number of parameters

used in the Lund Monte Carlo.

Since the introduction of the first parton shower models, appreciable work has

been done to attempt to include higher order QCD processes into the branching

probabilities. Marchesini and Webber [75,76,77] have included a partial treatment

of soft gluon coherence effects. Following the work of a number of authors,they

have included an angular ordering procedure for gluon emissions. The idea is that

tree level coherence for soft gluon emission will be taken into account by requiring

an ordering in the variable:

(2.20)

where Wj,1e are the energies of produced partons with four-momenta qj,le. For small

-
-
-
-
-
-
-
-
-
-
-

virtualities qj,Ie,

where (J is the opening angle, and

e~ 1 - cos (J, (2.21)
-
-

(2.22)

where z is the energy fraction and W is the energy of the parent parton i. Each

subsequent branching in the showeris required to have smaller ethan the previous

branching. This ordering is then equivalent to q2 when all parton energies are of the
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same order of magnitude but will.have a very significant effect on soft partons. It

will cause a strong suppression of soft gluons (and therefore the resulting hadrons)

in certain regions of phase space. In particular, it does a marvelous job of producing

the so called string effect. Here though, the effect is attributed to the inability of

long wavelength gluons to resolve individual color charges of partons within the

shower.

The parton shower model is attractive from several points of view. First,' the

process at least attempts to rationally apply QCD to the fragmentation process

rather than simply jump to the conclusion that 'its just not calculable'. Of course,

the application ofQCD in any given model may be completely wrong! However, I

think that the question should be at least partially treated as an experimental one.

If parton shower models are successful in describing data with only a couple 'phys­

ically motivated' parameters, then can we really be so sure that the underlying 'ad

hoc' assumptions are so wrong? In particular, given that any present fragmentation

models make rather major assumptions, it seems reasonable to at least make those

assumptions in an attempt at utilizing what we believe to be the underlying theory

which is responsible for the process. Perhaps the attempt at applying the theory

will ultimately assist in leading us to the correct application. It will be particularly

interesting to see if predicted coherence effects are observed in the data.

The parton shower model is also very attractive for use in calculating fragment-
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ing systems at very high energies. In these cases, four or more 'hard' jets are not at

all uncommon. The parton shower process naturally allows for arbitrarily compli­

cated event structures. The process for production of a 'hard' parton is no different

than that for 'soft' partons - only the probability of production is different. Be­

cause of this fact, parton shower models are being used extensively for calculations

of jets at both present and future proton and electron colliders. The string model

becomes unwieldy (at best) when too many partons become involved.

Some comparison has been made between deep inelastic data from EMC and

a version of the Webber model by Wilson [78]. In almost all overall aspects, the

model repro~uces the data quite well. Tests on very specific aspects have not been

made. Work continues on development of these models.

2.3.4 A Few Final Comments on Fragmentation

The three basic models presented in the preceding sections comprise the main set

of QCD based Monte Carlos in use today. There are also other models such as the

Firestring model of Preperatta et al [79] (which is not based on QeD but it has

to do many similar things!) and simple phase-space fragmentation. I will not (and

likely cannot) even start to list all of the subtle variations on the market of the

various models. Likely, there are an unlimited number of models which can mostly

'fit the data' which exists today. It all depends upon ho~ arbitrary one is willing
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to be in production of a model.

For the data which exists thus far, it is my opinion that most of the QCD based

models do an adequate empirical job of describing the basic features of data as

determined by hard QCD processes. I think that the jury is still very much out on

the specifics of the fragmentation process though. At the bottom of it all, it may be

that several models will always be capable of building in whatever new effects may

be required. Hence, I think that the number of free parameters becomes of great

int~rest in trying to select a favoured model. As more data becomes available, it

will be interesting to see what extra levels of arbitrariness will have to be added to

various models.
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Chapter 3

Beam and Apparatus

3.1 Overview

The E665 spectrometer sits at the end of the approximately 1.5 km long NM (New

Muon) beam line at Fermilab. The muon beam is effectively a tertiary beam re-

.suIting from the decays in a secondary beam of pions and kaons which have been

produced by impinging the primary extracted proton beam from the accelerator

onto a beryllium target. Muons are tagged in a beam spectrom~ter system in the

final section of the beamline before emerging into the experimental hall. The beam

spectrometer supplies both trigger information and tracking information for the

incoming beam, utilizing two stations of scintillators and proportional counters up­

stream of a horizontal bending magnet and two sets of scintillators and proportional

counters downstream of that magnet. The beam is further defined (electronically)

by a system of veto 'jaws' scintillators around the beam and a large veto wall of

scintillators just in~ide the Muon Laboratory.
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The E665 spectrometer has been designed to allow acceptance which is very

nearly 41r steradians (in the CM of the collision) with good momentum resolution

and particle identification for practically all secondary particles. (Of 'common'

particles only neutrons, neutrinos and K~ are not detected). A plan and perspective

view of the spectrometer are shown in Figure 3.1. The spectrometer is built around

two large, superconducting, dipole magnets. The first magnet, the 'Cern Vertex

Magnet' (CVM) was originally built for use in the NA9 experiment (EMC) at

CERN. It was shipped to Fermilab for use in E665. The second magnet is the

'Chicago Cyclotron Magnet' (CCM) which was originally constructed for use as the

magnet for the the Chicago Cyclotron. Since that time, it has has been used in

past experiments at Fermilab as an analyzing magnet and eventually was converted

to a superconducting magnet. For this experiment, the CCM was moved into place

first and then the Muon Laboratory was constructed around it.

For this running, the targets were 'thin' (less than approximately one nuclear

interaction length) and were located between the poles of the CVM. The targets

were also within a large streamer chamber and hence had to be constructed solely

from dielectric materials. Hydrogen, deuterium, and xenon were selected as target

materials. The streamer chamber permits momentum measurement for high angle

and low momentum tracks. In addition, it allows significantly better determination

of the. primary interaction vertex than can be achieved using just the downstream
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Figure 3.1: Plan and Perspectiyc yiew of E66S Spectrometer
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detectors. Immediately downstream of the CVM is a six plane multi-wire pro­

portional chamber (MWPC) which is designated PCV. This detector provides the

anchor for charged particle track segments between the two magnets. At wide an­

gles, two sets of streamer tubes (designated PTA) provide the other end of the

track segment and at smaller angles a series of MWPC chambers (designated PC)

serve this function. At large angles and in front of the PTA's are two scintillator

hodoscopes (designated TOF) which are used to measure time-of-flight oflarge an­

gle charged particles. Between PCV and PC are two threshold Cerenkov detectors

designated CO and Cl. With the exception of the PTA tubes and PC chambers, all

of the preceding detectors were part of the vertex spectrometer used for NA9 and

were shipped from CERN for use in this experiment.

In between the poles of the CCM are a series of MWPC's designated PCF. These

chambers allow tracking of particles as they curve through the magnetic field of

CCM. Immediately downstream of CCM are four packages of drift chambers each

of which contain two active wire planes. These drift chambers are designated DCl­

DC4. These provide the anchor for charged particle track segments in this region

and Jour more drift chambers (DeS-DCB) located B m further downstream provide

the other end of the track segments. Between the two groups of drift chambers is

a large ring imaging Cerenkov detector (RICH) for charged particle identification

up to very high momentum. The drift chambers are deadened in the beam region

58

-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-



-

and two sets of small area MWPC's are provided downstream of the RICH (PSB)

and downstream of the second group of drift chambers (PSA) to provide track

information in this region and also for trigger purposes.

Through the detectors listed thus far the amount of ma~erial to be traversed

by particles has been kept to a minimum (about 25% of a radiation length). Next

comes a 20 radiation length lead/proportional tube calorimeter (CAL) for detection

of photons and electrons. The calorimeter hence provides detection of neutral

hadrons which decay into photons such as 1r°'s. Following the calorimeter is a 3.0m

wall of steel for absorption of hadrons. The muon detection and trigger apparatus

consists of four sets of scintillator planes and proportional tubes interleaved with

walls of concrete which are 90cm thick. The scintillator planes are divided into two

parts- the wide angle SPM's and the small angle SMS's in the beam region where

the SPM's' have a hole. The SPM's are used primarily just for triggering while

the SMS's serve a dual function of trigger devices and position measurement for

the beam region where the planes of proportional tubes (PTM's) are deadened or

inefficient. The concrete walls provide for absorption of low energy electromagnetic

showers generated by beam muons which could cause a high(er) rate of false triggers.

A brief compilation of detectors and their properties is given in Table 3.1.
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CIuuDber n.nc-
De'eclnr Deteclor .uti.. NUlber WIle .uti.. ToW

Hame Type Jlesioa olPl..- s..... w aut lla&erial

II x w (x I) [IIlI a.oI.&io. [mllcm2} lI/cm2]

PST prop. wire O.IS x O.IS • x (U;Z;Y;V;Z';Y') 1_ 0.1 -
SC Ilreuaer cia. 0.1 x 1.2 x 2.0 - 810. - -

PCV prop. wire 1.0 x 2.8 Y;U;U';VjV';Y
2 _

2.2 0••1

PTA prop. lube 2.0 x 2.0 Y;Z;V;U 12.1_ L1 --
PC prop. wire 2.0 x 2.0 S x (Y;ZjV;U)

S _
U .SS

peF prop. wire 1.0 x 2.0 6 x (U;V;Z)
2 _

loS 2.6

nCI-" drill cia. 2.0 x 4.0 fZ;2Uj2V <_". 1.0 0.06

D06--8 drill cia. 2.0 x 1.0 4Z;2U;2V <_". 1.0 0.06

PSA IlroP. wire O.IS x O.lS Z;YjZ';Y'jUjV;U'jV' 1_ 0.1 -
PSO prop. wire 0.13 x 0.13 ZjYjZ'jY' 1Dua 0.1 -
JVrM prop. lube S.I x 1.2 • x (Y;Z) 12.11818 6.1 -

SciaUUaUoa IIodo.copee

Oe'eclOr Ma&erial 1'L.ick... Ana, SUe HlIIIlba ol PholOaaalUplier

Name [em] II x w [ml .....u
SOT HEllO O.S 0.11 x 0.1. • x (21. l3Yjl3ZI RlSlI
SVJ HEllO 1.0 0.6 x 0.6 S x 2 (wiill holel ReAIW

SVW HEllO 2.6 S.O:lt 1.0 21 [1. x 2 arm,l ReA.8616

TOF NEIIO l.6,2.0,4.0 1.1 x 4.2 2xSl XP2020J(P22S0)(P2252

HElM 1.0 0.2 x 0.2 6 [rlIdiall XP2262

SPM GS20S0 2.6 S.O x 1.0 4 x 30 (16 x 2 arm,.) B.S.

SAIS NEilD 1.S 0.2 x 0.2 4 x S2 [UIY.IIZ1 RJII8

ChereDkoY De_lOn

Oeled(.r facia IIC Iladia&or Number De_lorl Threaholda (GeVIe)
Name ReCradinn I.eDI'1a (ml oCCelIa PhololllDlUpliu .. I{ ,..

Cll 1.00141 0.9 144 RC.A.816otQ.EMII12IQA 2.1 U 11.8
1----

l':1 l.lt0n52 l.6 U ReA.8llfQ 4.S II.S 31.0-Rlcn 1.000S3 8.0 10800 wile chamber 6.4 11.2 31.5

Blectromape&ic~

De'eclor Detec&or .\cUye HDmb. Hamba ol Wire ToW Thicb_

Name Type Ana [IIlI olPl..- CUbodeTo... Spaciq (mdia&ioa I-I,hl]

CAL pI ....pliDI 3.0 x S.O 10 x (Y:Z) 1188 1.04 em 20

Table 3.1: Summary of detectors and their properties.
60

-
-
-
-
-

-
-
-
-

-

-
-
-
-



-

3.2 Coordinate System

The E665 coordinate system has been defined to have its origin at the center of the

CCM. A right-handed coordinate system has been defined which has the positive

:z:-axis along the direction of the beamline (referred to as i), the y-axis is horizontal

with the positive direction to the west (i/), and the z-axis is vertical with positive

z pointing up (i). The nominal 'zero' time of any event is defined to be the time

which the scattered muon passes through the center of the CCM. The standard

unit of distance is meters and the standard unit of time is nanoseconds. In this

document, upstream will refer to the ~ i direction while dowTUltream will refer to

the +2 direction which is almost exactly the direction that the beam muons travel.

3.3 Beam

The NM (New Muon) beamline at Fermilab [80] has been designed to deliver a

high intensity beam of muons to the muon laboratory while limiting halo (muons

which are outside of the useful phase space of the beam but still pass through

the detector apparatus) to no more than approximately 10% of the beam :flux. A

further consideration in the design of the beamline was the capacity for producing

a polarized beam (at the expense of intensity). The capacity for polarized running

was not used in the 1987-88 running period. In addition to the normal muon beam,

it is possible to convert the beamline to provide a calibration beam of hadrons and
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A schematic of the beamline is shown in figure 3.2. The beamline can be sep-

-
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arated into four sections; pretarget, target and front-end elements, parent (decay) -
FODO and the muon FODO. The pretarget section takes the primary protons from

the switchyard and delivers them to the target. Secondary pions and hadrons are

produced from the proton beam impinging on the target and the useful phase space -
is collected by a set of front-end magnets while non-useful phase space and the re-

-maining proton beam are absorbed. The parent FODO is a transport line which

gives the pions and kaons time to decay before reaching a beryllium absorber in -
the beamline, after which only muons (with a small hadron contamination) remain. -
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The muon FODD is a transport line which allows for removal of halo and pro­

vides for focussing of the muon beam on the experiment target in the muon hall.

Following the final quadrupole element of the muon FODO is the section used for

beam tagging and momentum analysis which includes a horizontal bend and several

MWPC's. Wire chambers are utilized at numerous points along the length of the

beamline for diagnostic purposes in tuning and operation of the beam.

3.3.1 Pretarget Elements

Protons for the NM beamline are split from the main proton beam using an electro­

static septum followed by a Lambertson septum magnet. After the proton split is

sufficiently large, a superconducting dipole magnet (MUBEND) bends the protons

. at a relatively large angle to their initial direction and into the muon beamline. A

switch dipole exists just upstream of MUBEND which is used for changing opera­

tion modes from high intensity to polarized running. MUBEND bends the protons

mostly horizontally but also vertically downwards. The muons are leveled out by

subsequent vertical bends in enclosures NMI and NM2 (NM... refer to beamline

enclosures. I will leave out the word enclosure in the following.) which leaves the

beamline at '" 3m underground for the entire length of the beamline. This provides

shielding for radiation safety. A doublet consisting of five quadrupoles (FFDDD F

stands for focussing, D for defocussing) in the upstream end of NM2 (the target
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hall) focusses the protons onto the target. The doublet configuration minimizes

divergence in the bending plane of the secondary beam and maximizes the spatial

separation of the desired secondaries and the primary protons at the beam dumps.

. 3.3:2 Target and Front-End Elements

The proton beam is focussed onto the target consisting of 48.5cm of beryllium.

Secondary particles emerging from the target are gathered in a doublet of six

quadrupole magnets (FFFDDD) downstream of the target. A set of bending mag­

nets is provided which are used to select the central value of the momentum of the

secondary hadrons which are accepted. The primary protons and off-momentum

secondary hadrons are absorbed by a beam dump located ..... 10m downstream of the

target assembly. In addition, a second beam dump is located in the next enclosure

(NM3, the first enclosure of the parent FODO which is "'"' 73m downstream of the

post-target bend) along with a collimator which can be used to reduce intensity in

any mode and is crucial in selecting a momentum bite and achieving polarization

in the polarized running mode. Interaction of the various front end elements is

dependent on both tune and mode of operation. Further details are presented in

[80] .
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s.s.s Parent FOnO

The Parent (or Decay) FODO is designed to gi ve efficient transmission of the sec­

ondary hadrons while giving them time to decay into muons. The relevant con­

siderations in design of the decay FODO are; the decay length for'" 800GeV/c

pions and kaons, transmission efficiency of the FODO for a given interquad length,

phase advance per cell (determines shape of muon beam at the experiment), halo

at the experiment, number of quadrupoles and enclosures and physical positions of

quadrupoles, enclosures and the Muon Laboratory with respect to other structures.

The basic structure of the FODO consists of alternate focussing and defocussing

single quadrupoles spaced at equal inter.vals followed by a beryllium absorber to

remove the undecayed hadrons from the beam. The quadrupoles are a standard

Fermilab construction referred to as 4Q120. The beryllium absorber is 11m long,

6.2m of which is inserted into a large aperture bending magnet which can be used

to further select the momentum bite of muons reaching the lab. The length of the

absorber is calculated so as to reach a minimal plateau in the remaining hadrons

(hadrons are regenerated by muons in the beryllium) while being kept little (or no)

longer than this in order to keep multiple scattering of the muons to a minimum.

Minimizing the spot size of the beam at the absorber will minimize the increase

of the phase space of the muon beam due to multiple scattering and hence will

65



increase the flux of muons at the Muon Laboratory. Minimal spot size is achieved

by having the phase advance at the absorber be a multiple of 1800 a~d a total phase

advance of 5400 was chosen. Effect of spacing of quadrupoles on transmission effi­

ciency was calculated and it was decided that a spacing of 61m would be acceptable

with transmission efficiency only 5% from maximum with that separation. Given

the determination of these factors, cost and space are the primary factors which

will limit the length of the decay FODO and the final determination was to make

it 1.1l6km long.

3.3.4 Muon FODO

The primary reason for not placing the Muon Lab just downs'tream of the absorber

is to provide a distance over which halo muons can be separated from the·beam.

Hence a FODO with the same periodicity as the parent FODO provides efficient

transport for the beam past devices which will remove a large portion of the halo.

Because the halo consists of high energy (and therefore very penetrating) muons, it

is not possible to absorb it. Instead, a system has been devised which produces a

sharp-edged, toroidal, magnetic field around the muon beam. This is accomplished

by conventional toroid magnets and with a thick-walled iron pipe referred to as

mupipe. Muons which are inside the radius of the field will be unaffected, while

muons which are just outside of the inner radius of the field will experience a strong
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outward radial deflection.

The mupipe is designed to provide the very sharp edge to the magnetic field.

Mupipe is cold-rolled iron pipe which has coils carrying current wrapped along

the inside length of the pipe and then returning along the outside so as to induce

a torroidal field. The field within the pipe is '" 2.0T while the field just a few

millimeters within the inner radius of the pipe is virtually zero. The mupipe is

divided into several sections. The first section of pipe is 9.2m long and consists of

pipe with inner diameter of l1Acm and outer diameter of 17.8cm. The following

three sections have an inner diameter of 12.7cm and an outer diameter of 19.1cm.

Larger aperture toroid magnets continue the process of deflecting halo away

from the beam. These toroids are placed downstream of the mupipe and consist

of 9.2m of 1.73m diameter toroid magnets followed by 6.2m of 3.05m diameter

toroid magnets. During the 1987-88 run, the combination of the mupipe and these

large diameter toroids resulted in a factor of 5 suppression in the amount of halo

compared to beam which enters the experiment downstream. Approximately half

of the remaining halo is within 20cm or the nominal beam axis and the rest is

spread more uniformly across the apparatus.
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3.3.5 Beam Performance

The characteristics of the final muon beam depends on a number of factors ineluding

the number of incident protons, the tune which is being implemented and the

selection of useful phase space by the experiment. In general, the beam has a

transverse size at the experiment of ~ 4cm in the z direction (nonbend) and ~ 6cm

in the y direction. For high-intensity running, with tune of z > .5 a muon/proton

ratio of 5 x 10-6 is typically achieved. For the 1987-88 running period typically

2-3 x 1012 protons were delivered per spill to the muon beam target which resulted in

10-15 x 106 muons per spill or instantaneous rates approaching 106 / s. Significantly

higher intensities can be achieved with a lower momentum tune. Rates as high as

107 / s can be achieved by use of more primary protons or lower momentum tunes.

The beam retains the RF structure ofthe accelerator. The RF is 53MH z which

gives buckets spaced at "" 19ns intervals with the arrival time of muons having a

jitter of only about Ins within a ·bucket. This fact has been used in the design

of the trigger logic for the experiment. At high intensities, as many as 20% of the

muons will be in buckets which contain another muon. With this in mind, the beam

spectrometer has been constructed with multi-hit capacity.
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3.3.6 Calibration Beam

It is possible to produce a calibration beam of hadrons and muons by making several

alterations to the NM beam line [81]. For this mode, a secondary target is installed

60m upstream of the beryllium absorber. A dipole magnet just downstream of the

secondary target sweeps charged particles out of the beam. The beryllium absorber

is replaced with 0.1 radiation lengths of lead. Resulting electrons, positrons and

hadrons are transported along the muon FODO to the experiment. Beam parti­

cles are tagged in the beam spectrometer in the same way as muons, but with a

lower current in the tagging magnet. A final dipole magnet, which can be rotated

remotely, is used to alter the direction _0'£ the beam as it enters the experimental

hall. It is also possible to remove all absorbers from the beam and bring primary

protons all of the way to the Muon Lab for purposes of alignment of the beamline

magnets and other components.

3.4 Beam Spectrometer

The beam spectrometer must not only supply tracking information for the incoming

muon but must also provide trigger information which defines a 'good' incoming

muon. This is accomplished by two stations of detectors upstream of a horizon­

tal bending magnet and two sets of detectors downstream of the same magnet.

Each station of detectors consists of a set of scintillator hodoscopes for trigger in-

69



""---O.128m---~....

only adive
areas shown saT Y -13 F'tnQa'S

OJ7em

positions in,/x
are not to
scale

-
-
-

-

-
-
--

Figure 3.3: Wire planes and scintillators for a beam tagging station.

formation and a package of MWPC"s for precision tracking information in offline

reconstruction (see figure 3.3). The beam spectrometer is located in enclosures

upstream of the Muon Laboratory. The bending magnet is a dipole magnet with a

3mR bend (the magnetic field strength is changed to suit the average momentum

of the beam). Stations are numbered from 1 to 4 with number increasing along

z. The detector stations provide for'"" 27m lever arms on each side of the magnet

position. The system is designed to operate with an instantaneous beam rate of

107
/ s. Angular resolution is '"" lOp.R which results in an uncertainty in momentum
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of '" .5%. During the 1987-88 running, reconstruction efficiency for single beam

muons was in excess of 99%.

3.4.1 Scintillator Hodoscopes (SBT's)

Scintillator hodoscopes with a y view are provided at all stations and hodoscopes

. with a z view at stations 1,3 and 4. All of the scintillator hodoscopes consist of

13 small scintillators. All stations but the z-view in station 1 have scintillators

which are graded in width in order to give approximately equal signal rates. These

hodoscopes have an active area of 17.8cm x 14.0cm. The scintillator strips are

Bicron BC-400 and are 3.2mm thick, 17.8cm long and vary in width from 6.4mm to

25.4mm. Narrower counters are used in the central portion of the hodoscope while

wider counters are in the wings of the hodoscope. The z view hodoscope in station

1 has equal width scintillators (9.5mm) in order to enhance the beam fraction

which is available for the small angle trigger (see section 3.11.4). All counters are

arranged in two layers with 1.6mm overlap. Each scintillator has attached a single

Hamamatsu R-1398 phototube with maximum operating voltage of 1.9kV. Each

scintillator is equipped with an optical fiber leading to a common LED for each

station which can be used to check basic operation.

Phototube signals are transmitted on fast cables (RG-8U hardline) to a po­

sition which is adjacent to the most downstream station. Here, signals are split
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with one half being digitized (LRS2249 ADC's) and the other half being discrimi­

nated (LRS4416 Discriminators) with resultant logic signals being used in trigger

determination and latched for read-out (LRS4448).

3.4.2 Beam Proportional Counters (PBT's)

The beam proportional chambers consist of a specific implementation [82] of a

generic design developed by the Fermilab Experimental Areas Department [83].

Each station has a package consisting of six planes of proportional wires with 1mm

spacing with two planes each at orientations for y readout (vertical wires), z read­

out (horizontal wires) and one plane each at ±30° from vertical. Orientations with

two wire planes have the wires offset by O.5mm between the two planes, yielding

an effective wire pitch for that view of O.5mm. Inclined planes are necessary for

reconstruction of events with multiple beams which will be rather common if instan­

taneous beam rates of lOT / s are achieved. The planes in each package are separated

into two gas volumes with independent high-voltage power supplies so that if one

plane of wires is not functional, the other set can still provide a space-point.

Sense planes consist of 128 anode wires (10.2J,£m gold-plated tungsten) and

mounted on G10 frames. The active area of each plane is 12.8cm x 12.8cm. Cathode

planes an~ gas windows consist of 12.7J,£m thick aluminum foil. There is a 3mm

gap between cathode and anode planes. The gas mixture consists of 50% argon and
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50% ethane bubbled through ethyl alcohol at ooe.

Signals from the chambers are amplified and discriminated at the chambers

(Nanometrics N277). Discriminated signals are transmitted through flat pair cable

to delay and latch modules in CAMAC crates (LRS 2731A, PCOS III MWPC

Readout System).

3.4.3 Halo Veto System

Halo muons are an inescapable part of life in a muon beam and provide a potential

source of background for various triggers. used in the experiment. Two systems

have been implemented to remove the effects of this halo. First, an array of large

scintillator counters has been ~onstructed at the most upstream end of the Muon

Laboratory and provides a veto for wide halo. Second, several stations of 'jaws'

scintillators have been provided which can be closed in around the muon beam to

cut out halo muons which are close to the beam but not useful to the experiment.

Of course, at some point the halo-veto jaws actually begin to define what is and is

not 'useful' beam.

3.4.4 Veto Wall (SVW)

The halo-veto wall (SVW) consists of an array of large scintillators at the beam

inlet into the Muon Laboratory (- 5m upstream of the CVM center). The active
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area of the array is 3m x 7m which effectively covers the entire active area of the

downstream spectrometer. A 25cm x 25cm hole is left in the center for the muon

beam. The array consists of 28 counters, each 1.5m x .55m and 2.54cm thick. These

counters were originally built by Rutherford Lab for use in E98 and were resurrected

for use in this experiment. A few of the counters had -to be rebuilt. The counters

are ~ounted on the downstream side of a 5cm thick wall of steel (with a hole in

the middle!) in order to discourage false vetoes due to soft photons produced by

the beam. The counters are read out using RCA8575 phototubes. Signals from

the phototubes are transmitted on RG58 coaxial cable to a location adjacent to

the last beam station. There, the signals are split in the same fashio~ as those for

the SBT's with part being digitized and part being discriminated and latched or

forwarded via fast coaxial cable to the trigger electronics downstream.

3.4.5 Veto Jaws (SVJ's)

The halo-veto jaws (SVJ 1-3) consists of three pairs of scintillation counters located

at beam tagging stations 2, 3 and 4. Each pair covers an active area around the

beam of 50cm x 50cm The counters in a pair can be adjusted relative to each other

in order to produce an adjustable, rectangular aperture around the beam. This

aperture is adjusted so as to cut out 'close' halo which would just miss the target

or portions of phase space which produce trigger anomalies (e.g. low momentum
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tail). Because of the proximity to the beam, these counters suffer very high rates

which can be as much as 5% of the beam. RCA6655 phototubes were used and

signals are treated in the same fashion as those for the beam tagging hodoscopes

(SBT's) and the veto wall (SVW).

3.5 Targets

For the 1987-88 running period, 'thin' ('" a few tenths of an interaction length) tar­

gets were used in order to minimize re-interaction of final-state hadrons and thus

maximize probability for observation of the 'true' hadronic final state. A major con­

sideration which had to be taken into account for this running was that targets had

to be designed to live within the streamer chamber environment. This constrains

both total target length and requires a dielectric material. With those considera­

tions in mind, selection of target materials was made on the basis of physics interests

and ease of analysis. The three materials used in this running were liquid hydrogen,

liquid deuterium (actually a mixture of D 2 , HD and H 2 with a total of 95% of deu­

terium) and high pressure gaseous xenon. Hydrogen was selected as the 'most basic

target available' and to allow comparison with deuterium. Deuterium was selected

as the lightest possible isoscalar nucleus and higher cross section (than hydrogen)

for production of hadrons off of a 'fundamental' target. Deuterium also provides

the baseline for comparison with heavier targets in searches for A-dependent ef-
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fects. Xenon was selected as an element which is a dielectric and has a large atomic

number in order to search for A-dependence effects. Given the time available and

priorities of the collaboration, no other 'heavy' targets were used in this running

period.

The same cryogeriic liquid target was used for both the hydrogen and deuterium

running. It consists of a cylinder which is l.lm long (along the z-axis) and w~th

a diameter of9cm. It is constructed from Imm Kapton which was reinforced

with Kevlar threads. From tests of boil off rate it was determined that bubbles

in the target would produce a less than 1% effect on the target thickness. The

target filled with hydrogen presents'" 8g/cm2 of material to the beam while filled

with deuterium it presents'" 16g/cm2 of material. The end-walls of the target

correspond to 2% of the thickness in grams of the hydrogen filling.

The pressurized gas target used for the xenon running consists of a cylinder

which is 1.12m long and has a 7.2cm diameter. The vessel is constructed from

200ILm mylar reinforced with Kevlar and epoxy. The operating pressure for this

target with xenon was 14 atmospheres gauge which results in 9.5g/cm2 of xenon in

the target. This is comparable to the amount of material in the cryogenic target

filled with hydrogen. The thickness of the endwalls in the beam for this target is

O.3g/cm2 which is about 5% of the total target thickness.

Some data were taken with each beam and target vessel with the vessel filled
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with atmospheric pressure gaseous helium. These empty target data are used to

statistically subtract effects caused by the target vessel for certain analyses.

3.6 Large Analyzing Magnets CCM and CVM

The two large magnets CCM and CVM form the basis upon which the tracking

spectrometer is constructed. The CCM is a large dipole magnet with a 3m diameter

pole piece and a gap of 1.3m between the two poles. It has a superconducting coil

which is capable of carrying ..... 900 Amps which corresponds to a maximum field

between the pole pieces of loST. As mentioned above, this magnet was originally

constructed as the magnet for the Chicago Cyclotron and has since been converted

for use as an analyzing magnet in high-energy experiments. The CCM coils are not

equipped with any quench protection. This allows for more windings and smaller

coils but will certainly be a disaster if the magnet ever does quench. So far, this

has never happened.

The CVM (CERN Vertex Magnet) was originally used in NA9 (EMC) at CERN

and was shipped to E665 as part of the 'complete' vertex spectrometer. The CVM

is a dipole magnet with 2m diameter pole tips which have a cylindrical opening in

the center to allow for viewing of the streamer chamber. The poles are separated

by a gap of 1m The CVM is equipped with a superconducting coil which is capable

of carrying a maximum of '" SOOOamps which corresponds to a field of 1.5T. The
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CVM is equipped with quench protecting copper coils which means that less winds

can be produced in a fixed volume. Hence, the current required to produce a given

field is higher than for the CCM but the magnet will survive quenches.

For the 1987-88 running, the two magnets were operated with fields in opposite

dif'eetions such as to produce a focussing condition. This condition is achieved by

setting the field integral for each magnet inversely proportional to the distance of

each from the first plane of the PTM's. This corresponded to field integrals of

4.312Tm for the CVM and -6.734Tm for the CCM. Neglecting various achromatic

effects, the result of this focussing condition is that the impact position at PTMI

for a sca,ttered ~uon depends only on the scattering direction and not on the

muon energy. In addition, focussing ensures that unscattered beam muons hit

the SMSI arrays at the position predicted by a straight line projection from the

beam spectrometer. Both of these effects simplify the construction of the large

and small angle triggers. Because the target is located in the CVM field, muons

change momentum part way through this field resulting in an achromatic effect.

This effects the triggers and in particular is one of the primary limitations on the

small angle trigger performance.
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3.7 Tracking Detectors

3.7.1 Streamer Chamber (SC)

The streamer chamber (SC) consists of a rectangular active volume of 2.0 m along

the z-axis, 1.2 m along the y-axis and 0.7 m along the z-axis. The volume of the

chamber is divided into three sections by horizontal electrode planes of phosphor­

bronze grids which give 80% light transmission. This construction allows for in­

sertion of targets in the upstrea.m half of the streamer chamber and avoids a dead

spot for tracks in the forward direction downstream of the target. The walls of the

chamber are constructed of 50 mm thick Rohacel coated on each side with 1 mm of

Lexan. The chamber is viewed from the top which consists of a clear Lexan plate.

The original version of this chamber [84] had a 120 p.m mylar foil in place of the

Lexan plate. The heavier plate was installed as a safety precaution against possible

chamber rupture should the target vessel break. In addition, 'blowout' windows

connected to exhaust vents were installed in the sides of the chamber to relieve

pressure if such a target catastrophe were to occur. All outside electrodes are at

ground while the two inside electrodes are at positive and negative high voltage.

Streamers are produced in the chamber upon application of a 10 ns long, 350 kV

pulse produced by a Marx generator and Blumlein system. The memory time of the

chamber is controlled by the gas mixture which is nominally 70% Ne, 30% ·He, .3%

79



isobutane and a few times 11
0

ppm of SF6 (the SF6 controls the memory time which is

between 1.0 and 1.5 ~s). The pulse is produced in the Marx generator which has 21

stages each with a capacitance of 22 nF and is charged up to 19 kV. The formation

time for the pulse is ,..., 400 ns and is originally 100 ns in duration. The Blumlein

shapes the pulse and reduces the length to ,..., 10 ns. The charging time for the

Marx is several hundred milliseconds. This time, required for stability of operation

of the Marx, determines the streamer chamber dead-time which is considerably

longer than the electronic dead-time for the remainder of the apparatus. Hence,

specially selective triggers must be generated for the streamer chamber as discussed

in section 3.11.8. The 1 JJ.s or longer memory time typically causes several muon

tracks (not necessarily associated with the trigger) to be visible in each picture.

The optical system of the streamer chamber consists of three cameras each with

a different stereo angle (150 between cameras 1 and 3, 120 between 2 and 1 or 3).

The film is advanced by a vacuum capstan which is capable of operating at the rate

of 10 pictures/second. Image intensifiers (Varo type 1248-3 with Pll phosphor)

are used in order to minimize the necessary length of the streamers. The image

intensifiers offer a light gain of,..., 100 and have a resolution of 55 lit;J-e pairs/mm. A

demagnifying lense (Nikon-Rokor type; 58mm/1.4; located .384 m from the center

of the chamber) reduces the image by a factor of 66 which combined with the film

resolution provides a minimum track separation of ,..., 3mm. Single tracks in the
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subset of 1987-88 data which has been analyzed have an '" 850JLm spatial resolution

which leads to a momentum resolution of ~ = p X 10-2 (p in GeV).

3.7.2 Yertex Proportional Chamber (PCY)

The PCV multi-wire proportional chamber [85] sits immediately downstream of

the CVM. Its purpose is to provide for matching of tracks in the streamer chamber

with downstream trackS, provide wide angle tracks (both with and without the

PTA's) without streamer chamber information, improve resolution of momentum

for forward tracks and improve location of the primary vertex for events in which

no streamer chamber information is available.

The sensitive area of pev is 2.80 m x 1.00 m. The chamber consists of six

planes of anode wires; two vertical, one each inclined at ±45° and one each inclined

at ± 180 from vertical. The signal wires are of 20 ILm gold-plated .tungsten with a

separation of 2 mm. The cathode planes consist of 10 mm thick Rohacel 31 foam

covered on each side with a 75 JLm thick mylar which is coated with 75 /-Lm of

graphite. There is an 8mm gap between anode planes and surfaces of the cathode

planes. The Rohacel cathodes permit the wire support frames to be kept thin while

adding only a small amount of material to the active area. The support frames

are constructed from fiberglass FE27. The gas mixture used is 71.8% Argon, ~8%

isobutane, 0.14% Fret;ln, and trace amounts of isopropyl alcohol.
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PCV isa copy of a similar chamber used in the NA9 experiment [84]. With

that chamber, a plateau of 400 volts was obtained above 5.1 kV and time reso­

lution permitting a gate width of 50 ns. With these conditions, the r .m.s. point

reconstruction was .5 mm in the horizontal and 1.2 mm in the vertical direction.

In order to be resolved as individual hits, tracks must be separated by 4 mm in the

horizontal direction and 12 mm in the vertical direction.

Signals from the wires travel through a 6.6 m twisted pair cable to preamplifiers

which are mounted near the chamber. These amplifiers drive a 65 m length of

twisted pair cable which is used as a delay element. The signals are received in

the counting-room where they are amplified, discriminated and delayed using a

monostable circuit. The data are then latched and encoded. Addresses of hit wires

are ready for readout via CAMAC after .8 ms.

Single plane efficiency for detecting halo muons ,away from the beam region

during low intensity running during 1987-88 was typically 90%.

3.7.3 'PC' Proportional Chambers (PCI-3)

The PC multi-wire proportional chambers were used in an earlier experiment [86].

The readout electronics were changed for this experiment. The system consists of

three packages each containing four anode wire planes- one moun~ed horizontally,

one vertically and one each at ±28.07D from vertical. The active area of each

82

-

-

-

-

-
-



--

-

.....

chamber is 2 m X 2 m. The anode and cathode planes are mounted on 'Stesalit'

frames each 6 mm thick which are packed together and stiffened with external iron

frames. The anode planes are constructed of 25 Jl.m diameter, gold-plated tungsten

wires soldered onto a printed circuit board and spaced 3.0 ± .1 mm. The cathodes

consist of plastic foils coated on each side with graphite with a single cathode foil

separating anode planes. The gap between the anode and the cathode is 6mm.

Two zig-zag mylar strips 5 mm wide are in each gap between cathode foils and

anode wires to act as spacers and reduce the free wire length to prevent oscillations

caused by electromagnetic forces. A compensating field wire runs parallel to the

-

mylar spacers in order to restore full efficiency to these regions. The distance (along

2) from the first to the fourth anode plane in each package is 36 mm. The total

thickness of all 12 planes is 0.33g/c:rn2 in the active region.

Preamplifiers are mounted directly on the chamber frames and drive twisted pair

cables (which act as a delay element) and lead to the so-called RMH readout system

[87] in the counting room. The RMH system provides amplification, discrimination

and latching for all signals. In addition, it provides a fast OR of each group of 32

wires for use in triggering purposes (see section 3.11.8). RMH modules (consisting of

32 channels each) are housed in crates each containing 22 of the modules. Readout

is performed by an encoder in each crate. The crate encoder records the station

number for each hit channel and this information is transferred at readout time to a
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system encoder which sits in a CAMAC crate and controls readout of the 12 RMH

crate encoders. Data transfer is via a DMA transfer to the PDP from the system

encoder.

The average efficiency for detecting halo muons in a subset of 1987-88 data

examined was"" 85% per plane. The poor efficiency is believed to mostly be due

to degradation of the cathode in the beam region.

3.7.4 Proportional Chambers in CCM (PCF)

The PCF system [88] consists of five triplets of multi-wire proportional cham~ers

distributed in the upstream half ofthe CCM. Each triplet has one plane of horizontal ­

anode wires and one plane each oriented at ±15° with respect to vertical. Each

plane has an active area of 1 m x 2 m. The Anode planes are constructed with 20 p,m

diameter, gold-plated tungsten wires stretched on G-10 frames. The wire spacing is

2 mm. Cathode planes are constructed from styrofoam-backed aluminized Kapton

and are spaced 6.4 mm on either side of the anode wires. There are two support

wires in each z plane, one on each side of the beam region. The U and V planes

hav~ a single support wire near the center of each plane. Support wires are offset in

different planes in order to avoid completely dead regions. Anode planes within a

triplet are separated (along z) by 6.7 em. 'The gas used is a mixture of 80% Argon,

19.7% CO2 and 0.3% Freon. High voltage is typically 3.8kV.
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The wire signals are amplified and discriminated on the chamber using Nano­

metrics (N-303) amplifiers. Signal delay is generated by a monostable (700ns) for

each wire and two monostables for central region wires to reduce the dead-time.

Hit wires are recorded as bits in a shift register and a CAMAC based scanner

(Nanometrics WCS300) converts these into addresses at readout time.

The average single plane efficiency for detecting halo muons away from the

beam region and support wires was greater than 95% for the subset of 1987-88 data

examined thus far.

3.7.5 Drift Chambers (DCI-8)

Tracking of charged particles downstream of the CCM is primarily accomplished

via two sets of drift chambers [89]. One set is immediately downstream of the CCM

while the other set is another four meters further downstream (on the other side

of the RICH). The aperture of the upstream chambers is 2 m x 4 m while the

aperture of the downstream chambers is 2 m x 6 m. The upstream chambers are

numbered 1-4 while the downstream chambers are 5-8. Each chamber contains two

parallel planes of drift cells with anode wires for one plane offset by one-half cell

from the anode wires in the other plane. Chamber planes with horizontal wires

are split vertically into two. half-planes (using a G-10 septum) to improve multi-hit

capability. Each set of four DC packages contains four planes of horizontal wires
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(z view), and two planes each with wires inclined at ±5.758° from the vertical.

The drift cells in each plane have dimensions 50.8mm along the y-axis and

9.6mm along the z-axis. Drift cells in adjacent planes are offset by 1/2 cell width.

The central region around the beam in each plane is deadened over a region which is

two cells wide and 50.8mm along the length of the wires. Cathode and field shaping

wires are of 102p.m copper-beryllium wire with electroplated silver coating. Anode

wires are of 20.3p.m gold-plated tungsten with rhenium doping for added strength.

A special wire placement table was used to achieve an absolute precision in anode

wire position of 100p.m over the entire face of each chamber. Wires are mounted on

precision drilled printed circuit boards which are laminated with precision drilled

stainless steel plates which are all sandwiched together (to form the drift cells) and

supported by frames of 35.6em and 45.7tm wide by 1.27em thick G-10 fiberglass

beams surrounded on all sides by 7.62em x 7.62em aluminum angles for strength.

The gas volume of the chambers is enclosed by a :film laminate of 25.4JLm thick

aluminum foil and 50.8p.m thick mylar. The aluminum side of the :film is on the

inside of the chamber and acts as an electrostatic shield. The gas mixture consists

of 50% argon and 50% ethane bubbled through ethyl alcohol at '" o°c. The electric

field is 492V/em which yields a (measured) drift velocity of 4.2em/JLs. Hence, full

drift time is approximately 500ns. Each eight plane package has a total thickness

of .0459/em2 along the beam direction in sensitive areas.
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Anode wire signals are amplified and discriminated on the chambers (Nanomet­

rics N-311) which supply a double pulse resolution of lOOns. The signals are then

transmitted along 28m of twisted pair cable to a repeater, followed by another 32m

of cable before reaching the time digitization system. The time digitizing system

is 'home-built' and provides a time resolution of 2ns with a multi-hit capacity of

16 hits per channel and with a 35ns deadtime [90]. This system exists in CAMAC

crates and is read out in a standard DMA transfer.

Single hit spatial resolution is '" 400ILm per hit. After halo muon calibration,

individual wire corrections should impr.ove this resolution to '" 250lLm. Resolution

for double hits is dominated by the 100ns- front end electronics dead-time and

is '" 5mm. Efficiency for detecting halo muons away from the beam region was

95% ± 4% per plane for a subset of 1987-88 data.

3.7.6 Small Angle Proportional Chambers (PSA,PSB)

Two small-angle MWPC's have been included for purposes of small angle tracking

and triggering (PSA and PSB) [91]. The chambers use the same flexible base design

[83] as the beam spectrometer chambers. PSA is located directly in front of the

calorimeter while PSB is located just downstream of the RICH which provides a

lever arm between the two small angle chambers of '" 2m.

PSA consists of two identical packages of four planes each. The first four plane
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package is mounted with orientation z, y, z', y' (primed planes are offset by O.5mm).

The second package is mounted at 45° with respect to the first yielding u and v

views. The planes have 1mm wire spacing and an active area of 12.8cm x 12.8cm,

which is sufficiently large to cover the dead region in the center of the drift chambers.

The gap between anode and cathode planes is 3mm (as in the beam chambers).

The average thickness of each four plane package is 9.39/em2 , including the support

frames and electronics.

PSB consists of a single four plane package identical to those used in PSA. It is

oriented to yield y and z views.

Both PSA and PSB are operated at 3.1kV with a gas mixture of 50and 50Am­

plifiers and readout system are the same as for the beam spectrometer chambers.

Only PSA data has been used for the 1987-88 running. The efficiency for finding

at least one space point for the combined package was over 98%.

8.7.7 Large Angle Proportional Tubes (PTA)

At large angles, behind the time of flight hodoscopes, are the PTA detectors which

provide a larger lever arm and extra hit information for pattern recognition for

charged particles which are either produced at wide angles or swept into large angles

(from the z direction) by the CVM. The counters have an identical construction

and readout as the PTM counters (discussed in Section 3.8.3) but with different
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SIzes and orientations. Each of the PTA's has an active area of 2m x 2m and

provides y, z, 'U (+45° from vertical) and v (-45°) views.

3.8 Muon Detection

High-energy muons 'are much more penetrating than hadrons, photons or electrons

and this fact is utilized in muon detection. A 3.0m thick wall of steel (..... 18 nuclear

interaction lengths) is placed behind the electromagnetic calorimeter and acts to

absorb all secondary particles other than high-energy muons. Arrays of detectors

are then placed behind the steel. Slabs of concrete which are 90cm thick are placed

between each of four sets of counters used for muon detection. The concrete acts to

eliminate spurious hits caused by a soft electromagnetic shower which may emerge

with a muon as it passes through matter. The muon detection must not only

supply identification of the muon track in the forward spectrometer but must also

supply the trigger information for the experiment based on angle of scatter for

the muon. To accomplish this, each set of detectors consists of an array of large

scintillator counters (SPM's), an array of small scintillator counters in the beam

region (SMS's) and large arrays of proportional tube counters (PTM's). These

detectors can be combined in a number of different ways for trigger purposes while

the PTM's and SMS's yield tracking information to be associated with upstream

tracks for identification of muons. A small set of scintillators at the very back of the
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experiment produce a 53MHz signal which is phase locked to the arriving muons

for use in trigger ti.ming.

3.8.1 Large Muon Scintillator Counters (SPM)

The large muon scintillators (SPM's) [92] consist of four planes each consisting of

an array oflarge scintillator counters. The active area of each array is 7.0m x 3.0m

with a hole in the center for the beam which is 20cm x 20cm. The individual

counters consist of 2.54cm thick acrylic scintillator (ROHM GS-2030) with area of.

O.5m x l.Sm. The counters are arranged so that a 12mm overlap exists with adjacent

counters. Scintillation light is absorbed and re-emitted in wavelength shifter bars

(ROHM GS-1919) which run the length of the scintillator and also act as light pipes

leading to a single phototube (Hammamatsu R329) for each counter. The counters

are enclosed in plywood boxes. The two central counters (above and below the

beam hole) consist of 2.Scm thick NEllO scintillator with dimensions .28m x 104m.

An acrylic light guide leads to a single phototube (Hammamatsu R329) at the top

end of the upper counters. The lower counters have an air light guide at the top end

since this area is in the beam. Phototube high voltage is supplied by LRS BV4032

modules.

The phototube bases for counters with acrylic scintillator are built to integrate

for 20ns and then discriminate at the level of 2-3 photoelectrons. This helps to
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maintain moderatetiming in spite of a ,two-component output from the shifter bars;

one with mean lifetime of 20ns and another with mean lifetime of 600ns. The

discriminated signals are transmitted via twisted pair ribbon cables to the trigger

electronics which is located on a platform on top of the absorber steel. In addition

to the digital signals, analog pulses are digitized and read out for each counter.

3.8.2 Small Muon Scintillator Counters (SMS)

The beam hole in the SPM counters is covered by hodoscopes of small, 'finger'

scintillators (SMS 1-4). Each station has a vertical and a horizontal hodoscope

which is constructed from 16 scintillators with width of 13.2mm except for the

outer cou~ters which are 19.6mm wide. The edges of the individual scintillators

are beveled so that an effective overlap o~ ..... O.3mm is created for adjacent fingers.

Phototubes (Hamamatsu R1166) are mounted directly on the scintillators and sig­

nals are transmitted via RG58 coaxial cables to LeCroy 4413 discriminators which

are run in update mode and to LRS2249 ADC's. Discriminator outputs are sent to

LeCroy 4448 latches and to the trigger logic. Phototube high voltage is supplied in

the same manner as for the SPM's.
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3.8.3 Muon Proportional Tubes (PTM)

The purpose of the muon proportional tubes (PTM) is to provide tracking for

muons behind the steel. The detectors consist of four sets of proportional wire

tube planes, each set being positioned immediately upstream of one of the SPM

hodoscope planes. Each set consists of a pair of planes of horizontal and vertical

proportional tubes (a total of four planes per set) with active area 3.6m x7.2m.

The proportional tubes are constructed from aluminum extrusions and have a pitch

of 2.54cm. Two planes yielding the same view are adjacent to one another and

there is an offset of 1.27em between the tubes in each plane so that an effective

pitch of 1.27cm is .achieved with no dead region between tubes. The aluminum

walls between tubes are 2mm thick which results in frequent hits in both layers of

tubes. The anode wires are -50lLm gold plated tungsten. The planes are operated

at '" 2.7kV with a gas mixture of 50% argon and 50% ethane which has been

bubbled through ethyl alcohol at O°C. This results in a maximum drift time for

ionization electrons of 250ns. Wire signals are amplified, discriminated and latched

at the planes (Nanometrics N-272-E). Latch readout is performed in parallel for

each plane using a Nanometrics WCS 200 system. Outputs from the monostables

at the plane are also available as differential ECL signals. It is intended that these

signals will provide the basis for a target-pointing level-2 trigger processor which
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was not ready for the 1987-88 running period.

For halo muons away from the beam region, the typical efficiency for finding at

least one PTM wire hit per station in a single view was '" 95% for the subset of

1987-88 data examined.

3.8.4 RF Phase Locking System (PLRF)

The Tevatron RF structure is preserved in the muon beam. During the 1987-88

running period, the frequency was 53.10410MH z. A signal source in the Muon

Lab is Phase-locked to the arriving muons and used throughout the experiment.

Because this signal has less than Ins of time jitter relative to the arriving muons,

it is very useful for a number of timing purposes.

The reference phase for the PLRF signal is provided by four 5.08cm x 5.08cm x

1.27cm NEllO scintillation counters located downstream of the last SPM counter.

Two RCA 8575 and two Hammamatsu R329 phototubes are used and high voltage

is supplied in the same manner as for the SPM counters. A four fold coincidence

between the counters is formed. The output of this coincidence has a time fitter of

l.05ns (FWHM) with respect to the accelerator RF. This signal is used to phase­

lock the distributed accelerator RF, producing the PLRF signal. The phase lock

circuit can track time shifts at a rate of 300ps per arriving muon and has a back~up

local oscillator.
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3.9 Electromagnetic Calorimetry (CAL)

The primary function of the electromagnetic calorimeter (CAL) is measurement of

photon momenta. Of course, electron energies can also be measured and the design

of the calorimeter allows for reconstruction of neutral hadrons (11'0 for instance)

which decay into photons. Indeed, the calorimeter was designed so that hadron

reconstruction will be sufficiently complete that a direct photon signal may be

visible. In addition, the calorimeter is able to provide a fast signal for use as

a component in experiment triggers. Considerable use is being made in a wide

variety of analyses of calorimeter information for ~emoval of bremsstrahlung from

event samples. Because I spent several years in the planning, construction, testing

and operation of the calorimeter, I shall dwell considerably more on the details of

its construction and operation than I have on other detectors.

3.9.1 Calorimeter Design Criteria

The idea of the E665 spectrometer is to intercept and detect as many of the sec­

ondary particles produced by a deep-inelastic-scatter as possible and this rule in­

cludes photons. Of course as possible includes a number of considerations. A

necessary feature of calorimeters is that they contain a large amount of material

and hence, must be located behind tracking and particle identificatIon detectors for
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various charged hadrons. This relegates the calorimeter to be downstream of the

final set of drift chambers and just upstream of the absorber steel. This forces the

calorimeter to be more than 20m from the target (actual final position is ...... 24m

from the target). Given this position, the pole pieces of the CCM determine the

effective aperture which will be available to the calorimeter and is "" ±1.3m in the

vertical direction. Monte Carlo studies were performed which showed that a square

calorimeter of 3m x 3m would (on average) intercept only"" 65% of the total num­

ber of photons but that th~se photons carry most of the total photon energy in an

event ("" 95%). Diminishing returns are achieved by attempting to intercept more

photons by extending the calorimeter in horizontal directions (Only a small fraction

of remaining phase-space can be intercepted by doing so.) and cost scales about

linearly with extension in this direction. Hence, it was decided that the calorimeter

should be around 3m transverse dimension and a square design was chosen for ease

of construction.

The calorimeter needs to supply information on the neutral energy flow of an

even-t with reasonable position and energy resolution. A considerably more ambi­

tious goal is to allow reconstruction of neutral hadrons which decay into photons

and through this capacity, the ability to discern extra photons which are left over

and constitute a 'direct' photon signal. In order to achieve this, good energy res­

olution, longitudinal shower development information and high segmentation with
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good transverse spacial resolution are essential. Given finite amounts of money to

spend, the chosen solution was a gas-sampling calorimeter with cathode-pad-tower

readout. Size of pads was chosen by Monte Carlo study and for convenience of

construction. Three regions of different pad sizes were selected; smaller pads in the

center and larger pads in the perimeter. High density is required in order to keep

showers as narrow as possible so lead was chosen as the passive absorber material

between active elements. Monte Carlo studies showed that 20 radiation lengths

of material wquld be sufficient to keep shower leakage acceptably small (less than

'" 2% for showers up to 50 GeV).

The largest source of limited resolution in a sampling calorimeter is caused by

statistical fluctuation due to discrete sampling. Following Rossi [93], Monte Carlo

data [94] give the average total number of electron tracks sampled between lead

plates each of thickness t (in radiation lengths) as:

-
-
-
...

for electrons with kinetic energy greater than IMeV (E is the energy of an incident

N ~ 50E[GeV]
t[XoJ

(3.1) -
-

electron). Assuming a Gaussian distribution for the number of sampled tracks, the

fluctuation is given by:

(3.2)
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for lead. This can be generalized [95] to:

-
(3.3)

-

-

where € is the critical energy of the absorber in appropriate units and k is allowed

to be material dependent and typically ....... 2. This equation agrees very well with

measured data. Gas sampling calorimeters will have worse resolution by about a

factor of 2 from the above equations due to Landau and track length fluctuations in

the gas Hence, the energy resolution of the calorimeter will improve by increasing

the number of active sampling elements (decreases t) along the shower development

but cost increases roughly linearly and longitudinal density will be affected. A

total of 20 sampling planes '(one per radiation length) was decided upon as a good

compromIse.

A number of different techniques have been employed for construction of gas-

sampling calorimeters with pad-tower readout. In this case, it was decided to

use so called Iarocci tubes [96] to build planes of proportional tubes with cathode

pads on both sides of the plane in order to reduce charge fluctuations due to wire-

pad separation. The Iarocci tubes (rather than some other tube construction)

were chosen primarily because they were available and inexpensive. It was decided

that readout would be performed on sums of sixteen anode wires (a single Iarocci

bitube) on all planes to provide longitudinal shower information. Precision position
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Figure 3.4: Simple schematic for the E665 electromagnetic calorimeter.

-
information is provided by readout of individual anode wires in four planes which

are near shower maximum.

3.9.2 Calorimeter Construction

As noted above, the basic design of the calorimeter is a lead/proportional-plane

sandwich with both cathode pad and anode readout. A simple schematic of the

-
-

calorimeter is shown in figure 3.4 There are a total of twenty planes of lead wIth

twenty planes of proportional tubes interspersed. Each of the lead planes is 3m x 3m

and 5mm thick (about one radiation length). The lead sheets are backed with

aluminum and supported by individual hangers for each plane. The lead sheets are
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actually constructed from five pieces of lead, each 62cm x 363cm, which are glued

side by side onto the aluminum backing (on both sides). Gaps between the lead

pieces are less than O.3mm so that this will produce a negligible effect on the energy

resolution.

The detector planes each consist of eighteen 3m x 16.6cm x lcm plastic propor­

tional tubes layed side by side to create an active area of 3m x 3m. The plastic

chambers are an early version of the now rather common 'Iarocci' chambers [96].

Each of the chambers consists of two extruded PVC 'profiles'· which have eight cells

of proportional tube on a lcm pitch. The extrusions are open on one side (the

'top') but in our design we have included a 'top' plastic sheet which is attached to

the profile with tape. The inside of each tube and the plastic top is coated with a

resistive graphite paint which acts as the cathode for high voltage. The two profiles

are enclosed in an outer plastic sheath (creating a 'bitube') which acts as a gas

vessel requiring gas to flow through one profile then out through the second profile.

The bitubes are strung with a combination of 50/Lm and 63/Lm copper-beryllium

wires (a few are gold plated tungsten). The mixture of wires resulted from an

error during the stringing process and was not intentional. It was decided that

restringing was not necessary if each plane contained all the same wire diameter

(and hence requiring two different high voltages). The wires are strung at 140g of

tension and are held in place by lcm wide plastic supports at '" 50cm intervals
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along the length of the chamber. The ends of the chambers are sealed by a plastic

end-plug which has connections for gas and high voltage. In most chambers, the

eight anode wires in a profile are all connected together and a single electrical feed

through is provided for each. Four of the planes have chambers which were con-

verted to provide 'individual anode readout'. In these chambers, each anode wire

has a separate electrical connection to the outside. The anodes are held at ground

while a connection for negative high voltage is provided for each of the profiles (two

connections per bitube).

Use of these particular Iarocci tubes has provided a number of challenges in

construction and operation. These tubes were of a rather early design (They were

extruded and coated in Italy in 1983, strung at CERN in that same year, shipped to

Harvard for testing, modification and repair in 1984, and ~nally shipped to Fermilab

for assembly into planes in 1985.) and there have been a number of improvements

made in new designs. In particular, it was quite difficult to achieve a reliable gas

seal between the outer sleeve of the bitubes and the endplugs. Some high voltage

problems occurred due to inconsistencies in the resistive coating. Wire positioning

and sealing is not always consistent which leads to high voltage problems (sometimes

even after passing many previous tests!). Some high voltage problems have occurred

during 'burn-in' periods of operation. These difficulties have resulted in about 12

profiles (out of 720) being inoperable during the first running period. In addition,
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half of one of the individual anode planes had its gas :flow pinched off during the

run which severly effected the gas gain in every other bitube in that plane. Due to

the relative inaccessability of the bitubes, it is only possible to make repci.irs during

prolonged down times.

Each plane has eighteen bitubes which are contained in a 4m x 3.3m x 2.5cm

aluminum box. Bitubes are located within the box to within Imm using aluminum

locator pieces which are attached to each tube. The aluminum box acts as the

physical support for the bitubes, an electromagnetic shield, and as a secondary gas

seal. The aluminum boxes consist of two side frames of rectangular aluminum ex­

trusions to which the large sheet-aluminum sides (50 mil thickness) are riveted. The

other two sides of the box consist of an FR4/micarta laminate which provides feed­

throughs for signals, power and high voltage. These sides have screw connections

with the sheet-aluminum sides. Portholes were cut in one of the sheet-aluminum

sides for each plane to allow for access to the internal electronics and connections.

The portholes have sheet-aluminum covers which are held on with packing tape

and a piece of copper tape for electrical connection. Each box is supported by two

large steel bolts which are attached to the hanger. The aluminum boxes and lead

sheets are supported via their hangers on a very large steel frame. An insulating

material is inserted between the hangers and support frame so that the calorimeter

will be electrically isolated except for intentional ground, power and signal cables.
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Each aluminum box has a ground strap attached to a 'main' ground bus for the

calorimeter. Planes oflead or detector can be removed from above (after being un­

cabled) with the overhead crane in the Muon Lab. Planes can be moved over about

a 1m distance along 2 to allow limited access to any plane in the stack without

having to remove it.

Half of the planes have the bitubes mounted horizontally and half vertically.

Horizontal and vertical bitube planes alternate throughout the calorimeter stack.

Each profile has a separate high. voltage cable but the cables are externally ganged

by plane and there is a separate high voltage supply for each plane. High voltage is

supplied by HK5900 modules. Although it would be possible to have different high

voltages in a single plane, no attempt was made to do this (except for profiles which

were completely off due to HV problems). The high voltage is 2000V for planes with

50JLm wires and 2150V for planes with 63JLm wires. Gas flows serially through each

of the bitubes in a single plane. In the individual anode planes, alternating bitubes

are reversed in direction and in these planes the gas flow consists of two separate

serial sys·tems. Each bitube has an electronics card attached to the endplug which

combines all of the wires froom both profiles into a single signal and amplifies this

signal. In addition, the four individual anode planes have electronics which allow

readout of each wire individually in the central 1m (six bitubes) and the combined

signal of each pair of two adjacent wires in the outer regions (the outer 6 bitubes on
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each side). The readout of the bitubes allows for an anode tower readout and for

information of the longitudinal development of showers while the individual anode

readout permits precision measurement of transverse shower position. The four

individual anode planes were located near shower maximum - planes 4,5,6,7 (1 in

front) in the stack.

Cathode pads are attached to both sides of the bitubes. The pad pattern is

etched onto one side of copper-plated, double-sided FR4 boards (1.6mm thick) and

the etched pad side faces the bitube. The pads are held onto the plastic tubes with

a combination of double-sided adhesive tape and soldered wires which electrically

attach corresponding pads on each side of the bitube to one-another. The back

sides of the pad boards act as a ground plane. (Connections to a solid ground on

a number of the.16cm x 48cm pad boards are known to be broken on one side

of the bitube. This connection is nominally made using copper tape soldered into

position but the tape is torn in some places; a fact which was only discovered after

installation of most planes. Because the aluminum box is quite near, it is expected

that this will result in only a small extra dispersion of pad signals due to capacitive

coupling with neighboring pads through the faulty ground plane. Signals are fed

through the boards via plated through holes and are transmitted via lOon twisted

pair cables. No amplification or electronics is provided internal to the aluminum

boxes for the pad signals. The size of the cathode-pads is 4cm square in the central
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1m x 1m of the calorimeter (a square grid of 576 pads), 8cm square in the region

50cm wide outside of the central 1m x 1m region (432 pads), and 16cm square in

the 50cm wide strip running around the outside of the acceptance of the calorimeter

(180 pads). The pads are aligned from plane to plane in towers and signals from

every plane's pads are actively summed externally for each tower so that there is a

final total of 1188 pad tower channels which are read-out.

Clearly, dead regions are produced in the calorimeter as a result of profile and

bitube walls and wire supports. Overall, about 10% of the total area is dead but

only gaps which are large compared to the extent of the core of an electromagnetic

shower will produce noticeable inhomogeneities in the response. The worst 'dead

areas' occur around the wire supports (which are not very well localized) and at

intersections of edges of bitubes (or profiles) in horizontal and vertical planes. These

intersection points form a grid of low-gain regions. The worst regions are at bitube

int~rsections where an area of roughly 6mm square will be dead. In principle, it

should be possible to correct for these regions but in practice it will require very

large statistics with careful position measurements using either a calibration beam

or actual data in order to determine the size of this effect. At present, no attempt

has been made to unfold this effect from the 'average' energy resolution of the

calorimeter.

The average thickness of a detector plane is 4.8% of a radiation length. The
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thickness of the lead sheets is 95% of a radiation length so that each lead/detector

plane iteration is about one radiation length. During operation, the detector planes

and sheets of lead "are placed as close together as possible in order to maximize

density and hence minimize transverse spread of showers. When the planes are

all together as close as possible, the total longitudinal depth of the calorimeter is

76cm which yields an average longitudinal density of 0.26 radiation lengths per

centimeter.

Electronics and Readout systems

There are several major systems of electronics which are associated with the calorime-

- "

ter. These include the internal and external electronics for summed anodes (hig~

and low gain), internal and external electronics for individual anodes, external elec-

tronics for summing pads into towers, trigger logic for producing a fast calorimeter

trigger based on summed anode charge, FASTBUS based ADC's for digitizing all

signals, readout electronics for the ADC's, CAMAC based control and test-pulsing

modules, NIM logic for control of gates and test pulse signals, NIM based high volt-

age modules and CAMAC based DVM's for monitoring of all voltages (including

gas flow, gas gain, high voltage levels as well as power supply voltages) which are

used throughout the system.

Amplifier cards for anode signals are plugged into the end of each bitube. A low
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input impedance amplifier is provided for the summed signal of all wires within a

bitube. The low input impedance is necessary to provide overall proper termination

for the· signals which travel along the wires in the profiles and are connected to the

output sums of the wires via a 50n resistor for each wire. The open loop gain of the

low impedance amplifier is best described in terms of the output voltage divided

by the input current and is OAV/mA [97](hence it is a transresistance amplifier).

In addition to the low impedance amplifier, each bitube card provides a low-noise,

high gain FET integrating amplifier for use in calibration using either cosmic rays or

halo muons. The output of this amplifier is a shaped pulse with amplitude which is

'" ImV//C of input charge. The FET amplifier (with its high input impedance) is

always connected to the ganged output of the bitube wires while the low impedance

amplifier is only connected when a single pole relay is powered on. When this is

the case, the high gain input is effectively shorted out due to the very low input

impedance of the other amplifier. Unfortunately, many of the relays failed after a

couple of years such that they were stuck closed (low input impedance amplifier

connected). This has made the high gain calibration system practically useless but

fortunately, the 'normal' data acquisition mode works properly. Signals from both

amplifiers are connected to the edge card for the box of that plane via a short length

of lOOn flat cable and then are sent to the external summing and delay electronics

via about 5m of 50n coaxial cable.
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In four of the planes, an alteration has been made to the Iarocci tubes to bring

signal wires for each of the anode wires out through the endplugs. On these bitubes,

special- amplifier cards are used which provide a low impedance amplifier for each

of the anode wires in the central 1m of the calorimeter and for the sum of pairs

of adjacent wires in the outer 1m sections. These are' in addition to the normal

pair of amplifiers as described in the preceding paragraph. The outputs from these

amplifiers are sent to the external summing and delay cards via won flat cable.

No internal electronic amplifiers are provided for the cathode pad signals. The

pads in each plane are connected to the plane's edge card via pairs (one side

grounded) in flat cable. From there more, flat cable transmits the signals to the

external summing and delay electronics which will form the sum of corresponding

pads from each of the 20 planes to form a pad towers.

The external pad-tower summing cards are located in four crates (sometimes

referred to as 'coffins') which are located at each corner of the calorimeter. Each

crate contains 37 summing cards, each card capable of producing a summed signal

for 8 or 9 pad-towers. Ribbon cables carry signals (single sided with separating

ground wires) from pads in each plane to the summing cards. Each crate of sum

cards serves the nearest quadrant of the calorimeter. A unity-gain op-amp circuit

is employed to provide active summing of the signals. This reduces the total 'pad

tower capacitance' so that signal speed will remain as fast as possible (on order
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400ns for the complete pulse). Spiradel delays on each output channel provide

400ns of delay. Outputs of the sum cards are carried via ribbon cable to ADC's.

A complicated mapping of pad tower position to output number exists which calls

for care~ul cabling and decoding of data.

The bottom 'coffin' on each side of the calorimeter also contains 9 cards for

receiving signals from the internal anode electronics. Individual anode signals are

essentially just sent straight through with delay. Summed anode signals are sent

straight through with delay and also are summed to provide anode tower outputs

which can be used in constructing a fast trigger based on total energy and/or energy

topology in the calorimeter. As for the pads, an active sum is employed which

buffers the front end sources from each other. Each anode sum card accepts signals

from two bitube towers (20 bitube signals from 10 planes). Individual anode and

summed anode signals are transmitted to ADC's via ribbon cables. Fast outputs

to trigger logic are via coaxial cable. High gain signals are driven onto a 'high gain

tower bus'. This bus provides 10 differential signal lines which are received in a.

NIM based converter module known as the 'MUX' box. An address bus selects

which bitube tower (only one at a time) will drive data onto the output bus. The

'MUX' box provides two sets of single-sided Lemo outputs which are suitable for

sending to a LeCroy 2249A ADC and for combining to produce a self trigger for

the tower.
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With the exception of the anode tower sums, all signals (in normal data acqui­

sition mode) from the external pad and anode sum cards are sent via lOOn· fiat

cable (one pair per signal) to LeCroy 1885N ADC's [98]. The input to the 1885

is terminated in sons, so an extra son precision resistor is included in series with

each signal input. The 1885's are operated in 'quasi-differential input' mode which

means that at low frequencies, the signal grounds will determine the ground for the

front end of the ADC and no ground loop will be formed. The 1885 is a 12-bit dual

range ADC with a sensitivity difference of a factor of 8 between the two ranges.

This effectively allows IS-bits of sensitivity which permits observation a large range

of signals. The low range sensitivity is50fC per count which allows us to (just)

observe the Landau peak for. single halo or beam muons in a pad tower. The high

range sensitivity is 400fC per count which will permit observation of showers over

100GeV with full linearity. Although the ADC's gains and pedestals are calibrated

(along with the rest of the front-end electronics), in practice it was found that for

most modules the gain and pedestals were quite stable.

Calibration for the electronics is done for each electronic chain as a unit. For

the pads, a CAMAC based programmable pulser provides signals to each of the four

pad summing crates. The signals are distributed to each of the sum cards within a

crate via a local bus. It is not possible to inject charge directly to the pads (other

than real signals in the calorimeter). Capacitance testing was done on all of the
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pad channels to ensure that each was connected. A CAMAC based pulser of similar

design to that for the pads is provided for charge injection to the high gain anode

amplifiers. Charge injection for the low input impedance amplifiers is done using

a capacitor on each amplifier card. The capacitor is charged to a voltage which is

set by the CAMAC based anode electronics control module and is distributed on a

common bus for all planes. Upon"a control signal, the capacitor is discharged into

the amplifier. Hence, it is possible to describe the gain for the entire electronics

chain using two sets (high and low ADC range) of pedestal, slope and width for

each channel.

Readout of the "ADC's is done using Lecroy 1821 FASTBUS Segment Managers

which run specjal readout microcode and transfer data to LeCroy 1892 memory

buffers modules. A brief description of the readout chain is given in section 3.12.

Although I spent a large amount of time designing and implementing this system

the details are far too extensive to list here. A complete description of the system

has been provided in reference [99].

Control and Correction for Global and local Gain

A very important issue in any calorimeter design is controlling and correcting for

non-uniformities, both in time and space, of the gain of the device. Two major

categories of fluctuation must be addressed; gas gain and electronics gain.
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Gas gain is dependent upon a number of different criteria including gas mixture,

gas pressure, temperature, high voltage, wire diameter, 'physical location of wires

with respect to cathode surfaces and beam loading effects. Some of these effects

can be corrected for in analysis simply by keeping records of fluctuations during

data acquisition. However, it is important to minimize effects which can create

inhomogeneities in the gain in different planes and across the face of any single

plane. Inhomogeneities will produce nonlinearity problems and degradation of en­

ergy and position resolution for which it will be impossible (and at best painful)

to properly correct in analysis. Still, some inhomogeneities are unavoidable and

must be dealt with in analysis as well as can be managed. For inst~nce, as long as

temperature changes occur sufficiently slowly that the entire calorimeter essentially

always remains negligibly close to thermal equilibrium, then it should be possible

to simply apply a global calibration constant for temperature to all of the data with

no degradation in resolution or linearity - as long as the temperature is monitored

on a time scale which is short compared to the changes and is recorded with suffi­

cient precision and accuracy. On the other hand, temperature gradients are quite

another matter. Some gradients will essentially be permanent and correctable. An

example is a temperature gradient produced by heat from the internal electronics.

It should be possible to make corrections by channel for effects of this sort. On the

other hand, gradients created by sun shining on one corner of the calorimeter or
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where a and b are constants. Measurements show that a voltage change of 100V

the temperature in the hall suddenly dropping by a few degrees Centigrade would

essentially be impossible to correct. Hence, the prudent thing to do is to ensure

that such things don't happen. This is the overall spirit of gain control: Do what

you can to keep everything constant and where you can't avoid iluctuation, make

sure you have a method of correction.

A number of different design features have been included which allow for either

keeping gain constant or monitoring changes in gain as they occur. The idea is to

limit total fluctuations and inhomogeneities in gain (after correction) to less than

about 3% from all causes. This is comparable to the intrinsic energy resolution of

this construction of calorimeter for a 100 GeV electromagnetic shower. Hence, the

design goal was to limit the iluctuations caused by any given source to less than

1%. The two primary sources of changing gains are electronics and gas gain.

Given a fixed mechanical construction, gas gain will be dependent on high volt­

age, temperature, pressure and gas composition. Dependence on these parameters

have been measured by several groups. Mishina has reported several measurements

made by Atac [100]. The gain varies with the high voltage according to the equa­

tion:

logG = aV + b (3.4)
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will result in a gain change of '" 2.5 which corresponds to a 0.9% change in gain

for a IV change in high voltage. Ratios of gains at two temperatures has been

measured to be:

(3.5)

-
-

for Argon/Ethane. Hence a 1DC change in temperature will result in a 2.3% change

in the gas gain. Ratios of gains at two pressures is measured to be:

(3.6)

for Argon/Ethane. Hence a 1% change in pressure will result in a 7.7% change

in the getS gain. (Mishina- observes that the dependence of gain on temperature

and pressure are close in magnitude. It is possible that the gain depends only

on density. He reported on a sealed module in which gas gain did not change

despite temperature and pressure fluctuations.) For a roughly 50/50 Argon/Ethane

mixture, it has been measured that a 1% change in the mixture results in an '" 10%

change in the gas gain. Another factor which can effect gain is trace gasses in

the mixture such as oxygen (leaks) or various hydrocarbons and chemicals either

present in the gas to start with or which are the result of outgassing or chemical

recombination of gasses resulting from ionization.

From the above we see that we wish to maintain high voltage to within about 1

Volt. Each of the high voltage modules (10 in all with 20 channels) were calibrated
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using the same voltage divider and measuring the voltage with a DVM. Voltages are

set via an an;Uog control voltage supplied by a modified BiRa 5408 CAMAC based

DAC. The modification consists of changing the nonnal range of the output to be

better tuned to the HK5900 BV units. During running, front panel low voltage

outputs (proportional to the BV) are monitored by a CAMAC based DVM system

(Joerger ADC-32's with special inputs) in between spills. If the voltage is observed

to drift by more than 1 Volt then an adjustment is made via the DAC's.

Temperature is primarily controlled by the Muon Lab air-conditioning system.

As long as large doors are kept closed, it has been measured that this system main­

tains the temperature of the experimental area of the Muon Lab to within about

3°C with these changes typically occurring only over long periods of time. If the

large delivery door in the building is left open, larger :O.uetuations can occur. How­

ever, a few extra temperature considerations are relevant to the calorimeter. First,

the calorimeter has been enclosed in an environmental tent. The tent is needed

in order to reduce the relative humidity of the atmosphere around the calorimeter.

It was discovered that the electronics feed-through sides of the calorimeter plane

boxes are hygroscopic and that large current flows can result in the BV system if .

the calorimeter is left out in the typical summer-time atmosphere of the Muon Lab

(quite frequently exceeding 80% relative humidity). The solution was to build a tent

around the calorimeter with a standard 'basement' dehumidifier operating within.
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This tent also provides extra thermal insulation from quick changes of temperature

within the room but also tends to keep the calorimeter at a higher temperature

than the room as a whole. The tent also provides for keeping late afternoon sun

from shining on the calorimeter which can happen at just the right times of the

year. The result is that the overall temperature of the calorimeter appears to be

rather rather well insulated from quick fluctuations and indeed is rather stable over

long periods of time.

Unfortunately, the calorimeter has some rather significant sources of heat within

the planes. All of the internal anode electronics supply considerable amounts of

--

heat. An air ~irculation system was installed ~hich flows air across the internal

electronics cards for cooling purposes and also to possibly prevent the buildup of

dangerous concentrations of leaking ethane. The efficacy of this system appears

to be limited and it appears that some temperature gradients exist within the

calorimeter due to the electronics. Temperature monitors have been installed at

a number of strategic locations throughout the calorimeter to attempt to measure

these gradients. It is presently unclear how well it will be possible to correct for

these temperature gradients. An upgrade for air-conditioning and circulation has

been planned for the calorimeter tent to attempt to address this issue.

Pressure of the calorimeter gas is allowed to fluctuate with atmospheric pressure.

The outputs of the individual planes are all joined together in a single manifold and
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the output of this is connected to the experiment exhaust system via an oil filled

bubbler mechanism. The experiment exhaust system has a fan which maintains

a negative pressure differential (within the pipe) of -2.0 inches of water compared

to atmospheric pressure. The bubbler allows us to maintain a slightly positive

pressure differential in the calorimeter bitubes with respect to atmospheric pressure.

This was deemed to be necessary to avoid any problems with air leaking into the

chambers. After a considerable amount of trial and error we discovered the fine art

of building a good" bubbler mechanism which will not produce pressure fluctuations

due to large bubbles forming at the outlet pipe in the liquid. It is assumed that the

entire calorimeter pressure"equalizes quickly compared "to the rate of #uctuations

in atmospheric pressure. Atmospheric pressure was measured using a Microgauge

P120 pressure transducer. Drops in pressure across planes due to flow ofgas through

the serial system and gravity are negligible (as long as gas is free to flow through

all of the tubing in the system - which was not the case for one plane during the

run):

The gas mixture for the calorimeter was both controlled and monitored. The

mixture was produced using a mixing system built by the Research Division at Fer­

milab. Argon boiling off a dewar was mixed with CP grade ethane using a solenoid

controlled system feeding into a .5m3 reservoir at 35 psig. A flow controller for each

input is preset for a nominal 50/50 output mixture of argon and ethane. Research
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Division experience has shown that the mixing system is capable of maintaining

the mixture to within 1% ( 2% of the argon concentration). Two gas ga.jn monitors

were constructed which are capable of measuring the gas gain to within 1%. One

gas gain monitor is at the input to the calorimeter while the other is on the output.

It was decided that shifts in gas gain due to composition were acceptable as long

as the rate of the shift was small compared to a typical calorimeter flushing period

(about once per day). It was decided that the nominal performance capability of

the mixing system was insufficient to ·meet this requirement. The solution was to

add a very large buffer tank ("" 800ft3 at 10 psig) which would dampen any shifts

in gas mixture. This tank has a volume which is 20 times that of the calorimeter

and hence allows an effective reduction in possible gas mixture fluctuation to less

than 0.05%.

Control of the gas mixture as above does not necessarily provide control over

trace gasses which can effect gain. The primary sources of such gasses are origi­

nal contamination of the ethane, leaks in the system, outgassing and (eventually)

ionization and recombination of the ethane into other hydrocarbons. Original con­

tamination of the ethane will be damped by the large buffer tank and changes in

gain due to this source can be reliably tracked for the entire calorimeter using the

gas gain monitor on the input. Effects due to outgassing and leaks can be reduced

by maintaining a sufficiently high rate of gas flow through the calorimeter and by
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maintaining the calorimeter gas at a positive pressure compared to atmospheric

pressure. Ionization effects are also controlled by sufficiently high flow rates. It

was decided that a flow rate such that the calorimeter volume would on average be

changed once per day was acceptable to eliminate these effects. Unfortunately, it

is difficult to control the gain for local problems which may exist in various bitubes

within the calorimeter. The bitube high gain readout system was devised to at­

tempt to measure and correct for such problems but electronics problems made this

system difficult to use in- practice. During the run, a plastic tube carrying the gas

to·one-half of the bitubes in plane 4 (every other bitube) was pinched off and slowly

these bitubes went completely dead presumably from the gas being poisoned by one

or more of the. above causes. This is proving to be a challenge in analysis of the

data. Plane 4 has now been fixed.

3.9.3 Calorimeter Calibration

Calibration of the calorimeter is actually a variety of procedures which are intended

to set the absolute energy scale, determine any non-linearities and correct for any

variations in shower response both as a function of position and time. Effects such

as gains of the amplifiers can be calibrated for by running interspill programs which

cause charge to be injected into the electronics and then read out the appropriate

channels. Effects such as changes in gain due to pressure can be corrected by making
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regular measurements and correcting for the known difference in response during

analysis. However, for basic detector response, it is essential to have beam and

actual electromagnetic showers with known properties in the calorimeter at some

time. Ideally, one would have available a large number of known momentum and

position electrons and/or photons illuminating the entire face of the calorimeter

throughout the runaing period. We are forced to settle for less. Many different

compromises are possible to the ideal. Because various systematic difficulties are

associated with almost each of our calibration options, we have used several different

methods in order to cover as much area of the calorimeter as possible and compare

results to eliminate systematic errors.

The primary tools which we use for calibration are:

• Interspill test pulsing of electronics.

• 'Empty' events such as beam or halo triggers.

• Interspill monitoring (and later correction) of such variables as temperature,

pressure, gain variation due to gas composition and high voltage.

• Special electron calibration beam brought into the Muon Lab.

• Bremsstrahlung and muon-electron scattering events with a tracked scattered

muon.
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• Position and width of the ?r
0 peak from DIS events.

• Ionization from halo muons.

• Gain for individual bitubes as determined by running in high gain mode with

COSDllC rays.

Results for some of the primary calibration techniques are presented in the

following section.

3.9.4 Calorimeter Performance

As· mentioned abc:>ve, a number of different checks ate useful for determining the

functionality of the calorimeter. An ideal test would be a beam of mono-energetic

electrons (with several energy tunes possible) which could be used to uniformly

illuminate the calorimeter over a short period of time. Although we did some

calibration with an electron beam, the quality of the beam was poor and we could

only achieve illumination over a small fraction oBhe area of the calorimeter. Hence,

we must rely on an interconnection of a number of different calibration sources.

It should be noted that there were several hardware problems (some of which

have already been mentioned) during the 1987-88 running which will effect the

resolution and uniformity of response for the calorimeter. I list the most severe

problems here:
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Figure 3.5: l\lap of dead channels in the calorimeter during the 1987-88 running.

• Several Iarocci tube profiles would not hold high voltage and had to.be turned

off. These bitubes will produce dead spaces in the calorimeter. In addition

to these: every other bitube in plane 4 was gas-gain dead due to the fact that

gas flow was cut off during the run as a result of a pinched gas tube. Figure

3.5 shows the positions of dead channels from all effects.

• A few channels of electronics for both bitube and pads were dead. The loca-

tions of these are shown in Figure 3.5.

• Bitubes in planes 5 and 7 had very large oscillations on them. These oscilla-

tions appeared during the middle of the run. The cause was never completely
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clear but it appears to have been related to overburdened power supplies driv­

ing the electronics over long cables. The power supplies have been replaced

and moved closer to the calorimeter.

• Smaller oscillations exist on most bitubes and pads. In the case of the pads,

the oscillations were so small that they are virtually invisible on an oscillo­

scope. However, because many pads must be summed together to form a

single cluster, the sum of the small oscillations (as well as other noise) be­

comes severe compared to the signal for showers in the few GeV range. It has

been demonstrated that replacement of the power supplies and shortening the

ADC gates. ~ffectively eliminates this source of noise.

• A few ADC channels have 'unstable' pedestal positions which shifted suddenly

over a short period of time: In particular, one entire ADC was particularly

notorious for shifting its pedestal values over a period of a few hours every few

days. Although it is in principle possible to correct for this effect, in practice

it is a lot of work and bother.

• High range pedestals for the ADC's were calculated from an intercept using

test pulse data. For some channels with large oscillations, it was impossible

to get very precise pedestals. Low range pedestals may always be accurately

calculated using halo or similar data in which most channels are empty. This
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cannot he done for high range however so if the test pulse data is not useable,

then it is impossible to get precise pedestal positions. In the .future, pedestal

positions for high gain will be explicitly measured.

Although the above list appears to be fairly extensive, the reality is that most of

the effects are relatively small. Because any given shower is measured by so many

different channels, effects tend to wash out and the end result for any given effect

is to slightly degrade the energy resolution.

Perhaps a more positive way of looking at the functionality of the calorimeter

. is to list what does work rather than what doesn't. More than 98% of the Iarocci

. tube profiles were functional.all. of the way through the readout electronics (710

out of 720 profiles). More than 99% of the pad towers were functional (1180 out

of 1188 profiles). Furthermore, it is possible to make corrections for dead channels

which will largely diminish any deleterious effects. Figure 3.6 shows the measured

calorimeter response to actual DIS data for different pad types. (For medium and

large pad types, the smaller central pads are summed to form an 'effective' pad of

that size.) The response is overall reasonably smooth. Two different shapes ar~

visible in the data. First, there is a rapidly falling distribution which has cylindrical

symmetry about the center of the calorimeter. Second, there is energy deposition

which runs across the calorimeter in a horizontal band. This is the result of charged

123



-
-

-

---• - "- "'7.5 24
7 " "-til -- " -2lI• "-,u --• ,.

'0 --• '2 - -
.1 7.5

•S

2.5 • -

SMALL PADS MEDIUM PADS LARGE PADS

Figure 3.6: Average energy deposition and response in calorimeter pads for deep

inelastic data. Vertical scale is arbitrary..
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particles which have deposited energy and have been bent by the magnetic field of

the CCM. By unfolding the shape for the DIS data it should be possible to use this

data to produce a 'bootstrap' calibration for the entire area of the calorimeter. It

may be possible to improve the average energy resolution by 5o/c or more by using

this technique.

Since the calorimeter provides a complete energy readout both from cathode pad

signals and summed anode signals, a comparison of the energy for the two modes

provides a useful check on the calibration of electronics for each branch. Because

the 'input' for each event should be identical, then nominally the ratio of the two
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Figure 3.7: Ratio of cathode energy to anode energy for deposited energy greater

than lOGeF.

distributions obtained from many events will ideally be a delta-function at 1. Of

course, various electronics difficulties will cause the distribution to have a finite

width. Figure 3.7a shows the ratio of pad to bitube energies for electron calibration

data with deposited energy in the pads greater than lOGeF. The width of this

distribution can be attributed to a number of problems with electronics. Dead

spots ~aused by regions in which there is no charge multiplication in the bitubes

should not contribute to the width of this distribution.

An average longitudinal energy distrib':ltion for 15Gel' electrons is shown in

figure 3.8. This distribution is obtained using the bitube signals and one entry is

shown for each calorimeter plane. The distribution shown is the average profile

for 242 events - a single event will tend to have considerable fluctuations from the
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Figure 3.8: Average longitudinal profile for 15GeF electrons.

average shape. This- distribution comes from a section where all of the bitubes are

functioning so that there are no gaps in the profile. As seen in figure 3.5, there will

be many..areas of the calorimeter than will be missing at least one bitube in the

profile. Still~ it can be seen that appreciable power exists for making cuts based on

the longitudinal development of a shower even if one or two bitubes are missing.

The calorimeter is nominally sensitiYe to energy depositions less than 1Gd·.

Figure 3.9 shows the signal distribution from pad towers in which a halo muon

passed through (determined from tracking) compared to a pedestal distribution for

pad towers. The muon signal exhibits a clear Landau shaped energy distribution

which has the peak clearly displaced from the pedestal position. The peak of the

muon signal corresponds to only a few hundred MeV of deposited energy. Because

the signal is so near the pedestal, it would be very difficult in practice to use such
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Figure 3'.9: Muon signal compared to pedestals for wide halo muons in pad towers.

signals on an event by event basis but averaged over many events they can be

utilized to track calorimeter gain. For the 1987-88 running, the halo muon trigger

allowed too few halo muons in the exterior regions of the calorimeter for tracking

gain but a I).ew trigger should allow this for future running.

Figure 3.10a shows the calorimeter energy response versus the measured track

momentum for electrons resulting from JL - e scattering. The J1 - e scatters are

defined from the number of tracks and event kinematics. The sample may include

a few pions from DIS which deposit less energy. Figure 3.10 shows the calorimeter

energy versus track momentum for charged pions resulting from the reconstructed

decay of elastically produced pas. A very clear difference in energy deposition can

be seen but it is also seen that some pions will deposit almost as much energy as

an electron. Cuts based on shower shape can be made, in addition to energy ratio,
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Figure 3.10: Calorimeter energy response versus measured track momentum for a)

electrons from p, - e scattering and 1;» pions from reconstructed elastic pO events.

to further distinguish between pions and electrons.

The calorimeter response versus electron momentum (for electrons from p, - e

scattering) is shown in figure 3.11. The response is seen to be quite linear up

to about 200GeF beyond which space-charge effects and perhaps saturation of

amplifiers and/or ADC's cause the response to fall-off. It is expected (and observed)

that all photons from DIS lie safely within the linear range. Some account must be

taken of the nonlinearity when the calorimeter is used to remove bremsstrahlung

events (which is done for many analyses).

The calorimeter energy resolution is shown in figure 3.12 as a function of energy

and as a function of 1/.;E. This resolution is obtained using electrons from the

calibration beam for the low energies and 'tagged' photons from bremsstrahlung
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events for the high energies. It is seen that a good linear fit is obtained to (J'I E

versus liVE such that the calorimeter resolution is:

-
-
-

(J'E .42
E = VE + .054. (3.7)

-
The energy independent term is the result of electronic amplifier noise problems

and should be reduced in future running. The energy dependent term is larger

than the nominally expected .281VE which has been calculated from Monte Carlo

simulation. This is the combined result of many effects including dead channels.

Many of these should be improved for future running and it should also be possible

to make further improvements in the present data by more extensive gain correc-

tions. The position resolution for showers using pad events with many clusters has

been measured to be about lcm [101].

Figure 3.l3a shows the invariant mass distribution between calorimeter clusters

(assuming that the photon originated from the primary vertex) for a large sample of

DIS data from hydrogen and deuterium. Shown on the same plot is 'background'

which is produced by combini~g clusters from different events with similar kine-

matics for the invariant mass calculation. Figure 3.l3b shows the invariant mass

spectrum after subtraction of the background. The 11"0 peak is obvious in both plots.

This provides solid evidence that the calorimeter is functioning sufficiently well to

be a useful tool in the data analysis.
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set of data. a) Data shown along with calcuated background. b) Background

subtracted distribution.

3.10 Particle Identification Detectors

The particle identification detectors are designed to identify particles over as large

a momentum range as possible. The geometrical arrangement of these detectors

takes into account both the general correlation between particle momentum and

angle (away from the beam) of production and the fact that the CVl\l will sweep

low momentum particles which are produced in the forward direction into larger

laboratory angles. Hence, the detectors are arranged with those operating in the

lowest momentum region at the highest angles (CO and TOF) and the higher mo-

mentum detectors accepting only more forward particles (Cl and RICH). Figure
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3.14 shows the momentum ranges for pion, kaon and proton identification for each

of the detectors and for their combined performance.

3.10.1 Time of Flight System (TOF)

The time of flight system consists of two hodoscope walls which are arranged in

two 'wings' on each side of the beamline downstream of the CVM (see Fig. 3.1).

Each wall has an active area of 4.2 m x 1.6 mand is constructed of 38 scintillator

counters. The counters overlap by '" 10% to avoid dead spots and phototubes are

placed at each end of the counters for improved time resoluti~n. The counters vary

in width (10em and 15cm) and thickness (1.5cm, 2cm and 4cm) across the walls

- -
with the narrowest and thickest counters closest to the beamline. Valvo Hamburg

XP2020, XP2230 and XP2252 phototubes are used.

A very good time resolution hodoscope is placed in the beam upstream of the

first spectrometer station. The purpose of this hodoscope is to provide a precise

measurement of the incident beam particle time. The hodoscope consists of five

scintillators with ten photomultipliers (Valvo Hamburg XP2252) arranged radially.

The scintillators were designed so as to measure .equal fractions of the incident

beam; reducing dead-time in anyone counter.

Stability of the TOF detectors is ensured by a laser calibration system. Ultravi-

olet light pulses (500 ps FWHM) are distributed to each of the counters via a fiber
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optics system. Light arriving at the scintillators is shifted to the blue by wave­

shifter molecules in the scintillator. The intensity of light arriving at a counter can

be varied between zero and ten times that produced by a muon passing through

the counter. The maximum difference in arrival time of light pulses at the counters

is 25 p8 and is determined by geometrical differences. Counter stability is checked

once per hour during data taking. These tests allow correction for 'time-walk' of

photomultipliers and other possible systematic effects. Twice per day, a more com­

prehensive test is performed which includes variation of laser intensity (controlled

by reflection off of a piece of chalk before illumination of the individual fiber optics).

These tests monitor the stability of pulse-height dependence of the time measure­

ments. A cross check of the laser system is allowed by a variable LED which is also

in place on each scintillator. An 'absolute' calibration was performed using a test

beam with particles of known momentum impinging on each scintillator.

The TOF system utilizes LeCroy 2228 TDC's and LeCroy 2249A ADC's for

readout. High voltage is supplied by LeCroy 4032 modules, which are stable to one

volt and contribute only lOps to the time resolution. A VME based microprocessor

system continuously monitors the voltages and laser pulse results. If any anomalies

are detected, warnings are issued to shift personnel.
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3.10.2 Threshold Cerenkov Counter (CO)

The CO Cerenkov detector is just downstream of PCV and covers essentially the

entire aperture of that detector. CO consists of a radiator with an effective length

of 90cm and two mirror planes which reflect light above and below the median

plane of the detector into 144 Winston-Hinterberger cones. Each cone focuses the

Cerenkov light onto a phototube (16 RCA 8854Q and 128 EMI 9829QA). Light

from an individual particle may be collected by several phototubes, each of which

are sensitive to single photoelectrons. The phototubes are shielded from the CCM

and CVM fringe fields by a composite shield built from a Mumetal tube, a soft

iron housing and bucking coils. The analog pulses are digitized using LRS2249A

ADC's and discriminated with LRS4608Z modules. High voltage is supplied by

LRSHV4032 modules. The radiator gas is C2Cl,F4 at atmospheric pressure, which

has ~ refractive index of '" 1.00141. The resulting Cerenkov thresholds for pions,

kaons and protons are 2.6GeVjc, 9.3GeVjc and 17.6GeVjc respectively. The num­

ber of photoelectrons from a f3 = 1 particle is approximately fifteen. A subset of

the phototubes are equipped with LRS2228 TDC's to record the pulse arrival time.

3.10.3 Threshold Cerenkov Counter (C1)

The threshold Cerenkov counter Cl is located immediately downstream of CO but

with acceptance over a smaller region. The entrance window is 1.09m x 1.43m
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and the effective radiator length is '" 1.5m. The radiator gas is a mixture of 70%

nitrogen and 30% CCl,F2 at atmospheric pressure which has a refractive index of

1.00052. The mirror arrangement focuses the Cerenkov light onto 58 phototubes

(RCA 3354Q) which have 12.7cm diameter photocathodes. The magnetic shield­

ing for the phototubes consists of three mu-metal tubes and a soft iron housing.

The phototube pulses are digitized by LRS2249A ADC's and discriminated us­

ing LRS623BL discriminators. Arrival time of pulses are recorded using LRS2228

TDC's. High voltage is supplied using LRSHV4032 modules. The number of pho­

toelectrons for a fj = 1 particle is measured to be approximately ten.

- 3.10.4 Ring Imaging Cerenkov Counter (RICH)

The ring imaging Cerenkov detector (RICH) [102] is designed to permit particle

identification up to very high momentum for charged particles which travel com­

pletely through the forward spectrometer. The primary components of the RICH

are a large radiator vessel, an array of spherical mirrors to focus the radiation onto

a smaller area and a wire chamber detector for detection of the reflected photons.

The radiator vessel is a large stainless steel box which is 6m along the :z:-direction

and with a front window which is Nm along the y-direction and Mrn along the z­

direction. The vessel has an inner and an outer skin with a separation of several

centimeters. This allows for circulation of nitrogen in the gap which helps to cut
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down the amount of oxygen contamination within the radiator volume. (Oxygen

is a voracious consumer of ultra-violet photons. A sophisticated radiator gas recir-

culation system with oxygen scrubbers is also required even with the double skin.)

The radiator gas itself consists of an inert gas (e.g. a mixture of argon and helium).

The choice of mixture (and hence the index of refraction) depends on a trade-off

between number of photons radiated and maximum momentum range of particle

identification. For most of the 1987-88 running period, pure argon was used as the

radiator which corresponds to an average of '" 5.4 detected photons per particle

and a measured spatial resolution of 2.5 - 3mm which is comparable to resolution

expected from chromatic aberration. Under these conditions, 30- 1r / K separation

is possible up to a maximum maximum momentum of "" 100GeV/c.

An array of 33 spherical mirrors at the downstream end of the radiator vessel

focuses the radiated photons onto the wire chamber detector. The mirrors are of

the same design as those used in the Omega Spectrometer [103] and consist of 70cm

diameter, hexagonally shaped pieces of glass which are 6mm thick. The glass is heat

slumped onto a spherical mold of 10m radius of curvature then optically ground

and polished. Finally, the glass substrate is coated with aluminum and MgF2 to

o
optimize reflectivity for 1500 A photons. The mirrors have an average focal length

of 485cm with a fluctuation as large as ±10cm from mirror to mirror. The mirrors

are mounted in an array which is 2.7m along the z-direction and 3.7m along the
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y-direction and such that they lie on a common sphere. The entire array points

down at an angle of 18.5° with respect to the z-axis to point in-the direction of the

wire chamber which is mounted in the lower portion of the upstream end of the

detector.

The ultraviolet Cerenkov photons enter the wire chamber detector via a 55cm x

95cm array of CaF2 windows. A stainless steel mesh (which is 80% optically trans-

parent) is mounted on the detector side of the window and held at -4.0kV po-

tentia!. The gas mixture in the detector consists of 99.3% methane and 0.7% of a

photo-ionizing vapor which in this running was triethylamine (TEA). The Cerenkov

.photons ionize the TEA within a few millimeters, producing a single photo-electron.

The electrons then drift through a 50mm long drift space between the window mesh

and the plane of cathode wires. -The drift time is selected so as to be appropriate

for the necessary delay to be in time with the trigger.

The cathode wire plane consists of 50JLm copper-beryllium wires with a 500JLm

pitch. An anode wire plane is located 3.2mm beyond the cathode plane and consists

of 20p.m gold plated tungsten wires with a 2mm pitch. A plane of cathode pads

is located another 3.2mm beyond the anode plane and consists of five copper-clad

fiberglass boards, each of which have been etched with 2160 rectangular pads (di-

mens-ions 3.8mm x 12.0mm) and have plated through holes to carry signals through

to amplifiers on the other side. Both cathode planes are held at ground while the
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anode plane is held at +3.1kV (which results is operation in the proportional mode).

In total there are 10800 cathode pads and 480 anode wires, all of which are read­

out. 1t is interesting to note that a minimum ionizing particle will deposit 300

times as much ionization as a single photon and hence, it was important to shield

the detector from sources of extra particles. This is effectively accomplished by the

several meters of steel in the bottom pole of the CCM.

The read-out of the system is accomplished by a VLSI circuit known as Microplex

[104]. This system has been developed at SLAC for use with silicon strip detectors.

Each Microplex has 128 input channels with an input pitch of 47.5JLm. Each chip

produces a single multiplexed analog output. In this application, only 48 channels

per chip are actively connected and the outputs of 24 different chips are funneled

into a single flash ADC for digitizing. A DAC provides a signal for analog pedestal

subtraction prior to digitization and suppression of values below a pre-set threshold

can be imposed before digitized values are stored in memory. This system is ready

for readout in about 300JLs.

3.11 Triggers

The primary kinematic criterion which is easily available for use in the trigger

apparatus is the difference in direction between the muon going into the target and

the muon leaving the target. For deep-inelastic events, this scattering angle (0.cod
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is given by

...

(3.8)

so that a trigger based on scattering angle accepts events on the basis of a combi-

nation of both Q2 and v. In practice, an angle cut approximates a Q2 cut when

integrated over the range of v accepted by the trigger. Clearly, as v becomes

greater, the trigger also becomes more efficient regardless of the value of Q2. In the

1987-88 running, the triggers based on angle of scatter also made use of the magnet

focussing condition (see section 3.6 in order to simplify the triggers. Two different·

triggers based on scattering angle were implemented. The large angle trigger (LAT)

is based on muons which scatter through a sufficiently large angle so as to leave the

overall beam phase space. The small angle trigger is based on muons whi~h do not

scatter out of the overall phase space but which do scatter through an angle which

is sufficiently large so as to be detected as a scatter in the target.

The trigger logic is arranged in two levels. This structure allows trigger decisions

to be made on a more sophisticated basis. Level-l triggers generate the gates and

strobes for most of the equipment. Level-l triggers are based on essential and

'fast-as-possible' components so that signals will not be lost or degraded and delay

cables can be kept short for other detectors. Electronics for the trigger is located

on top of the absorber steel. A typical amount of time for production of a level-l
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trigger after passage of the muon through the absorber is "" 220ns. Wire chamber

data and integrated analog signals are available at level-2. If a level-2 trigger does

not occur is association with the level-I, the apparatus is cleared without readout.

Note that it is not necessary to make any further level-2 requirements upon any

given level-l trigger. Indeed, in the 1987-88 running, extra level-2 requirements

were used only for streamer chamber triggers. In future running, PTM information

will be included for some triggers. On average, the deadtime incurred as a result of

a level-l trigger without a subsequent level-2 is 2 - 3JLs. Readout of the apparatus

takes 2- 3ms. These times limit the level-l trigger rate to 40k/S (- 10% deadtime)

and the level-2 rate to 80/s (- 20% deadtime). During the 1987-88 data taking

period, the experiment typically operated with 80% livetime.

3.11.1 BEAM Definition

A component in all of the physics triggers used, is a signal that indicates that a

muon has entered the target. The definition of a valid beam muon need not be

the same for every trigger. The BEAM definition and its associated component in

other triggers consists of a hit in all seven of the SBT (beam tagging) hodoscopes in

coincidence with a signal phase-locked to the beam RF (PLRF) and with no hit in

any of the SVJ (veto jaws) or SVW (veto wall) counters. Three buckets are vetoed

by a hit in the veto wall; the bucket preceding the hit in the wall until the bucket
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after the hit in the wall are all vetoed. The veto conditions reduce the useful flux

by 10%-20%. The phase space of the beam was further limited by removal of a few

of the fingers in SBT hodoscopes. This was made necessary by rate considerations

in the large angle trigger.

3.11.2 SATBEAM Definition

It is necessary to define a separate valid beam for the small angle trigger. At

small scatter angles, the muon may remain within the phase-space of the. overall

beam. In order to identify such scatters, the incoming muon directions must either

be restricted or measured. In this case, the SATBEAM was defined as a subset

of the muons which had their incoming direction measured and was useful to the

small angle trigger apparatus. This selection was made using signals from the

central (highest resolution) portion of the SBT hodoscopes which were routed into

an ECL-based look-up table. The table had been pre-loaded with valid roads and

only scintillator combinations which satisfied those requirements were allowed to

be defined as SATBEAM. For some of the 1987-88 data, an additional restriction

on the SATBEAM was that no muon be present in the bucket either side of the

one which was used.
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3.11.3 Large Angle Trigger (LAT)

The large angle trigger (LAT) is a trigger which relies on a muon being scattered

with a sufficiently large angular divergence from the overall beam phase space that

at the back of the apparatus it emerges from the overall phase space. For this run­

ning, this trigger was a combination of hits in the SPM counters with a correspond­

ing valid BEAM signal and a corresponding lack of hit in certain SMS counters.

That is to say that the SMS counters act as a veto on this trigger. Unscattered

muons should hit the SMS counters and be vetoed. The definition of this trigger

was a BEAM signal in coincidence with hits in three out of four planes of the SPM

counters and with no hits in any of the SMS-1 (Immediately downstream of the ab­

sorber steel) or SMS-4 (Behind the last concrete wall). For muons which start out

centered on the SMS array, this corresponds to a 3.3 - 4.7mR angle cut; for muon

momentum of 500GeV/c, at E = E' this corresponds to Q2 = 2.7 - 5.5GeV2 /c2 .

Figure 3.15a shows the acceptance of the LAT as a function of the kinematic· vari­

ables.

This trigger produced a typical rate of 2.5 x 10-5 of the muon beam rate. How­

ever, only about 10% of those triggers are associated with muons which scattered

in the target. The overwhelming background is produced by muons which scat­

ter either in the calorimeter or the absorber steel and other effects such as the
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off momentum tail of the beam. A future trigger processor is intended to require

target-pointing of a scattered muon and hence eliminate this background. For this

running, software elimination of this background will be required. An additional

concern is that a veto trigger (as opposed to an all-positive trigger) may pose

difficulty with normalization as showers accompanying muons will at times cause

otherwise valid triggers to be vetoed due to hits in the SMS counters. This problem

will behave differently in different kinematic regimes and will have to be modeled

by Monte Carlo and comparison of data in overlapping kinematic regions of other

triggers.

3.11.4 Small Angle Trigger (SAT)

The small angle trigger (SAT) is designed to trigger on muons which scatter with

smaller angles than those detected by the large angle trigger. In particular, SAT is

designed to detect scatters for muons which are not scattered outside of the envelope

of the overall beam. As described -in Section 3.11.2, only a limited fraction of the

beam is used for this trigger. Only those muons which point towards the center

of the SMS counters are selected as beam triggers. For each of these muons, a

projected impact position on the SMS counters is calculated from hits in the SBT

counters. A veto region which is a minimum of three SMS counters wide, around the

calculated impact counters, is then defined so that if any of the SMS counters in this
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road are hit, there will be no small angle trigger produced. An EeL-based hardware

look-up 'table is used in calculation of projected SMS hits which is sufficiently fast to

allow for muons in adjacent RF buckets. The effective angle of scatter cut imposed

by this trigger is '" 1mR and corresponds to high efficiency of triggering down to

Q2 = .5(GeV/ c)2 with 500GeV incident muons. Of course, this trigger suffers from

the same problem of potential suicide events as other veto based triggers such as

LAT. Figure 3.15 shows the acceptance of the SAT trigger as a function of the

kinematic variables.

3.11.5 Normalization Triggers (RBEAM and SATRBEAM)

For absolute normalization of cross sections, it is essential to have a measurement

of the amount of beam which has been used in producing any given set of events

produced from a particular trigger. Because of the very high rates of beam, it

is difficult just to be able to count at that rate, let alone readout the apparatus

to check for validity ,of any given beam. One method of measuring the amount

of beam is referred to as the random beam method [105]. The procedure is to

randomly select RF buckets and in those buckets check for a valid beam signal. If

a valid beam signal is found, the apparatus is triggered and readout. Note that

each beam definition used in the experiment must have its own associated random

trigger. Hence, in this running, we had two random triggers; one associated with
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the BEAM signal and titled RBEAM and one associated with the SATBEAM signal

and titled SATRBEAM. The random selection of buckets is accomplished using an

electronic random number generator [106] which is synchronized to the RF. The

rate of acquisition of random beam triggers is controlled by prescaling. We typically

recorded random events a~ a rate of about 10% of the associated physics triggers.

Note that the true beauty of this method of normalization is that the final count of

beam used is dOetermined after reconstruction (or the attempt thereof) of the events

offiine. Hence, any inefficiencies in beam reconstruction caused by the analysis

chain or detector inefficiencies will be treated identically for both the set of physics

triggers and the normalization triggers!

3.11.6 Electromagnetic Energy Trigger (FCAL)

Fast signals from the summed anodes of the electromagnetic calorimeter can be used

to form a trigger based on the total electromagnetic energy in an event. Clearly,

this trigger suffers from systematic bias which is inherent in any trigger which relies

on the final state hadrons or some fraction thereof. Still, it is hoped that the biases

can be modeled and understood sufficiently well that this trigger can act as a check

on the other physics triggers (where there is kinematic overlap) and can extend the

triggering capacity of the experiment to kinematic regions not covered by the other

physics ~riggers. As explained in Sections 3.11.3 and 3.11.4, the veto based triggers

147



which are the main triggers for the experiment will certainly suffer from systematic

effects which will have to be corrected for. Any independent trigger which overlaps

those triggers should be useful in understanding those systematics.

The FeAL trigger is produced by producing a total energy sum of all of the

summed anode bitubes in the calorimeter. The very central bitubes are left out

of the trigger due to a high rate of brehmstrahlung and J.L - e scatters (mostly

within the calorimeter itself!) which will deposit appreciable energy in the central

portion of the calorimeter. Hence, a cross which is 32cm wide and centered on

the calorimeter is excluded from the energy sum. Hence, the true requirement

is dependent on at least some energy depositi9n which is significantly transverse

to the average muon beam direction. The sum of anodes is discriminated and a

coincidence is formed with the RF and a fraction of the BEAM signal (prescaled).

For this running, the typical energy threshold was"'" 60GeV.

3.11.7 Halo Muon Trigger (HALO)

The halo muon trigger (HALO) is designed to provide a trigger when a halo muon

passes through the apparatus (surprise!). This is useful for various calibration and

alignment purposes. The trigger is produced by a coincidence between an or of all

veto counters (SVJ and SVW) and a hit in any thr~ out of the four SPM planes

and in time with the phase-locked RF (PLRF). These triggers therefore provide
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muons which traverse the entire apparatus with the exception of the central beam

region. This region can be covered by beam triggers. This trigger is prescaled

during normal data acquisition so that it typically accounts for around 5% of the

total trigger rate. Future HALO triggers will likely incorporate separate prescaling

for the veto jaws area and veto wall area to provide more balanced rates in these

areas.

3.11.8 Streamer Chamber Triggers (PCNLAT,PS(PCNLAT,SAT,LAT»

As mentioned in Section 3.7.1, the maximum rate at which the streamer chamber

can .operate is "" l.5Hz. Because the electronic apparatus can take data at a rate ­

approaching 100Hz and because neither the LAT or SAT triggers had rates suffi­

ciently low, a special set of highly selective triggers were required for the streamer

chamber. The method which was used in this running to enhance the likelihood

that a streamer chamber event would be caused by a 'real' scatter in the target was

to produce a coincidence between a PCN multiplicity requirement and ei ther. the

LAT or SAT triggers.

Three of the PCN z planes were selected and fed into a multiplicity unit which

was used to select events which had at least two wires hit in three planes. The

central 19.2cm of each plane was excluded, so that this requirement nominally might

correspond to ~ of a track which is likely not associated with just beam passage
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through PCN. A coincidence was required between this signal and either SAT or

LAT in the level 2 trigger. Approximately 20-40% of the PCNLAT triggers contain

target activity according to scans of streamer chamber photographs. Monte Carlo

studies indicate that the PCNLAT trigger has little bias for events with l/ > 40GeV

and Q2 > 10GeV2/c2. The PCNSAT was prescaled to achieve a sufficiently low

rate. In addition to these two triggers, a prescaled version of LAT and SAT were

also made in coincidence with LAT and SAT at level 2 in order to provide a handle

for understanding the biases associated with having PCN multiplicity included in

the trigger.

. 3.12 Data A'cquisi~ion and ~onitoring System

A schematic of the data acquisition and monitoring system is shown in Figure

3.16 [107]. The basic components are three 'front end' computers (PDP 11/40's) a

'front end' FASTBUS data acquisition system, a microVAX computer and a VAX

11/780 computer. During the 20 second spill, data is collected at a relatively

high rate on the front end machines and stored in memory buffers to be read out

asynchronously and at a more leisurely pace throughout both the spill and intetspill

period. This keeps the relatively slow process of concatenating events and writing

to tape from immediately effecting the per trigger dead time of the experiment.

Events are read into the microVAX where they are concatenated and written to
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Figure 3.16: Schematic of the £665 data acquisition system.

tape. Concatenation consists of combining the sub-events from each of the front-end

systems into a single event prior to writing it to tape. A modest fraction of events

(typically 2%-25%) is sent to the VAX 11/780 to be used by monitoring programs

to aid in determining the health of the apparatus and validity of the data.

The front end PDP's use an interrupt driven data acquisition system developed

by the Fermilab Computing Department [108,109]. Two different interrupt signals

are used. The first signal (the A interrupt) is sent a couple of seconds prior to

the beginning of the spill and instructs the computer to perform various tasks in

preparation for the spill. The second signal (the B interrupt) comes from level
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2 experiment triggers. When a B interrupt is received, the PDP's execute code

to read in the data from CAMAC via two Jorway JY411 branch drivers on each

PDP. The actual readout instructions are written in MACRO to minimize the time

required for completion of readout. The readout dead time is determined by the

slowest PDP and for this run was typically 2 - 3ms. Data is written directly to

bulk memories on each machine to maximize speed. A data logging task running

at lower priority than the acquisition task continuously reads out events from the

memories and sends them across a CD link to the microVAX. Deadtime due to

readout time is typically 10-20%.

- -

During the interspill period, the PDP's are used to run various monitoring tasks.

Some of the monitoring tasks on the PDP's are self contained and send messages

if problems are discovered 01' send results of calculations (on pedestals or gains for

instance) into the data stream to be recorded as 'interspill events' on tape. Other

PDP monitoring tasks simply acquire raw data to be sent via interspill events to

be written to tape and to the VAX 11/780 for further processing. Both CPU time

limitations and memory restrictions make it impossible to use the PDP's for all

monitoring calculations.

The FASTBUS data acquisition system is used for readout of the electromag-

netic calorimeter [99]. The large number of ADC channels for the calorimeter

required a faster readout system than would have been allowed via CAMAC read
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out directly into the PDP's (3ps/16-bit word + overhead). The adopted solution

is an entirely FASTBUS based system, similar in function to the front end PDP's

for data acquisition. Figure 3.17 is a schematic of the FASTBUS readout system.

It consists of two crates with LeCroy 1885N ADC's. Each of these crates contains

a LeCroy 1821 Segment Manager/Interface. When a level 2 trigger is generated,

each of the 1821 's execute microcode to read out the ADC's at the rate of one word

every 420ns. This corresponds to a total readout dead time of 1.5ms (includes

750ns digitization time). The data is written into LeCroy 1892 4MB memories

which are in a third FASTBUS crate in the computer room. The 'data logging

task' is performed by an 1821 In this crate which reads events out of the memories.

asynchronously with triggers. This 1821 is under direct c(;mtrol of the microVAX.

Although the primitive architecture of the 1821's allows considerable speed in data

acquisition, it does not allow for any sort of monitoring function. Hence, monitor­

ing of calorimeter channels is done on a PDP using indirect readout of FASTBUS

via CAMAC during the interspill period.

The microVAX and VAX make use of the VMS based VAXONLINE software

developed by the Fermilab Computing Department [110]. The system is comprised

of several tasks running in parallel. The 'Event Builder' collects pieces of events

from the front end machines and concatenates them together into a single event;

making use of a hardware event number which is distributed at trigger time to each
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of the front ends. These events are then dumped into an 'Event Pool' to be used

by 'Consumer' tasks in various ways. Consumer tasks are simply programs which

request events from the event pool and then perform any number of manipulations

or transfers on those events. Consumers can be tuned to accept only certain types

or fractions of events or all events.Two consumers run on the microVAX. The first

task is the tape logger which writes all events to tape. The other task is called the

'buffer manager' and is used to send a portion of the events to the VAX for online

analysis. The number of events which are sent to the VAX is limited by CPU time

on the microVAX and typically was around 5-25 percent of all data (depending on

incoming data rate).

The primary tools for determining the health of the experimental apparatus

while collecting data reside on the VAX. Here, events from the microVAX (both spill

and interspill) are used by a variety of programs to attempt to keep track of changes

in detectors or the beam. An Event Builder on the VAX receives events from the

microVAX and deposits them in an event pool in the same manner as events are

treated on the microVAX. A consumer program exists for each detector subsystem.

In addition, there are a couple of more general consumers which keep track of overall

features of the data such as scaler information, beam tune, event length, etc. These

programs collect events from the event pool and after manipulation produce warning

messages and/or sets of histograms. The wa.rning messages are immediately sent
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to one of several screens which are monitored by shift personnel. The histogram

sets are printed out every several hours and reviewed by shift personnel and by

detector experts on a daily basis. Depending on the nature of a problem, most

changes or failures in the hardware are then detected within minutes to a few hours

of occurrence. It should be noted that a few hours can be a costly amount of time to

lose. The dominant limitation on this time is CPU power on the VAX for running

the various monitoring progra~s. Future upgrades plan on increasing the CPU

power available for these tasks.
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Chapter 4

Event Reconstruction Chain and
Monte Carlo

4.1 Reconstruction Overview

Event reconstruction consists of several passes over the data to arrive at data sum-

mary tapes with pattern recognized and track fitted events. Approximately 3000

data tapes were written in the first run with a maximum of about 15000 events per

tape. The breakdown of data with different main trigger types is shown in table 4.l.

Only the last one-third of the deuterium data (when all of the relevant detectors

were fully functional) has been used for this analysis. In order to facilitate analysis,

raw data tapes were run through a 'spli t ' .program to separate events by trigger

type onto different tapes. At the time of the split, only data which was clearly not

useful for later analysis was excluded (for instance data taken where magnets were

in an ill-defined state). No attempts at filtering out background events were made

during the split.
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Table 4.1: Number of triggers.for different targets (all at 490GeV beam momen­

tum).
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The next step in the analysis was to filter the physics trigger data. The physics

triggers used in the first run were 'preliminary' and were not completely efficient

in triggering only on desired events. At most, about 10% of the events of a given

physics trigger which were written to tape were actually due to deep-inelastic scat­

tering in the target. The rest were the result of multiple beams, electromagnetic

events in the target and elsewhere, scattering in the absorber steel and calorimeter

and so on. Because of scarce CPU time and difficulty in handling large numbers of

tapes it was desirable to run an offline filter on the data to eliminate most ofthe

background events prior to attempting full scale event reconstruction. Filters were

run on the LAT and SAT data independently. The idea of each filter was to im­

plement a minimal subset of full reconstruction which would allow a determination

of whether or not an event was associated with a scatter in the target. If an event

could clearly be shown to be due to a muon which did not have an interaction in the

target then it was rejected at this point. After filtering, approximately one-third of

the LAT events written to tape remain.

Next, data sets were run through an event reconstruction program (known as

PTMV). First, the beam track is reconstructed and checked for validity. Following

this, a first pass is made through pattern recognition to attempt to reconstruct

the scattered muon both through the forward spectrometer and downstream of the

absorber steel. Next, a pass is made through pattern recognition to look for other
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tracks from charged particles in the event. (Some tracks other than that from the

scattered muon may be found in the first pass and vice-versa.) Next, track fitting is

done on all reconstructed tracks in an event. Using information from track fitting,

tracks from the forward spectrometer are checked for matches with track segments

downstream of the absorber steel. Typically only one track will match with a

downstream segment and this is then defined to be the scattered muon. Finally,

the beam and scattered muon tracks and other fitted tracks are used to reconstruct

the primary interaction vertex. Kinematics for the event are caIculated using the

beam track, scattered muon track and the vertex position. The processors for each

of the above tasks are described in niore detail in the following sections.

4.2 Pattern Recognition

The task of the E665 pattern recognition program is to take hits from the differ-

ent sets of wire chambers and reconstruct tracks for the charged particles which

produced the hits. Of particular concern to this analysis are the chambers which

comprise the forward spectrometer, PC, PCF, DC and PSA. In addition to these

chambers, the vertex chamber PCV is useful for helping to constrain the momentum

of the tracks and provides improved vertex pointing and determination.

The pattern recognition program is divided into four phases - beam reconstruc-

tion, muon projection reconstruction (behind the absorber steel), forward spec-
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trometer scattered muon reconstruction, and forward spectrometer reconstruction

of all remaining charged tracks.

The beam reconstruction phase uses' information from the PBT chambers to

reconstruct the beam track. Once the track is reconstructed, correlations between

the found tracks and SBT hits are checked to determine which (if any) tracks are

in-time.

The' muon projection phase makes use of information from the PTM and SMS

counters to form projections in y and z. No attempt is made at resolving y - z

ambiguities for events in which multiple projections are found. The projections will

._--

be lined up with forward spectrometer tracks later on.

Reconstruction of forward spectrometer tracks is done in two stages (so-called

Muon and Hadron phases. The two phases are essentially the same except that

the muon phase has stricter tolerances and is particularly concerned with finding

candidates for the scattered muon. This is not to say that hadrons cannot be found

in the muon phase and vice versa. Splitting the procedure into two parts allows for

abandoning further reconstruction if no scattered muon candidate is found and also

may assist in reducing ambiguities in identifying the scattered muon. Of course,

the muon phase does not attempt to make use of very wide angle chambers such as

PTA.

The forward spectrometer reconstruction program consists of a number of dif-
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ferent processors. Each processor is designed to either find track segments within

a particular detector, combine segments from different detectors or add additional

hits to a track using segment"s from other detectors. The algorithm which is followed

in the two phases (with different parameters) is:

a. Find DC space tracks.

b. Find PC space tracks.

·c. Link the PC and DC space tracks together, using hits in the PCF's.

d. Find PSA,PSB space points.

e. Follow any unlinked PC tracks through the PCFis, DC's and PSAjPSB's,

looking for tracks not found in c. These tracks include small angle scattered

muons, low momentum hadrons swept out of the CCM and hadrons that go

through the dead regions of the DC's.

f. Find tracks in the PCF chambers using leftover hits.

g. Link the PCF tracks to hits in the PC, DC and PSA chambers.

h. Find PCV track segments.

i. Find PTA space points.
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J. Link the PCV track segments to tracks in the PC's. (Note that this is also done

after track fitting. Indeed, if an individual track fit is bad the PCV portion

will frequently be thrown out.

k. Link outer PCV track segments with PTA space points (not used for this

analysis).

Some attempt has heen made to reconstruct line segments in the vertex region.

However, unless a streamer chamber picture is available, such tracks will rely on

being constrained to pass through the primary vertex in order to determine the

momentum. Of course, streamer chamber pictures will allow for full reconstruction

of these tracks as well as others which will be seen in no other detector. No use of

vertex track segments or streamer chamber tracks is made in this analysis.

It is worth commenting that many of the above processors rely heavily on the

non-bend view for connecting track segments and points. Tracks can tend to be

quite close together in this view in the PC and PCF chambers and this will result

in some extra inefficiencies in reconstruction, particularly at large multiplicities.

Another difficulty which was encountered and has yet to be properly solved is that

tracks which are near the pole tips of the CCM experience a kink due to the fact

that there ar~ non-negligible components of the magnetic field which are not purely

in the z direction. Yet another area of difficulty for the pattern recognition is in
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the dead region of the drift chambers. Although nominally covered by PSA in

the back set of chambers, no equivalent small angle chambers presently exist for

the front set of drift chambers. This allows some particles bending at large angles

through the CCM to go through this dead region without impinging on the back

set of chambers. Hence, for these tracks there will be no chance of any downstream

lever arm on the track measurement. There may be similar but more subtle cases

near the edges of the PSA and DC dead spaces in the second set of drift chambers.

Reconstruction efficiency for Monte Carlo events is discussed in section 4.8.

4.3 Track Fitting

The job of track fitting is nominally a simple one - take tracks from pattern recog­

nition and determine the momentum (actually the momentum/charge ratio!) by

virtue of each track's curvature through magnetic fields. In addition to the mo­

mentum, the related error matrices are calculated and the goodness of the fit is

determined using a X2 test. The number of degrees of freedom after the fit is

accomplished is also reported. The fit is accomplished using a SPLINE fitting

technique.

As it turns out, the track fitting algorithm has effectively taken on a bit of

pattern recognition flavor as well. This came about from studying the x2-probability

for tracks. It was found that a large number of Monte Carlo tracks were being
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reconstructed but with very low x 2-probability. It was further found that in many

cases, the bad x2-probability was caused by one or just a few hits on the track.

In some cases, forward spectrometer tracks would be matched to inappropriate or

ghost track segments from the. PCV. Because the x 2-probability is an important

tool in elimination of ghost tracks, it is necessary to make a cut on this variable

for tracks to be included in the sample for analysis. Hence, a rescue 'algorithm was

implemented which attempts to save tracks which will otherwise be discarded due

to low x2-probability.

The rescue algorithm first iterates OVer all points on the track to find the single

point which is most responsible for the poor X2 • This point is then eliminated

from the track ~d the track is refitted. If the ne,w track passes the particular X2

test then the track is kept and the rescue algorithm terminated. The algorithm

will continue throwing points off of the track until either there are no degrees of

freedom left or a maximum number of bad points have been removed (typically 6).

In addition to a check on individual bad points, the algorithm also checks for the

case that an entire segment from a particular detector (especially PCV) appears to

be bad. If PCV is found to be the cause of poor x2 then it is eliminated from the

track. The cost is momentum resolution but the gain is that the track will be kept.

Usually, something is better than nothing. Tracks which are rescued tend to have a

nearly flat x2~probability distribution and generally look very much like other good
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tracks. According to the Monte Carlo, essentially no disproportionate number of

ghosts are added due to the rescue procedure.

4.4 Muon Match

The function of the muon match'program is to take muon projections from the SMS

and PTM detectors and link them with fitted tracks froD;l the forward spectrometer.

In order .to do this, forward spectrometer tracks are extrapolated to a point at

the downstream side of the absorber steel. The position and slope of the track

at the back of the steel has extra errors which come from multiple scattering in

the calorimeter lead and absorber steel.. The extrapolated position and slope are

compared with the position and slope of y and z projections in the SMS and PTM

detectors. If a forward spectrometer track matches both a y and z projection

within allowed errors, then it is declared to be a muon. Note that the errors will

be dependent on the calculated multiple scattering which will be dependent on the

track momentum. If more than one forward spectrometer track matches the same

pair of y and z projections, then only the 'best' match is declared to be a muon.

The match program offers an additional option which is to link tracks with

proje<;tions where the track/projection intersection occurs in the calorimeter or

absorber steel. For this, extrapolation of the projections is made, taking multiple

scattering into account as before, to the nearest point to intersection with tracks in
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the calorimeter and steel. If the tracks are sufficiently close in space at the nearest

point of approach, the forward spectrometer track is declared to be a muon which

has suffered a hard scatter.

If more than one muon is found in an event, it is left to the vertex processor

to determine which of the muons was the original scattered muon. This is done

by checking which muon is most consistent with a vertex with the beam and if all

stands essentially equal, the highest energy muon is taken as the scattered muon.

4.5 Vertex Finding

The task of the vertex finding program is to find and fit vertices between charged

particles wherever they may occur in the spectrometer. A vertex is defined to be

the point of closest approach for a set of tracks. Tracks are not forced to go through

a common point in order to define a vertex. A very important subset of the vertex

tasks is to find the primary vertex (defined to be the vertex to which both the beam

and scattered muon tracks are fitted) and calculate the kinematic quantities for the

muon scatter.

The program first determines the primary vertex using only the beam and scat­

tered muon tracks. If there is more than one candidate scattered muon, it will

accept the muon which has the highest momentum. Whether or not a vertex will

be declared is determined by cutting on the ratio of the distance of closest approach
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of the two tracks divided by the error on that distance which is expected given the

calculated errors from track fitting. This primary vertez will be recalculated using

all of the known charged tracks in the event. Although this does not appreciably

improve the y or z position of the vertex, it can have a substantial effect on the z

position. Note that only tracks which have distance/error ratio less than 4.0 are

used in improving the vertex position.

In.addition to finding and fitting the primary vertex, the vertex processor also

looks for vertices which result from charged particle reinteractions or scattering

and vertices which result from decay of hadrons or conversion of photons to an

-

e+e- pair. For this analysis, no use is made of particles which arise from secondary

vertices except for those charged tracks which are used to eliminate energy clusters

from the calorimeter. These tracks act only as vetoes and are not actually included

with other tracks for analysis.

4.6 Event Selection·

In order to eliminate possible systematic difficulties, a number of 'quality' cuts

have been imposed on events which have been reconstructed. Note that some of

these cuts were made in the filter program while others have been made after full

reconstruction. Some of the quality cuts are based on kinematic variables. The

quality cuts are:
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1. The event must have a primary vertex containing both the beam muon and a

reconstructed scattered muon. In order to be declared as a 'legitimate' vertex,

the X2 probabillty of the vertex must be greater than 10-3 •

2. The primary vertex is constrained to lie within the target vessel to within

loose limits. The position cuts are -13m < :Z:vertex < -10m, -10cm <

Yvertex < lOcm and -lOcm < Zvertex < 10cm.

3. The event should have full information from all relevant detectors.

4. Cuts are made to remove bremsstrahlung and IL - e scattering from the event

sample. Although many of these events are removed by the kinematic cuts

which follow, there are still a number which remain within 'interesting' kine-

matic bounds. The cuts to remove these electromagnetic events are based on

calorimeter energy and topology. Events will be cut if:

or

or

Eeal > 0.60
v

ECGl > 230GeV

and

EcGl > 0.80
v

and
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Where EctAl is the energy in the calorimeter and Nclu.ter. is the number of

clusters with energy greater than 2GeV. -
5. The following general kinematic cuts are made: ...

50 < II < 1000GeV. (4.4)
~

0.01 < 'YBj < 0.85 (4.5)

0.003 < ~Bj < 1.0 (4.6)

"If
3.0 < Q2 < 10000GeV2. (4.7)

6. For physics purposes, much of the data shown in this thesis will have a W >

20GeV cut applied in addition to the above cuts.

The kinematic cuts tend to overlap one another in functionality. Lower limits

on ~Bj and Q2 and an upper limit on YBj help to eliminate events with very large

radiative corrections and/or electromagnetic events. The lower limit on Q2 also

removes a region in which the trigger efficiency is rapidly changing. The lower cut

on 1/ removes events for which the resolution on 1/ is too had to he useful while

the upper cut on II removes events for which the total energy is likely questionable

(there are not many of these events anyways).

Table 4.2 shows the total number of events which remain after all cuts have been

made for the hydrogen and deuterium targets for three different sets of kinematic
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Target Q2 > 4,6.3 < W < 20 Q2> 3, W > 20 Q2 > 3, W > 20,XBj > .005

H2 7376 3962 3712

7549 4248 3965

-

-

/.

Table 4.2: Number of events passing cuts for hydrogen and deuterium targets with

LAT trigger for three different sets of kinematic cuts.

cuts which are used for different physics purposes in this analysis. (Note that the

de1,lterium figures do not include some earlier parts of the run which have some

extra analysis difficulties with the calorimeter. Inclusion of this earlier data would

roughly double the number of events for deuterium.) The '6.3 < W <: 20GeV

region is designed to emulate the EMC kinematic region and other kinematic cuts

similar to theirs have been made on this data. These cuts are: Q2 > 4GeV2,

20 < II < 260GeV, .01 < y < 0.9, XBj > 0.01 and 40 < W2 < 400GeV2
• (Some of

the plots made to emulate EMC are in the region 100 < W 2 < 400GeV2 .)

4.7 Track Selection

The charged track reconstruction chain and the calorimeter clustering algorithm

inevitably produce some results which do not correspond to the physical reality of

the particular event at hand. In the case of charged tracks, this can take the form

of tracks which have incorrect momenta or worse yet, tracks which are completely
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fictitious. In the case of the calorimeter, some of the reported clusters can be the

result of charged particle showers or energy deposition in the calorimeter which

definitely should not be treated as photons in the analysis. In addition to clusters

associated with charged particles, there can also be clusters which are produced from

electronics noise. Another concern for correlating calorimeter clusters to photons

is that if photons are sufficiently close together on the face of the calorimeter, then

the clustering algorithms will report a single cluster with the combined energy for

both photons and the 'average' position. In order to combat deleterious effects to

the analysis, various 'quality' cuts are made on reported tracks and clusters before

proceeding with analysis.

The quality cuts for charged tracks are:

1. Only tracks which have segments in at least PC and PCF are used.

2. For each track, a distance of minimum approach to the primary vertex and

the error associated. with that distance are reported. For this analysis, the

distance/error must be less than 4.0 and the distance must be less than 2.0cm.

3. The X2 probability for each track must be greater than 10-3 • This helps

eliminate tracks which have incorrectly fitted momentum due to 'incorrect'

hits on the track. There is a fairly large overlap between this cut and the

vertex distance cut. Tracks with poor fits usually do not aim very well at
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the vertex and vice-versa. Here then, this cut mostly acts to cut out a small

number of tracks which have spectacularly bad fits but still get lucky enough

to come close to the vertex.

4. Only tracks with momentum greater than lOGeV are used. The geometric

acceptance plummets rapidly to zero below this momentum. Making a cut

defines a clean boundary for both Monte Carlo and data. (The cut for the

'EMC' kinematics set is 6GeV.)

With the above cuts, a reconstruction efficiency of 65-80% for charged tracks of

sufficiently high momentum is achieved (see section 4.8) About 2% of those tracks

will be 'ghost tracks'.

There are a considerable number of 'quality' cuts for photons. A number are

based solely on calorimeter information and require a given shower to 'look electro­

magnetic'. In addition, charged track information can be used to further discrim­

inate against clusters which have resulted from interaction of a charged particle.

The cuts are:

1. Using bitube information, a ratio of energy deposited in the back-half of the

calorimeter to that in the front-half is formed. In order to be retained as an

'electromagnetic' particle, this ratio must be less than 2.0.
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2. Again using bitube information, the 'starting point' of a shower is determined.
....

In order to be retained as an 'electromagnetic' particle, the starting point of -
the shower must be before plane 10. Although considerable overlap exists

..-
between this cut and the back/front energy cut, the overlap is not complete.

Ambiguities in assignment of bitube energy to the proper pad shower and -
noise and fluctuations produce clusters which pass one cut but not the other.

3. Using bitube information, a 'longitudinal center of gravity' cut is is made.

Only those clusters with center of gravity less than 55cm into t.he calorimeter

are accepted. This helps cut out non-electromagnetic energy. -
4. Clusters with energy less than 2GeV are eliminated. This helps remove false -

clusters caused by electronics noise or other anomalous effects.

5. Clusters which are anomalously wide are eliminated. Although a number of

these could be due to unresolved single photons they can also be caused by

'wild' fluctuations in a single shower and electronics noise problems. A radius

parameter is reported by the clustering algorithm. The maximum allowed

radius is 10cm.

6. An impact point on the calorimeter is calculated for each charged track which

has been reconstructed. Figure 4.la shows the distribution for the distance
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of separation (at the calorimeter) for each cluster center from the nearest

charged track for both data and Monte-Carlo. Clearly, a large number of

clusters in the data with a nearby charged track have been caused by that

track in some way. In order to be declared a photon, a cluster must have no

charged track with an impact point on the calorimeter which is within 8.0cm

of the cluster center.

7. A cut using drift chamber track segments (not necessarily fully reconstructed

tracks) is made using the same approach as the previous cut. This eliminates

an important class of pernicious background to the photon signal which is

caused by charged particles which experience' at least some transverse mo­

mentum kick from the CCM. See figure 4.1b for the distribution of separation

between cluster centers and impact position of drift chamber segments on the

calorimeter. As with the fully reconstructed tracks, there is a clear set of

track/cluster pairs which are correlated. Note that this figure contains only

clusters which remain after all other cluster cuts have been made so these are

clusters which otherwise would not be eliminated.

8. In order to eliminate clusters caused by bremsstrahlung in the direction of

the incoming beam and possibly clusters due to interactions of preceding

beam nluons in the calorimeter, an apparent photon must have an angular
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separation of at least 3mr from the beam direction at the target or it is cut.

9. A calorimeter fiducial volume cut is made which eliminates possible difficulties

near the edge of the active area. All clusters with centers outside an area

2.8 x 2.8m2 square (centered on the calorimeter) are cut.

10. Photons which have an angular separation (projected to the target) of less

than 10m are combined into a single photon by adding the energies and taking

the average direction of the two. This is done for both Monte Carlo and data.

The reason for this is that the clustering algorithm which is used is essentially

incapable of separating clusters which are closer together on the cal~rimeter

than would follow from this angular separation. Hence, plots which show

distributions for photons are showing the information for effective photons.

Momenta are calculated with the assumption that the photon origin is the pri­

mary vertex. The calorimeter z position is taken to be exactly 14.0m which places

showers somewhat inside of the calorimeter as they should be. An error matrix on

the photon four-momentum is calculated using the reported errors on the vertex

posit,ion and nominal resolution errors for calorimeter energy and position. The

nominal calorimeter errors which are used for this purpose are:

(TE/ E = 0.45/..JE +0.07,
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Figure 4.1: Separation of calorimeter clusters and track positions at the calorimeter

for a)LSTF tracks and ·b) drift chamber segments after all other cuts have been

made. (Only a small portion of all data is shO\~m.)

U y = U z = 2cm

where E is the energy in Gel". The resol utions here are slightly larger than stated

in the calorimeter hardware section. The energy resolution quoted in that section

was improved somewhat from the data \\'hich is used here by application of. new

gain corrections. The position resolution has been increased somewhat in order to

account for effects due t.o complicated events with many clusters which can overlap

each other and dead regions in a multitude of creative ways that can produce

additional smearing.

It should be stated that the cut on events which result from bremsstrahlung
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(as described earlier) are made on the actual calorimeter clusters and not on the

processed 'photons'. Rou~hly one-half of the calorimeter clusters are eliminated

by making the various cuts. Even more importantly, a large number of clusters

which would produce apparently large transverse momentum photons are removed

by use of the track pointing cuts. Some small residual effects of charged clusters still

remain. This can be seen by looking at the angular distribution of a 'photonic event

plane' around the virtual photon direction. Although much reduced by application

of the cuts, some tendency still remains for this plane to be more in the bend plane

of the magnets rather than orthogonal to that direction. It is interesting to note

that the event plane determined solely with the charged particles exhibits a smaller

but still noticeable effect. A measure of the magnitude of the effect can be made..

by examining events from two different alignments of the 'photonic plane'. In all, I

estimate that the systematic uncertainty on the summed energy of photons is not

greater than ±20%.

Table 4.3 shows the total number of charged particles and photons for hydrogen

and deuterium targets for the events in two of the kinematic ranges listed in table

4.2. The numbers listed are all after all cuts have been made.
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Target Q2 > 4,6.3 < W < 20 Q2 > 3, W > 20

H2Photons 11796 10894

H2Charged

D2Photons

D2Charged

8844

12586

9010

8953

12930

9873

Table 4.3: Number of particles passing cuts for hydrogen and deuterium targets

with LAT trigger for two different sets of kinematic cuts.

4.8 Monte Carlo

Monte Carlo in this analysis provides two relatively different needs. First, it is used

to test the efficiency of the event reconstruction algorithms and thereby to calculate

acceptance corrections for the data. Second, the Monte Carlo is used to provide

a 'theoretical model' for new kinematic regimes and measurements by allowing an

extension of measurements made at lower energies or from different types of experi­

ments (such as e+e-). Nominally, the former need does not require the Monte Carlo

to have any particularly physically interesting model for production of particles. It

simply requires that the distribution of particles and tracks through the detector

be well simulated. However, it will be far more convenient if the same Monte Carlo
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meets the needs of both of the requirements. For simple analyses (based for in­

stance on single particle spectra) it will suffice to simply use the Monte Carlo for

acceptance. However, for more complicated analyses such as those based on overall

event topology, the two purposes become almost inextricably linked. The Monte

Carlo can be broken into several logical parts - beam generation, primary vertex

generation (kinematics), hadron generation, tracking and reinteraction through the

detector, and simulation of signals in the detectors.

The beam generation for the Monte Carlo has actually not been generated at

all but are actual measured muons from the beam spectrometer. Files of beam

events for different targets have been created and are used as input to the Monte

Carlo generation. Some slight difficulties arise from the 'pre-quantizing' of the beam

events by the detectors. Overall, the procedure is an easy and reliable method of

ensuring that the Monte Carlo beam has the same features as the real beam ­

because it is real!

Generation of the muon scatter is done according to the standard cross section

with input of a particular structure function. The structure function which is used

for the standard 'high Q2' generation is a simple charge weighted summation of

the parton distributions fit by Morfin and Tung (fit S2) [44]. This F2 takes into

account data from a large number of experiments including heavy weighting factors

from EMC and BCDMS. Favorable comparison in overlapping kinematic ranges has
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been made with a structure function parameterization made by Mizuno [111] using

EMC data and the F2 given by Morfin and Tung.

In this analysis, the hadron generation program which is used is the Lund Monte

Carlo version 4.3 [69]. This version was 'tuned' using data from EMC and it is

therefore expected that it will provide the most accurate description of the E665

data for acceptance correctio~ purposes. Of course, this does not necessarily imply

that it provides the best possible model of the underlying physics. Indeed, this is

a rather old version of the Lund MC but the basic processes are not significantly

changed. It is based on string fragmentation and inciudes full treatment of first­

order QCD processes. In addition, it provides a (rather arbitrary) prescription for

treatment of soft gluon effects which was necessary for fitting the EMC data. This

Monte Carlo should allow considerable progress in understanding the basics of the

underlying physics. Application of newer Monte Carlos and in particular those

based on parton shower models would be most interesting. I must admit that the

only reason such models are not used in this thesis is that I ran out of time.

Although most of the settings used for the Lund portion of the Monte Carlo are

simply the defaults, one very important difference is the gluon distribution function.

The default gluon distribution for the version 1.43 Lund MC is that of Gluck,

Hoffman and Reya [45]. E665 generation has primarily been done using the gluon

distribution given by Morfin and Tung. As has been shown in figure 2.11 there is a
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substantial difference between the two gluon distributions in the kinematic region

of E665. This will have considerable impact on the MC calculation of multi-jet

events. This is by far the most significant difference between the hadron generation

of E665 and that of the 'standard' Lund version 1.43.

For completeness, I list here some of the most relevant (for this analysis at least)

parameters of the Lund Monte Carlo and the settings used in standard calculation

for corrections to E665 data:

• As mentioned above, the parton distributions used are those of Morfin and

Tung fit 52.

• Given the above parton distributions, there is no apparent need of the so

called 'soft gluons' in this version of Lund. The soft gluon code is essentially

an ad hoc prescription for adding extra transverse momentum to the hadrons

and most obviously effects the Pl. distribution as a function of XF. As will

be seen-later, the larger gluon distribution of Morfin and Tung more than

compensates for lack of 'soft gluons'. It should be noted that more recent

versions of the Lund Monte Carlo do not treat soft gluon radiation in the

same manner. Soft gluons are turned off.

• The Monte Carlo allows different values for AQCD for evolution of structure

functions and for production of hard QCD processes. The value for evolution
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of structure functions is set to A = 0.40GeV. For production of hard QCD

events A = 0.30GeV is used..

• Although it is allowed to calculate events with Q2 < 4GeV2, evolution of

structure functions and changes in the QeD probability halt Q2 evolution at

4GeV2.

• The width of the (Ga~ssian) primordial transverse momentum is (Tiel. =

O.44GeV.

• The width of the (Gaussian) nonperturbative transverse momentum kick

given to hadrons is CTpl. = 0.44Gev.

• The minimum allowed ZF for each jet in a multi-jet system is 0.05.

• The minimum allowed invariant mass (with quark masses included) for a jet

system or subsystem is l.OGeV. Although this is a somewhat arbitrary set­

ting, it is an attempt to define the 'separability threshold' of a single forward

jet from two or more forward jets. In addition, a gluon kink in a string

must have Pl > 3.0GeV2 with respect to the end points of the string or it is

declared 'not viable'.

Of course, the Lund Monte Carlo includes many more parameters but most of

these will have relatively small effect on the distributions in this analysis. Some
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parameters which could have an effect are not listed here as they are not usually

considered to be 'adjustable'. In other words they tend to be more an intrinsic part

of the model (the string constant for instance).

Although Lund handles all decays of short-lived particles (and some long-lived

ones as well if given the chance), little else js done with respect to the multitude

of things that can ltappen to a particle from the time of its production and its exit

from the spectrometer. In order to handle the tracking, decay and reinteraction of

particles, the GEANT Monte Carlo is used [112]. The E66~ detector apparatus has

been simulated in considerable detail and many physics processes such as hadronic

reinteractions, photon conversions, multiple scattering, etcetera, should. be accu­

rately simulated by GEANT. Given a free hand, GEANT will produce prodigious

numbers of low energy daughter particles. A 500MeV cutoff has been imposed on

all particles produced in GEANT in order to keep the offline software from being

overwhelmed by too many particles. Hence, GEANT is not used for production of

very low energy particles which will not really produce tracks but just make 'noise'

in detectors. On the other hand, aiy particles of consequence will be fully tracked.

Detector simulation is made using the tracking information provided from GEANT.

Hits a;re calculated given tracks at detector positions. In addition, random noise is

added to planes with one component which is proportional to the number of true

hits present and another which is independent ofthe true hits. This has been added
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because analysis of the data showed 1-2 times more hits were present in the data

than could be accounted for from the Monte Carlo (even using GEANT). Hits in

detectors are smeared with known resolution information for the each detector and

dead or inefficient regions are accounted for to the best of our knowledge.

Because of the severe time constraints, GEANT simulation is not performed for

the electromagnetic calorimeter response to photons. Instead, individual photons

are smeared with the nominal energy and position resolution for the calorimeter

and momenta are re-calculated. All photons with energy greater than 800MeV

after smearing are assumed to be visible. Of course, photons which do not strike

the fiducial area of the calorimeter are considered to be lost. In addition, the

photons are subjected to the same charged particle cuts as the clusters from the

actual data. No attempt is made to cut photons based on individual fluctuations

in the longitudinal or transverse energy. Note that a number of studies have been

done which show that the energy resolution and longitudinal and transverse shower

development is described reasonably well by GEANT.

Monte Carlo events are run through the same PTMV chain as the data. By

comparing ~he reconstructed tracks with the truth tracks, we can measure the

Monte Carlo's impression of our reconstruction efficiency. Measurements of the

efficiency can then be used to apply acceptance corrections to the data. Checks on

the agreement between the Monte Carlo simulation and the data can be made by
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examining primitive quantities for the event (such as X2 and residuals for track fits)

and also by checking that as many different physics distributions as possible behave

in the same fashion for both Monte Carlo and data. In addition, by comparing data

with EMC in the same kinematic regions, we can acquire confidence that we have

at least made the same mistakes they did! Hopefully, this will add to our confidence

in the corrections.

One powerful handle on the reliability of reconstruction is the kinematic distri­

butions given by the beam and scattered muon. The cross section for this process

is well understood and we should expect good agreement between the shape of our

distributions and that calculated from the Monte Carlo. Figure 4.2 shows the cor­

rected distributions for E665 deuterium and hydrogen data combined for Q2, XBj

and W compared with true distributions from the Monte Carlo for the Q2 > 3GeV2

W > 20GeV kinematic range. Cuts for removal of bremsstrahlung have been made

to these distributions. Clearly, the overall agreement is quite good.

For this analysis, the most significant acceptance corrections will be for low mo­

mentum particles. This is primarily due to the geometric acceptance of the PCF

. chambers in the CCM and the fact that in order to be included, charged particles

must have sufficient momentum to make it through these chambers before being

bent out of the spectrometer by the CCM. Figure 4.3 shows the calculated ac­

ceptance, for the W > 20GeV region, as a function of laboratory momentum for
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Figure 4.2: Distributions from data and :Monte Carlo for a) Q2, b) XBj and c) W

for the Q2 > 3GeF2 and lr > 20Ge F kinematic range.
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charged particles. The acceptance for charged particles is defined as the number of -
reconstructed tracks divided by the number of stable charged hadrons at the pri- -
mary vertex. Hence, tracks which are lost due to reillteractions are counted against

the acceptance. The purpose for making the acceptance correction in this fashion is

to attempt to have a competely 'detector independent' (but alas not Monte Carlo -
independent) final result. In order to avoid regions with sufficiently large accep- -
tance correction, only charged tracks with momentum greater than lOGeF are used

in the analysis and these tracks are removed from both the truth and reconstructed

l\lonte Carlo events prior to calculation of the acceptance corrections. -
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For data in the W > 20 regIon, companson of reconstructed data to recon-

structed Monte Carlo show that there are 12.5% fewer charged tracks for ZF' > 0

found in the data than in the Monte Carlo. Figure 4.4 shows the number as a

function of momentum of all reconstructed charged tracks for both data and Monte

Carlo. The 'missing tracks' appear to be roughly evenly distributed throughout the

momentum range from 0 to lOOGeV. There is clear momentum dependence. In

addition, careful study of the shape of the multiplicity distribution shows that the

higher multiplicity events appear to be missing more tracks than lower multiplicity

events. Although not shown here, an extension of this plot indicates that there is
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no statistically significant loss of tracks for momenta greater than 150GeV while

there is only a small effect for the range from 100 to IS0GeV. The exact source

of this problem is not completely clear. There are a couple of known effects which

may contribute. One possible source of this effect may be that there is an extra

allignment correction which needs to be made when tracks pass through the drift

chambers at large angles. Finally, high W events have lots of tracks and there may

still be some extra inefficiencies which result from many tracks in an event which

are not simulated in the Monte Carlo. It could also be that some of the effect comes

from the Monte Carlo being wrong. The overall effect is not too severe. In order

to account for this, an extra random inefficiency is imposed on found tracks in the

Monte Carlo prior to calculation of the acceptance corrections. The form of the

extra inefficiency is given by:

-
-
-
-
-
-
-
-
-
-
-

where p is the track momentum in GeV and only tracks with momentum less than

. 150 - P
InefficIency = x 20%,

150
(4.8) -

-
lS0GeV are cut. (Extra tracks for momentum greater than: IS0GeV are not added!)

Acceptance corrections for each bin of each plot are calculated by taking the

ratio of reconstructed Monte Carlo (with the extra inefficiency) to truth Monte

Carlo for that bin. The corresponding bin from the data is then divided by this

correction factor. In. some cases, a smoothing algorithm has been applied to the
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Monte Carlo data prior to calculation of the acceptance correction. Although it

is possible that the error in the reconstruction efficiency is as large as 15% it is

more likely not much worse than 5-10%. This is still unfortunately large. Because

the discrepancy between data and M.onte Carlo becomes smaller at higher energies,

plots which make use of energy weighted results should be less affected by this

uncertainty.

There is discussion as to whether the apparent inefficiency could actually be due

to the Monte Carlo producing too many tracks. Although this possibility cannot

be ruled out at this time, I expect that there are still some effects in the detector

which are not accounted for in the Monte Carlo. Therefore, given that the .effects

observed are consistent with extra loss in the detect9r, I have chosen to mal<:e

the extra correction. This fact should be kept in mind when examining the data

compared to the Monte Carlo.
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Chapter 5

Analysis and Results

5.1 Introduction

The thrust of this analysis is to study transverse momentum and event topology in

order to gain understanding into hard (perturbative QCD) processes and resulting

.
fragmentation in deep inelastic scattering.. Throughout, the basic approach will be

to compare the experimental results with that of the QCD-based Lund Monte Carlo.

The analysis proceeds through several layers of sophistication. First, single particle

spectra will be presented. Next, basic event topology will be studied using the

hadronic event plane. Following this, energy and particle flow for forward particles

is studied and various cuts are applied to demonstrate that some events have a

'two-lobed' structure. A jet reconstruction algorithm is applied and cuts are made

in order to' produce a sample of events which is highly enriched in two forward jet

structure. The resulting sample of events should reflect the nature and magnitude

of the hard QCD processes. In particular, it will be demonstrated that the overall
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structure agrees well with the underlying QCD calculations of the Monte Carlo

and that the magnitude of effects may have particular implications for the gluon

distribution of nucleons.

Both charged particles and photons will be used throughout the analysis: For

single particle distributions or averages over particles, they will be treated sepa­

rately but they will be used together for practically all of the energy and particle

flow analysis. Occasionally, results using the charged particles alone will be pre­

sented in order to demonstrate that inclusion of the photons is not producing any

particularly large bias. The argument for inclusion of the photons, especially when

examining overall event topology, is both simple and strong. The Monte Carlo

shows that roughly 67% of the CM energy (W) will be carried away from the pri­

mary vertex by stable charged hadrons (mostly pions with a few kaons). Another

26% of the energy will go into 7I"°'S which overwhelmingly decay into two photons.

Finally, 7% will go into neutral particles which are invisible to the spectrometer.

These include neutrons, Kf, K~, A, neutrinos, etc. Although it will be possible to

reconstruct some fraction of K~ 's and other neutrals which decay in the detector,

this is a tricky business and is unlikely to recover any appreciable fraction of the

energy in these channels. We also know from Monte Carlo, that because of rein­

teraction, scattering, decay, detector inefficiencies and reconstruction inefficiencies

that only about 70% of the initial high momentum charged tracks will be observed
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in high W events. Hence, using charged. particles alone, typically less than 47% of

the forward energy will be visible (this doesn't even include the 'extra' inefficiency

in data compared to Monte Carlo discussed in the preceding chapter). Although

the relative resolution is poor, the calorimeter will be highly efficient at observing

photons with energies of interest. Hence, inclusion of the photons will bring the sum

observed energy up to over 70%, which although not ideal, is workable. Certainly,

the fluctuations in the total energy caused by the resolution of the calorimeter are

small compared to the effects caused by the inefficiency in charged track recon-

struction! It will be shown that this dramatically improves both the number and

- -
quality of events which pass 'jet cuts'.

Although some presentation will be made of data in the range of 10 < W <

20GeV, the primary purpose of this will be to 'touch base' with results from EMC

and establish. a measure of credibility in the E665 data. Most of the results will

focus on the higher W data and the handle which it provides on studying the

underlying hard processes. Unless otherwise noted, it may be assumed that any

given distribution refers to data in the W > 20GeV region. Also, all distributions

are for 'ZF > 0 particles only. Discussion of the analysis methods and presentation

of results will be made simultaneously for clarity.

Except as noted, all plots have been corrected for acceptance. In general, only

statistical error bars are shown on the plots. I estimate the magnitude of systematic
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uncertainty in plots normalized to the number of scattered muons is about 5-10%

for charged hadrons and perhaps as high as 20% for photons of energy more than

a couple of GeV. The uncertainty on the photons comes from the large number of

cuts which had to be made on calorimeter clusters in order to arrive at the nominal

photon signal. Keep in mind that these are effective photons and not necessarily

true single photons.' Any photons which have a smaller angular separation than

10 milliradians are combined both in the data and Monte Carlo. For energy flow

plots, the systematic uncertainty from missing photons is likely to be considerably

less since there it does not matter if two photons are viewed as one.

In many plots, several different Monte Carlo predictions will be presented as

smooth curves along with the data points. The predictions are:

1. The E665 standard Monte Carlo usmg Lund and parton distributions of

Morfin and Tung (fit 52). No soft gluon effects are included. This prediction

is represented on the plots by a solid line.

2. The Lund Monte Carlo using Gluck, Hoffman and Reya parton distributions

with soft gluon effects on. This is the 'best fit', version of Lund tuned on

EMC data. This prediction is represented on the plots by the finest dashed

line.

3. The Lund Monte Carlo using Gluck Hoffman and Reya parton distributions
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but with no soft gluon effects. This is presented in order to illuminate the

effects that soft gluons will have on different distributions. This prediction is

represented by a medium dashed line.

4. The Lund Monte Carlo with standard parameters but with hard QCD inter­

actions turned off (no gluon bremsstrahlung or photon-gluon fusion). This

illustrates how poorly the data are fit without QCD but with the nominal

amount of (measured) fragmentation transverse momentum: In some plots,

it also shows the background which will pass multi-jet cuts but will not have

had at least two forward partons. This prediction is represented by a large

dashed line.

5. The Lund Monte Carlo with increased fragmentation up.!. = O.7GeV and with

hard QCD turned off. This is the 'best' attempt at making the Monte Carlo

fit the data without any QCD processes. This predicition is represented by a

dash-dot line.

Some of these 'smooth' curves become noticeably 'wiggly' in the waning regions

of some plots. This is due to limited statistics from the Monte Carlo in these

regions and the amount of 'wiggliness' may be taken as a measure of the statistical

uncertainty. (At first I thought about trying to smooth the curves to get rid of this

effect but then I decided that it was better to just leave it in given that error bars
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would be confusing.

5.2 Single Particle Spectra

Although single particle spectra provide some sensitivity to the hard processes, one

of their main assets is to confirm the overall integrity of the data. In addition, they

provide the basis of measurements with which the Monte Carlo must a.gree before

it can believably be extrapolated.

Figure 5.1a is the differential P~ distribution (= p·n where n is the unit vector in

the virtual photon direction) for charged hadrons in the photon-nucleon CM frame

for the W > 20GeV kinematic range. Also shown on the same plot is the prediction

from the standard Lund Monte Carlo. The data are seen to be consistent with the

Monte Carlo which was tuned on EMC data. This plot is relatively unaffected by

significant differences in the underlying hard physics processes. Figure 5.1b is the

same plot for photons.

Figure 5.2 shows the differential pi distribution for charged hadrons in the EMC

kinematic range (only the deuterium data are used for this plot). The same plots are

shown for charged hadrons and photons for events with W > 20GeV in figure 5.3.

Note that the transverse momentum is quite limited compared to the longitudinal

momentum. Also note that although the effect of having hard QCD on in the Monte

Carlo makes little difference to the longitudinal momentum distribution but it has a
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b) for photons. Plots are normalized to number of scattered muons.
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considerable effect on the transverse momentum distribution. Although an overall

higher pi is seen for the higher W range, it is difficult to discern any significant

difference in the shape compared to the lower W range for either the photons or the

charged hadrons. The Monte Carlo predictions which include hard QCD all fit the

data quite well. If QCD is turned off in the Monte Carlo but other parameters are

left constant, the agreement with data is terrible. Better agreement is achieved for

the Monte Carlo without QCD ifthe width of the (Gaussian) transverse momentum

distribution is increased to O.7GeV from the default 0.44GeV but the agreement is

still poor compared to the models with QCD. This is the 'best' attempt at fitting

a number of distributions with QCD off.

Although there is no EMC data for comparison with the photons, we can take the

agreement with the Lund Monte Carlo (tuned using charged hadrons) as validation

of the data and vice-versa. Because of the large number of calorimeter clusters which

have to be cut, there may be a relatively large systematic error on the photon points

. perhaps as much as 20%. The main point is that the overall agreement is quite

good so that it is justified to use the photons in combination with the hadrons in

later plots. It is also important to always keep in mind that these are 'effective'

photons (some may be a combination 0 two or more real photons).

Figure 5.4 shows the average pi as a function of ZF (the forward half of the

'seagull plot ') in the W > 20GeV kinematic range for E665 data compared to sev-
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eral different Monte Carlo predictions. The highest two data points may have an

extra systematic uncertainty due to low statistics in this region in the Monte Carlo

acceptance corrections. In addition, the corrections in this region are relatively

large. For most of the plot, the acceptance corrections are about 10%. However,

for the highest two ZF bins, the acceptance corrections are on the order of 20%.

The Monte Carlo indicates (with poor statistics for the highest points in Z F) that

the tendency is to over-estimate the average transverse momentum when calcu-

lated from the reconstructed tracks. Note that even before acceptance correction,

the data fall monotonically in the 0.7 < ZF < 1.0 range. The extra acceptance

-

correction for the highest two points (in ZF) pulls these points down slightly more

than for the lower ZF points. Note that even if the nominal correction of 10% (the

same as the medium ZF range points) is applied that these highest points. still fall

monotonically compared to the distribution at medium ZF. In other words, even

though there is additional uncertainty in the acceptance corrections for the highest

points, I think that the uncertainty does not allow room for the highest points to

continue the rising trend as is seen for the points below ZF = 0.7. The additional

uncertainty in the acceptance correction is shown by an extension of the error bars

on the plot. The solid curve shows the standard Lund prediction as described in

section 4.8. Although it tends to overestimate the average Pl.. at low ZF, there is

overall good agreement between this prediction and the data. Although agreement

202

-
-
-

-

-

..

-
-
-

..

-



-
is not perfect in the high ZF region, the curve for the Monte Carlo with GHR

(Gluck, Hoffman and Reya parton distributions) with soft gluons turned on is con-

sistent with the data. An overall measurement of the 'goodness of fit' for each plot

can be defined by:

(5.1 )

-

-

where the sum is over all of the data points and E is the error on each data point.

The value of X2 for the Monte Carlo with Morfin and Tung S2 parton distribu-'

tions is X2 = 27.7 while the Monte Carlo using Gluck, Hoffman and Reya parton

distributions and soft gluons turned on gives X2 = 16.6.

The seagu.11 plot has an interesting history involving the so-called soft gluons.

When first measured by EMC, it was very difficult to reproduce the shape of the

rise for the forwa~d particles using the Lund Monte Carlo with any adjustment of

the relevant parameters. In particular, it appeared that hadrons at large ZF carried

more transverse momentum than could be explained using a combination of pertur-

bative QCD, nonperturbative fragmentation and primordial transverse momentum.

The solution was to include extra transverse momentum in the system which was

generated by soft gluons. The idea was that along the string, soft gluons would

be generated which would be incapable of forming their own jet but which would

cause a local transverse kick to the string. Summation of the effects from these soft
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gluons would cause the end points of the string to pick up relatively larger amounts

of P.l. as they recoil against the rest of the string. This would result in extra P.l. for

the large ZF hadrons.

The implementation of the soft gluon effects is rather ad hoc. No real calculation

is made. Rather, extra transverse momentum kicks are just added in according

to an arbitrary (settable) parameter: Although it seems to be motivated by the

preceding pseudo-physical argument, it really boils down to an arbitrary method

of just adding in extra transverse momentum because it needs to be th~re to fit

the data! Perhaps both the argument and the model are completely correct, but·

maybe not.

Recall that the 'standard' Monte Carlo makes use of the gluon distribution of

Morlin and Tung fit S2 rather th~n that of Gluck, Hoffman and Reya which was

originally used in tuning the Monte Carlo and comparison with EMC data. Also

recall that the standard does not include the soft gluon effects. The dashed line

on the plot shows Lund using GHR without soft gluons on while the dotted line

shows Lund using GHR with soft gluons. Clearly, the soft gluons have a large and

important effect in this plot. It would appear that increasing the primordial gluon

distribution will affect the seagull plot in a very similar manner to the inclusion of

soft gluons. The real difference occurs in the high ZF region where we see that the

data tend to choose a path between the curve with soft gluons included and that
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with an increased gluon distribution. Soft gluons may not be the full (or possibly

even correct) story in this plot - at least in the style and magnitude as included in

the Lund Monte Carlo. More evidence supporting an increased" gluon distribution

is presented later.

5.3 Transverse Momentum and the Hadronic Event Plane

In addition to studying the transverse momentum spectrum of individual particles

and the averages with respect to kinematic variables, it is possible to extract f~r­

ther information on the nature of the underlying strong interactions by studying

momentum correlations and topology of the final state hadrons. One of the more

useful concepts in this realm is that of the hadronic event plane.

Clearly, theories such as QCD which provide limited tra.nsverse momentum from

'typical' fragmentation with relatively in£requent hard radiation (or generation) of

high transverse momentum particles can be expected to produce some events in

which the hadrons will lie roughly in a plane. That is to say, it should be possible

to find a plane in space such that there will be a substantial imbalance between the

transverse momentum within the plane and that which is out of the plane. In e+e­

experiments, this plane is typically defined by diagonalizing what is known as the
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sphericity tensor [113,114]:

(5.2)

-

where f indicates a sum over all final state particles and i and j run over the

three spatial dimensions. The eigenvectors which correspond to the two smallest

eigenvalues will define the hadronic event plane.

In muon scattering, the direction of the virtual photon is (nominally) known

from the incoming and outgoing muon. In the ')'-proton CM frame, for a 2-jet

event, the struck parton will be travelling almost exactly along the photon direc-

tion while the remnant diquark (or whatever) will be travelling in the opposite

direction. (Of course, primordial kT will cause a small rotation in the axes of the

jets compared to the photon direction.) In the case of gluon bremsstrahlung or

photon-gluon fusion, two of the partons will acquire significant transverse momen-

tum with respect to the photon axis. Conservation of momentum clearly requires

that this transverse momentum be balanced between the two partons on opposite

sides of the photon direction so that the hadronic event plane will be constrained

to contain the direction of the virtual photon. Hence, it is only necessary to use the

component of momentum of final state particles which is transverse to the direction

of the virtual photon in order to determine the hadronic event plane. The three

dimensional problem in e+e- experiments is reduced to a two dimension~ problem.

207



Hence, in this analysis, I define a Planarity Tensor which has the same definition

as the sphericity tensor but is only two dimensional:

(5.3)

where now i and j are two orthogonal directions perpendicular to the virtual photon

axis and the sum is over particles in the CM frame with ZF > 0 or some other

reasonable cut in ZF. The eigenvector which corresponds to the smaller of the two

eigenvalues for this matrix will be perpendicular to the virtual photon direction and

will lie within the hadronic event plane (for forward going particles). Events for

which the two eigenvalues are nearly equal show only slight 'planarity' while those

in which the two eigenvalues are quite different will have substantial imbalance of

Pt in and out of the plane. Figure 5.5 shows the angle between the event plane

determined from final state particles and as determined by the initial partons for

the Monte-Carlo for a sample of events with two, identified, forward-going jets. It

is seen that for these events, the alignment of the hadronic event plane and the

partonic event plane is quite good. The alignment for events resulting from gluon

bremsstrahlung is better than that for photon-gluon fusion as would be expected

from the differences in collinearity.

Figure 5.6a-c shows the orientation of the hadronic event plane around the

virtual photon direction for data using charged hadrons ~nd photons, data using
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just charged hadrons, and Monte Carlo using reconstructed charged hadrons and

photons. The value of the angle (4)) runs from 0° (roughly corresponding to the

zy plane) to 90° (roughly corresponding to the zz plane). Note that the virtual

photon axis is not exactly the laboratory z axis but for high 1/ events it will be

quite close to it. It appears that there must still be some showers in the calorimeter

which originate from charged particles which are bent in the magnetic field so that

the event plane prefers to be horizontal. The magnitude of the effect is rather small

though and is drastically reduced compared to the effect if no charged particle cuts

are made on calorimeter clusters. It is interesting to note that there is also a slight

tendency for the found plane to be horizontal using only charged particles in the

data. There is no asymmetry in the event plane orientation found using the Monte

Carlo. The effect of the slight asymmetry using the photons has been investigated

and been found to be small. In particular, all physics plots have been studied for

the region in which 4> > ~ and the differences are unnoticeable in most plots. There

is a difference of about 7% in the number of events which pass jet cuts for events in

which the event plane is near vertical compared to the total sample. There may also

be a slight effect on the order of a couple of percent in the overall shape. Attempts

at getting a very precise measurement of multi-jettiness for purposes of measuring

gluon distributions should take this into account.

Figure 5.7 shows the normalized sum of Pl distribution In and out of the
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hadronic event plane for charged hadrons in the EMC kinematic range. For this

plot, only charged hadrons were used to find the hadronic event plane and only

events with at least four charged hadrons are used. This is the way that the EMC

analysis was done and the purpose of this particular plot is to show the agreement

between the EMC and E665 data. This particular plot also makes use only of about

half of the available hydrogen data.

Figure 5.8 shows the normalized sum of pi distribution in and out of the

hadronic event plane where both charged hadrons and photons have been used

to determine the plane. No minimum multiplicity requirement has been set. Also

shown on the same plot are predictions from ,the Lund Monte Carlo. 'Figure 5.9

shows the same plot for photons. Of course, by definition there will be more trans­

verse momentum within the plane than out of the plane. Hence, the actual shape

and slope of the distributions is important. As can be seen from the figures, agree­

ment between the data and Lund MC with hard QCD is quite good for both the

charged particles and photons. The data points for the highest summed pl. values

are slightly lower than the Monte Carlo pdictions. This appears in both the hadrons

and photons. As mentioned before, the photons have a sufficiently large systematic

uncertainty that it is difficult to argue that any problem exists. However, it is

difficult to explain this for the charged hadrons. The data have been studied for

the effect that photons will have on the hadronic event plane and it was found that
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forcing the plane to be vertical had no effect on the points while using only charged

hadrons for determination of the event plane caused the points to move 'upwards

only by a couple of percent. (Note that the definition of the plane requires that

they move somewhat when only the charged hadrons are used.)

Clearly, there is a'tendency for events to have a planar structure. The agreement

between the data and the Monte Carlo with hard QCD is quite good while the

Monte Carlo with no hard QCD (even with increased fragmentation p.d fails rather

spectacularly in describing the data. Note also that in addition to an overall higher

spectrum, the higher W data exhibit a more pronounced tail in the distribution of

Pl. within the event plane compared to the lower W data. This is consistent with

the picture we expect from hard QCD processes.

5.4 Energy and Particle Flow

Once the hadronic event plane is determined, it is possible to construct varIOUS

ways of looking at the flow of particles within the plane to look for indications of

two forward-going jets. Two of the simplest (and illuminating) distributions are the

differential distribution for the number of particles as a function of the angle away

from the photon direction within the event plane (:) and the scaled-momentum­

weighted angular distribution (Ei ~:) which I refer to as the energy flow within

the event plane relative to the photon direction. Figures 5.10a and 5.10b show these
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two distributions for all events within the W > 20GeV sample. Figures 5.11a and

5.11b show the same distributions but with a cut so that events are included only

ifthey have at least one particle with pi > 1.5(GeV)2. All ofthese plots have been

made so that the particle with leading P1. in the event plane will be at negative

angle with respect to the photon direction (8 = 0). With this cut, two distinct

lobes on each side of the photon direction begin to appear. Figure 5.12a shows the

energy flow when a cut is made on the smaller planarity tensor eigenvalue Ql < 0.1

with total multiplicity in the event greater than 4. This cut will select only events

which are particularly planar without introducing specific transverse momentum

requirements within the event plane. Figure 5.1~b shows the energy flow when

a cut on the sum of the squares of the transverse momenta in the event plane is

greater than 2GeV2 (includes only events in the tail of the distribution in figure

5.8). Expectations from the Lund Monte-Carlo are also shown on these figures.

Clearly, the energy flow is more sensitive to event structure than the multiplicity

flow in any of these distributions.

It appears that in order to observe a two-lobed structure, some sort of cut on

the transverse momentum in the event plane is required. Without such a cut, there

are events which are quite planar but have no clear sign of a forward two-lobed

structure. Although imposition of cuts on the transverse momentum in the event

plane leaves events which exhibit a clear two-lobed shape, it is not clear that the
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shape in and of itself obviously defines that these events originated from two initial

'hard, forward' partons. The nature of fluctuations in the fragmentation process

will be such that events which pass the cuts will typically have a two-lobed structure

regardless of the origin. The structure may look different but will still have some of

the general qualities of the two-lobed structure from hard partons. As can be seen

in the curves for the Lund Monte Carlo without hard QCD in the preceding plots,

there are tremendously fewer events which pass the cuts but the ones which do stHl

exhibit much of the same general shape as those which originated from an initial

hard QCD process. It is important to consider not only the shape but the relative

number of events which pass a given cut. Increasing the fragmentation transverse

momentum will tend to increase the number of events which pass a given cut but

is not consistent with the overall structure of events seen in earlier plots and the .

relative size and shape of the lobes is quite different than the data or the hard

QCD models. The combined effect of shape and re.lative numbers of events which

pass cuts, along with previous plots, requires that the two-lobed structures cannot

simply be the result of fluctuations in the soft fragmentation. Some hard process

must be occurring in these events and we can see that QCD seems to predict the

shape and magnitude of the effect quite well. As can be seen from the different

'models' with hard QCD there are extra subtleties to the preceding statement. This

discussion will be continued after introduction of the jet finding algorithm and the
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results which it provides.

With sufficiently complete recon~truction of the hadronic final state and sepa-

rated lobes of energy flow, it should be possible to reconstruct jet momenta which

will correlate both in direction and magnitude with the momenta of the initial par-

tons in the events. In addition, it will be possible to retain a higher proportion of

events with multi-jet structure by explicitly cutting for that feature. Numerous al-

gorithms have been developed for this purpose for e+e- and pp colliders. However,

it would appear to make sense to once again utilize the knowledge of the hadronic

event plane and photon direction in DIS in order to make the reconstruction easier.

With that in mind, I have developed the following clustering algorithm (see figure -
. .

5.13

1. Particles with ZF > 0 (or higher ZF cut) are used to determine the hadronic

event plane as described above.

2. Proceeding on a 'two forward jet' hypothesis, all forward particles on e.ach

side of the photon direction in the event plane are vectorially added to yield

two 'jet momentum vectors'. In some cases it may be desirable to use only

particles with ZF greater than some particular cut value in order to reduce

confusion from the fragmentation region at ZF = O. A similar cut which

ha:s more to do with the acceptance than a particular physics argument is a
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minimum momentum cut.

3. The transverse momentum of each particle relative to each jet azis is calcu­

lated and particles may be reassigned to the two jets according to which jet

offers the minimum PT for that particle.

4. The preceeding step is iterated a couple of times. Monte-Carlo study shows

that for true two-forward-jet events, that typically no more than two or so

particles are reassigned on the first iteration, perhaps one on the second and

rarely one on the third. On the other hand, if the two-jet hypothesis is

incorrect, the~ two or more particles may be exchanged onever-y iteration.

Hence, it appears that there is little reason to ever iterate more than 3 times.

5. Cuts are made using various quantities associated with the 'final' jet momen­

tum vectors to separate events which will be designated as two-jet events from

those which are one-jet events. The quantities which are used for making cuts

are the angle between the two jet vectors (8), the angle betWeen each jet vec­

tor and the photon direction ('1Pt and ""2) the magnitude of the momentum

of each jet and the ratio of the magnitudes. In addition to removing single

forward jet background, the cuts can also be manipulated to help separate dif­

ferent topologies of the final state jets (and therefore hopefully initial parton

configurations).
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Note that the combination of angle and momentum cuts will result in an effective

cut on PoL in the hadronic plane. However, because it is designed to look for 'jetty'

events, it is far more efficient at obtaining an enriched sample of events without

such a severe cut that little data remains. When applied to the true final state

particles from the Monte Carlo, the above algorithm can be used to .produce a set

of events which is highly enriched in two forward-going jets. Figure 5.14a shows

the enrichment of two jet events in the remaining data sample as a function of

the angle between the two reconstructed jet axes for the true stable hadrons and.

photons from the standard Monte Carlo for events in the W > 20GeV range. The

same plot shows the percentage of the total multi-jet events which remain in the

sample and the total percentage of all events which are retained after cuts. A 10 to 1

ratio of true multi-jet to single-jet events is obtained while over 30% of the available

multi-jet events are retained. Using the parton distributions of Gluck, Hoffman and

Reya moves the starting multi-jet fraction to '" 30% and the final enriched fraction

to '" 80%. Figure 5.14b shows the same curves for the range 10 < W < 20GeV

where it is seen that it is impossible to achieve very good enrichment even with very

severe cuts. Hence, we see that the potential for jet separation in the W > 20GeV

range is very impressive indeed.

Real detector efficiencies and smearing will result in a decrease in the signal-to­

noise ratio. Clearly, if efficiency is sufficiently low, it will be practically impossible
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to reliably reconstruct jet momenta or directions. As discussed in section 5.1,

it is important to include both charged hadrons and photons if the average visible

energy is to be over 50%. Figure 5.15 shows the fraction of true multi-jet events and

fraction of events remaining for realistic detector geometric acceptance, efficiency

and smearing for Monte Carlo events as a function of angle between forward 'jet'

axes. Figure 5.15a shows the result when both photons and charged hadrons are

used while figure 5.15b shows the same result for charged hadrons 'only. We see that

considerably fewer events pass the cuts using only the charged particles. Later, it

will be shown that the quality will be poorer as well. In the analysis which follows,

a '~tandard jet cuf' will be used except as noted. The parameters for the standard

cut are:

• The cosine of the angle between the two jet axes must be less'than 0.7 (the

angle greater than'" 45°).

• The cosine of the angle between each jet axis and the virtual photon direction

must be less than 0.98 (the angle greater than '" 11°).

• The ratio between the magnitude of the smaller to larger jet momentum must

be greater than 0.25.

• A cut on 'expected opening angle' for the reconstructed momentum is applied.

This angle is simply given by tP = O.4/p;et. The cut value is tP < 0.6 radians.
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The idea is to eliminate events where one jet momentum is so small that it is

likely to have simply resulted from a fragmentation :fluctuation. In practice,

given the other cuts, this cut is practically never enforced.

• No explicit cut on particle multiplicity is required (other than the implicit

one that there must be at least one particle on each side).

• No e?Cplicit cut is made on jet momentum (other than the implicit cut that is

imposed by the momentum ratio cut combined with the kinematic range and

the opening angle cut which corresponds to qmte low momentum).

Using these cuts, 1146 events remain from the initial sample of 8211 events (14%).

Figures 5.16a and 5.16b show the particle and energy :flow around the virtual

photon direction for events which pass the standard jet cut. Notice that the two­

lobed structure is more distinctive than when a Pol cut was applied. In addition,

over twice as many events passed the cuts. Monte Carlo shows that 85% of these

events actually contain two hard forward partons. Figure 5.17 is the same as 5.16b

but plotted such that negative angles will correspond to the side of the plane which

contained the higher momentum jet. Clearly, this way of plotting these events is .

more in the spirit of the earlier plots than plotting the events with the highest Pol

particle on the left. Once again, we see that the jets will tend to be asymmetric

and that the Monte Carlo prediction with hard QCD supplies a good description
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of the data.

Although the previous figures show a two-lobed structure, the true width of the

jets has been smeared out because of the angular distribution. By plotting the

energy flow around the reconstructed jet axes we can see the true width of the

reconstructed jets. Figure 5.18 shows the particle and energy :How plotted around

the reconstructed jet axes for the higher momentum jet while figure 5.19 is for the

lower momentum jet axis: In each case, the reconstructed jet axis is placed at 0

radians while the other jet falls in the region of positive angle. These plots have

been acceptance corrected in the standard, bin-by-bin fashion. The acceptance

correction causes the sharpness of the peaks to be degraded somewhat compared to.
. .

those of the uncorrected data. This is due to the fact that the accep~ance for lower

momentum particles (small ZT) is low. For a two-lobed event, the high momentum

particles will lie in the region of the lobes. The edges of the lobes (and this includes

the central region around 0 radians) will be relatively more populated with lower

momentum particles for which the detector has a low acceptance. Figure 5.20 shows

the same energy :How plots but without any acceptance correction applied. In fact,

it is possible to actually make an explicit cut on the ZF of used particles which is

higher than the standard cut of ZF > O. This produces an even greater apparent

separation of the jets and by cutting out events where the jet is not very well

determined also improves the correlation between the initial parton directions and
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Figure 5.16: Angular particle How and scaled energy How for the eMS system for
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hadrons and photons for events which pass standard jet cut. The plots have the

photon at 0 radians with the highest P.l. particle at negative angle.
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the direction of the final jet axes (according to the Monte Carlo). These plots show

that there are jets which are quite well collimated and separated from each other.

Figure 5.21 shows the energy flow plots if only charged particles have been- used

in the analysis. In this case, not only have fewer events passed the jet cut, but as

can be seen, many of those events will have a single particle in one of the two jets

which produces a spike in the energy flow at zero radians. Even if it is the truth,

it is difficult to convince oneself of the jettiness of an event when there is only one

particle in one of the jets.

The overall number and shape of the jets appears to be in good agreement

with the predictions from the Lund Monte Carlo with hard QCD. The prediction

without hard QCD but increased fragmentation Pl- actually reproduces the overall

shape and number of these events quite well but it fails just about everywhere else.

Notice that the number of such events differs for the Monte Carlo using the parton

distributions of Morfin and Tung (standard) and using those of Gluck, Hoffman and

Reya. The data would appear to fall between the two Monte Carlo distributions.

It is very interesting now to consider the overall impression from all of the different

energy flow plots with different cuts. We see that the plots which explicitly require

some high Pl- are fit best by the prediction using the parton distributions of Gluck,

Hoffman and Reya with soft gluons included. In addition, we see that the soft gluons

had a very important effect in order to ~chieve this relative a~reement. Although
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hadrons and photons for events which pass standard jet cut. The plots have the

the higher momentum jet axis at 0 radians with the other jet at positive angle.
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the prediction using Morfin and Tung parton distributions is too small for the larger

magnitude lobe, it is gives the best fit to the smaller lobe and none of the models

really matches the smaller lobe properly. When the jet ·cut is applied, we ~ee that

the data now fall between these two predictions. Aside from the question of the

gluon distribution and soft gluons, it is also possible that some adjustment to the

QCD calculation for photon-gluon fusion could account for the observed differences

in shape with different cuts.

Recall that the Monte Carlo indicates that over 80% of the events in the plots

with jet cuts will actually have two forward partons. In other words, at most 20%

. -
of the events will be background which has resulted from fluctuations in the frag- .

mentation of a single forward quark. According to the Monte Carlo, these events

will have shapes not terribly different from many of the 'true' multi-jet events. The

energy flow for background events is also shown in figure 5.18. The fact that such

events exist is simply a fact of life which must be dealt with in attempting to ex-

amine 'jets' from partons. The relative fraction of such events which can believably

be produced given the known typical fragmentation P.L will always be the criterion

which must be considered. ·Clearly, in the highest energy e+ e- and pp colliders,

there is no question that the events exhibit multiple separated jets. Nobody be-

lieves that these are simply fluctuations in the fragmentation process because it is

known that such fluctuations would be ridiculous given the known typical trans-

237



verse momentum of fragmentation. Here, we still have Borne background in our

data for W > 20GeV but it appears that we have finally crossed the threshold

into the region that it is clearly silly to attempt to blame all of the multi-jet effects

simply on fluctuations from fragmentation. This fact has been demonstrated in sev-

eral plots where the Monte Carlo is run without hard QCD but with an increased

fragmentation P.1. With this in mind, we can proceed to study the reconstructed

jets.

5.5 Properties of Reconstructed Jets

Given a sample of events which have two separated forward jets of hadrons, we

can ask what are the properties of those jets and how do those properties correlate

with the partons which initiated them? Even if all of the events are guaranteed

to contain two hard, forward partons the fragmentation process can still make the

final hadron jets look quite different from the initial parton momenta. Clearly,

some of the initial longitudinal momentum of the partons will be converted into

transverse momentum and mass of the hadrons so that it is not expected that the

reconstructed je,t momenta are exactly the same as those of the initial partons. Still,

we can ·take the approach that what we are studying is the properties of the hadron

jets and then make use of the Monte Carlo in order to interpret those results in

terms of partons.
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We can fully characterize the differential cross section for production of two jets

(at a fixed energy scale) by two variables, the angle between the two jets (8) and the

ratio of the magnitudes of the momenta (R). Figure 5.22 shows the distribution of

the cosine of the angle between the two jet axes for events which pass the standard

jet cut. Shown on the same plot are the predictions from the various versions of

the Lund Monte Carlo. Note that this plot is normalized to the number of events

which pass the cut rather than the total number of events. Any of the QCD-based

predictions appear to do a fine job of fitting the distribution while the predictions

without QCD fail to match the data. It is particularly interesting to see that the

~-

model with no QCD but increased fragmentation Pi. does not fit the data even

though the total number and average energy flow which passed the cuts was in

fairly good agreement. Figure 5.23 shows the ratio of the smaller to larger jet

momentum for the events which pass the standard jet cut along with the Monte

Carlo predictions. The falloff of the distribution at low ratios is due to the jet

cut. Once again, we see here that any of the models which include hard QCD fit

the data well while those without do a relatively poor job. Figure 5.24 shows the

distribution of the magnitude of the momentum for each reconstructed jet.

Although I think there are probably no great truths to be learned from them, for

completeness, I present a number of plots on the multiplicity of the multi-jet events

and individual particle properties with respect to the jet axes. Figure 5.25 shows
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the total, charged and photon multiplicity for all events and for those events which

pass the standard jet cut. Figure 5.26 shows the same set of figures but for each

jet's assigned particles. These are not acceptance corrected and the Monte Carlo

comparison is made with reconstructed Monte Carlo. Overall good agreement is

seen between the data and Monte Carlo. Note that a large number of events have

one or the other jet with a charged multiplicity of only 0 or 1. Inclusion of the

photons is once again seen to be important.

Figure 5.27 shows distributions of pi· with respect to each jet axis for all of the

particles in the event. Figure 5.28 shows the same plots but including only the

- "..-

particles assigned to that jet for each axis. Clearly the plots with only assigned

particles mu~t have lower average P.1 than the other plots by definition. Still the

Monte Carlo without hard QCD but increased fragmentation P.1 does not fit these

very well ...one more nail in the coffin.

Figure 5.29 shows the longitudinal momentum squared distribution for the par-

ticles assigned to each jet. Once again, by definition, jet 2 will have smaller lon-

gitudinal momenta. There appears to be no power in these plots to differentiate

between the different models presented here. Figure 5.30 shows the z with respect

to the total jet momentum distribution for the assigned particles for each jet. The

small spike at z = 1 in the lower momentum jet is due to those events in which

this jet was defined by a single particle. There is no discernable difference between
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Figure 5.25: Total, charged and photon multiplicity for a) all events and b) events

which pass the standard jet cut. (Not corrected for acceptance.)
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the distributions for the two different jets. As discussed in chapter 2, some models

would have gluons fragment more softly than quarks but here we expect that there

is only a relatively small fraction of gluon jets anyways. Perhaps we can take the

fact that these two plots are so similar as confirmation of that speculation? As can

be seen, any of the models agree with the data for these plots.

Although Monte Carlo study.shows that a very high percentage of the events

which pass the standard jet cut really do contain two 'hard' forward partons, care

must be taken in relating the specifics of the reconstructed 'jets' to the initial

partons. Differences between gluon bremsstrahlung and qq events are subtle and

most of the data is thrown away in an attempt to achieve a pure sample of one or the·
. .

other. In order to achieve a sample of events which was 50% gluon bremsstrahlung,

it was necessary to apply cuts in the angle, momentum and ZBj and the resulting

sample of events is in the neighborhood of 50 (out of 9000). Studies which attempt

to separate a gluon bremsstrahlung signal from the predominant qq signal will

require significantly higher statistics. In addition qq events include a large number

of soft, nearly collinear pairs which pass the cuts but tend to reconstruct 'final jets'

which do not correlate very well with the initial partons. It is possible to make

more restrictive cuts on the data by using only events with larger angles or more

balanced momenta to improve the correlation with initial partons but at high cost

to the number of remaining events. This too will require more statistics. According
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to the Monte Carlo, bremsstrahlung events already have quite. good correlation

between the initial partons and the final jets.

5.6 Measuring Gluon Distributions using the Hadronic
Final State

.
As has been seen several times in plots in the preceding sections, it appears that a

number of the E665 distributions are sensitive to the value of the gluon distribution

of the nucleon. Although this has been demonstrated by showing the results for the

Monte Carlo using different input distributions, we would like to reverse the process

and actually measure the distribution given our data. As was seen in figure 2.11,

our high W data falls in a region in which gluon distributions are poorly understood

and it "is just this data which gives us the ability to make a measurement. At this

time, there are still a number of effects which have not been studied and which may

produce large systematic errors.

Assume that we measure a distribution of the number of events as a function

of ZBj for a data sample given some particular kinematic cuts (e.g. W > 20GeV).

Now, we assume that this distribution can be written as the sum of two unknown

sub-distributions which resUlt from scattering off of different initial parton con-

stituents so that we can write:

S(z) = 9(Z, e) + q(z, e)
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where S(z) is the given (measured) distribution and gand q are the sub-distributions

for initial gluons and quarks respectively. I have purposely called the measured dis-

tribution S rather than the cross section tT because the absolute normalization is

irrelevant to the problem. What counts is the fraction of events of a given type.

Clearly, S will be purely a function of z but 9 and q will depend on an extra pa-

rameter ewhich is an effective cutoff in the definition of scattering from a gluon.

Such a cutoff is an intrinsic part of any such measurement since the infrared limit

of scattering from gluons will be scattering from sea quarks. What we wish to do

is to define the cutoff such that the result makes both theoretical and experimental

- -

sense. Hopefully the intersection between those two goals will not be a null set.

Given a reasonable cutoff, we can treat the two distributions as the fraction of

events, as a function of z, which result in scattering off of either an intrinsic gluon

or intrinsic quark from the nucleon.

The probability for scattering off of an intrinsic gluon will be given by the

relative magnitude of the gluon distribution for the nucleon and by the probability

of the resulting photon-gluon fusion process which allows the scatter to occur. If

the scale of the. photon-gluon fusion process is sufficiently large, we believe that

it should be calculable using perturbative QCD. In reality, we will have to take

care in the selection of the cutoff parameter egiven the limits of the validity of

the perturbative QCD calculation. This is simply equivalent to defining a 'sliding
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scale' for what we define as 'intrinsic gluons'. If we can't calculate it then we call

it intrinsic!

In order to determine distributions 9 and q we need some means of discriminating

between the two types of event. The obvious handle on this is the 'multi-jettiness'

of the forward hadrons. By definition, every photon-gluon fusion event will contain

two. 'hard' partons which resulted from the gluon splitting. On the other hand,

most of the quark scatters will have only one 'hard' parton which participates in

the scatter. An obviously important source of background to the intrinsic-gluon­

produced multi-jettiness will be the bremsstrahlung of ahard gluon from the struck

quark. Clearly, almost any cut which is meant to select events which resulted from

photon-gluon fusion will also select events wlJ,ich resulted from radiation of a hard

gluon. This will make it very difficult to measure a gluon distribution in regions

where the magnitude of the two effects is similar. At low z, we expect that multi-jet

events will be dominated by photon-gluon fusion simply because there will be so

many gluons from which to scatter. If the gluon distribution really does rise, then

we should be able to demonstrate that the fraction of multi-jet events at low z

is inconsistent with pure gluon bremsstrahlung (which has been well measured in

e+e- experiments).

Once a cut for multi-jettiness has been applied, we can proceed in a couple of

different ways to determine the fraction of events which resulted from photon-gluon
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fusion and therefore the gluon distribution which that implies. Any approach will be

dependent on the application of some fragmentation model in order to determine the

relative acceptance of events which pass a given cut. The fragmentation process is

insepar~ble from the basic measurement. Before we can believably measure a gluon

distribution, we must be reasonably convinced that whatever fragmentation model

we apply agrees w~th the features of the data. Although it cannot be assured to be

the COfTect model the preceding sections give us confidence that the Lund model at

least stands a chance of providing a legitimate model for measurement of a gluon

distribution. It will be necessary to study any measurement with regard to different

fragmentation models and different sets of cuts and variations in the experimenta)

data. For this analysis, I will proceed under the assumption that our default Lund

model provides a sufficiently correct model for the fragmentation. (The arbitrary

treatment of the strings and parton-pair invariant mass cutoff which that implies is

one ofthe outstanding potential systematic errors that may arisein this assumption.

It should be possible to study any error which this introduces by using a parton

shower model Monte Carlo.)

I will describe here two possible basic approaches to extraction of a gluon dis­

tribution. The first approach assumes a known input distribution for quarks and

using that distribution will calculate an apparent excess of multi-jet events as a

function of :1:. Scattering from intrinsic gluons will be blamed for the excess and
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hence an z distribution is extracted. The second approach will attempt to be free

of any bias caused by an assumption of a shape for any input distribution. Each

approach presents its own set of biases and difficulty.

Making use of a given quark distribution has the advantage of adding a con­

straint to the problem. We assume that good measurements of these distributions

have been made in a series of other experiments and that extrapolation of the re­

sults is not too wild. The fixed shape of the distribution may help to constrain the

gluon distribution so that it will be easier to measure. On the other hand, it will

also provide a potential bias to the measured distribution. In addition, if the de­

rive~ gluon distribution is not consistent with the input model, it will be necessary

to iterate, changing the input each time.

The approach will be to apply some cut to the data to arrive at a distribution

5'(z) which will be enhanced in gluon induced events so that:

g'(z) = 5'(z) - q~dz) (5.5)

where qMC will be the fraction of events which remain in the sample as calculated

with the Monte Carlo. The idea of the cut will be to maximize the number of gluon

events compared to the number of quark events as calculated using the Monte Carlo.

The better the separation, the better statistical accuracy will be achieved. Clearly,

if only a small fraction of gluon induced events art; in the sample 5' then the gluon
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·distribution will be the difference of two relatively large quantities and the errors

will be large.

In order to avoid bias from an input quark distribution, we can apply a cut on

-
-
-
-
-

the distribution 5{z) to arrive at a new distribution:

5'{z) = a{z)g(z) +b(z)q(z) = g'{z) +q'{z) (5.6) -
-

where a and b are the acceptance as a function of z for each type of event through

the applied cut. The Monte Carlo is used to calculate a and b from: -
I

a(z) = gMC
gMC
I

b(z) = qMC.
qMC

(5.7)

-
-

Given the 'known' values of a and b we can solve the two equations with two

unknowns to get:
-
-

()
5' - b5

9 z = a-b
a5 - 5'

q(z) = b .
a-

(5.8)
-
-

It is immediately obvious that unless a is appreciably greater than b that 9 will

be poorly determined. Hence, it is important that whatever cut is applied should

be as efficient as possible at selecting only the desired events. At the same time,

it must retain as much data as possible in order to keep statistical precision. As
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has been seen in the preceding section, the most effective means of doing this is to

apply a jet cut. The errors on the measured fraction 9(Z) will be given by:

U 9 Us'
-~---

9 9(a - b)"
(5.9)

Typical values for the acceptances for the standard jet cut used in this thesis are

a = 0.2 and b = 0.1 and for these values with 9 ~ 0.45 we get:

U g ~ 3 x us'.
9 5'

(5.10)

Of course, this last equation is valid only for the particular set of cuts involved

and. it may well be necessary to make more severe cuts for purposes of reducing

_.

systematic uncertainty.

Nominally, a and b determined from the Monte Carlo will not depend on the

input parton distributions used for the calculation. This is because the ratio is

sensitive only to the fraction of events which pass in any given range of z and not

on the absolute number of events in that range. However, this will only be true if

we do not integrate over too large a range of 'hidden' variables such as Q2 or W.

It may be necessary to severly restrict the integration range for these variables or

equivalently, simply treat the full two dimensional problem where 9 is a function of

both z and Q2.

Figure 5.31 shows the acceptance as a function of z for gluon initiated and

quark initiated scattering calculated using the standard Lund Monte Carlo for the
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standard jet cut as described in the preceding section. Two different input par­

ton distributions have been used and the two results are shown. There are some

nontrivial differences between the acceptances using the two inputs. This under­

scores the need for better statistics so that smaller integration ranges can be made

in the hidden -variables. Until this can be done, such differences must be taken

as systematic error. It is seen that the overall acceptance is relatively flat and

that the acceptance for the gluon-initiated scatters is typically about twice thai

for quark-initiated scatters. Figure 5.32 shows the two contributions to the quark­

initiated scattering - simple quark scattering with a single forward jet and gluon

bremsstrahlung. Although th~ gluon bremsstrahlung is quite suppressed in the ini­

tial distribution, it has such a high acceptance for the jet cut that it approximately

doubles the number ofquark-initiated scatter events which pass the cut. It will be

difficult to remove this background using any sort of cut for the same reasons that it

is difficult to achieve a very pure sample of events which are gluon bremsstrahlung.

(Of course, one can go to lower z but the whole point is to maintain an z distri­

bution for a measurement!) Hence, it is likely difficult to significantly improve the

ratio of alb to much better than this factor of 2. Note that it may be possible to

improve the systematic effects within the remaining sample by making stricter cuts.

Figure 5.33 shows the distributions for 5, 5', 9 and q as determined for the

combined hydrogen and deuterium data where a cut of z > .005 has been imposed
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in addition to the normal Q2 > 3Gey2 and W > 20GeY cuts. The purpose of the

z cut is to remove data where the trigger acceptance is changing very rapidly (just

in case). The acceptances a and b as shown in figure 5.31 for Morfin and Tung

were used for calculating the fractions 9 and q. In order to convert these fractions

into the gluon distribution zG(z), we use the Monte Carlo to 'reverse the process'

by comparing the ratio of gluon distributions to fraction of gluon-initiated scatters

in data and Monte Carlo. The z as measured using the kinematics of the virtual

photon will be related to the fraction of the proton momentum being carried by

the struck quark. The z for the gluon will be something larger than that value.

-

The Lund Monte Carlo uses a prescription for the relationship of the gluon z to

the scattered quark z of:

zgluon = z +(1 - z)R (5.11 )

where z is normal Bjorken z and 0 < R < 1 is a splitting fraction which simply

defines how much of the gluon momentum the struck quark received. Hence for the

ZBj regime of E665, we can write Zgluon ~ z/ R. The probability for any given R

can be calculated from leading-order QCD. Hence, measuring the fraction of multi-

jet events at a given z will be probing the gluon distribution integrated over some

region with average R given by R. Practical considerations will largely constrain

the range over which R can vary. First, QCD will tend to force a pile-up of R
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Figure 5.33: Distribution of events as a function of z for a) S(z), b) S'(z), c) g(z),

and d) q(z). All distributions are normalized to number of scattered muons.
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near 0 and -L At the same time, it is unlikely that events will be detectable as

multi-jet-like outside of the region .1 < R < .9. (Recall that the standard jet cut

algorithm requires that the ratio of smaller to larger jet momentum is greater than

0.25.) Further, if we assume a falling gl~on distrIbution (which is almost certainly

true) values of R near 0 will be highly improbable since these would require the

gluon to be at high z. Hence, the effective region over which the gluon distribution

will be probed will be approximately given by 1.2z < Zgluon < 2.5z with R > 0.5.

The gluon distribution is given by:

(5.12)

-

Because this equation is being applied to the 'uncut' distribution, no further sys-

tematic error should be suffered because of the fragmentation model. We are simply

making use of the Monte Carlo result to do the QCD integration over the partic-

ular z-bins in question. The crosses on figure 5.34 shows the gluon distribution

calculated using R = 0.7 for three different bins in z. The errors shown in the

figure are statistical only with the exception of the upwards extension of the error

bar on the first point. The acceptance for quark initiated scatter events jumps up

in the lowest z-bin as can be seen in figure 5.31. The 'cause' of this appears to

be.a sudden shift in the relative number of single quark and gluon bremsstrahlung

events in this bin from the Monte Carlo. I suspect that there is something which
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. is not quite right but have not been able to verify this. My guess is that the point

will properly be moved upwards. The circles on· the plot show the gluon distribu­

tion calculated using the acceptances as determined using the Monte Carlo with

the gluon distribution of Gluck, Hoffman and Reya. The statistical errors on these

points is the same as for the crosses. Clearly, there are important systematic errors

as can be seen by the fact that the distribution for the two different input parton

models produce different results. There may be appreciable systematic errors due

to the fragmentation model and associated with the definition of the cutoff variable

eas well. Overall, I estimate that the systematic uncertainty in this particular

measurement is at least as large as the statistical uncertainty and probably even

larger.

Full treatment of the systematic errors involved with this type of measurement

will be a big job and in itself would comprise a full thesis. Here, I wish to mainly

point out two features. First, it is seen that E665 has appreciable statisitical power

for measurement of the gluon distribution in this region. Given increased statis-

tics from future running it should be possible to make a strong measurement in

which the systematics are controlled and well understood. Second, even though the

systematics are poorly understood, the measured distribution makes pretty good

sense. The E665 data suggest that the gluon distribution should be higher than

that given by the 1982 paper of Gluck, Hoffman and Reya and it looks reasonable
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Figure 5.34: Gluon distribution extracted using Lund Monte Carlo with Morfin

and Tung parton distributions (crosses) and Gluck, Hoffman and Reya parton dis-

tributions (circles) to determine jet acceptances and with a cutoff of IGeV in the

Monte Carlo for parton pairs in the photon-gluon fusion process. The crosses are

the data. The dashed line is Gluck, Hoffman and Reya and the solid line is Morfin

and Tung 52. See text for further description.
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that it may be somewhat lower than that of Morfin and Tung S2. Of more ques­

tionable status is the shape of the distribution as a function of z for the few bins

shown. I think that it will require further study before this is certain. Still, the

measurement already supplies interesting information.

5.7 One Last Pass

Just as I was completing this thesis (and I mean just), Jorge Morfin (of Morfin and

Tung) came to me with a new set of parton distributions which is based on what

he calls the MS renormalization scheme for the gluon distributions (fit S2 used the

DIS scheme. As he explained it to me, the difference in these two schemes is that

the DIS scheme throws all dependence caused by the possibility of perturbatively

produced initial-state (prior to the hard scatter) gluon bremsstrahlung into sea

quarks. In this case, the gluon distribution must do all of the work in producing

gluons at small :z: within the nucleon. The M S scheme on the other hand expects

that extra low :z: gluons will be added to the initial state via an explicit QeD

calculation. These extra gluons can either appear themselves if sufficiently hard or

could (if the calculation allows it) participate in a photon-gluon fusion themselves.

In this case, the gluon distribution does not need to supply all of the initial state

gluon component. Hence, the 'gluon distribution' will be lower than in the DIS

model. Here we are simply applying the 'sliding scale' which I mentioned in the
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last section in defining what is and is not the primordial distribution.

The reason for all of this is not just to think of how many ways we can redefine

the same thing. The point is that the gluon distribution which is used for the

Monte Carlo should attempt to be consistent with the method of calculation for

the QCD cross section. The MS scheme parton distributions of Morfin and Tung

are an attempt to treat the cross section in the same way as Gluck, Hoffman and

Reya. Since the default for the Lund Monte Carlo is Gluck, Hoffman and Reya

this would seem to make sense. The tricky part though may come in that Lund

is far more than a coded QCD cross section equation and in particular the way in

which cutoffs are imposed and strings routed is (as mentioned earlier) somewhat

arbitrary. By plugging in the 'wrong' gluon distributions (DIS) what we are doing

is tuning the gluon distribution to be high compared to the 'right' one. Of course,

'right' here will require that extra gluons will explicitly be generated by Lund if

they are taken out of the primordial distribution. The new distribution is closer

to that of Gluck, Hoffman and Reya but is still somewhat higher and continues to

rise at low x in the same fashion as the DIS scheme. It is more consistent with the

data points in figure 5.34.

Figure 5.35 shows the average pi as a function of ZF for the E665 high W

data compared to the prediction of Morfin and Tung M S (hereafter referred to as

MTMS) where soft gluon effects have also been included in the Monte Carlo. The
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fit to the data is quite good; with the overall 'goodness of fit' (as defined earlier)

X2 = 8.1. In particular, we see that the fit at higher ZF is better than for GHR.

The extra primordial gluons (and there aren't that many more in MTMS compared

to GHR) may tend to increase the average transverse momentum at medium ZF

by effectively depleting the high ZF region somewhat. The fit without soft gluons

turned on is now obviously bad (not shown). Figure 5.36a and b show however that

the reduced primordial gluon distribution (i.e. MTMS compared to DIS Morfin and

Tung) does not provide enough 'jettiness' to satisfy the energy flow in the hadronic

event plane either when we impose a high total transverse momentum requirement

or when we impose a jet cut. Does this require more 'primordial' gluons or more

'calculated' gluons? Are they really different? Good questions. I think though that

the data says 'more gluons'. At this point I must leave it to others to pursue the

answers.
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Lund Monte Carlo using Morfin and Tung M S parton distributions with soft gluon

effects turned on.
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Chapter 6

Conclusions

In this thesis, trans-verse momentum and event topology has been studied using

both photons and charged hadrons. Single particle transverse momentum spectra

have been shown to be in good agreement with data from a previous experiment

(EMC) and with the standard Lund Monte Carlo with hard QCD effects included.

Poor agreement is seen between the Lund Monte Carlo without hard QCD, even

with an increase in transverse momentum from fragmentation.

It was shown that the average transverse momentum as a function of XF agrees

with previous measurements and with Lund Monte Carlo predictions. The pi

distribution as a function of XF requires that either an increased primordial gluon

distribution be used or that a prescription for inclusion of 'soft gluons' be included

if using the 'Lund default' parton distributions of Gluck, Hoffman and Reya. It

was observed that the gluon distribution of Morfin and Tung (52) allowed the Lund

Monte Carlo to produce results which are consistent with the data without inclusion
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of a soft gluon prescription.

The data were studied for events with a planar structure and such events were

found and consistent with predictions from the Lund Monte Carlo with Hard QCD.

If QCD is not included, the discrepancy between data and Monte Carlo is spec­

tacular even with increased fragmentation pJ.. The hadronic event plane was then

used to search for events with a two forward jet structure. Various cuts were made

on events and energy flow within the event plane was studied. The overall shape of

the forward energy flow was shown to be in good agreement with the Lund Monte

Carlo but there are subtle differences which may be associated with the photon­

gluon fusion cross section, the inclusion (or not) of soft gluon effects and the gluon

distribution of the nucleon.

A clustering and jet reconstruction algorithm which makes explicit use of the

virtual photon direction was applied to the data. The resulting shape and numbers

of the jets was-found to be in overall good agreement with the Lund Monte Carlo

with parton distributions from Morfin and Tung (52) but the data shows slightly less

jetiness than this prediction. The number of jets was underestimated if the gluon

distribution of Gluck, Hoffman and Reya is used. Distributions for the magnitude

of the momentum and the angular separation were studied for the reconstructed

jet axes. Excellent agreement was seen between the data and the Monte Carlo. In

addition, individual particle spectra for each reconstructed jet were shown to be
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in good agreement with the Monte Carlo. Attempts to study differences between

gluon and quark jets or to carefully relate jet properties to initial parton properties

will require higher statistics.

Finally, many plots suggest that a gluon distribution higher than that used for

tuning the Lund 4.3 Monte Carlo to the EMC data is required in order to achieve

a good fit with E665 data. The ability to even make that statement implies that

the data allow a measurement of what the gluon distribution really is! An alterna­

tive possibility is that the photon-gluon fusion cross section needs to be adjusted.

Improvements in the systematic uncertainty in the z .and Q2 distributions should

reveal more information. Although the measurement presented here is still quite

rough, the technique appears to show great promise. From heavy particle produc­

tion at hadron colliders to mysterious numbers of muons in ultra~high-energy air

showers, the need for measurements of the gluon distribution at wee z is becoming

ever more pressing. It will be very interesting to see what can be done with higher

statistics from E665 data and with data from HERA in the not-too-distant future.
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