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Three searches for the direct production of staus or charginos and neutralinos in final states
with at least two hadronically decaying 𝜏-leptons are presented. For chargino and neutralino
production, decays via intermediate staus or 𝑊ℎ bosons are considered. The analysis uses a
dataset of 𝑝𝑝 collisions corresponding to an integrated luminosity of 139 fb−1, recorded with
the ATLAS detector at the Large Hadron Collider at a centre-of-mass energy of 13 TeV. No
significant deviation from the expected Standard Model background is observed and SUSY
particle mass limits at 95 % confidence level are obtained in simplified models. For direct
production of 𝜒̃+

1 𝜒̃
−
1 , chargino masses are excluded up to 970 GeV, while 𝜒̃±

1 and 𝜒̃0
2 masses

up to 1160 GeV (330 GeV) are excluded for 𝜒̃±
1 𝜒̃

0
2 /𝜒̃+

1 𝜒̃
−
1 production decaying via staus (𝑊ℎ

bosons). Stau masses up to 480 GeV are excluded for mass degenerate 𝜏𝐿,𝑅 scenarios and up
to 410 GeV for 𝜏𝐿-only scenarios. The first sensitivity to 𝜏𝑅-only scenarios is presented here,
with 𝜏𝑅 masses excluded up to 330 GeV.
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1 Introduction

Supersymmetry (SUSY) [1–7] postulates the existence of a bosonic (fermionic) partner for each fermionic
(bosonic) particle of the Standard Model (SM), whose spin differs by one half unit from each corresponding
SM particle. In models that conserve 𝑅-parity [8], the lightest supersymmetric particle (LSP) is stable and
can be an excellent dark-matter candidate [9, 10].

In the simplified SUSY models considered here, the sector of SUSY particles with only electroweak
interactions contains charginos (𝜒̃±

𝑖
, 𝑖 = 1, 2, in order of increasing masses), neutralinos (𝜒̃0

𝑗
, 𝑗 = 1, 2, 3, 4,

in order of increasing masses), charged sleptons (ℓ̃), and sneutrinos (𝜈̃). Charginos and neutralinos are
the mass eigenstates formed from linear superpositions of the superpartners of the Higgs bosons and
electroweak gauge bosons. The charged sleptons are the superpartners of the charged leptons and in a
similar convention as for the SM partners, referred to as ℓ̃L or ℓ̃R, respectively. The slepton mass eigenstates
are a mixture of ℓ̃L and ℓ̃R, and are labeled as ℓ̃𝑘 (𝑘 = 1, 2 in order of increasing mass). In this work, the
scalar superpartners of the left-handed 𝜏 (𝜏L) and right-handed 𝜏 (𝜏R) are assumed to be mass degenerate
unless explicitly stated, and are referred to as “staus”.

Although they are experimentally challenging, final states with taus, 𝜏, are of particular interest in SUSY
searches. Light sleptons could play a role in the co-annihilation of neutralinos in the early universe,
and models with light stau decays to light neutralinos can shed light on the nature of dark matter [11].
Furthermore, should SUSY or any other physics beyond the Standard Model (BSM) involving leptons
be discovered, independent studies of all three lepton flavours are necessary to investigate the coupling
structure of the new physics, especially with regard to lepton universality.

All SUSY scenarios considered in this publication conserve 𝑅-parity. The first SUSY scenario considered
is the direct production of stau pairs, either with mass degenerate or non-degenerate 𝜏L,R, which decay
directly to a tau and the LSP 100% of the time. The second scenario includes the production of neutralinos
and charginos, 𝜒̃±

1 𝜒̃
0
2 and 𝜒̃+

1 𝜒̃
−
1 , which decay to the lightest neutralino only through intermediate staus or

tau sneutrinos with equal branching fraction, denoted as the “Intermediate stau” channel. The stau and
sneutrino masses are assumed to be halfway between the 𝜒̃0

2/𝜒̃
±
1 and 𝜒̃0

1 masses. The search for 𝜒̃±
1 𝜒̃

0
2

production is separated into final states with two same-sign (SS) or opposite-sign (OS) 𝜏 pairs. The third
SUSY scenario is the direct production of neutralinos and charginos, 𝜒̃±

1 𝜒̃
0
2 which decay via the lightest

neutral Higgs boson (ℎ), consistent with the SM Higgs boson with a mass of 125 GeV, a 𝑊 boson and two
neutralinos. This scenario is referred to as the “Intermediate Wh” channel. For the third SUSY scenario, the
final state is chosen to contain two hadronic taus from the Higgs boson decay and one charged light lepton
(𝑒, 𝜇) from the 𝑊 boson decay. The light lepton may be the result of a 𝑊 → 𝜏𝜈 decay where the 𝜏 decays
leptonically. For all three searches presented in this publication, the final state includes two hadronically
decaying taus, low jet activity and large missing transverse momentum, pmiss

T , from the neutralinos and
neutrinos. Representative diagrams of the targeted signal processes can be found in Figure 1.

Previous results from the ATLAS experiment have set exclusion limits at 95% confidence level on the
above SUSY models with the Run 1 and partial Run 2 datasets [12–15]. The CMS experiment also sets
similar exclusion limits [16, 17]. This search aims to extend the current ATLAS reach to higher chargino
masses and smaller mass differences between 𝜒̃0

2 /𝜒̃±
1 /𝜏 and 𝜒̃0

1 using the increased statistics of the full Run
2 dataset, and achieve the first sensitivity to 𝜏𝑅 pair production scenarios by introducing the use of machine
learning algorithms.
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Figure 1: Representative diagrams of SUSY scenarios which are being searched for in this publication. Direct stau
production is shown in (a), while (b) and (c) show the processes considered for the Intermediate stau channel. The
process for the Intermediate 𝑊ℎ channel is shown in (d). In all cases, the subsequent decays contain a two 𝜏 final
state. In the case of 𝜒̃±

1 𝜒̃
0
2 production (c), the final state can contain more than two taus.

The publication is structured as follows: the ATLAS detector is briefly introduced in Section 2 followed
by a description of the data and simulated samples used in Section 3 and the reconstruction of events
in Section 4; the general analysis strategy is outlined in Section 5, followed by the details of the direct
stau, intermediate stau, and intermediate 𝑊ℎ searches in Sections 6, 7, and 8, respectively; the systematic
uncertainties are discussed in Section 9 and the results are presented in Section 10, before conclusions are
drawn in Section 11.

2 ATLAS detector

The ATLAS experiment [18] at the LHC is a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4𝜋 coverage in solid angle.1 It consists of an inner tracking
detector (ID) surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field,
electromagnetic and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers
the pseudorapidity range |𝜂 | < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the 𝑧-axis along the beam pipe. The 𝑥-axis points from the IP to the centre of the LHC ring, and the 𝑦-axis points
upwards. Cylindrical coordinates (𝑟, 𝜙) are used in the transverse plane, 𝜙 being the azimuthal angle around the 𝑧-axis.
The pseudorapidity is defined in terms of the polar angle 𝜃 as 𝜂 = − ln tan(𝜃/2). Angular distance is measured in units of
Δ𝑅 ≡

√︁
(Δ𝜂)2 + (Δ𝜙)2.
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tracking detectors. Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy
measurements with high granularity. A steel/scintillator-tile hadron calorimeter covers the central
pseudorapidity range (|𝜂 | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters
for both the EM and hadronic energy measurements up to |𝜂 | = 4.9. The muon spectrometer (MS)
surrounds the calorimeters and is based on three large superconducting air-core toroidal magnets with
eight coils each. The field integral of the toroids ranges between 2.0 and 6.0 T m across most of the
detector. The muon spectrometer includes a system of precision tracking chambers and fast detectors for
triggering. A two-level trigger system is used to select events. The first-level trigger is implemented in
hardware and uses a subset of the detector information to accept events at a rate below 100 kHz. This is
followed by a software-based trigger that reduces the accepted event rate to 1 kHz on average depending
on the data-taking conditions. An extensive software suite [19] is used in the reconstruction and analysis
of real and simulated data, in detector operations, and in the trigger and data acquisition systems of the
experiment.

3 Data and simulated event samples

The dataset considered in this publication corresponds to 139 fb−1 of 𝑝𝑝 LHC collision data collected
between 2015 and 2018 by the ATLAS detector, at a centre-of-mass energy of 13 TeV and with a 25 ns
proton bunch crossing interval. Data quality requirements are imposed to ensure that only events in which
the entire ATLAS detector was functioning well are used [20].

Simulated events produced with several Monte Carlo (MC) event generators are used to predict yields
for background contributions from SM processes and for possible SUSY signals. To account for pile-up,
all simulated events are overlaid with multiple 𝑝𝑝 collisions simulated with the soft QCD processes of
Pythia 8.186 [21] using the A3 set of tuned parameters [22] and the NNPDF2.3lo leading order (LO)
parton distribution functions (PDFs) [23]. For all samples showered with Pythia 8, EvtGen 1.2.0 [24] is
used to simulate the decays of bottom and charmed hadrons. The simulated events are weighted such that
the pile-up conditions match those of the data and are required to pass the trigger selections. The response
of the detector to particles is modelled with an ATLAS detector simulation [25] based on Geant4 [26]
for almost all SM background simulation; a few minor EWK 𝑍+jet processes with very small yields for
these searches use fast simulation based on a parameterisation of the performance of the ATLAS EM and
hadronic calorimeters [27] and on Geant4 elsewhere.

Final states with two hadronically decaying taus, low jet activity and a large pmiss
T are included in this

analysis. As a result, SM background processes containing both real and misidentified 𝜏 final state
contributions are considered. These backgrounds are summarised in the following.

The production of top-quark pairs (𝑡𝑡) and single top quarks in the 𝑊𝑡 and 𝑠-channels is performed with
Powheg Box v2 [28–31], with the NNPDF2.3lo [23] PDF set at next-to-leading order (NLO) in the Matrix
elements (ME) calculations and the ATLAS underlying-event tune A14 [32]. Electroweak 𝑡-channel
single-top-quark events are generated using the Powheg Box v2 event generator. The parton shower (PS),
fragmentation, and the underlying event are simulated using Pythia 8.186 with the NNPDF2.3lo PDF
set and a corresponding set of A14 tuned parameters. The top-quark mass is set to 172.5 GeV. The 𝑡𝑡

sample is normalised to the cross-section prediction at next-to-next-to-leading order (NNLO) in QCD
including the resummation of next-to-next-to-leading logarithmic (NNLL) soft-gluon terms calculated
using Top++ 2.0 [33–39]. The cross-section for single-top-quark is computed for the 𝑊𝑡-channel at NLO
in QCD with NNLL soft gluon corrections [40, 41], and to NLO in QCD for the 𝑡- and 𝑠-channels [40, 41].
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Top-quark pair production with an additional 𝑊 or 𝑍 boson is calculated using aMC@NLO 2.2.2 [42] at
NLO in the ME calculations, while fragmentation and hadronisation are simulated with Pythia 8.186. The
underlying-event tune A14 is used with the NNPDF2.3lo PDF set, and the cross-sections are normalised
using NLO predictions [43, 44].

Events with 𝑍/𝛾∗ → ℓℓ (ℓ = 𝑒, 𝜇, 𝜏) and𝑊 → ℓ𝜈 produced in association with jets (including jets initiated
by heavy flavour quarks) are generated with Sherpa 2.2.1 [45, 46]. ME are calculated for up to two additional
partons at NLO and four additional partons at LO, using the Comix [47] and OpenLoops [48, 49] generators
and merged with the Sherpa PS [50] using the MENLOPS prescription [46]. The NNPDF3.0NNLO [51]
PDF set is used in conjunction with a dedicated PS tuning developed by the Sherpa authors. The 𝑊/𝑍+jets
events are normalised using their NNLO cross-sections [52].

Fully leptonically and semileptonically decaying diboson and tribsoson samples (𝑉𝑉 and 𝑉𝑉𝑉 , where
𝑉 = 𝑊, 𝑍) are simulated with the Sherpa 2.2.1 and Sherpa 2.2.2 [45] generator at NLO. In this setup,
multiple matrix elements are matched and merged with the Sherpa parton shower based on Catani–Seymour
dipole factorization [50] using the MENLOPS prescription [46, 53–55]. The virtual QCD corrections for
matrix elements at NLO accuracy are provided by the OpenLoops library [49]. Samples are generated
using the NNPDF3.0NNLO set, along with the dedicated set of tuned parton-shower parameters developed
by the Sherpa authors.

Contributions from Higgs boson events produced by gluon–gluon fusion and vector-boson fusion are
modelled using Powheg Box v2 with the NNPDF3.0NNLO PDF and showered using Pythia 8.186.
Associated production of a Higgs boson with a vector boson and a Higgs boson in association with two top
quarks are simulated using Pythia 8.186 and aMC@NLO, respectively. All Higgs boson samples are
normalised to the cross-sections from Ref. [56].

SUSY signal model samples are generated to allow the interpretation of the search results in terms of SUSY
parameters and are simulated using the ATLAS fast detector simulation. Signal samples are generated
using aMC@NLO 2.2.3 interfaced to Pythia 8.186 with the A14 tune for the PS modelling, hadronisation,
and underlying event. The ME calculation is performed at tree level and includes the emission of up
to two additional partons. The PDF set used for the generation is NNPDF2.3lo. The ME–PS merging
uses the CKKW-L [57] prescription, with a matching scale set to one quarter of the mass of the pair of
produced particles. Signal cross-sections are calculated with Resummino v2.0.1 to NLO in the strong
coupling constant, adding the resummation of soft gluon emission at next-to-leading-logarithm accuracy
(NLO+NLL) [58, 59]. The nominal cross-section and the uncertainty are taken from an envelope of
cross-section predictions using different PDF sets and factorisation and renormalisation scales, as described
in Ref. [60].

4 Event reconstruction

After data quality requirements have been applied, events with at least one reconstructed primary vertex [61]
are selected. A primary vertex is defined to have at least two associated charged-particle tracks with
transverse momentum 𝑝T > 500 MeV and be consistent with the beam spot envelope. If there are multiple
primary vertices in an event, the one with the largest

∑
𝑝2

T of the associated tracks is chosen.

Jets are reconstructed from particle-flow objects calibrated at the electromagnetic scale [62] using the anti-𝑘𝑡
algorithm [63, 64] with a radius parameter of 0.4. Jet energies are corrected for detector inhomogeneities,
the non-compensating response of the calorimeter, and pile-up effects [65, 66]. The impact due to pile-up is
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accounted for using a technique based on jet areas, that provides an event-by-event and jet-by-jet correction
[67]. Jets that are likely to have originated from pile-up are not considered in the analysis[68]. Jets are
required to have 𝑝T > 20 GeV and |𝜂 | < 2.8 and events containing jets that are likely to have arisen from
detector noise or cosmic rays are removed [69].

Jets containing 𝑏-hadrons (𝑏-jets) are identified using the DL1r algorithm [70, 71], a multivariate
discriminant making use of track impact parameters and reconstructed secondary vertices. Candidate 𝑏-jets
are required to have |𝜂 | < 2.5. A working point is used that has a 𝑝T-independent 𝑏-tagging efficiency of
77 % and light-jet (𝑐-jet) rejection factor of 140 (4), based on studies using simulated 𝑡𝑡 events.

Electron candidates are reconstructed by matching clusters in the electromagnetic calorimeter with charged-
particle tracks in the ID. Electrons are required to have 𝑝T > 10 GeV, |𝜂 | < 2.47, and to satisfy the “loose”
working point according to a likelihood-based identification algorithm of Ref. [72]. Muon candidates are
reconstructed from MS tracks matching ID tracks; they are required to have 𝑝T > 10 GeV and |𝜂 | < 2.7
and fulfil the “medium” quality criteria of Ref. [73]. Events containing a muon candidate with a poorly
measured charge-to-momentum ratio (𝜎(𝑞/𝑝) / |𝑞/𝑝 | > 0.2) are rejected. Events are required not to
contain any candidate muon with large transverse (𝑑0) and longitudinal (𝑧0) impact parameter, |𝑧0 | > 1 mm
or |𝑑0 | > 0.2 mm, in order to reduce contributions from those originating from cosmic rays. The efficiencies
for electrons and muons to satisfy the reconstruction, identification, and isolation criteria are measured
using samples of leptonic 𝑍 and 𝐽/𝜓 decays, and corrections are applied to the simulated samples to
reproduce the efficiencies observed in data [72, 73].

The reconstruction of hadronically decaying taus is based on information from tracks in the ID and
three-dimensional clusters in the electromagnetic and hadronic calorimeters. The tau reconstruction
algorithm is seeded by jets reconstructed from topological clusters of energy deposits in the calorimeter and
uses a looser requirement of 𝑝T > 10 GeV and |𝜂 | < 2.5. The reconstructed energies of the hadronically
decaying 𝜏 candidates are corrected from the local hadron topocluster scale to the tau energy scale, which
is calibrated based on simulation and in-situ measurements using 𝑍 → 𝜏𝜏 decays [74]. Hadronic tau-decay
candidates are required to have one or three associated charged-particle tracks (prongs) and the total electric
charge of those tracks must be ±1 times the electron charge. To improve the discrimination between
hadronically decaying taus and jets, electrons, or muons, multivariate algorithms are used [75]. A recurrent
neural network discriminant is used to reject jets that do not originate from a hadronically decaying 𝜏

with a “medium” or “tight” working point [76]. A boosted decision tree is used to discriminate 1-prong 𝜏

candidates against electrons. This discriminant is built using information from the EM calorimeter and
the tracking detector. This requirement has about 95 % efficiency, and a rejection factor from 10 to 50
depending on the 𝜂 range. 𝜏 candidates are required to have 𝑝T > 20 GeV and |𝜂 | < 2.47, and must lie
outside the transition region between the barrel and end-cap calorimeters (1.37 < |𝜂 | < 1.52).

The MC simulation is corrected for differences in the efficiencies of the tau identification at both trigger and
reconstruction level between data and simulation. For hadronically decaying taus originating from prompt
gauge boson decays, the corrections are calculated with a tag-and-probe method in a sample of 𝑍 → 𝜏𝜏

events where one 𝜏 decays hadronically and the other leptonically into a muon and two neutrinos [77].

The measured pmiss
T , and its magnitude 𝐸miss

T , is defined as the negative vectorial sum of the pT of all
identified jets, 𝜏 candidates, electrons, photons, muons, and an additional soft term. The soft term is
constructed from all tracks that are associated with the primary vertex but not with any identified particle
or jet [78, 79].

To avoid the possible double counting of reconstructed objects, an overlap removal procedure is used,
following these steps. The 𝜏 candidates that are close to electron or muon candidates (Δ𝑅 < 0.2, where
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Δ𝑅 =
√︁
(Δ𝑦)2 + (Δ𝜙)2 ) are removed, as are electrons that share a track with a muon. For electrons close

to a jet (Δ𝑅 < 0.4), the electron is removed, except when Δ𝑅 < 0.2 and the jet is not 𝑏-tagged, in which
case the jet is removed. Any remaining jet within Δ𝑅 = 0.4 of a muon or 𝜏 candidate is removed.

5 General analysis strategy and event variables

Events for all scenarios are required to have at least two hadronically decaying taus. Different Signal
regions (SR) are defined to target the specific SUSY scenario, using kinematic variables that provide a good
signal-to-background separation, described in this section. For taus, kinematic variables are calculated from
the visible decay products. The event selections and background estimations are described for direct stau
production SRs in Section 6, for the intermediate stau channel SRs in Section 7, and for the intermediate
𝑊ℎ channel SRs in Section 8.

The main SM backgrounds are estimated by normalising MC simulation samples to data in dedicated
control regions (CRs); backgrounds resulting from non-prompt and misidentified leptons are derived from
data, while sub-dominant backgrounds are estimated using MC simulation only. To validate the modelling
of the SM backgrounds, the yields and shapes of key kinematic variables are compared to data in dedicated
validation regions (VR). SRs are designed for the best expected sensitivity in the simplified SUSY signal
models studied. Where appropriate, looser, or merged SRs are used to enhance discovery prospects or set
model-independent limits.

The following variables are used to discriminate SUSY signals from the SM background:

• the “stransverse mass”, 𝑚T2, which has a kinematic endpoint for events where two massive pair
produced particles each decay to a detected object (the lepton) and an undetected object (the
neutralino) [80, 81]. It is defined as:

𝑚T2 = min
qT

[
max

(
𝑚T(pT1, qT), 𝑚T(pT2, pmiss

T − qT)
)]

,

where pT1 and pT2 are the transverse momenta of the two leptons and qT is the transverse vector
chosen to minimise the larger of the two transverse masses. They are defined by

𝑚T(pT, qT) =
√︁

2(𝑝T𝑞T − pT · qT),

where qT may be replaced by pmiss
T −qT in the 𝑚T2 calculation, or by pmiss

T for the more straightforward
transverse mass calculations. In events with more than two taus candidates, the pair that maximises
𝑚T2are used. Similarly, in the intermediate 𝑊ℎ analysis, the pairing of light lepton-𝜏 or 𝜏-𝜏 the
maximises 𝑚T2 is used. For 𝑡𝑡 and 𝑊𝑊 events, the 𝑚T2 distribution has a kinematic endpoint at the
𝑊 boson mass, while for SUSY scenarios with large mass differences between the produced SUSY
particle and the 𝜒̃0

1 , the 𝑚T2 distribution for signal events extends significantly beyond this endpoint.
The 𝜒̃0

1 is assumed to be massless in the calculation of 𝑚T2.

• 𝑚T,ℓ , the transverse mass values obtained from the light lepton with the pmiss
T , where ℓ can be 𝑒 or 𝜇.

• 𝑚Tsum, the sum of the transverse mass values of the two highest-𝑝T 𝜏 candidates with the pmiss
T . In

the 𝜒̃±
1 𝜒̃

0
2 with decays to an intermediate 𝑊ℎ scenario, 𝑚Tsum also includes 𝑚Tℓ .

• 𝑚eff , the scalar sum of the 𝐸miss
T and the 𝑝T of the two highest-𝑝T taus.
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• Δ𝑅(𝜏1, 𝜏2) =
√︁
(Δ𝜂(𝜏1, 𝜏2)2 + Δ𝜙(𝜏1, 𝜏2)2, the angular distance between the two highest-𝑝T taus.

An upper requirement on this variable is used to discriminate against back-to-back objects in SM
events.

• 𝑚(𝜏1, 𝜏2): the invariant mass of the two highest-𝑝T taus. A similar variable is also used for the
invariant mass of a 𝜏 and a muon, 𝑚(𝜏, 𝜇).

• |Δ𝜙(𝜏1, 𝜏2) |: the absolute value of the difference of azimuthal angle around the 𝑧-axis between the two
highest-𝑝T 𝜏 candidates. A similar variable is also used for the 𝐸miss

T and taus, e.g. |Δ𝜙(𝜏, 𝐸miss
T ) |.

• |Δ𝜂(𝜏1, 𝜏2) |: the absolute value of the difference of pseudorapidity between the two highest-𝑝T taus.
A similar variable is also used for the 𝐸miss

T and taus, e.g. |Δ𝜂(𝜏, 𝐸miss
T ) |.

6 Direct stau production

The direct stau analysis targets the production of left- and/or right-handed staus, with the stau decaying to a
𝜏 and a 𝜒̃0

1 , as shown in Figure 1(a). This analysis aims to improve upon previous results, particularly for
moderate mass splittings between the stau and 𝜒̃0

1 , and for 𝜏𝑅𝜏𝑅 production. Multiple Boosted Decision
Trees (BDTs) are trained for sensitivity to different areas of the 𝜏 − 𝜒̃0

1 phase space. The event selection
and BDT training is described in Section 6.1, followed by the background estimation in Section 6.2.

6.1 Event selection

Events are selected using an asymmetric di-tau trigger: selected events for 2015–2017 (2018) datasets
must have an offline 𝜏 candidate with 𝑝T > 95 GeV and a second 𝜏 candidate with 𝑝T > 60 (75) GeV, both
matching the trigger signature.

Four BDTs are trained using the LightGBM [82] package on four groupings of signal scenarios chosen
for their different 𝜏 masses and Δ𝑚(𝜏, 𝜒̃0

1). Events used in training have at least two OS “medium” 𝜏

candidates, no electron, muon, or 𝑏-tagged jet candidates and pass loose selections on kinematic variables,
as shown in Table 1. Three BDT SRs (SR-BDT1, SR-BDT2, SR-BDT3) have two bins in their BDT score,
while the fourth BDT has only one bin (SR-BDT4) due to the low statistics available. The binned regions
are used for setting exclusion limits in simplified models, while inclusive regions that merge the two bins in
each SR are used to search for discoveries and to set model-independent limits. The events selected by
the four BDT SRs significantly overlap, thus the SR with the best expected sensitivity will be chosen for
interpretations.

The BDT training uses inputs including 𝐸miss
T , the 𝑝T and 𝑚T of the two taus, Δ𝜙 between either 𝜏 and

𝐸miss
T , Δ𝜂(𝜏1, 𝜏2) or Δ𝜂(𝜏, 𝐸miss

T ), the invariant mass of the two 𝜏 candidates 𝑚(𝜏1, 𝜏2), 𝑚eff , and 𝑚Tsum.
Cross Evaluation is used with three equal folds for a training, validation, and test set. To improve the
reliability of the background modelling during training, input variables are pre-binned with bins defined
such that the statistical error on the MC simulated background is less than 30% per bin. Futhermore,
the maximum depth of the individual decision trees is restricted to one so that each tree makes only one
selection on a variable. To avoid over-fitting, early-stopping is used, where trees cease to be added during
training if performance on the relevant validation set does not improve after 10 trees. The fitting procedure
is further constrained to avoid over-fitting by using regularization techniques, where BDT2 and BDT4 use
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a higher amount of regularization than BDT1 and BDT3, and consequently, BDT2 and BDT4 occupy a
smaller fraction of the total BDT score range compared to the others.

Table 1: Summary of the selection requirements for the stau pair production SRs.

BDT Training Preselection

≥ 2 “medium” 𝜏 (OS)
asymmetric di-tau Trigger

𝑒, 𝜇, 𝑏-jet veto
𝐸miss

T > 20 GeV
𝑚T2 > 30 GeV

𝑚(𝜏1, 𝜏2) > 120 GeV
Δ𝑅(𝜏1, 𝜏2) < 4

SR-BDT1 SR-BDT2 SR-BDT3 SR-BDT4

Target Low 𝑚 𝜏̃ Mid 𝑚 𝜏̃ Mid 𝑚 𝜏̃ High 𝑚 𝜏̃

scenario Small Δ𝑚(𝜏, 𝜒̃0
1 ) Large Δ𝑚(𝜏, 𝜒̃0

1 ) Small Δ𝑚(𝜏, 𝜒̃0
1 )

= 2 “medium” 𝜏

Bin 1 BDT1 score ∈ (0.73, 0.78) BDT2 score ∈ (0.78, 0.82) BDT3 score ∈ (0.79, 0.86) BDT4 score > 0.64
Bin 2 BDT1 score > 0.78 BDT2 score > 0.82 BDT3 score > 0.86 –

6.2 Background estimation

The main backgrounds contributing to the direct stau SRs are from multi-jet production with misidentified
taus, 𝑊 and 𝑍 boson production in association with jets, multi-boson production, and events containing a
top quark, referred to as top background. Top quark background events originate mostly from 𝑡𝑡 production
in association with additional jets or an additional 𝑊 or 𝑍 boson. The dominant SM backgrounds, 𝑊+jets,
𝑍+jets, and top quark processes, are estimated using MC simulation normalised to data in dedicated
control regions. The multi-jet background yield is estimated from data using an ABCD method, and MC
simulation is used for all other SM backgrounds. The normalisation factors obtained from control regions
are applied for backgrounds in the BDT training, as is the data driven multi-jet estimation.

6.2.1 Multi-jet background estimation

Background events contain a combination of ‘real’ taus, defined as correctly identified taus, or ‘misidentified’
taus, which can originate from a misidentified light-flavour quark or gluon jet, an electron, or a muon.
Selected events from multi-jet production contain mostly misidentified taus originating from misidentified
jets.

The multi-jet contribution is estimated from data using the so-called ABCD method, which is common to
both the direct stau channel and the intermediate stau channel described in Section 7. All regions used
for the ABCD method are schematically drawn in Figure 2. Four exclusive regions, labelled as A, B,
C, and D, are defined in a two-dimensional plane as a function of two discriminating variables that are
approximately uncorrelated. The number of multi-jet events in region D, 𝑁D, can be calculated from that
in region A, 𝑁A, multiplied by the transfer factor T = 𝑁C/𝑁B. Region D corresponds to one of the SRs,
whereas regions A, B, and C are control regions, thus regions A–D are labelled as CR-A, CR-B, CR-C, and
SR-D. Furthermore, two validation regions, VR-E and VR-F, are defined to verify the reliability of the
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transfer factor obtained from the ABCD estimation and to estimate the systematic uncertainty from the
residual correlation between the variables used to define the ABCD regions. All of the regions are defined
to be orthogonal to one another.

t-id

mT2 or mTsum 

[GeV]

Multi-jet
VR−E 

Multi-jet
VR−F

Used for validation 
and systematic 

uncertainty estimate

very loose thad medium or tight thad 
orthogonal with SR

Multi-jet 
CR−A 

Used for nominal 
ABCD method

Multi-jet 
CR−B 

Multi-jet 
CR−C

SR-D
T

T

Figure 2: Illustration of the ABCD method for the multi-jet background determination. The control regions A, B, and
C and signal region D are drawn as light blue boxes. Shown in green and labelled as VR are the regions E and F,
which are used to validate the ABCD method and to estimate the systematic uncertainty.

A “very loose” 𝜏 identification criterion is used to define the regions CR-B, VR-E, and CR-A. To remain
orthogonal to the requirements in SR-D, the two taus must be SS or not pass the “medium” criterion.
Additionally, a requirement of 10 < 𝑚T2 < 20 GeV is used to define control regions CR-B and CR-C,
20 < 𝑚T2 < 30 GeV for VR-E and VR-F, while 𝑚T2 > 30 GeV is used for CR-A and SR-D. The tau 𝑝T
thresholds to ensure high triggering efficiency are not applied, effectively lowering the tau 𝑝T thresholds to
the online thresholds of 80 GeV and 50 GeV (60 GeV) for 2015–2017 (2018) data-taking. This increases
statistics available and reduces the statistical uncertainty without affecting the transfer factor within
uncertainties.

The number of multi-jet events in the control and validation regions is estimated from data after subtraction
of other SM contributions estimated from MC simulation. In the case of the direct stau channel, the 𝑊+jets,
𝑍+jets, and top quark backgrounds are subtracted after their normalisation to data in their dedicated CRs.
Agreement between data and the estimated SM background is found in VR-E and VR-F, within statistical
uncertainties.

A higher statistics validation region (MJVR) is also checked, with the same requirements as the direct
stau SRs, but with low BDT scores (see Table 2). Good agreement is seen, as shown in Figure 3. The
correlation between the 𝜏 identification and the kinematic variables is verified by studying the variation of
the transfer factor as a function of the kinematic variables used and is found to be negligible.

The signal contamination in a certain region is defined as the ratio of the number of signal events to the
sum of the number of signal events and SM background processes. The signal contamination in CRs and
VRs is negligible for SUSY particle mass ranges not previously excluded by the ATLAS Collaboration.
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Figure 3: The post-fit BDT score distributions for the direct stau multi-jet background in MJVR, showing the scores
for (a) BDT1, (b) BDT2, (c) BDT3, and (d) BDT4. A reduced range of BDT2 in (b) and BDT4 score in (d) are shown
as they populate only a narrow range of the full score allowed. A few SUSY scenarios are overlaid for illustration.
The hatched bands represent the combined statistical and systematic uncertainties of the total SM background. The
lower panels show the ratio of data to the total SM background estimate.
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Table 2: The definition of the control and validation regions for the direct stau channel.

Process 𝑊+jets Top

Region 𝑊CR 𝑊VR 𝑇CR 𝑇VR

OS/SS OS

𝑁 “medium” 𝜏 = 1 = 1 = 2
𝑁 𝑒/𝜇 = 1 𝜇 = 1 𝜇 = 0
𝑁 𝑏-jets = 0 ≥ 1 ≥ 1
Trigger single 𝜇 single 𝜇 asymm. di-tau

𝑝T (𝜏1) [GeV] - - > 95
𝑝T (𝜏2) [GeV] - - > 65

max[𝑝T (𝜏), 𝑝T (𝜇)] [GeV] > 95 > 95 -
min[𝑝T (𝜏), 𝑝T (𝜇)] [GeV] > 60 > 60 -

𝐸miss
T [GeV] > 20 > 20 -

𝑚T,𝜇 [GeV] ∈ (50, 150] ∈ (50, 150] -
𝑚T2 [GeV] > 30 > 30

𝑚(𝜏, 𝜇) [GeV] > 120 > 120 –
𝑚(𝜏1, 𝜏2) [GeV] – – > 120

BDT score All < 0.5 Any > 0.5 -

Process 𝑍+jets Multi-boson Multi-jet Inclusive

Region 𝑍CR 𝑍VR MBVR MJVR InclVR

OS/SS OS

𝑁 “medium” 𝜏 = 2 = 2 = 2 = 2
𝑁 𝑒/𝜇 = 0 = 0 = 0 = 0
𝑁 𝑏-jets = 0 = 0 = 0 = 0
Trigger asymm. di-tau asymm. di-tau asymm. di-tau asymm. di-tau

𝐸miss
T [GeV] - > 20 < 50 > 20
𝑚T2 [GeV] > 30 > 30 > 30 > 30

𝑚(𝜏1, 𝜏2) [GeV] < 120 < 120 > 120 > 120
Δ𝑅(𝜏1, 𝜏2) < 4 < 4 > 3 < 4

BDT score BDT4 ≤ 0.60 BDT4 > 0.61 BDT1, BDT4 ≤ 0.60
BDT1 ≤ 0.10 BDT1 > 0.10 BDT2, BDT3 ≤ 0.70

6.2.2 𝑾+jets background estimation

The production of 𝑊+jets events with at least one misidentified 𝜏 is an important background, composing
up to 50% of the expected SM background in the direct stau SRs. In order to correct the misidentified 𝜏

MC modelling and reduce theoretical uncertainty from 𝑊+jets background, dedicated control regions with
𝑊 bosons decaying to 𝜇𝜈 are used to select a pure 𝑊CR and normalise the 𝑊+jets MC estimate to data.

Events are required to pass a single-muon trigger using the lowest unprescaled 𝑝T thresholds [83]. Events
must contain exactly one isolated 𝜇 matching the trigger signature and one 𝜏 with the same charge selection
as the signal regions. The contribution from events with top quarks is suppressed by rejecting events
containing 𝑏-tagged jets. The contributions from 𝑍+jets, top-quark and multi-boson production are reduced
with 𝑚T requirements.
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In order to select events with kinematics similar to the SR definition, events with a small amount of
𝐸miss

T are removed and the charged leptons should pass 𝑝T thresholds. Events in the 𝑊CR are selected by
requiring all four BDT scores to be low, while the modelling is checked using a 𝑊VR with any one of the
four BDT scores being high. The definitions of the 𝑊CR and 𝑊VR are given in Table 2. The purity of the
selection in 𝑊+jets events is around 83% in the control and validation regions. The signal contamination
in the 𝑊CR and 𝑊VR is negligible due to the requirement of an isolated muon in these regions.

6.2.3 𝒁+jets background estimation

The production of 𝑍+jets where the 𝑍 boson decays to two taus is an irreducible background in the direct
stau SRs, composing 7 − 50% of the total SM background. The 𝑍+jets background is estimated using
MC simulation normalised to data in a control region, 𝑍CR, which is similar to the SRs, but reverses the
selection on 𝑚(𝜏1, 𝜏2). A low selection on the BDT4 score is made to avoid overlap with the validation
region for multi-bosons (Section 6.2.5). A selection on the score for BDT1 is used to create an orthogonal
validation region 𝑍VR to check the modelling of the normalised 𝑍+jets background. The definitions of the
𝑍CR and 𝑍VR are shown in Table 2.

6.2.4 Top quark background estimation

Events containing one or more top quarks also contribute significantly to the total background in the direct
stau SRs at 7 − 30%. The Top quark background is estimated using MC simulation normalised to data
in a control region, 𝑇CR, which, like the 𝑊CR, contains one isolated muon and one “medium” tau, but
additionally requires a 𝑏-tagged jet. A validation region, 𝑇VR, is used to check the modelling of the Top
quark background in events closer to the signal regions with two “medium” taus and a 𝑏-tagged jet. The
definitions of the 𝑇CR and 𝑇VR are shown in Table 2.

6.2.5 Irreducible background estimation

Events with more than one SM 𝑊/𝑍 boson are the dominant background in SR-BDT2 and SR-BDT4, with
very small contributions from processes involving Higgs bosons in all SRs. These processes produce two
real 𝜏 leptons and 𝐸miss

T , and this irreducible background is taken from MC simulation. The modelling is
checked using two validation regions. The first targets multi-boson production (MBVR) using a similar
selection to SR-BDT4 but with the selection on 𝑚(𝜏1, 𝜏2) reversed. The second is a more inclusive
validation region (InclVR) which checks the overall background estimation strategy and the modelling
of the BDT score distributions. The definitions of these regions is shown in Table 2. The background
estimation is seen to model the data well in these two regions and the agreement in the BDT score
distributions in InclVR is shown in Figure 4.

Overall, the background estimation strategy is seen to model the data well in all validation regions used for
the direct stau channel. The yields for the estimated SM background and data are shown in Figure 5 after
the background-only fit to data has been applied, as described in Section 10.
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Figure 4: The post-fit BDT score distributions for the direct stau channel in InclVR, showing the scores for (a)
BDT1, (b) BDT2, (c) BDT3, and (d) BDT4. A few SUSY scenarios are overlaid for illustration. The hatched bands
represent the combined statistical and systematic uncertainties of the total SM background. Large uncertainties are
seen in some bins due to a few highly weighted 𝑍+jets MC simulation events migrating across bins when considering
systematic variations. The lower panels show the ratio of data to the total SM background estimate.

7 Intermediate stau channel

The intermediate stau channel targets two different production mechanisms, 𝜒̃±
1 𝜒̃

0
2 (C1N2) and 𝜒̃+

1 𝜒̃
−
1

(C1C1), with decays to the lightest neutralino only through intermediate stau and tau sneutrinos, as shown
in Figure 1(b) and Figure 1(c). The C1N2 analysis is then sub-divided into final states where the two
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Figure 5: Comparison of the observed and expected event yields in all VRs and SRs after the background-only fit
for the direct stau channel. A few SUSY scenarios are overlaid for illustration. The hatched band represents the
combined statistical and systematic uncertainties of the total SM background. The lower panel shows the significance
of any difference between the data and total SM background estimate yields.

highest-𝑝T 𝜏 candidates have opposite sign (OS) charge (C1N2OS) or have same sign (SS) charge, denoted
as (C1N2SS). The SRs are separated into low mass (LM) and high mass (HM) regions to target respectively
low or high 𝜒̃±

1 /𝜒̃0
2 mass regions. The high mass regions target the reach beyond the partial Run 2 dataset

from the ATLAS collaboration, and the low mass regions target sensitivity in smaller mass splittings. The
event selections of C1C1, C1N2OS and C1N2SS analyses are described in Section 7.1, and the background
estimations are described in Section 7.2.

7.1 Event selection

The SRs were optimised by varying the kinematic selection criteria resulting in six SRs defined to cover
both low mass (LM) and high mass (HM) regions for C1C1, C1N2OS and C1N2SS channels. The SRs
were optimised to obtain the best expected sensitivity against the SM backgrounds. Events used in this
channel must pass the same di-tau trigger described in Section 6.1, or a combined di-tau+𝐸miss

T trigger.
Events which pass the di-tau + 𝐸miss

T trigger for 2015–2017 (2018) datasets must have a 𝜏 candidate with
𝑝T > 50 (75) GeV, a second 𝜏 candidate with 𝑝T > 40 GeV (both matching the trigger signature), and the
reconstructed 𝐸miss

T > 150 GeV.

For the C1N2OS (C1N2SS) channels, events are required to have at least two “medium” 𝜏 candidates with
OS (SS), while for the C1C1 channel, events are required to have exactly two “medium” 𝜏 candidates with
OS. In the LM signal regions, SR-C1C1-LM and SR-C1N2OS-LM, at least one of the 𝜏 candidates must
satisfy a tighter identification criteria, denoted as a “tight” 𝜏 candidate [76] to suppress quark or gluon jets
misidentified as 𝜏 in the lower 𝐸miss

T region. Additionally, 𝐸miss
T > 60 GeV is required in these two SRs to

further suppress background from misidentified taus.
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To discriminate the SUSY signal events from SM background processes, additional requirements are
applied, as outlined in Table 3. Background processes producing 𝜏 pairs from low mass resonances, or
from 𝑍 or Higgs bosons, are suppressed using high 𝑚(𝜏1, 𝜏2) selections, while top quark processes are
suppressed with a 𝑏-jet veto. Contributions from 𝑡𝑡 and 𝑊𝑊 events are reduced using lower bounds on
𝑚T2 and 𝑚Tsum.

Table 3: Summary of the selection requirements for the gaugino pair production SRs for channels that decay via an
intermediate stau.

SR-C1C1-LM SR-C1N2OS-LM SR-C1N2SS-LM

= 2 “medium” 𝜏 (OS) ≥ 2 “medium” 𝜏 (OS) ≥ 2 “medium” 𝜏 (SS)
≥ 1 “tight” 𝜏 -

asymmetric di-tau trigger
𝐸miss

T < 150 GeV
𝑏-jet veto

- 𝑁jets < 3
|Δ𝜙(𝜏1, 𝜏2) | > 1.6 - |Δ𝜙(𝜏1, 𝜏2) | > 1.5

𝑍/ℎ veto (𝑚(𝜏1, 𝜏2) > 120 GeV) -
𝐸miss

T > 60 GeV 𝑚Tsum > 200 GeV
𝑚T2 > 80 GeV 𝑚T2 > 70 GeV 𝑚T2 > 80 GeV

SR-C1C1-HM SR-C1N2OS-HM SR-C1N2SS-HM

= 2 “medium” 𝜏 (OS) ≥ 2 “medium” 𝜏 (OS) ≥ 2 “medium” 𝜏 (SS)

di-tau + 𝐸miss
T trigger

𝐸miss
T > 150 GeV
𝑏-jet veto

𝑍/ℎ veto (𝑚(𝜏1, 𝜏2) > 120 GeV) -
𝑚Tsum > 400 GeV 𝑚Tsum > 450 GeV
𝑚T2 > 85 GeV 𝑚T2 > 80 GeV

7.2 Background estimation

The dominant backgrounds in the intermediate stau SRs are multi-jet production with misidentified
taus, 𝑊+jets and 𝑍+jets, multi-boson production, and top quark backgrounds. The multĳet and 𝑊+jets
backgrounds are estimated using the same methods described in Sections 6.2.1 and 6.2.2, respectively. The
multi-jet background accounts for 28–48 % (<17 %) of the total SM yield in high mass SRs (low mass
SRs) for all three scenarios, while 𝑊+jets accounts for 4–16 % of the total background. A dedicated CR is
used to estimate the top quark backgrounds for the SS final state, where misidentified 𝜏 contributions are a
dominant source, as described in Section 7.2.3.

Multi-boson production contributes mainly through events containing real taus resulting from 𝑊𝑊 and 𝑍𝑍

decaying into a 𝜏𝜏𝜈𝜈 final state in C1C1 and C1N2OS scenarios, while in the C1N2SS scenario, the main
process is 𝑊𝑍 decaying into a 𝜏𝜏𝜏𝜈 final state. The contribution from real taus exceeds 85-90% in 𝑍+jets
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and diboson production. Additionally, the real 𝜏 contribution exceeds 80% in backgrounds containing top
quarks in OS final states. These backgrounds are described in Section 7.2.4.

7.2.1 Multi-jet background estimation

The same approach for the multi-jet backgroud estimation described in Section 6.2.1 is used for the
intermediate stau channels, with the following changes as appropriate. The sign of the electric charge of
the two taus (OS or SS), and 𝑚T2 and mTsum are used to define the control regions and validation regions,
as shown in Table 4. In the C1C1 and C1N2OS scenarios, the 𝑚T2 variable is used to distinguish the
regions of the ABCD method, while 𝑚Tsum is used for the C1N2SS channel. In all validation regions and
both sets of CR-B and CR-C, the events are required to pass a di-𝜏 trigger, instead of the di-𝜏 + 𝐸miss

T
trigger in the intermediate stau channel to increase the statistics from the lower 𝐸miss

T requirements. The
offline 𝐸miss

T > 150 GeV requirement is also removed. The di-𝜏 trigger requires the identification of two
hadronically decaying 𝜏 candidates with transverse momenta exceeding the same set of thresholds for the
di-𝜏 + 𝐸miss

T trigger, such that no bias on the taus is introduced.

Table 4: The definition of the ABCD regions for all channels in the intermediate stau scenarios. Only those
requirements that differ between the CRs/VRs and the SRs are listed. A “very loose” 𝜏 identification criterion is used
to define the regions CR-B, VR-E, and CR-A. The 𝜏 is also required to not pass the “medium” criterion to remain
orthogonal to the requirements in SRs. The same 𝜏 identification criterion as that of the SR is used to define the
regions CR-C and VR-F.

Channel variable CR-B / CR-C VR-E / VR-F CR-A / SR

C1C1-LM 𝑚T2 [GeV] ∈ [15, 35] ∈ [35, 80] > 80
𝐸miss

T [GeV] ∈ [10, 150] ∈ [10, 150] ∈ [60, 150]

C1C1-HM 𝑚T2 [GeV] ∈ [35, 60] ∈ [60, 85] > 85
𝑚Tsum [GeV] ∈ [100, 300] ∈ [200, 400] > 400
𝐸miss

T [GeV] > 50 > 50 > 150

C1N2OS-LM 𝑚T2 [GeV] ∈ [15, 35] ∈ [35, 70] > 70
𝐸miss

T [GeV] ∈ [10, 150] ∈ [10, 150] ∈ [60, 150]

C1N2OS-HM 𝑚T2 [GeV] ∈ [35, 60] ∈ [60, 85] > 85
𝑚Tsum [GeV] ∈ [150, 300] ∈ [200, 400] > 400
𝐸miss

T [GeV] > 50 > 50 > 150

C1N2SS-LM 𝑚Tsum [GeV] < 100 ∈ [100, 200] > 200
|Δ𝜙(𝜏1, 𝜏2) | < 1.5 < 1.5 > 1.5

C1N2SS-HM 𝑚Tsum [GeV] ∈ [100, 200] ∈ [200, 450] > 450
𝐸miss

T [GeV] > 50 > 50 > 150

Agreement between data and the estimated SM background is found for the 𝑚T2 and 𝑚Tsum distributions in
the validation regions, as shown in Figure 6. Several signal reference points targeting sensitivity to LM and
HM SRs are also shown to highlight the potential signal contamination in the VRs.
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Figure 6: The post-fit kinematic distributions of 𝑚T2 and 𝑚Tsum in the multi-jet background VR-F for (a) SR-C1C1-HM
(MJVR-C1C1-HM), (b) SR-C1N2OS-HM (MJVR-C1N2OS-HM) and (c) SR-C1N2SS-LM (MJVR-C1N2SS-LM),
respectively. A few SUSY scenarios are overlaid for illustration. The hatched bands represent the combined statistical
and systematic uncertainties of the total SM background. The lower panels show the ratio of data to the total SM
background estimate.

7.2.2 𝑾+jets background estimation

The 𝑊+jets background is an important background for the intermediate stau channel. A similar approach
as in Section 6.2.2 is used with the following modifications and the definitions for the 𝑊CRs and 𝑊VRs
for OS/SS selections are shown in Table 5.

Top quark background events in the OS final state are labelled as “top-tagged” if they pass a dedicated
selection; these events are vetoed in the 𝑊CR to suppress top quark background processes. Events are
top-tagged using the contransverse mass variable [84], 𝑚CT, to identify events that are kinematically
compatible with 𝑡𝑡 pair production. Furthermore, top-tagged events must have at least two jets and the
scalar sum of the 𝑝T of at least one combination of two jets and the two leptons in the event must exceed
100 GeV. Contributions from 𝑍+jets, top-quark and multi-boson production are reduced with selections on
𝑚T,𝜇 and 𝑚T,𝜇 + 𝑚T,𝜏 . The orthoganality of the 𝑊CRs and 𝑊VRs is ensured using 𝑚T2(𝜏, 𝜇) selections
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and to select events with kinematics very similar to the SR definition, events with a small amount of 𝐸miss
T

are removed. The purity of the selection in 𝑊+jets events is 73–85 % in all 𝑊 control and validation
regions. The signal contamination in the 𝑊CR and 𝑊VR is negligible due to the requirement of a muon in
the event.

The multi-jet contribution in the 𝑊CR (𝑊VR) is estimated using the so-called OS–SS method by counting
the number of events in data satisfying the same requirements as the 𝑊CR (𝑊VR) but requiring the electric
charge of the two leptons to be different from that in the SRs. Event yields from SM processes other than
multi-jet production are subtracted from the data in the 𝑊CR, leaving only the events for the multi-jet
estimate. The OS–SS method relies on the fact that in the multi-jet background, the ratio of SS to OS events
is close to unity, while a significant difference from unity is expected for 𝑊+jets production. The latter is
dominated by 𝑔𝑢/𝑔𝑑-initiated processes that often give rise to a jet originating from a quark, the charge of
which is anti-correlated with the 𝑊-boson charge. Based on studies with simulated samples, a conservative
systematic uncertainty of 100 % is assigned to the estimate of the multi-jet event yield in the 𝑊CR.

Table 5: The definition of the 𝑊+jets and Top quark control and validation regions for the intermediate stau channel.

Process 𝑊+jets Top

Region 𝑊CR-OS 𝑊VR-OS 𝑊CR-SS 𝑊VR-SS 𝑇CR-SS-HM 𝑇VR-SS-HM

OS/SS OS SS SS

𝑁 “medium” 𝜏 = 1 < 2
𝑁 “loose” 𝜏 - ≥ 2 “very loose”, ≥ 1 “loose”

𝑁 𝑒/𝜇 = 1 𝜇 -
𝑁 𝑏-jets = 0 ≥ 1
Trigger single 𝜇 di-𝜏 + 𝐸miss

T
𝑝T (𝜏) [GeV] > 50 -
𝑝T (𝜇) [GeV] > 40 -
Top tagged veto - -
𝑚T,𝜇 [GeV] < 140 ∈ (50, 150] -

𝑚T,𝜇 + 𝑚T,𝜏 [GeV] - > 80 -
𝐸miss

T [GeV] > 60 > 50 > 150

𝑚T2 [GeV] ∈ (40, 70] > 70 < 60 > 60 -

𝑚Tsum [GeV] - - < 400 > 400

7.2.3 Top quark background estimation for C1N2SS

The top quark background in SR-C1N2SS-LM is very small (<1%) and mostly composed of two real taus,
and so is estimated with MC simulation. However, the top quark background is a dominant contribution
in SR-C1N2SS-HM and mostly consists of one or two misidentified taus from 𝑡𝑡 and 𝑊𝑡 production. To
estimate this background in SR-C1N2SS-HM, a data-driven approach is used to normalise the top quark
background MC simulation to data using a dedicated top-enriched CR (𝑇CR-SS-HM) and validated in a
top-enriched VR (𝑇VR-SS-HM), described in Table 5. The 𝜏 identification working point was loosened
to increase the statistics in these regions, while high 𝐸miss

T is required to suppress the contribution from
multi-jet processes. The top quark background purity in the top quark CR and VR for SR-C1N2SS-HM
(𝑇CR-SS-HM and 𝑇VR-SS-HM) is high at >83%.
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7.2.4 Irreducible background estimation

Additional irreducible SM backgrounds are estimated from MC simulation and checked in dedicated VRs.
The top quark background contributions in OS final states are small and amount to about 7–14 % of the
total background in all SRs. Two regions enriched in top-quark events are defined to validate the top
quark modelling in OS events, 𝑇VR-OS-LM and 𝑇VR-OS-HM for the low and high mass SR kinematics,
respectively. At least two “medium” taus are required, in which at least one 𝜏 candidate must satisfy the
“tight” 𝜏 identification criteria. To be orthogonal with the SRs and increase the contribution from top quark
events, one 𝑏-tagged jet with 𝑝T > 20 GeV is required, while |Δ𝜙(𝜏1, 𝜏2) | > 1.0 and 𝐸miss

T > 20 GeV are
used to suppress the 𝑍+jets background. The 𝑍+jets and Higgs boson backgrounds are further reduced
using 𝑚(𝜏1, 𝜏2) > 120 GeV. Finally, other SM background contributions are suppressed by requiring
𝑚Tsum > 150 GeV and mT2 > 40 (30) GeV in 𝑇VR-OS-LM (𝑇VR-OS-HM).

The 𝑍+jets contribution is 16–21 % of the total background in all OS SRs and mainly arises from 𝑍 → 𝜏𝜏

decays. The multi-boson background accounts for 25–50 % of the total SM contribution in the SRs and
mainly arises from 𝑊𝑊 → 𝜏𝜈𝜏𝜈 and 𝑍𝑍 → 𝜏𝜏𝜈𝜈 events. The purity of real taus is typically above
96 %.

To validate the MC modelling and normalisation of the 𝑍+jets and multi-boson processes, four dedicated
VRs are defined: 𝑍VR-OS-LM (𝑀𝐵VR-OS-LM) is defined to validate 𝑍+jets (multi-boson) MC modelling
in the low mass SRs, while 𝑍VR-OS-HM (𝑀𝐵VR-OS-HM) is defined to validate the MC modelling in the
high mass SRs. At least two “medium” taus are required and to suppress top-quark backgrounds, events
containing 𝑏-jets are vetoed. A selection on 𝐸miss

T of 40 (70) GeV is required in 𝑍VR-OS-LM (𝑀𝐵VR-
OS-LM), and requirements on |Δ𝑅(𝜏1, 𝜏2) | < 1.0 (|Δ𝑅(𝜏1, 𝜏2) | < 1.2 and |Δ𝜙(𝜏1, 𝜏2) | < 1.0) are used to
suppress other SM backgrounds in 𝑍+jets (multi-boson) VRs. In the 𝑀𝐵VRs, 𝑚T,𝜏1 + 𝑚T,𝜏2 > 180 GeV
is also required to enrich the multi-boson contribution and suppress the 𝑍+jets events. Finally, the 𝑍VRs
and 𝑀𝐵VRs are separated by an 𝑚T2 requirement at 60 GeV to keep them orthogonal and further increase
their purity.

The purity of the selection in 𝑡𝑡 and 𝑍+jets events is in the range of 81–99 % in the respective validation
regions, and the purity of the selection in multi-boson events is 41–68 % in the 𝑀𝐵VRs. The signal
contamination in the above VRs is small due to the 𝑏-jet requirement in the top-quark VRs and the 𝑚(𝜏1, 𝜏2)
upper thresholds in the 𝑍+jets and multi-boson VRs.

In the SS final state, the multi-boson background is estimated from MC simulation and validated in
a dedicated VR (𝑀𝐵VR-SS). Events must have two isolated muons with OS, pass the single muon
trigger, and have no 𝑏-tagged jets to suppress top quark contribution. To enrich multi-boson production,
|Δ𝜙(𝜏, 𝐸miss

𝑇
) | < 1.75 and 𝐸miss

T > 100 GeV requirements are applied, resulting in a multi-boson purity of
73%.

The agreement between data and the SM prediction is shown in all validation and signal regions for the
intermediate stau channels in Figure 7 after the background-only fit to data has been applied, as described
in Section 10.

8 Intermediate 𝑾𝒉 channel

The search for the production of 𝜒̃±
1 𝜒̃

0
2 decaying via an intermediate𝑊 and ℎ boson, as shown in Figure 1(d),

is described in this section. The analysis targets the leptonic decay of the 𝑊 boson to an electron or muon,
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Figure 7: Comparison of the observed and expected event yields in all VRs and SRs after the background-only fit for
the signal regions targeting chargino/neutralino production and decay via intermediate staus. A few SUSY scenarios
are overlaid for illustration. The hatched band represents the combined statistical and systematic uncertainties of
the total SM background. The lower panel shows the significance of any difference between the data and total SM
background estimate yields.

and the decay of the Higgs boson to two OS taus. The event selection of the intermediate 𝑊ℎ channel is
described in Section 8.1 and the background estimations are described in Section 8.2.

8.1 Event selection

Events for the intermediate 𝑊ℎ channel must have at least two hadronically decaying taus with OS
and exactly one light lepton (𝑒 or 𝜇). The selected light lepton must pass the signal electron or muon
requirements described in Section 4 and also pass the unprescaled single electron or single muon trigger
with an offline threshold of 𝑝T > 27GeV. Two SRs are defined to cover low mass (SR-Wh-LM) and high
mass (SR-Wh-HM) 𝜒̃±

1 𝜒̃
0
2 production, with an overlapping selection, as shown in Table 6. The invariant

mass of the two taus, 𝑚(𝜏1, 𝜏2), is required to be compatible with the Higgs boson mass, while the 𝑏-jet
veto and |Δ𝑅(𝜏1, 𝜏2) | requirements suppress the top quark and fake 𝜏 backgrounds, respectively. High
𝑚T2, 𝑚T,ℓ and 𝑚T𝑠𝑢𝑚 requirements provide good discrimination between SUSY signal events and SM
background.

8.2 Background estimation

The SM backgrounds for a final state with two hadronically decaying taus from a Higgs boson decay and one
light lepton from a 𝑊-boson decay can be separated into two groups. The first group is composed of events
with a real light lepton and two real taus, and is dominated by multi-boson processes which are estimated
using MC simulation. The second group includes processes with one or two taus from misidentified jets.
Events with a single misidentified 𝜏 are dominated by events with a top quark, which is estimated using
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Table 6: Summary of selection requirements for the SRs of gaugino pair production decaying to an intermediate 𝑊ℎ

for low mass and high mass regions. The two SRs are not orthogonal.

SR-Wh-LM SR-Wh-HM
= 1 light lepton

≥ 2 “medium” 𝜏 (OS)
𝑏-jet veto

|Δ𝜙(𝜏1, 𝜏2) | < 3
- ΔR(𝜏1, 𝜏2) < 2.2

90 < 𝑚(𝜏1, 𝜏2) < 130 GeV 80 < 𝑚(𝜏1, 𝜏2) < 160 GeV
𝑚T2 > 100 GeV 𝑚T2 > 80 GeV

- 𝑚T,ℓ > 80 GeV
- 𝑚T𝑠𝑢𝑚 > 450 GeV

MC normalised to data in a dedicated CR. Events with two misidentified taus are mostly from 𝑊+jets
events and are estimated using a data-driven technique – the fake factor method. All other SM backgrounds
are estimated directly from MC simulation. Overall, the dominant background contributions in both SRs
are from top quark and multi-boson processes, and account for 89–90% of the total background.

8.2.1 Misidentified 𝝉 background estimation

The𝑊+jets process dominates the background with two misidentified taus, with less than 6–7 % contribution
from other processes. The fake factor method estimates all processes with two misidentified taus using a
control data sample (FFCR) with taus that fail the nominal 𝜏 identification requirement. This estimate is
obtained as the product of the number of FFCR events and the fake factor, which relates the number of
events with looser tau-lepton candidates to the number where tau leptons meet the nominal identification
criteria.

To compute the fake factor (FF), a looser set of criteria for the 𝜏 identification is used, providing a selection
orthogonal to the default 𝜏 selection – the control sample is referred to as the anti-𝜏 sample. The FF
value for each of the 𝜏 candidates is the ratio of the number of events with a 𝜏 passing the identification
requirements to the number passing the anti-𝜏 selection requirements. To estimate the two misidentified
𝜏 contributions, three control regions are defined using the identification criteria of the two highest-𝑝T
taus: one region where both candidates satisfy the anti-𝜏 criteria ("AA" region), one region where the first
candidate passes the “medium” identification criteria and the second candidate satisfies the anti-𝜏 criteria
("MA" region), and one region where both candidates pass the “medium” identification criteria ("MM"
region). In this case, the fake factor extrapolation to the SR is derived for the highest-𝑝T 𝜏 candidate first,
then the second highest-𝑝T 𝜏 candidate.

The estimation of the contribution from processes with two misidentified taus (𝑁fakes) can be written as the
product of the two fake factors (FFCR

𝜏𝑖
) and the number of events from the “AA” region (𝑁AA, fake bkg):

𝑁fakes = 𝑁AA, fakes × FFCR
𝜏1 × FFCR

𝜏2 , (1)

where the individual fake factors for the two taus are written as:

FFCR
𝜏1 =

𝑁data,AA − 𝑁≥1 truth 𝜏
MC,AA

𝑁data,MA − 𝑁≥1 truth 𝜏
MC,MA

(2)
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FFCR
𝜏2 =

𝑁data,MA − 𝑁≥1 truth 𝜏
MC,MA

𝑁data,MM − 𝑁≥1 truth 𝜏
MC,MM

. (3)

The contamination from events with at least one real 𝜏 (𝑁≥1 truth tau
MC ) is estimated from MC simulation and

subtracted when calculating the ratio.

The fake factors are calculated in a 𝑊-enriched control region (FFCR-Wh), which maximises available
statistics by loosening kinematic selection requirements and remains orthogonal to the SRs by inverting the
OS requirement, as summarised in Table 7.

Table 7: The definition of the fake factor control and validation regions, FFCR-Wh and FFVR-Wh, respectively.

FFCR-Wh FFVR-Wh

≥ 2 “very loose” 𝜏 (SS) ≥ 2 “medium” 𝜏 (OS)
=1 light lepton (𝑒 or 𝜇)

𝑏-jet veto
|Δ𝜙(𝜏1, 𝜏2) | < 3

𝑚(𝜏1, 𝜏2) > 20 GeV 40 < 𝑚(𝜏1, 𝜏2) < 160 GeV
𝑚T2 > 20 GeV 𝑚T2 > 30 GeV

The fake factor dependencies on the parameters of the 𝜏 candidates, such as the number of tracks, 𝑝T and
|𝜂 |, have been studied and are found to be minimal except for the number of tracks (1-prong or 3-prong
taus). The fake factors are measured in bins of 𝑝T and |𝜂 |, separately for 1-prong and 3-prong taus, with the
binning optimised based on the available statistics. The fake factor for the two highest-𝑝T taus is similar at
around 0.4 (0.1) for the 1-prong (3-prong) taus. The fake factor estimation is validated in a misidentified
𝜏 dominated VR (FFVR-Wh) with a selection similar to the SR-Wh-LM with loosened selections on
𝑚(𝜏1, 𝜏2) and 𝑚T2, as shown in Table 7. The kinematic distributions in FFVR-Wh are shown in Figure 8
and good agreement between data and SM prediction is observed.

8.2.2 Top quark background estimation

The top quark background is small in SR-Wh-HM and is accounted for in the estimation with the FF
method since it is dominated by two misidentified taus. However, in SR-Wh-LM the top quark background
is more important and is comprised mainly of 𝑡𝑡 events with one 𝑊-boson decay to an electron or muon,
and the other to a 𝜏 – the second 𝜏 typically originates from a misidentified jet. The top quark background
is estimated from MC and normalised to data using a top quark enriched control region (𝑇CR-Wh) and
validated in a top-quark VR (𝑇VR-Wh), as defined in Table 8. MC simulation shows the top quark
background composition is similar across the CR, VR and SR. The selection for the control and validation
region are similar to the SR selection, but with one or two 𝑏-jets required to be orthogonal to the SR. To
increase the statistics, the OS requirement is removed and the 𝑚(𝜏1, 𝜏2) requirement is also loosened, and
to improve the purity of the top quark background, high 𝑚T𝑠𝑢𝑚 is required. The top quark background
purity is between 73–81% in the CR and VR.

23



1−10

1

10

210

310

410

E
ve

nt
s 

/ 1
0 

G
eV Data SM Total

τMis-ID Multi-boson
Top quark Z+jets
Higgs W+jets

) = (225, 75) GeV0

1
χ∼, 0

2
χ∼/±

1
χ∼m(

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

FFVR-Wh, post-fit

20 40 60 80 100 120 140 160 180
 [GeV]τ

T
p

0
0.5

1
1.5

2

D
at

a 
/ S

M

(a)

1−10

1

10

210

310

410

E
ve

nt
s 

/ 1
0 

G
eV Data SM Total

τMis-ID Multi-boson
Top quark Z+jets
Higgs W+jets

) = (225, 75) GeV0

1
χ∼, 0

2
χ∼/±

1
χ∼m(

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

FFVR-Wh, post-fit

40 60 80 100 120 140 160 180
 [GeV]T2m

0
0.5

1
1.5

2

D
at

a 
/ S

M
(b)

Figure 8: The post-fit distributions of (a) the highest-𝑝T 𝜏 transverse momentum 𝑝𝜏
T and (b) 𝑚T2 variables in

FFVR-Wh. The misidentified contribution with at least two misidentified taus (Mis-ID 𝜏) is estimated from data
using the fake factor method. A few SUSY scenarios are overlaid for illustration. The hatched bands represent the
combined statistical and systematic uncertainties of the total SM background. The lower panels show the ratio of
data to the total SM background estimate.

Table 8: The definition of the top quark and multi-boson control and validation regions for the intermediate 𝑊ℎ

channel.

Process Top Multi-boson

Region 𝑇CR-Wh 𝑇VR-Wh 𝑀𝐵VR-Wh

OS/SS OS
𝑁 “medium” 𝜏 ≥ 2

𝑁 𝑒/𝜇 = 1 𝑒/𝜇
Trigger single 𝑒/𝜇

|Δ𝜙(𝜏1, 𝜏2) | < 3

𝑁 𝑏-jets ∈ [1, 2] = 0
𝑝𝑇𝜏2 [GeV] - > 30
𝑚T,𝑙 [GeV] - > 70

𝑚(𝜏1, 𝜏2) [GeV] ∈ (40, 160] ∈ (40, 70]
𝑚T𝑠𝑢𝑚 [GeV] > 250 -
𝑚T2 [GeV] ∈ (20, 80] > 80 < 80
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8.2.3 Multi-boson background estimation

Multi-boson production is the dominant SM contribution in both intermediate 𝑊ℎ SRs. The main
contribution is 𝑊𝑍 production with both bosons decaying leptonically, giving one light lepton and two real
taus in both SRs. Smaller contributions in SR-Wh-LM stem from 𝑍𝑍 or 𝑊𝑊 production decaying to one
light lepton, one real 𝜏, and one misidentified 𝜏.

The multi-boson background is estimated from MC simulation and validated in a multi-boson enriched
region, 𝑀𝐵VR-Wh, defined in Table 8. Compared to the SRs, the selection on the invariant mass of the
taus is lowered and an upper threshold on 𝑚T2 of 80 GeV is required. The multi-boson purity is found to be
61% in 𝑀𝐵VR-Wh. The agreement between data and the SM prediction is shown in the validation and
signal regions for the intermediate 𝑊ℎ channels in Figure 9.
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Figure 9: Comparison of the observed and expected event yields in the 𝑇VRs and 𝑀𝐵VRs as well as two SRs after the
background-only fit. A few SUSY scenarios are overlaid for illustration. The hatched band represents the combined
statistical and systematic uncertainties of the total SM background. The lower panel shows the significance of any
difference between the data and total SM background estimate yields.

9 Systematic uncertainties

Systematic uncertainties have an impact on the background and signal estimates in the control and signal
regions. Uncertainties arising from experimental effects and theoretical sources are considered. The
main sources of experimental systematic uncertainty in the SM background estimates include 𝜏 and
jet-energy calibrations and resolution, 𝜏 identification, systematic effects due to the presence of pile-up
events, and uncertainties related to the modelling of 𝐸miss

T in the simulation. The uncertainties in the
energy and momentum scale of each of the objects entering the 𝐸miss

T calculation are estimated, as well
as the uncertainties in the soft-term resolution and scale [85]. A variation in the pile-up reweighting of
the MC simulated event samples is included to cover the uncertainty in the ratio of the predicted and
measured inelastic cross-section [86]. The uncertainty on the combined 2015–2018 integrated luminosity
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was measured to be 1.7% [87], obtained using the LUCID-2 detector [88] for the primary luminosity
measurements.

Theoretical uncertainties affecting the main irreducible backgrounds 𝑊+jets, 𝑍+jets, top quark processes,
and dibosons, are estimated by varying the generator parameters: renormalisation and factorisation scale
as well as PDF uncertainties following the PDF4LHC recommendations [89]. Uncertainties due to the
choice of renormalisation and factorisation scales are included by varying the scales from their nominal
values by a factor of two or one half – the two scale variations are taken as uncorrelated and the additional
coherent up/down variation of the two scales is also considered. Additionally, cross-section uncertainties
are assigned to be included in the normalisation of the signal and the background processes taken directly
from MC simulation.

Several sources of uncertainty are considered for the ABCD method used to determine the multi-jet
background estimation for direct stau production and the intermediate stau channel, they include: the
correlation between the 𝜏 identification and the kinematic variables 𝑚T2, the limited number of events in
the CRs, and the subtraction of other SM backgrounds. The systematic uncertainty in the correlation is
estimated by comparing the transfer factor from CR-B to CR-C to that of VR-E to VR-F. The systematic
uncertainty in the non-multi-jet background subtraction in the control regions is estimated by considering
the total uncertainties of the MC estimates of the non-multi-jet background in the CRs. The systematic
uncertainty due to the limited number of events in the control regions is estimated by taking the statistical
uncertainty of the event yields in these control regions.

Sources of uncertainty are considered for the fake factor method used to determine the misidentified
background with at least two misidentified taus in the intermediate 𝑊ℎ channel. The fake factor values are
varied up and down by their statistical uncertainties and the difference is used as a source of uncertainty. A
further 30% systematic uncertainty on the subtracted MC processes is used as a conservative estimation
on the systematic uncertainty from MC subtractions in the FFCR-Wh. The difference in the quark/gluon
contributions in the fake factor control regions and signal regions was studied and found to be negligible
compared to the uncertainties placed on the overall normalisation and statistical contributions. The
systematic uncertainties and their impact on each SR is summarised in Figure 10.

The dominant contribution of systematic uncertainties in all scenarios are mainly from the statistics of
the MC samples, the normalisation uncertainties of the multi-jet background, the 𝜏 identification and
the energy scale, jet energy scale and resolution. In the intermediate stau channel, uncertainties on the
multi-jet estimation are also important. In the direct stau and intermediate 𝑊ℎ channels, multi-boson
theory uncertainties represent a major contribution to the systematics.

10 Results

The observed number of events in the CRs and SRs are used in a combined profile likelihood fit to determine
the expected SM background yields. The statistical interpretation of the results is performed using the
profile likelihood method implemented in the HistFitter framework [90]. Systematic uncertainties are
included as nuisance parameters in the likelihood fits and are assumed to follow a Gaussian distribution
with a width determined from the size of the uncertainty. Correlations of systematic uncertainties between
control and signal regions, and between background processes are taken into account with common nuisance
parameters. The fit parameters are determined by maximising the product of the Poisson probability
functions and the constraints for the nuisance parameters.
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Figure 10: Summary of the total uncertainty on the predictions of the background event yields of each SR in the
three search channels. The dominant systematic contributions are indicated by individual dashed lines. The total
uncertainty in each SR is denoted by the solid black line.

To constrain the SM backgrounds normalised to data in CRs, the background-only fit is used. This uses
the observed yields in the CRs with the expected SM contributions (other than multi-jet) in the CRs and
SRs, as well as the corresponding background transfer factors. The free parameters in the fit are the
normalisations of the SM processes and no BSM signal is assumed. To estimate the SM background in the
SRs, the observed data in the SRs is also included and a combined fit is performed, taking into account any
correlations between CRs and SRs, as well as between background processes. To assess the possibility of
the presence of BSM events in signal regions, the model-independent fit is used. This uses the observed
yields in both the CRs and SRs with the SM background estimates to test whether any BSM events could
be present in the SR. The significance of a possible excess of observed events over the SM prediction is
quantified by the one-sided probability, 𝑝(signal = 0) denoted by 𝑝0, of the background alone to fluctuate
to the observed number of events or higher using the asymptotic formula described in Ref. [91]. The
upper limit on the visible cross-section of BSM events in a SR, 𝜎95

vis, is also calculated, which includes the
acceptance and efficiency effect of any BSM signal possibly present. Finally, to assess the compatibility
of the signal scenarios with the data observation, the model-dependent fit is used, which accounts for
the SUSY signal in all CRs and SRs scaled by a floating signal normalisation factor. The background
normalisation factors are also determined simultaneously in the fit. A SUSY scenario is rejected if the
upper limit at 95 % confidence level (CL) of the signal normalisation factor obtained in this fit is smaller
than the predicted cross-section of the scenario [92].

10.1 Direct stau production analysis

The expected and observed numbers of events in the direct stau signal regions are shown in Table 9, where
the observations are consistent with the SM expectations. All the SR-BDT strongly overlap and show a
common deficit of significance 0.7 − 1.3𝜎. For example, the single event in data selected by SR-BDT4 is
also selected by the other three SR-BDT, while the four events in SR-BDT2 are also selected by SR-BDT3.
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The 𝑊+jets, 𝑍+jets, and top quark backgrounds are normalised to data in their respective control regions,
obtaining normalisation factors of 0.93 ± 0.11, 0.91 ± 0.07, and 0.85 ± 0.05, respectively, as shown in
Table 10.

Table 9: Observed and expected numbers of events after the background-only fit in the signal regions targeting direct
stau production. The uncertainties correspond to the sum of statistical and systematic uncertainties. The correlation
of systematic uncertainties among control regions and among background processes is taken into account. The
one-sided 𝑝0-value, and the observed and expected 95 % CL upper limits on the visible non-SM cross-section (𝜎95

vis)
from the model-independent fit are given for the unbinned SRs. Values of 𝑝0 > 0.5 are truncated to 𝑝0 = 0.5

SM process SR-BDT1 SR-BDT1_bin0 SR-BDT1_bin1 SR-BDT2 SR-BDT2_bin0 SR-BDT2_bin1

Multi-boson 6.6 ± 2.9 3.3 ± 1.7 3.3 ± 1.7 4.1 ± 1.9 1.7 ± 1.0 2.3 ± 1.1
𝑊+jets 23 ± 9 12 ± 6 11 ± 4 1.6+1.7

−1.6 1.5+1.6
−1.5 0.1+0.1

−0.1
Top quark 7.8 ± 2.5 3.3 ± 1.6 4.5 ± 1.9 2.1 ± 1.2 1.0 ± 1.0 1.0 ± 0.7
𝑍+jets 7 ± 6 4 ± 4 2.8 ± 2.3 2.0 ± 1.1 1.6 ± 0.9 0.4 ± 0.2
Higgs 0.01 ± 0.01 0.0+0.0

−0.0 0.0+0.0
−0.0 0.02+0.12

−0.02 0.0+0.1
−0.0 0.0 ± 0.0

Multi-jet 4.6 ± 1.2 2.2 ± 0.8 2.4 ± 0.7 0.02 ± 0.00 0.0 ± 0.0 0.0 ± 0.0

SM total 49 ± 15 25 ± 10 24 ± 8 10 ± 4 5.9 ± 3.1 3.9 ± 1.5

Observed 36 22 14 4 3 1

𝑚(𝜏, 𝜒̃0
1 ) = (80, 1) GeV 40.3 ± 1.4 13.6 ± 0.8 26.7 ± 1.1 4.2 ± 0.4 3.4 ± 0.4 0.75 ± 0.19

𝑚(𝜏, 𝜒̃0
1 ) = (400, 1) GeV 4.59 ± 0.08 1.21 ± 0.04 3.38 ± 0.07 9.46 ± 0.12 2.08 ± 0.05 7.38 ± 0.10

𝑝0 0.5 - - 0.5 - -
Expected 𝜎95

vis [fb] 0.21 - - 0.06 - -
Observed 𝜎95

vis [fb] 0.17 - - 0.04 - -

SM process SR-BDT3 SR-BDT3_bin0 SR-BDT3_bin1 SR-BDT4

Multi-boson 4.5 ± 2.1 2.0 ± 1.1 2.5 ± 1.3 1.8 ± 0.9
𝑊+jets 2.3+3.2

−2.3 1.8+3.2
−1.8 0.5 ± 0.5 0.01+0.68

−0.01
Top quark 3.7 ± 1.5 2.7 ± 1.3 1.0 ± 0.9 0.16+0.19

−0.16
𝑍+jets 6.1 ± 3.5 1.9+2.7

−1.9 4.1 ± 2.2 0.25+0.92
−0.25

Higgs 0.12 ± 0.09 0.1 ± 0.1 0.0+0.0
−0.0 0.01 ± 0.00

Multi-jet 0.02 ± 0.01 0.0 ± 0.0 0.0 ± 0.0 0.20 ± 0.07

SM total 17 ± 6 9 ± 5 8.2 ± 3.3 2.4 ± 1.4

Observed 7 6 1 1

𝑚(𝜏, 𝜒̃0
1 ) = (80, 1) GeV 10.8 ± 0.7 8.6 ± 0.7 2.19 ± 0.30 0.13 ± 0.07

𝑚(𝜏, 𝜒̃0
1 ) = (400, 1) GeV 9.39 ± 0.12 3.69 ± 0.07 5.70 ± 0.09 7.31 ± 0.10

𝑝0 0.5 - - 0.5
Expected 𝜎95

vis [fb] 0.08 - - 0.03
Observed 𝜎95

vis [fb] 0.05 - - 0.03

The model-dependent fits using the results from the signal and control regions are used to place
exclusion limits at 95% CL on direct stau production. SR-BDT4 has a low predicted yield, so 10,000
pseudoexperiments are used to calculate the exclusion limits. Since the four main SR-BDT overlap, the SR
with the lowest expected CLs value for each signal scenario is used to set the limit, statistically combining
the two bins each within SR-BDT1, SR-BDT2, and SR-BDT3 as two distinct regions. The exclusion limits
for mass-degenerate 𝜏𝐿,𝑅 production are shown in Figure 11(a), where stau masses up to 480 GeV are
excluded for massless 𝜒̃0

1 . The limits are improved with respect to previous results, particularly towards
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Table 10: Normalisation factors from the background-only fit in each scenario for the direct stau, intermediate stau,
and intermediate 𝑊ℎ channels. The normalisation factors include corrections to the misidentified 𝜏 efficiency in
addition to the cross-section and acceptance effects.

Channel Direct stau Intermediate stau Intermediate 𝑊ℎ

Normalisation factor 𝜏𝜏 C1C1 C1N2OS C1N2SS C1N2Wh

𝜇𝑊+jets 0.93 ± 0.11 0.98 ± 0.12 0.98 ± 0.12 1.04 ± 0.09 -

𝜇𝑍+jets 0.91 ± 0.07 - - - -

𝜇Top 0.85 ± 0.05 - - 0.71 ± 0.11 1.00 ± 0.14

𝜇Multi-jet - 1.0 ± 0.4 1.00 ± 0.29 1.00 ± 0.04 -

smaller 𝜏-𝜒̃0
1 mass splittings, as well as at higher 𝜏 masses. The observed limits are stronger than the

expected limit due to the small observed deficit. The bump in the observed limit around stau masses of
350 GeV is due to a transition from one SR-BDT to another being used to set the limit.

The exclusion limits for 𝜏𝐿 and 𝜏𝑅 production separately are shown in Figure 11(b) and Figure 11(c),
respectively. Similar improvements are seen in the sensitivity to 𝜏𝐿 production as for the mass-degenerate
case, with stau masses excluded up to 410 GeV. Sensitivity to 𝜏𝑅 production is obtained for the first time at
the LHC, with masses excluded up to 330 GeV.

10.2 Intermediate stau analysis

The observed number of events in each SR and the expected contributions from SM processes are given in
Table 11. The contributions of multi-jet, 𝑊+jets and top quark events are scaled with the normalisation
factors obtained from the background-only fit. The multi-jet normalisation with respect to the prediction
from the ABCD method in all SRs is compatible with unity and has an uncertainty of 29–40 % (4 %), due
to the small number of observed events in the multi-jet CR-A in C1C1 and C1N2OS (C1N2SS) scenarios.
The 𝑊+jets normalisation factor is measured to be 0.98 ± 0.12 (1.04 ± 0.09) in C1C1 and C1N2OS
(C1N2SS) scenarios and the top quark background normalisation factor is found to be 0.71 ± 0.11 in the
C1N2SS scenario. The normalisation factors are summarised in Table 10. In all SRs, observations and
background predictions are found to be compatible within uncertainties. The one-sided 𝑝0-values, and the
observed and expected 95 % CL upper limits on the visible non-SM cross-section (𝜎95

vis) are shown. The
accuracy of the limits obtained from the asymptotic formula was tested for all SRs by randomly generating
a large number of pseudo-datasets and repeating the fit.

In the absence of a significant excess over the expected SM background, the observed and expected numbers
of events in the signal regions are used to place exclusion limits at 95 % CL using the model-dependent
fit. SR-C1C1-LM and SR-C1C1-HM are statistically combined to derive limits on 𝜒̃+

1 𝜒̃
−
1 production, and

SR-C1N2OS-LM, SR-C1N2OS-HM, SR-C1N2SS-LM and SR-C1N2SS-HM are combined to derive limits
for the production of 𝜒̃+

1 𝜒̃
−
1 and 𝜒̃±

1 𝜒̃
0
2 . The exclusion limits for simplified models are shown in Figure 12.

Only 𝜒̃+
1 𝜒̃

−
1 production is assumed for Figure 12 (a), whereas both production processes are considered

simultaneously for the Figure 12 (b) and (c). The C1N2SS channel contributes significantly to the
combination in the lower mass regions where this channel does not contain significant SM backgrounds.

Chargino masses up to 970 GeV are excluded for decays to a massless neutralino in the direct production
of chargino pairs. For production of chargino pairs of mass-degenerate charginos and next-to-lightest
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Figure 11: The 95% CL exclusion contours for simplified models of (a) 𝜏𝐿,𝑅𝜏𝐿,𝑅 production, (b) 𝜏𝐿𝜏𝐿 production,
and (c) 𝜏𝑅𝜏𝑅 production. The solid (dashed) lines show the observed (expected) exclusion contours. The band around
the expected limit shows the ±1𝜎 variations, including all uncertainties except theoretical uncertainties in the signal
cross-section. The expected exclusion contour from the previous ATLAS result in Ref. [15] is shown as a grey filled
contour in (a) and (b).

neutralinos, chargino masses up to 1160 GeV are excluded for a massless neutralino. Both limits apply to
scenarios where the neutralinos and charginos decay solely via intermediate staus and 𝜏 sneutrinos. These
limits significantly extend previous results [14, 17] in the high 𝜒̃±

1 /𝜒̃0
2 mass region. The improvement at

compressed and low 𝜒̃±
1 /𝜒̃0

2 masses is mainly driven by the C1N2SS analysis contribution.

10.3 Intermediate 𝑾𝒉 analysis

The observed number of events in the two SRs and the expected contributions from SM processes are
given in Table 12. The contribution of top quark background events is scaled with the normalisation factor
obtained from the background-only fit. The top quark background normalisation factor is fitted to be 1.00
± 0.14. In all SRs, the observed number of events from data and the background predictions are found to
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Table 11: Observed and expected numbers of events for the background-only fit in the signal regions targeting
chargino/neutralino production and decay via intermediate staus. Expected event yields for a few SUSY reference
points are also shown. The uncertainties correspond to the sum in quadrature of statistical and systematic uncertainties.
The correlation of systematic uncertainties among control regions and among background processes is taken into
account. The one-sided 𝑝0-values, and the observed and expected 95 % CL upper limits on the visible non-SM
cross-section (𝜎95

vis) from the model-independent fit are given.

SM process SR-C1C1-LM SR-C1C1-HM SR-C1N2OS-LM SR-C1N2OS-HM

Multi-boson 1.6 ± 0.6 2.2 ± 1.6 3.2 ± 1.2 2.4 ± 1.6
𝑊+jets 0.4 ± 0.4 0.29+0.35

−0.29 0.6+2.2
−0.6 0.29+0.35

−0.29
Top quark 1.0 ± 0.5 0.36 ± 0.13 1.1+1.2

−1.1 0.36 ± 0.14
𝑍+jets 1.4+1.5

−1.4 0.78 ± 0.34 2.5 ± 1.7 0.9 ± 0.4
Higgs 0.27 ± 0.06 0.01+0.13

−0.01 0.40 ± 0.22 0.73 ± 0.23
Multi-jet 1.5 ± 0.5 0.37 ± 0.21 4.5 ± 1.0 0.31 ± 0.17

SM total 6.2 ± 2.0 4.0 ± 1.8 12.2 ± 4.8 5.0 ± 2.0

Observed 1 4 14 4

𝑚( 𝜒̃±1 , 𝜒̃
0
1 ) = (700, 400) GeV 3.0 ± 0.6 7.8 ± 1.6 4.7 ± 1.0 14.1 ± 2.8

𝑚( 𝜒̃±1 /𝜒̃
0
2 , 𝜒̃

0
1 ) = (1100, 0) GeV 0.20 ± 0.05 3.1 ± 0.6 0.39 ± 0.11 4.6 ± 1.0

𝑝0 0.5 0.5 0.4 0.5
Expected 𝜎95

vis [fb] 0.04 0.05 0.10 0.05
Observed 𝜎95

vis [fb] 0.02 0.05 0.10 0.05

SM process SR-C1N2SS-LM SR-C1N2SS-HM

Multi-boson 0.47 ± 0.20 0.8 ± 0.4
𝑊+jets 0.33 ± 0.25 0.10 ± 0.05
Top quark 0.01+0.02

−0.01 0.59 ± 0.20
𝑍+jets 0.20 ± 0.15 0.6+0.8

−0.6
Higgs 0.00+0.01

−0.00 0.02 ± 0.01
Multi-jet 0.9 ± 0.5 0.00 ± 0.00

SM total 2.0 ± 0.7 2.1 ± 1.1

Observed 2 3

𝑚( 𝜒̃±1 /𝜒̃
0
2 , 𝜒̃

0
1 ) = (157, 92) GeV 4.6 ± 1.3 0.00 ± 0.00

𝑝0 0.4 0.3
Expected 𝜎95

vis [fb] 0.03 0.04
Observed 𝜎95

vis [fb] 0.03 0.04

be compatible within uncertainties. The one-sided 𝑝0-values, the observed and expected 95 % CL upper
limits on the visible non-SM cross-section (𝜎95

vis) are shown.

Since no significant excess over the expected SM background is observed, the observed and expected
number of events in the SRs are used to place exclusion limits at 95 % CL using the model-dependent fit.
The best expected limits for SR-Wh-LM and SR-Wh-HM are used to derive limits on 𝜒̃±

1 𝜒̃
0
2 production

decaying via an intermediate 𝑊ℎ, and are shown in Figure 13. Gaugino masses up to 330 GeV are excluded
for a massless lightest neutralino.
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Figure 12: The 95 % CL exclusion contours for simplified models of (a) 𝜒̃+
1 𝜒̃

−
1 production, and of (b-c) 𝜒̃+

1 𝜒̃
−
1 and

𝜒̃±
1 𝜒̃

0
2 production. The solid (dashed) lines show the observed (expected) exclusion contours. The band around the

expected limit shows the ±1𝜎 variations, including all uncertainties except theoretical uncertainties in the signal
cross-section. The green curves are from the contribution of C1N2SS scenario, while the blue curves are from the
contribution of C1C1 and C1N2OS scenarios, and the red curves are the combination of the channels. The grey solid
area in (c) shows the forbidden area where 𝑚( 𝜒̃0

1) > 𝑚( 𝜒̃0
2).
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Table 12: Observed and expected numbers of events for the background-only fit in the signal regions targeting
chargino-neutralino production and decay via 𝑊ℎ. Expected event yields for a few SUSY reference points are
also shown. The uncertainties correspond to the sum in quadrature of statistical and systematic uncertainties. The
correlation of systematic uncertainties among control regions and among background processes is fully taken into
account. The one-sided 𝑝0-values, and the observed and expected 95 % CL upper limits on the visible non-SM
cross-section (𝜎95

vis) from the model-independent fit are given.

SM process SR-Wh-LM SR-Wh-HM

Multi-boson 1.85 ± 0.5 1.1 ± 0.4
Misidentified processes 1.4 ± 0.6 0.06 ± 0.03
Top quark 1.9 ± 0.6 0.04+0.06

−0.04
𝑍+jets 0.05 ± 0.02 0.03 ± 0.01
Higgs 0.13+0.99

−0.13 0.06 ± 0.02

SM total 5.3 ± 1.4 1.3 ± 0.4

Observed 4 2

𝑚( 𝜒̃±1 /𝜒̃
0
2 , 𝜒̃

0
1 ) = (225, 75) GeV 5.8 ± 1.5 3.3 ± 0.9

𝑝0 0.5 0.3
Expected 𝜎95

vis [fb] 0.05 0.03
Observed 𝜎95

vis [fb] 0.04 0.03
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Figure 13: The 95 % CL exclusion contours for simplified models of 𝜒̃±
1 𝜒̃

0
2 production decaying via an intermediate

𝑊ℎ. The solid (dashed) lines show the observed (expected) exclusion contours. The band around the expected limit
shows the ±1𝜎 variations, including all uncertainties except theoretical uncertainties in the signal cross-section. The
best expected limits for SR-Wh-LM and SR-Wh-HM are used.
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11 Conclusion

Searches for direct stau production, direct gaugino pair production decaying via an intermediate stau or
𝑊ℎ with at least two hadronically decaying taus in the final state have been presented. The searches use
139 fb−1 of integrated luminosity of 𝑝𝑝 collisions at

√
𝑠 = 13 TeV collected by the ATLAS detector from

2015 to 2018. Agreement between data and SM expectation is observed in all signal regions and the results
are used to set limits on the visible cross-section for events beyond the Standard Model. Exclusion limits at
95% CL are also placed on simplified models of direct stau production, excluding mass-degenerate 𝜏𝐿,𝑅 up
to 480 GeV, 𝜏𝐿 up to 410 GeV, and 𝜏𝑅 up to 330 GeV. The sensitivity to 𝜏𝑅𝜏𝑅 production obtained here is
the first from the LHC, achieved through the use of a BDT for improved signal-background separation.

In the scenario of direct production of wino-like chargino pairs decaying into the lightest neutralino via an
intermediate on-shell stau, exclusion limits are placed for chargino masses up to 970 GeV for a massless
lightest neutralino. In the case of associated production of pairs of charginos and pairs of degenerate
charginos and next-to-lightest neutralinos, masses up to 1160 GeV are excluded for a massless lightest
neutralino. These limits improve upon previous results by 340-400 GeV, mainly due to an increased amount
of integrated luminosity and improvements in the recurrent neural network 𝜏 identification. The sensitivity
for more compressed mass scenarios is also improved by the addition of the same-sign 𝜏 channel and the
use of BDTs for stau production. For pairs of degenerate charginos and next-to-lightest neutralinos via 𝑊ℎ

decay production, gaugino masses up to 330 GeV are excluded for a massless lightest neutralino. Gaugino
masses up to 330 GeV are excluded for production of a lightest chargino and a next-to-lightest neutralino,
both decaying via 𝑊ℎ, assuming the 𝜒̃±

1 and 𝜒̃0
2 have equal masses and the lightest neutralino is massless.
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Figure 14: The post-fit BDT score distributions for the direct stau channel, showing the scores for (a) BDT1, (b)
BDT2, (c) BDT3, and (d) BDT4, before the selections on the BDT scores are made. The black arrow depicts the BDT
score selection for the SR-BDT. A few example SUSY scenarios targeted by each BDT are overlaid for illustration.
The hashed bands represent the combined statistical and systematic uncertainties of the total SM background. The
lower panels show the ratio of data to the total SM background estimate.
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