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Abstract

New solar neutrino measurements with the Super-Kamiokande detector are reported. The main
motivation of this thesis is to observe the spectrum distortion of solar neutrinos caused by the
matter effect of neutrino oscillation in the Sun (MSW effect).

The data for this thesis were taken between August 2006 and August 2008, during the third
phase of Super-Kamiokande (SK-III). Two neutrino samples are used in this thesis. The first
one with total electron energy between 6.5 and 20MeV has a total livetime of 547.9 days. The
second, with total electron energy between 4.5 and 6.5MeV has a total livetime of 298.2 days
after rejecting high background periods caused by radioactive impurities accidentally injected
into the detector.

With improved detector calibrations, a full detector simulation, and analysis methods, the
systematic uncertainty on the total neutrino flux is estimated to be £2.3%, which is about
two thirds of the systematic uncertainty in the first phase of Super-Kamiokande (SK-I). The
observed ®B solar flux in the 5.0 to 20MeV electron energy region is 2.284 0.04 (stat.) + 0.05
(sys.) x10%cm™2sec™!, in agreement with previous measurements. The day-night asymmetry
is measured to be Apy = —0.057 £ 0.031(stat.)£0.013(sys.). In the 4.5-5.0 MeV region, the
observed flux is 2.14458:2161 (stat) x10%cm~2sec™! and is consistent with the flux in the 5.0-20MeV
region.

A global oscillation analysis is carried out using SK-I, II, and III, and is combined with the
results of other solar neutrino experiments. The best-fit oscillation parameters are obtained with
the world’s best accuracy as sin2 010 = 0.29Jj8:8%1l and Am%Q = 6.033%% x 10~°eV2. Combined
with KamLAND result, the best-fit oscillation parameters are found to be sin? 15 = 0.304f8:8%

and Am?, = 7.59f8:§§ % 107%eV2. This parameter region corresponds to a 8B flux of 5.08J_r8:(1]g X

10%cm2sec™!.

The x? value of spectrum fit with the solar plus KamLAND best-fit prediction is 26.7/20d.0.f.
which is slightly better than 27.7/20d.o.f. with a flat shape. Although, this result is not
statistically significant, it is estimated that the improved calibration and analysis methods will
give a sensitivity of 3o level discovery of the spectrum distortion within a few years, together

with re-analysis of the SK-I data.
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Chapter 1

Introduction

The Sun is the source of life, the source of neutrinos. The number of solar neutrinos passing
through our body is 6.6 x 10'° per cm? per sec. Since the beginning of 1960s, many experiments
have succsessfully observed the neutrino signal from the Sun.

Until 1990s, all the results reported from the solar neutrino experiments showed that the
observed solar neutrino flux was significantly smaller than the flux calculated by the Standard
Solar Model (SSM). This conflict between experiments and the SSM was called ”solar neutrino
problem”. In 2001, the high statistical measurement done by Super-Kamiokande in Japan, which
is a water Cherenkov detector with the fiducial volume of 22.5kton, together with SNO exper-
iment in Canada, which can measure the all types of active neutrinos from the Sun, answered
that the solar neutrino problem can be understood by considering the effect of the neutrino
oscillation.

The neutrino oscillation was at first studied by Z.Maki, M.Nakagawa, S.Sakata, V.Gribov
and B.Pontecorvo [1]. Their main subject at that time was the neutrino oscillation in vacuum.
As Wolfenstein, Mikheyev and Smirnov discussed the neutrino oscillation in matter [2, 3], it
was found that the adiabatic transition of neutrinos can occur under some special conditions in
matter, such as the Sun and the Earth. This is call 'MSW effect’. By taking into account the
MSW effect, the results of all the solar neutrino observations are consistent with the prediction
of SSM, and the experimental uncertainties of the solar neutrino flux (8B neturino) has been
reaching the size of theoretical uncertainty. However, the direct confirmation of the MSW effect
has not been done.

From this standpoint, this thesis is focused on the direct direct verification of the MSW
effect in the Sun. This is done by a precise measurement of energy spectrum of 8B neturinos.
Since the oscillation probability of electron neutrinos has energy dependence due to the MSW
effect, the spectrum is expected to be distorted from the original shape of ®B neturinos.

In this thesis, the results of solar neutrino analysis using Super-Kamiokande detector are
reported after the 547.9 days of observation from August 2006 to August 2008 (SK-III). In
Chapter 2, introductions of SSM, the neutrino oscillation, and the solar neutrino experiments
are presented. The strategies to observe the energy spectrum is also explained in Chapter 2. In
Chapter 3, an overview of Super-Kamiokande experiment is given. From Chapter 4 to 9, the
method of solar neutrino data analysis in SK-III is explained. The results of data analysis and
oscillation analysis with Super-Kamiokande are presented in Chapter 10 and 11. Finally, the
discussion and the conclusion is given in Chapter 12.



Chapter 2

Physics Background

In this chapter, an overview of solar models, the neutrino oscillation and solar neutrino
experiments are shown. In Section 2.1, the introduction of Standard Solar Model will be given,
and current problems of the theory will be shown. After a brief explanation of 8B neutrino
spectrum in Section 2.2, a short discussion of neutrino oscillation will be given in Section 2.3.
Results of all solar neutrino experiments are summarized in Section 2.4. The main motivation
and strategies of this thesis is explained in the last section.

2.1 Solar neutrino and the Standard Solar Model

How does the Sun shine? (J.N.Bahcall) This is the first question in his book ”Neutrino
Astrophysics” [4]. To answer this quite astronomical question, we had to wait until the theory
of relativity and the quantum mechanics come out. It was in 1939 that Hans Bethe first discussed
that the nuclear fusion is the source of the energy produced in a star including the Sun[6].

2.1.1 Nuclear reactions in the Sun

The nuclear fusion reaction can be written as:
4p — a + 2et + 20, (2.1)

This reaction releases an energy of 26.7 MeV. Equation 2.1 is a form of a net reaction which pro-
ceeds via two different reaction systems; proton-proton chain (pp chain) and Carbon-Nitrogen-
Oxygen cycle (CNO cycle) which are shown in Figure 2.1 and 2.2. Here, neutrinos are generated
by the following reactions;

In pp chain:
p+p— *Htet +u (pp) (2.2)
pte +p— *H+r (pep) (2:3)
Be+e — "Lit+ v, ("Be) (2.4)
B — ®Be* et 41, (*B) (2.5)
SHe4+p — a+em + 1, (hep) (2.6)
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Figure 2.1: The pp-chain reactions

In CNO cycle

BN — BC+et 41, (2.7)
5o — BN+4et 4+,

Tp "0+ et 41,

The CNO sycle is predicted to contribute about 2% to the total solar luminosity, and other
98% contribution is due to pp chain [5].

2.1.2 Overview of the Standard Solar Model

The Standard Solar Model (SSM) predicts the solar neutrino flux which has been developed
by J.N.Bahcall, who took over Bethe’s calculation. Some of the input parameters of SSM are
nuclear reaction cross section, the solar luminosity, the solar age, elemental abundances, radiative
opacities. There are recent solar models which are not based on SSMs. One of them is provided
by Turck-Chieze et al. [7]. Their calculation is based on the standard theory of stellar evolution
which is tuned especially for the Sun using seismic measurement (called the seismic model).
The seismic model predicts the neutrino fluxes which agree with the SSM prediction within
their uncertainty ~ 10%. In this thesis, the BP04 SSM [8] is used to calculate the solar neutrino
flux. Figure 2.3 shows the expected energy spectrum of solar neutrinos. Our results will be also
compared to BP05(OP) and BP05(AGS,0OP) [9] to see our sensitivity to the different SSMs. To
understand difference of the SSMs, some key aspects for the SSM are explained in remaining
part of this section. Then, in the next section, a current problem of SSM will be explained.

S-factor (Cross section factor)
The energy dependence on the nuclear fusion cross section is defined by a conventional
form [4]:

o(E) = S(;?) exp(—27mn) (2.10)
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where )

e
hv
FE is the total energy of the interaction, Z1, Zs are the atomic numbers of interacting par-
ticles, and v is the relative velocity of the incoming particle. 1/F is called the geometrical
factor which is proportional to the the De Broglie wavelength squared ( mA? oc 1/E ). The
exp(—2mn) is the probability factor of tunnelling through a Coulomb potential barrier is
called Gamow penetration factor. The function S(FE) carries a pure intrinsic property of
the nuclear interaction which varies smoothly in the absence of resonances. The value of
S(FE) at zero energy is known as the cross section factor, Sy , which is measured experi-
mentally. The 8B neutrino flux ¢(®B) has a dependence on the S-facotrs such as

n =212 (2.11)

$(°*B) o< S0 855 1557 51 (2.12)

where the notation of the S-factor is listed in Table 2.1

Reaction ‘ S-factor
'H (p,etre) *H S
3He (3He,2p) *He |  Ss3
SHe (*He,~) "Be Sa4
"Be (p,7) °B Si7

Table 2.1: Notation of S-factor

Radiative opacity
The radiative opacity plays a key role in the SSM since the photon radiation is the main
contribution of the energy transport in the central part of the Sun. The calculation of the
opacity depends on the chemical composition and on the modeling of the atomic reactions.

Heavy metal abundance
The initial mass ratio of elements heavier than helium (Z) relative to hydrogen (X), Z/X
is a very important input parameter in the calculation of SSM. The fractional abundances

of each element determines the stellar opacity, which is closely related to the neutrino
fluxes.

Helioseismology
Helioseismology studies how the wave oscillation, particularly acoustic pressure wave (p-
mode), propagates in the Sun. The calculation of SSMs can be checked by the comparison
with the seismic measurements of the depth of the convection zone, sound speed, and
density in the Sun.

2.1.3 Current problems of the solar models

In 2005, the input parameters such as S-factor, Opacity, and surface abundances of heavy
element(Z)are updated [10]. The largest variation was found in the surface abundances which
is about 35% lower than the previous compilation [11]. The variation comes from different
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Figure 2.4: Relative sound speed differences, dc/c = (cpei; —cssar)/cssm , and relative densities,
dp/p, between solar models and helioseismological results from Michelson Doppler Imager data
[9]. The solid line shows the calculation by BP04SSM which is used in this thesis. BS05(OP)
uses the previous version of the abundances with the refined opacity calculation done by the
Opacity Project [13]. BS05(AGS,0OPAL) uses the new abundances with the previously used
opacity calculation done by OPAL group [14]. BS05(AGS,OP) uses the new abundances with
the opacity of OP group.

improvements and one of them is installing 3D solar atmosphere modeling. The new abundances
are in better agreement with the gaseous medium between stars in our neighborhood of the
galaxy, and the agreement between photospheric and meteoritic abundances becomes very good.
However, the sound speed and the density calculated by the new SSM conflicts with the seismic
measurement. On the other hand, if the previous abundances [12] are used, the agreement
between SSM calculation and the seismic measurement is very good as shown in the Figure 2.4

Considering this situation, the two set of SSMs were published; one includes all the latest
information (hereafter BSO5(AGS,0OP)), and the other one includes all updates except for the
abundances (hereafter BS05(OP)). Specifically, BSO5(AGS,OP) uses Z/X = 0.0165 (so called
"low Z model”) while BSO5(OP) uses Z/X = 0.0229 (so called "high Z model”). OP means that
the latest version of the opacity calculation which is done by Opacity Project is used [13]. This
conflict between the SSM calculation and the helioseismology measurement has not been solved
yet, and is under discussion [15].

What can we say from solar neutrino experiments?
It is suggested that a precise measurement of ®B neutrino flux may tell what the real abundance



Neutrino type | BP04 | BS05(GS98) | BS05(AGS05)

PP 5.94 5.99 6.06
pep 1.40 1.42 1.45
"Be 4.86 4.84 4.38
8B 5.79 5.69 4.59
hep 7.88 7.93 8.25
N 5,71 3.07 2.01
¢} 5.03 3.33 1.47
F 5.91 5.84 3.31

Table 2.2: Total flux for each neutrino type predicted by the SSMs. This table presents the
predicted fluxes, in units of 10'°(pp), 10°("Be), 10%(pep, 13N, %0), 10(®B, '"F) , and 103(hep)

cm_2 S_1
SSM | +0(%) | (%)
BP04 23 23
BS05(0OP) 17.3 14.7
BS05(AGS,0P) | 127 | 11.3

Table 2.3: The uncertainty of the SSMs prediction on the B flux.

is. Since the dependence of the abundances on the 8B neutrino flux ¢(®B) is given by

¢(°B) o <)Z(> - (2.13)

which is relatively large dependence, the ®B neutrino flux value predicted by BS05(AGS,OP)
is smaller than BS05(OP) by ~ 30%. Therefore, if experiments can measure the flux within
5%, then the result will improve the understanding of the solar interior [10]. This is one of the
motivations of this thesis.

2.1.4 Solar Neutrinos predicted by SSM

In this section, some basic results from the SSM prediction are shown. Table 2.2 shows
the total flux for each neutrino source predicted by the different versions of the SSM. and
the uncertainties of the ®B neutrino flux predictions are shown in Table 2.3. The electron
density profile and production point of each neutrino source are shown in the Figure 2.5 and
2.6, respectively.

2.2 Energy spectrum of °B

In this thesis, I used the neutrino energy spectrum from the 8% decay of 8B calculated
by Ortiz et.al.[17]. The neutrino spectrum can be obtained from the measurement of energy

10
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spectrum of the a particle from ®Be which is the daughter nucleus of 8B (see Figure 2.7). In their
estimation of uncertainty, however, a theoretical uncertainty to calculate the neutrino energy
from the alpha spectrum which are considered in [18] is not fully taken into account. Thus
the uncertainty of ®B spectrum from reference [18] is used. In 2006, Winter obtained the 8B
spectrum after a very precise measurement of the alpha spectrum. Because of the improvement
on both the measurement and the calculation method, the uncertainty of the spectrum becomes
smaller. The Winter spectrum and the difference between Ortiz and Winter are shown in Figure
2.8. Thus, I also studied the effect of the uncertainty of Winter to the uncertainty of the total
flux of our measurement for future analysis improvements. The detail of estimation of systematic
uncertainty will be discussed in Chapter 9.

2.3 Neutrino Oscillation of Solar Neutrinos

The neutrino oscillation is the only experimental observation which cannot be explained by
the standard model of elementary particle physics. A brief explanation of the essence of the
neutrino oscillation is given in this section.

2.3.1 Neutrino Oscillation in vacuum

For simplicity, let us consider the neutrino oscillation between only two flavors, for example
ve and v,. The mixing of the two-neutrino oscillation in vacuum is

v\ cosf  sinfd Ve (2.14)
) —sinf cos6 Vg

12
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Figure 2.8: 8B neutrino energy spectrum [19]. Upper plot shows the neutrino energy spectrum,
and lower plot shows the comparison with the Ortiz spectrum [17]. Dashed lines show the ratio
between the Ortiz spectrum and +1o experimental uncertainty, to the Winter spectrum. Black
band represents the £10 experimental uncertainty of the Winter spectrum.

where 6 is called the mixing angle. This flavor mixing gives an oscillating survival probability
for a neutrino with energy E(MeV) traveling a distance L(m) as

L
Pe—z = Pzr—e = Sin2 20 Sin2 <7T> (215)
osc

where L. is defined by
™ K

Ly = ———
0%¢ T 1.27 Am2
2

and Am? = m3 — m?(eV?) is the squared mass difference of mass eigenstate 1 and 2.

(2.16)

2.3.2 Neutrino Oscillation in matter

In matter, neutrinos feel the potential of weak interaction. While v, has a chance of both
charged current interaction and neutral current interaction, the other type of neutrinos have
only neutral current interaction. The Hamiltonian H in the two neutrino case can be expressed
in the following form, omitting the common multiple factor.

H=H,+Hy (2.17)
_ Am? [ — 'cos 20 sin 20 . V o (2.18)
4E sin20  cos 26 0 0
where H,, is the Hamiltonian in vacuum, and the Hj; is that of in matter. V is the potential of
the charged current interaction,

V =V2GrN, (2.19)

13



where G is Fermi coupling constant and N, is the electron density in the matter. By putting
the Hamiltonian to the Schroedinger equation, the eigenvector is given as

I/{V[ cosby sinfp Ve
v = ) (2.20)
1) sy costpy Vg

where v/ and 1! are mass eigenstates of neutrinos in matter, and 6 is the mixing angle in

matter which is a2
tan 26y = £ 5020 2.21
an 26y, = A3 : (2.21)
2V + =5~ cos 20

The survival probability can be obtained by replacing € in equation 2.15 with 6,7, and Lygc
with the oscillation length in matter Lj,; which is

™

Ly =

- (2.22)
1.27\/(2V + ATmQ cos 20)? + (ATmQ sin 26)2

2.3.3 The effect of neutrino oscillation

As described in [20], in the case of solar neutrino propagation, matter effects in the Sun and
the Earth are taken into account. The calculation of the survival probability of a solar neutrino
at our detector has in principle three steps: 1) from the production point of the solar neutrino
to the surface of the Sun, 2) from the surface of the Sun to the surface of the Earth, and 3)
from the surface of the Earth to the detector. In practice, since we already know from the
previous experimental results that the distance between the Sun and the Earth is much lager
than the vacuum oscillation length of the favored parameter Am?/E > ~ 107%V?2/MeV, the
propagation of 1 and vy at 2) can be assumed to be incoherent. This makes the calculation
more simple, so that we only need the probability of v, to be produced in the core of the Sun
to appear as vy (or v,), which is written as p; (or py), and the probability of 11 (or v») at the
surface of the Earth to be observed as v, in the detector, which is written as pie (or pae). The
total survival probability of the v., p. is then obtained by

Pe = P1 X Ple + P2 X p2e = 2p1p1e + 1 — p1 — pie (2.23)
where p; and pi are numerically calculated, and

p2 = l—pm
P2e = 1_ple

The details can be found in [21]

2.4 Solar Neutrino Experiment
In this section, introductions of the solar neutrino experiments (except for the Super-Kamiokande)

are given. A summary of all solar neutrino experimental results is shown at the end of this sec-
tion.

14



2.4.1 Radiochemical experiment
Cl target experiment

The first experiment which tried to observe solar neutrinos is the chlorine experiment in
Homestake, USA. The neutrino target was 2.2 x 103 atoms (133 tons) of 37Cl in the form of
3.8 x 10° liters (615 tons) of liquid perchloroethylene, CoCly. The tank was located at the
Homestake mine at 1478m depth(4100m of water equivalent (m.w.e)). The experiment period
is from 1967 to 1994 [22]. The neutrino rate is measured by

ve 437 Cl — e~ 437 Ar (threshold 814keV) (2.24)

The 37Ar atoms produced by solar neutrino are extracted from the tank by purging it with He
gas with 95% efficiency. With half life(r; /o) of 34.8 days, the decay of 3TAr through orbital
electron capture produces Auger electrons. The number of produced 37Ar is obtained from
count of Auger electrons in the proportional counter. Given the threshold value(=814keV), 8B
neutrinos contribute about 77% of predicted event rate.

Ga experiment

GALLEX(1991-1997)/GNO(1998-2003) [23, 24] in Gran Sasso, Italy and SAGE(1900-2001)
[25] in Baksan, Russia use "'Ga as the neutrino target. The detectors of GALLEX/GNO and
SAGE locate at 3800m.w.e. and 4700 m.w.e. underground, respectively. The target volumes of
GALLEX/GNO and SAGE are 30tons(GNO used 60 tons since 1991) and 60 tons. The neutrino
rate is measured by

ve +1 Ga — e~ +"' Ge (threshold 233keV) (2.25)

Like the CI experiment the "' Ge atoms are chemically extracted and introduced to a proportional
counter to count the Auger electrons (half live of "'Ge is 11.43 days). The low threshold enables
to observe all the sources of solar neutrinos including the pp neutrinos.

2.4.2 Kamiokande

Kamiokande (1987-1995)[26] is a water Cherenkov detector with 3kton of pure water in
Kamioka mine, Japan. The solar neutrinos are detected using the reaction:

v+e —v+te (2.26)

where the angular correlation between the incoming neutrino and the recoil electron is very
strong. The Cherenkov photons emitted by the recoil electron are detected by 20-inch photo -
multiplier tubes. The first real-time observation of solar neutrino was carried out by Kamiokande
showing that the direction of recoil electron is pointing in the direction of the Sun. This obser-
vation principle is basically the same as in Super-Kamiokande.

2.4.3 Borexino

Borexino is currently running low background liquid scintillator detector since 2007 [27].
The detector is located at 3800m.w.e. in Gran Sasso, Italy. The fiducial volume is 87.9 ton.
The solar neutrinos are detected by means of their elastic scattering of electrons. The light yield
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of the scintillator which is measured as 500 p.e./MeV enables the real-time detection of "Be
neutrinos, mainly. The neutrino rate can be obtained after statistical subtraction of radioactive
background.

2.4.4 SNO

The Sudbury Neutrino Observatory (SNO, 1999-2006) [28, 29, 30] uses 1000 tons of D;O
contained in a spherical vessel. The detector is located at 6010m.w.e. in Sudbury, Canada. SNO
mearsures 5B neutrinos via the reactions

Charged Current(CC): ve+d—p+p+e—1.442MeV (2.27)
Neutral Current(NC) : vy, +d — p+n+ v, — 2.224MeV (2.28)
Elastic Scattering(ES) : vy +e — vz +e (2.29)

where z = e, u, 7. SNO has 3 phases of the experiment, and each phase has different method
of the neutron tagging. In Phase I, only pure DO is contained, and the neutrons are captured
by D2O with the emission of 6.25MeV ~ which is used to tag the NC event [28]. In Phase II,
2tons of NaCl were added to enhance both the neutron capture efficiency and the total v energy
(8.6MeV) [29]. In Phase III, an array of 36 strings of proportional counters filled with 3He are
installed to detect the neutrons [30]. Since CC is sensitive only to v, and NC is sensitive to all
types of neutrinos, SNO can actually measure how many fraction of v, oscillate to v, by taking
ratio of CC rate to NC rate, which is the most significant result from SNO.

2.4.5 Summary of solar neutrino experimental results

Figure 2.9 summarize the results of solar neutrino experiment. The neutrino oscillation is not
taken into account for the SSM predictions in that figure. If the neutrino oscillation is considered,
then the SSM and the experimental results agree very well as shown in Figure 2.10 In the Figures,
the unit of SNU for Ga, Cl experiment stands for ”Solar Neutrino Unit” which is defined as 10736
captures per target atom per second. To obtain the expectation flux with neutrino oscillation in
Figure 2.10, the favored Large Mixing Angle (LMA) area (Am? = 6 x 107°eV?, tan? 015 = 0.4)
is assumed.

2.5 Motivation and strategies of this thesis

The biggest remaining problem is to find the MSW effect in solar neutrinos. Figure 2.11
shows the survival probability of v, as a function of neutrino energy. Super-Kamioande can
observe the energy spectrum in terms of the total electron energy which is deposited by a recoil
electron. Figure 2.12 shows the spectrum observed in the first phase of Super-Kamiokande
experiment (SK-I) and predicted spectrum shapes with different oscillation parameters. As
shown in Figure 2.12, it is still difficult to decide whether the distorted spectrum is correct or
not because the sizes of the statistical uncertainty in lower energy region and the systematic
uncertainty in higher energy region are large. Likewise, no other experiment has observed the
distorted spectrum successfully. Therefore, the final goal of this thesis is to observe the distorted
spectrum. The following improvements are necessary to observe the spectrum distortion as soon
as possible.
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Figure 2.13: Expected energy spectrum after 5 years observation. The black histogram shows
the expect value with expected statistical uncertainty with 70% background reduction below 5.5
MeV region. The blue band shows half size of energy correlated uncertainty as SK-I.

First, the number of background must be reduced to make the statistical uncertainty smaller
especially in the lower energy region (<5.5MeV). This is because the size of statistical uncertainty
is approximately the size of the square root of (statistical uncertainty of background)? plus
(statistical uncertainty of signal)? and the statistical uncertainty of background is dominant for
the low-energy region. The numerical goal is to reduce 70% of background from SK-I level in
the lower-energy region. It was known from radioactive measurement of detector water that
40% of remaining low energy background around 5MeV was due to radioactive impurities in the
water during SK-I, thus 40% reduction was expected because the water purification system and
circulation system had been upgraded since SK-I. The other 60% of background was considered
to be miss-reconstructed events which originally occurred in the edge of the detector but were
reconstructed inside the fiducial volume. Such miss-reconstructed events could be reduced by
half if new reconstruction tools and reduction tools are developed.

Second, the energy correlated systematic uncertainty must be reduced by 50% compared
to SK-I. To reduce the systematic uncertainty, the most important thing is to understand the
detector response. Thus, careful calibrations and tuning of the detector simulation are key to
make the reduction possible. Another strategy is to update the theoretical calculation of 8B
spectrum as already discussed in Section 2.2.

Figure 2.13 shows predicted energy spectrum after 5 years observation with reduced back-
ground and systematic uncertainty. By comparing with Figure 2.12, we can see the upturn of
the distorted spectrum with the reduced size of uncertainties. In this thesis, because the total
livetime is about one third of SK-I, it is difficult to confirm the upturn statistically, however,
these improvements which will be discussed in the following chapters must set the foundation
for the future observation of the MSW effect in the Sun.
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Chapter 3

Super-Kamiokande Detector

3.1 Detector outline

Super-Kamiokande is a cylindrical water Cherenkov detector with 50kton of ultra-pure water.
The diameter of the detector is 39.3m, and the height is 41.4m. The detector location is 1000m
underground (2700 m.w.e.) in the Kamioka mine, Gifu Pref., Japan, The latitude and longitude
are 36°25’ N and 137°18’ E, respectively. The downward-going cosmic-ray muon rate is about
2Hz which is 107° times smaller than that at the ground level. The outside 2m of the detector is
called the Outer Detector (OD) corresponding 18kton of volume, and the inside 32kton is called
the Inner Detector (ID). ID and OD are separated by plastic black sheet and stainless steel
structure on which ID and OD photo-multiplier tubes (PMTs) are assembled. The purpose of
OD is to veto events from outside rock and reject cosmic-ray muon events. The fiducial volume
is 22.5kton, 2m inside from the ID wall.

Figure 3.1 is a brief description of the detector in each phase of the experiment. As shown
in the figure, SK has three phases of the experiment which are called SK-I, II, and III' After
the full reconstruction in 2006, 11129 20-inch PMTs in ID, and 1885 8-inch PMTs in OD are
installed. The photodetector coverage is 40% in ID. The detail information about the detector
can be found in [31].

The update items from SK-I(or II) are

e ID PMTs are covered by FRP and acrylic case.
e Water purification system is upgraded (see the section 3.4)
e Detector calibration is improved.

e OD is segmented by Tyvek which improved the Cosmic-ray muon identification (see Figure
3.9).

3.2 20-inch PMT

R3600-06 HAMAMATSU PMT are used for ID PMT. Figure 3.2 shows a schematic view of
a 20-inch PMT and the bleeder circuit. In Figure 3.3, the basic specifications of those PMTs
are listed. Figure 3.4 shows basic distributions measured by HAMAMATSU [32].

1SK-TV has started since Sep.6 2008 with new electronics and DAQ system.
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Figure 3.1: Time-line of each phase of Super-Kamioande experiment.

2

Figure 3.5 shows the transparency of the acrylic cover for photons with normal incidence
in water. The transparency is more than 96% for longer wavelength than 350nm, which is
reasonably good considering the quantum efficiency of 20-inch PMT (see Figure 3.4).

3.3 Data acquisition (DAQ) system

Figure 3.6 shows a schematic view of the DAQ system. The signal from each ID PMT is sent
to each channel of front-end electronics called Analog Timing Module (ATM) [33, 34] through
a 70m coaxial cable. The ATM is developed based on the TKO standard [35]. 12 PMTs are
connected to one ATM, which records and digitizes the integrated charge and the arrival timing
information with a 12-bit ADC. Each ATM channel has 2 buffer channels (a and b) to process
successive events, such as a muon and the decay electron after the muon. Thus, one ATM has
24 channels (0a to 11b). The ATM characteristics is summarized in Table 3.1

The analog input of the ATM is made following the block giagram which is shown in Figure
3.7. If a hit exceed a threshold (0.25p.e.), the signal charge is integrated at Charge to Analog
Converter (QAC) with a 400 nsec gate, and Time to Analog Converter (TAC) starts to integrate
charge with a constant current to measure the time interval between the start time generated by

2Radiant sensitivity is the photoelectric current from the photocathode, divided by the incident radiant power
at a given wavelength, expressed in A/W (amperes per watt). Quantum efficiency (QE) is the number of pho-
toelectrons emitted from the photocathode divided by the number of incident photons. Quantum efficiency is
usually expressed as a percent. Quantum efficiency and radiant sensitivity have the following relationship at a
given wavelength.
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Number of channels

12 ch/board

One hit processing time

~ b.5usec

Charge dynamic range

~ 400 to 600pC (12bit)

Timing dynamic range

~ 1300nsec (12bit)

Charge resolution (LSB)

0.2 pC/LSB

Charge resolution (RMS)

0.2 pC (RMS)

Timing resolution (LSB)

0.3 ~ 0.4nsec/LSB

Timing resolution (RMS)

0.4 nsec (RMS)

Temperature dependence (QAC)

3 Count/deg. < 0.6 pC/deg.

Temperature dependence (TAC)

2 Count/deg. < 0.8 nsec/deg.

Envent number

8 bit

Data size of one hit

6 Byte

FIFO

2 kByte (~ 340 hits)

Table 3.1: Specifications of the ATM module
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GENERAL

Parameter Description/Value Unit
Speciral Response 300 to 650 nm
Wavelength of Maximum Response 420 nm

Material Bialkali —
Photocathode | Effective Area 2400 cm2 Typ.
Window Material Borosilicate glass —

Structure Venetian blind —
Dynode Number of Stages 11 —
Direct Interelectrode Anode to Last Dynode 36 pF
Capacitances (Approx.) Anode to All Other Dynode 40 pF
Base 20-pin base JEDEC B20-102 —

- R3600-02 8 kg
Weignt R3600.06 10 kg
Suitable Socket E678-20A (supplied) —

CHARACTERISTICS (at 25°C)
Parameter Min Typ. Max. Unit
Luminous (2856K) — 60 — pAAm
o Radiant at 420nm — 65 — mAW
Cathode Sensitivity Blue (CS 5-58 filter) - 8.0 - LAIMD
Quantum Efficiency at 390nm — 20 — Yo
L Luminous (2856K) — 600 — Adm
1)
Anode Sensitivity Radiant at 420nm — 6.5 x 10° — AW
Gain — 1.0 = 107 — —
Supply Voltage for Gain of 107 — 2000 2500 v
Anode Dark Current (after 30min. storage in darkness) " — 200 1000 nA
Dark Count {after dark condition for 15 hours) " — 25 80 KCps
Anode Pulse Rise Time — 10 — ns
Time Response 1) Electron Transit Time — 95 — ns
Transit Time Spread (FWHM)Z — 55 — ns
Single Photoelectron PHD (Peak to Valley Ratio) — 1.7 — —
Magnetic characteristics L )
(at 200mG/20uT) Sensitivity Degradation — 15 — %

1) Measured with the condition shown in below.

VOLTAGE DISTRIBUTION RATIO AND SUPPLY VOLTAGE

2) Measured with 0.25 photoelecirons detection threshold (at single photoelectron/ event).

Electrodes [ K | F2

Ratio E 1

2 Joo2] 3 ] 1] 1

1

F1 | F3 | Dy1 | Dy2 | Dy3 Dy4|D3|,f5|Dy5|Dy?
1

1

Dy8 | D
K 1

9 [oy1o[oy1n]| P |
1 1 ]

Capacitors in pF 0.01 | 0.01 | 0.01
Supply Voltage: 2000vdc, K: Cathode, Dy: Dynode, P: Anode, F: Focus
Figure 3.3: Specifications of the 20-inch PMT [32]
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efficiency. (b) 1p.e. charge distribution (c) Transit time distribution [32]
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Figure 3.5: Transparency of acrylic cover as a function of the photon wavelength.

the hit signal and the stop signal which will be generated by a global trigger. After the global
trigger arrived, the integrated charge in QAC and TAC are digitized in ADC. (Note that the
output of a hit timing is the time interval between the hit and the global trigger, and thus, the
bigger value of the output timing corresponds to earlier hit.) On the other hand, if there is no
global trigger within 1.3usec, the charges in QAC and TAC are cleared.

Every 16 events, the digitized data in the ATM are sent to VME memory module called
Super Memory Partner (SMP). One SMP handle 20 ATMs and there are 8 slave computers each
reading out 6 SMP memories. One sequence of data flow ends with the online host computer to
which the slave computer sends its data.

More detailed information about the DAQ system is described in [31].

Trigger

The global trigger is made in the following process. At each ATM, in parallel with the
processes in QAC and TAC, a hit signal is converted to a square pulse, then the ATM generate
one HITSUM signal of 200nsec width by taking analog-sum of all the square pulses from 12
PMTs. The height of the summed HITSUM is proportional to the number of hit PMTs in the
ATM. All HITSUMs are collected and AC-coupled into a discriminator to subtract offset due to
dark noise hits. At this point, one hit corresponds to -11mV of the pulse height. If the summed
HITSUM signal exceed a discriminator threshold, a global trigger is generated and then it fed
to a VME TRiGger module (TRG) which issues the global trigger and the event number to be
distributed to ATMs.

There are three types of the threshold values depending on the analysis region: Super Low
Energy trigger (SLE), Low Energy trigger (LE), and High Energy trigger (HE). Table 3.2 shows
the summary of each trigger setting. There also exists OD trigger, which has similar to that of
ID and independent of the ID system. The OD trigger threshold is set to 19 OD hits in 200
nsec.

Since most of the SLE triggered events are caused by gamma-rays from the surrounding
rock, and radioactive decay in the PMT and FRP, the vertex positions of such low energy
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Figure 3.6: Schematic view of DAQ system
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Figure 3.7: Block diagram of ATM.

Trig. Type ‘ Thre. (mV) ‘ Hits ‘ Trg. Rate (Hz)

SLE1 -212 19 ~ 1.3k
SLE2 -186 17 ~ 3.5k
LE -302 27 ~ 30
HE -320 29 ~ 10

Table 3.2: Summary of trigger settings in SK-III. SLE1 and SLE2 are set in different periods.
SLEL1 is from Jan 2007 to Apr 2008, and SLE2 is from Apr 2008 to Aug 2008. LE and HE are
used in whole SK-IIT period. See also Table 7.1. Hits shows corresponding number of hits at
the threshold value namely Hits = (Thre. mV)/(-11 mV). About 6 hits correspond to 1MeV of

the electron energy.
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Figure 3.8: Upgraded water purification system.

background events are concentrated in the edge of ID. To reduce the number of events to be
stored, a fast vertex fitter, which is a realtime vertex fitter and is applied to only SLE triggered
events, was installed to cut events outside the 22.5kton fiducial volume. This software filtering
and associated online computer hardware are called the Intelligent Trigger (IT) [20].

3.4 Water purification system

The purified water in the detector is constantly circulated through the water purification
system with a flow rate of 60 ton/hour. Figure 3.8 shows the upgraded water purification
system. Reverse Osmosis fiters (RO) remove particles, and RO3-a was installed during SK-
I after supplying water, but it was used from the begining of SK-III, and a new RO3-b was
installed during SK-III. In addition, a new heat exchanger was installed, so that the water
temperature can be controlled with 0.1°C' accuracy. A brief description of the purification
system components is summarized in Table 3.3.

Figure 3.9 shows the circulation mode before and after the improvements of the system in
SK-III. This final setting has been running since August, 2007. Before the improvements, we
tested many circulation modes to achieve a stable and low background rate. It accidentally
happened that sometimes radon-rich water contaminates even deep inside the fiducial volume.
Such high background periods are eliminated from the final data sample for the very low energy
region from 4.5MeV to 6.5MeV. (see Section 7.1).
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Figure 3.9: Water circulation mode before and after upgrade. OD is also separated by the
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Component Function

1pm filter Remove dust

Heat exchanger Cool water heated by pump

Ion exchanger Remove ions

UV sterilizer Kill bacteria

Vacuum degasifier Remove dissolved oxygen and radon gas
Cartridge Polisher Remove U and Th

Ultra filter Remove small particle (>~100nm)

Membrane degasifier Remove radon gas

Reverse osmosis Remove small particles (**°Ra etc.) (>~10nm)

Table 3.3: Functions of the components in the water purification system
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After the improvements, the background level in the central region of the fiducial volume
become significantly lower . This will be discussed in Chapter 10.
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Chapter 4

Event reconstruction

The event reconstruction for solar neutrino events will be explained in this chapter. Super-
Kamiokande observes the solar neutrino by detecting Cherenckov photons emitted from the
recoil electron of the v — e elastic scattering:

v+e —uvte (4.1)

Since the recoil electron from a solar neutrino can travel only <~10cm in water, it can be
assumed that the Cherenkov photons are emitted from point-like source. First item is vertex
reconstruction which finds the interaction point. After the vertex reconstruction, the direction
and energy of recoil electron are reconstructed. Figure 4.1 explains the basic variables in the
SK detector.

4.1 Vertex reconstruction

The event vertex reconstruction for solar neutrino analysis performs a maximum likelihood
fit to the timing residuals of the Cherenkov signal as well as the dark noise background for each
testing vertex. This vertex fitter is called BONSAI [36]. The definition of the likelihood is

Nhit

L(Z 1) = Y log(P(t — tof(&) — to)) (4.2)
=1

Here, & and t( are the testing vertex position and the peak of hit timing ¢ subtracted by Time Of
Flight(tof) from the testing vertex & to each PMT position. Nhit is the number of hit PMTs,
and P is a probability density function (pdf) which describes timing distribution of a signal
event as a function of the hit timing. The pdf is obtained from the shape of the timing residual
(t —tof —tp) distribution from LINAC calibration data which is shown in Figure 4.2, and PMT
dark noise is taken into account by constructing the likelihood.

The testing vertex with the largest likelihood is chosen as the reconstructed vertex. However,
the accidental coincidence of dark noise hits after time-of-flight subtraction could produce local
maxima of the likelihood at several positions which are far away from the true vertex. The
search for the true global maximum is complicated and time consuming due to the large volume
of the detector. To improve both the speed performance and the number of mis-reconstructions,
the likelihood is then maximized from a vertex search from a list of vertex candidates calculated
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Figure 4.2: Likelihood function of BONSAI vertex fitter from LINAC calibration data. The
peaks around the 40nsec and 110nsec are caused by the after pulses.
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from PMT hit combinations of 4 hits each. The four-hit combinations each define a unique
vertex candidate given their timing constraints. Thus, any events with four hits or more is
reconstructed. The likelihood values for each vertex candidate are then calculated. To avoid a
local maximum point, iterations of grid search (from 7.8m to lcm)around each candidate are
done until it finds a vertex which gives lager and more stable likelihood values at the surrounding
grid points. We also use the result from the second vertex fitter which is described in [20] as a
cross check and a noise reduction.

4.2 Direction reconstruction

To reconstruct the direction of a low energy event, a maximum likelihood method is used to
scan directions which correspond with Cherenkov ring patterns. The definition of the likelihood

1S
Nag

L(d) = Zlog(fdz'r(COS Odir,is E))i x

cos 0;
a(6;)

where Nag is the number of hit PMTs within a 20 ns time window around t — tof — tg = 0.
fair describes distributions of opening angles between a candidate particle direction d and the
reconstructed vertex @ to hit PMT position f; (7 — i{;) This function is made by Monte Carlo
(MC) simulation. An example for 10 MeV electrons is shown in Figure 4.4. Since the electron
multiple scattering angle depends on the electron momentum !, the function fg;, is constructed
as a function of not only the opening angle but also the electron energy.

The factor multiplied to fgz, in Equation 4.3 is to correct the effect the photon incident angle
to PMT (6;) weighted by the PMT acceptance function a(6;) (see Figure 4.3 for the definition
of O4ir; and 6;). Equation 4.3 is maximized by carrying out a grid search. The size of a grid is
20° at first and 1.6° at the end. An absolute angular resolution is then defined as the maximum
angular difference between 68% of the reconstructed and true directions. The angular resolution
is checked by LINAC event (see Section 6.9). The difference of angular resolution between MC
and data results in systematic uncertainty on the total solar neutrino flux which will be discussed
in Chapter 9.

(4.3)

4.3 Energy reconstruction

The reconstruction of the energy of recoil electron is explained here. The energy recon-
struction depends on the intensity of that light. That is, the number of Cherenkov photons is
approximately proportional to the electron energy and in turn proportional to the number of
generated p.e.. However, because of the poor charge resolution (~ 50% at 1p.e.) of the PMTs
and the fact that electrons below 20 MeV produce roughly one photon per a hit PMT, the
number of hit PMTs is used to reconstruct the energy of an event. Another reason why the

!The approximate multiple scattering angle 0. (radian) can be calculated as

13.6MeV T
Omse = ———— 1| — 4.4
Bep  V Xo (44)

where p and (¢ are momentum and velocity, and x/Xo is the thickness of the scattering medium in the unit of
the radiation length. In the case of 10 MeV electron in water (the radiation length is 36.1 cm), @msc ~ 27°. Thus,
the angular resolution for solar neutrino is limited by the multiple scattering.
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number of hits is used for energy calculation is that the number of hits does not strongly depend
on the gain of PMTs compared to the total p.e.

Nso is defined as the maximum number of hits found by 50nsec sliding time window search
of T —Tof —T0 distribution. Since N3 is affected by several factors, such as accidental hits
from dark noise of PMTs, the effective number of hits (Neyy) is used to estimate the energy of
an event. The definition of N,y is following;

N
= Nau 1

N.jp = X o
eff Z{( i + €tail — €dark) X Notive X S(0:, 1) x exp(

)

where the explanation of each correction are following;

X;: Multi-photo-electron hit correction

This correction is needed to estimate the effect of multiple photo-electrons in the i-th hit
PMT due to the fact that if an event occurs close to a detector wall and is directed towards
the same wall, the Cherenkov cone does not have much distance to expand then the observed
number of hits becomes smaller. The correction X; is defined as

log 1_111_

X, = i ;<1
3.0, Ty = 1

(4.6)

where z; is the ratio of hit PMTs in a 3x3 PMTs surrounding the i-th PMT to the total number
of live PMTs in the same area. The —log(1 — z;) term is then the estimated number of photons
per one PMT in that area and is determined from Poisson statistics. When x; = 1, 3.0 is
assigned to the value.

eqark: Correction for dark noise hits

This factor is for hits due to dark noise in the PMTs.

50nsec X Nyjive X Raark
N5

(4.7)

€dark —

where Nyjjve is the number of all live ID PMTs and Rg4+ is the measured dark rate for a given
run.
etqi: Correction for late hit

Some Cherenkov photons being scattered for reflected arrive late to the PMT, and make late
hit outside the 50nsec time window. To correct the effect of the late hits, the term

Nioo — Ns5o — Native X Raark X 50nsec
Nso

(4.8)

€tail =

is added where Njgg is the maximum number of hits found by 100nsec sliding time window
search.
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Figure 4.6: Correction factor of photocathode coverage.

Nau_, Dead PMT correction

alive

This factor is for the time variation of the number of dead PMTs. N is total number of
PMTs in SK-IIT and is 11129.

W: Correction for photo-cathode coverage

This term is to account for the direction-dependent photcathode coverage. S(6;,¢;) is the
effective photocathode area of the i-th hit PMT as viewed from the angles (6;, ¢;) which is shown
in Figure 4.6. The definition of (6;, ¢;) is shown in Figure 4.7.

7

exp(m):Water transparency correction

The water transparency is accounted for by this factor where r; is the distance from the

reconstructed vertex to the i-th hit PMT. A(run) is the measured water transparency for a
given run.

G;(t): PMT gain correction

This factor is to adjust the relative gain of the PMTs at the single photo-electron level. The
differences in gain depend on the fabrication date of the PMTs.

After determining Ncyr, an event’s energy in terms of MeV can be calculated as a function
of Nef¢. The relation between Ny and MeV is obtained by uniform electron MC events , and
the systematic uncertainty of the reconstructed energy is checked by LINAC and DT calibration
(see Section 6.7.2)
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Figure 4.7: Definition of (6;, ¢;).
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Chapter 5

Simulation

5.1 Outline of detector simulation

The detector response can be understood by Monte Carlo(MC) simulation of the detector. In
solar neutrino event simulation, the tracking of the recoil electron and the emission of Cherenkov
photons are done in the first step. In the second step, the Cherenkov photons are propagated.
Finally, the response of the detector is simulated. Most of the physics processes such as multiple
scattering or bremsstrahlung are simulated by GEANT3.21 [37], except for the production and
the propagation of Cherenkov photons and the light attenuation in water, which are developed
by SK group [38].

Cherenkov photon production

The number of Cherenkov photons dN emitted by an electron per wavelength interval dA
per track length dx is given by

1 1
dN = 2ra <1 — n2ﬁ2> ded)\ (5.1)
where n is the refractive index of water (n = 1.334), « is the fine structure constant, and 3
is the velocity of the electron in unit of the light velocity in vacuum. The opening angle 6 of
Cherenkov photons is given by

1
cosf = Y (5.2)

Based on these formulae, Cherenkov photons are produced in the simulation.

Propagation of photons in water

The velocity of Cherenkov photons depends on its wavelength. The velocity is given as a
group velocity (vy) of the wave packet:
c

Vg = ———————+ (5.3)
T ) — A%
where n()) is the refractive index of water as a function of the wavelength such as
n(A\) = \/)\2(11)\(21 + a9 + azAZ + as A3 + ag\S. (5.4)
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The unit of A\ is um, and parameters are

A2 = 0.018085, a1 = 5.7473534 x 1073
as = 1.769238, as = —2.797222 x 1072
as = 8.715348 x 1073, a5 = —1.413942 x 1073

These are obtained by measurements.
There are three processes which are considered during the photon propagation: Rayleigh
scattering, Mie scattering, and absorption. The attenuation length (Lg4y.) of light in water is

then given by
1

aabs()\) + aRayleigh()\) + aMie(A)

where agps(N), @Rayleigh(N), @arie(A) are coefficients for the absorption, Rayleigh scattering, and
Mie scattering as a function of the wavelength of photons (). The fraction of these processes
depends on the wavelength and the purity of water. The wavelength dependence of each process
is given by

Lattn. = (5.5)

&4, A < 350nm
Qaps(N) = A+ Ax(MA3)A, 350 < A < 415nm (5.6)
A+ FN), 415nm < A
R, Ry
aRayleigh<)\) = F X (1 + F) (57)
My
aprie(N) 5y (5.8)

where A, Ry, M, are tuning parameters, and f(\) is measured by [39]. The measurement is
done by a periodical laser injection calibration. When a photon arrives at the detector wall (the
acrylic cover, the PMT surface or the black sheet), the reflection, absorption and transmission
are considered. An example of the fraction of these processes at the PMT surface is shown in
Figure 5.1.

Detector response

When a photon reaches at the PMT surface, the detector response is simulated. The proba-
bility to produce one p.e. from the photon arriving at each PMT surface has four components:

AorP()\, 0;)

robability = QE(X) x AorP(),0)

x COREPMT x getable(7) (5.9)
where QE()) is the quantum efficiency of 20-inch PMT depending on the wavelength of the
incident photon A, which is measured by HAMAMATSU, AorP(),#) is summed fraction of the
absorption and p.e production (black + green in figure 5.1), and is measured by a calibration
with injected laser light. Thus, ’:OO%%\’%)) is a correction depending on the incident angle 6;
for the photon with \. COREPMT corrects the average quantum efficiency (Q.E.) which is
common to all PMTs and tuned by LINAC (see Section 6.6.2). Finally, getable(i) is the relative
Q.E. for the i-th PMT measured by Ni calibration (see Section 6.1). After one p.e. is produced
with the probability, the output charge from PMT is simulated according to the measured 1
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Figure 5.1: Fraction of reflection, absorption, or transmission at PMT surface (the wavelength
of the incident photon is A = 420nm)

p.e. charge distribution. If the output charge exceeds the ATM threshold within the ADC gate,
the hit information is stored. The hit timing is simulated according to the timing distribution
obtained by LINAC. Finally, one event is generated by adding random dark hits.

5.2 New modeling of water condition

It was found that the PMT hit-rate measured by Ni calibration at top region are system-
atically lower than that of bottom region by 3 ~ 5% (called top-bottom asymmetry (TBA)).
Figure 5.2 shows the time variation of top-bottom asymmetry measured by Ni calibraion and
Xe calibration (see Section 6.1). However, MC simulation cannot reproduce the top-bottom
asymmetry with the uniform attenuation length in space. To solve this problem, a simple model
of the light absorption is introduced to take into account the position dependence of the attenu-
ation length in Equation 5.5. In this modeling, only z-dependence of the absorption parameter
is considered. The reason is that by the laser injection calibration, the dominant contribution to
the time variation of the water transparency is measured to be the absorption. Figure 5.3 shows
the absorption parameter measured by laser light injectors at different z positions in February
2008. As suggested by the measured z-dependence, the z-dependence can be modeled as

aaps(N) (14 3 2), for z > —1200cm

(5.10)
agps(A) (1 — G- 1200), for z < —1200cm

aabs()‘a Z) = {

where the absorption factor is assumed to be uniform below z=-1200cm due to the convection
of water. This (3 is called Top-Bottom Asymmetry parameter (TBA parameter), and is tuned
so that the top-bottom asymmetry becomes smallest. The tuning result is shown in section 6.4
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5.3 Tunable input parameters

The tunable parameters for MC simulation are listed here. The tuning results are shown in
Chapter 6.

Water parameters

The absorption and scattering parameters are measured by laser light injected from top, bar-
rel, and bottom. Figure 5.4 shows the measured water attenuation length and the contribution

of the absorption, Rayleigh scattering, and Mie scattering as a function of photon wavelength
for SK-III.

TBA parameter

TBA parameter is tuned so that the hit-rate of MC simulation reproduces that of calibration
data taken by Ni calibration. The time variation of TBA parameter is also implemented by
periodical measurements of the top-bottom asymmetry factor.

Timing resolution of PMT

Timing resolution of PMT is calibrated by LINAC. The hit timing is smeared by the measured
timing resolution in MC simulation.

After pulse

PMT hit timing has some characteristic peaks after the main peak (called after pulse). A
possible explanation of the cause of the after pulse is that if a photo-electron is back scattered at
the first dynode, it takes some time until it loses its velocity against the electric field then comes
back to the first dynode, producing a delayed hit. The fraction of the after pulse is measured
by LINAC calibration. (see Section 6.6.2)
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Average quantum efficiency (Q.E.) of PMT

While the relative Q.E. of each PMT is measured by the Ni calibration, the average Q.E. is
tuned so that the N.sy of MC simulation reproduces LINAC data.
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Chapter 6

Calibration

6.1 Outline of detector calibrations

An outline of the detector calibration will be given in this section. Some important calibra-
tions for the solar neutrino measurement such as timing of PMT, water transparency, quantum
efficiency(Q.E.) of PMT, and LINAC are explained in the subsequent sections. Especially, the
improvement to the timing calibration is newly achieved in this thesis. The detail explanation
of the detector calibration is in [31].

First, High Voltage (HV) value which is applied to each PMT is adjusted in order to achieve
the same Q.E.x gain value for all PMTs becomes same within 1% accuracy. This HV de-
termination was done by light emission of Xe lamp guided through optical fiber (hereafter Xe
calibration). A scintillator ball at the end of the optical fiber absorbs the UV light and emits
light isotropically with a peak at 440nm wavelength.

After the HV determination, the conversion factor of ADC charge to p.e. is measured for
each PMT. The conversion factor is given by (average PMT gain)x (relative PMT gain). The
average PMT gain is obtained from an average 1 p.e. distribution of PMTs measured by Cf-Ni
~-ray source (peak energy ~9MeV, average number of hits is 50PMT's, hereafter Ni calibration).
The obtained value of average gain is 2.243 pC/p.e.. The relative PMT gain for each PMT is
obtained by calibration data using high and low intensity laser light (398nm). The laser light
was put into the detector through optical fiber and diffuser ball. The relative PMT gain (G;: i
denotes PMT ID) is the ratio of the mean charge (Q;) in the high intensity data to the number
of hits (Hit;) at the low intensity data for each PMT; G; = Q;/Hit;. This is because the Q;
is proportional to Q.E. x gain, and the Hit; is proportional to only Q.E., thus, only the gain
factor can be extracted by taking the ratio of Q); to Hit;.

The charge of each PMT hit is corrected by taking into account the ADC non-linearity. This
non-linearity is measured by obtaining deviation of measured p.e value from the expected p.e.
value. The data for this calibration is taken by laser light source.

In parallel to these calibration related to the charge of each hit, timing calibration, water
transparency measurement, and Q.E. measurement were done. Then LINAC and DT (deuterium
and tritium neutron generator) calibration were done especially for the low-energy event analysis.
In the following sections, the explanation about these calibrations which are closely related to
the solar neutrino analysis will be given.
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6.2 Timing calibration

The timing of all PMTs must be calibrated so that the event vertices and directions are
reconstructed accurately. To obtain correct timing, the followings must be considered; the light
intensity of each PMT, the length of cable between each PMT and electronics, and different range
of hit timings. Different light intensity makes different triggered timing which is so called ”time
walk”. The time walk exists because larger charge hits exceed TDC discriminator threshold
earlier than those with less charge even though the hit PMT gets photons in the same timing.
The timing calibration for SK-III consists of two measurements; one is to make a correction
table for the time walk and cable length, and the other one is to make a correction function for
hit timings in different time ranges. It should be mentioned that the former one is a main part of
timing calibration which is basically same as the one in the previous phase of experiments, but
the latter one is newly introduced in SK-III to decrease the systematic shift of the reconstructed
vertex position.

Conventional timing calibration

This calibration is to correct the time walk of each PMT and the overall process time for
each PMT (cable length and electronics. etc.). The time walk and the overall process time
can be measured by putting a fast pulsing light source in the center of the detector. Figure 6.1
shows a schematic view of the timing calibration system. First, a No laser pulse is divided in the

N Lase

r
337nm, pulse width 0.4nsec

4
Dye Laser |
398nm, pulse width 0. 2nsec

TRG Mon. PMT R
= ago|-
Sk ID Variable filterl i
920;
910; ‘
s0of Linear Scale Log Scale
SO0 40 6080 100 120 40
Qbin
Diffuser ball Figure 6.2: Example of TQ distribution.

Horizontal axis shows charge of each hit, and
Figure 6.1: Schematic view of timing calibra-  Vertical axis shows hit timing without correc-
tion system tion.

laser module. One goes to a trigger PMT which makes an external trigger for timing calibration
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event. The other goes to dye laser module to produce a dye laser pulse. The dye laser pulse
(wavelength; 398+5nm(FWHM), pulse width 0.2nsec) then goes through variable filter which
is used to adjust the laser intensity. After traveling 70m optical fiber, the dye laser pulse is
emitted in the detector from a diffuser ball.

The calibration data are taken by changing the intensity of the light from the diffuser ball.
Using the variable filter, the light intensity can be adjusted from 0.0 p.e. level to high intensity
level (250p.e.) which causes saturation of electronics. Figure 6.2 shows a typical relation between
timing and charge. The vertical axis shows the hit timing without correction, and the larger value
corresponds to earlier hit timing. This two dimensional histogram is called ”TQ distribution”.
The purpose of this calibration is to fit the TQ distribution by a proper function. This function
is called " TQmap”.

The TQmap is made for each channel (11129 PMTs x 2 ATM buffer channels). The method
to generate TQmap is following. In the first step, after making the timing distribution plot for
each channel, selection of laser hit is done by setting 100 nsec time-window around the peak of
the timing distribution with TOF(time of flight from the diffuser ball to each PMT) ”added”.
The 747 sign for TOF means that before the timing correction the vertical axis corresponds to
time interval between the hit and the global trigger (see the DAQ section 3.3). Since the smaller
value of vertical axis shows the later hit, TOF must be added to get the time when a pulse light
is emitted from the diffuser ball.

A selection is needed to remove pre-pulses which occur at around 50nsec before the main
peak by a photon hitting the dynode of PMT, and after-pulses which occur at about 100 nsec
after the main peak by an electron back scattered at the first dynode. After the selection of
laser hits, for each of the 140 bins in charge (Qp;r ), the peak timing and the standard deviation
of timing distribution is obtained by asymmetric Gaussian fitting which takes into account the
effect of the scattered or reflected hits. The bin width of each charge bin is defined as

0.2 pC, for 1 < Qpin <50 (0 pC < Q <10 pC)
AQuyin = Qbin Qpin—1 (6.1)
10750 — 10~ 50 for 51 < Qpin, < 140 (10 pC < @ < 630.95 pC)

Finally, the peak timings with respect to the charge is fitted by a seventh order polynomial
function.

An improvement of SK-III method is following. In SK-I and II, instead of the peak value,
the timing of each charge bin was determined from an average timing. The timing obtained
by the previous method, therefore, was affected by late scattered or reflected hits especially at
small charge regions. ! Since the amount of reflected hits are large in the edge of ID, such effect
gives systematic timing shift depending on PMT positions. Figure 6.3 shows one example of the
difference between the two methods. As shown in Figure 6.3, the hit timing of the new method
is faster than that of the old method at small charge region, which means that the new method
is less affected by the late hits.

In the previous method, to reduce the effect of timing of late hits, First, an average is obtained from the
selected hits within 100nsec for each Qbin. Then, for each Qbin, a narrow timing window is set +2.0RMS-1.5RMS
around the average timing within the 100 nsec time-window. Finally, the timing of each Qbin is determined from
the average timing in the narrow time window.
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Additional timing calibration

The other calibration which has been carried out is to improve the performance of recon-
struction. It was observed that the reconstructed position of Ni calibration events was shifted
inward direction from the real source position to the tank center (see Figure 6.7-(a)).

This direction of the vertex shift indicates that the linearity of relative timing within a wide
range (~100nsec) is not perfect due to characteristics of electronics. For source positions away
from center and near the ID wall, the spread of hit times is larger (~100nsec) if the TOF is
not subtracted. In this case, the earlier hits seem to be shifted later by ~0.5nsec. This timing
difference between far side hits and near side hits can create the bias to reconstructed position.

I have measured this timing shift by the following setup. Figure 6.4 shows a schematic
diagram of trigger system of this calibration. In order to measure the timing shift between
late hit and early hit, a calibration trigger signal (common stop signal) from the monitor PMT
is artificially delayed by putting additional cables (from 15m to 80m), and the time delay is
measured by a independent system which is pre-calibrated within 0.1% accuracy. For example,
a 20m cable can make the arrival time of the global trigger at each ATM by 50nsec later, which
corresponds to make hit timing of each PMT 50nsec faster. By changing the cable length 15m
up to 80m, we can check the relation of the timing measured by ATM and the timing measured
by the independent system within the range of about 300 nsec.

Figure 6.5 shows an example of the result for a PMT. The horizontal axis shows hit time
measured by ATM, and vertical axis is delayed time measured by independent system. While
the horizontal axis and vertical axis show good linearity within +1nsec as shown in the top plot
of Figure 6.5, the difference has a clear dependence on the value of hit time. This tendency
is common to all channels which is shown in Figure 6.6. The average of fitted slope values is
-0.67nsec/100nsec, thus correction function is

T =T — slope x (T — 1000.0) + of fset(ch) (6.2)

where T' is hit time, 1000.0nsec is selected as normalization point, and of fset(ch) is an offset
value depending on ATM ch (0a ~ 11b). After applying this correction, the vertex shift is
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reduced as shown in Figure 6.7-(b). The remaining vertex shift gives a systematic uncertainty
of fiducial volume which is estimated as 0.54%. The corresponding value in SK-I was 1.3%. So,
more than factor 2 improvement is achieved in this analysis.
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Figure 6.8: Charge vs. distance from the decay-e vertex. Vertical is log of hit charge (p.e.) and
line shows the result of linear fitting.

6.3 Water Transparency Measurement

The water transparency is measured by using decay electrons and positrons (hereafter decay-
e) from cosmic-ray muons stopped in the detector (hereafter stopping p). The selection criteria
of decay-e are following:

e The time difference between the stopping p and the decay-e candidate (AT) must be
2.0usec < AT < 8.0usec.

e The reconstructed vertex of the decay-e candidate must be within the 22.5-kton fiducial
volume (=2m from ID wall).

e The number of hit PMTs within 1.3usec, Np;; > 50

About 1500 decay-e events are selected with this criteria every day, which is statistically enough
for this weekly transparency measurement.

Figure 6.8 shows the correlation between log of the charge (g(r)) of hit PMTs (vertical)
and the distance from the decay-e vertex to each hit PMT (horizontal). The charge of PMT is
corrected considering the acceptance depending on the incident angle of photon. To eliminate
scattered hits or reflected hits, hit PMTs are selected by the following criteria:

e Hit PMT must be one of Njg.
e The opening angle of a hit PMT 64, must be 32° < 04, < 52°

After fitting the histogram with linear function, the water transparency is obtained by the inverse
of the fitted slope.

Figure 6.9 shows the time variation of the water transparency. Each point represent a water
transparency for 6 days.
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6.4 TBA tuning and Q.E. measurement by Ni calibration

As already described in the previous chapter, the TAB parameter is newly introduced to SK-
III detector simulation to model the z-dependence of the absorption parameter. This parameter
is tuned so that the PMT hit-rate of data and MC simulation shows the best agreement. With
the tuned TBA parameter, the relative Q.E. of individual PMT is obtained by taking the ratio
of the hit-rate of data to that of MC simulation. The usage of Ni-Cf y-ray source is favored
because of following reasons

e FEasy to operate and good isotropy.

e Low occupancy (% ~ 1%) is needed to avoid multi-photon hit.

e QQ.E. should be measured at the Cherenkov wavelength range.

Figure 6.10 shows a comparison of the hit-rate between data and MC simulation with TBA=0
and TBA=tuned value respectively. Hit-rate is defined as number of hits in each PMT in a unit
of the averaged number of hits for all PMT during the calibration run?. As shown by the figure,
data and MC shows better agreement with TBA=tuned value (8.85x107?). Then, the relative
Q.E. to be put into MC is obtained as the ratio of data to MC.

2The acceptance correction as a function of incident angle of photon to each PMT and the distance correction
between the source position and each PMT position are taken into account to obtain the number of hits for each
PMT.
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6.5 DT calibration

6.5.1 DT neutron generator

Deuterium-Tritium Generator [40] produce neutrons by colliding deuterium and tritium ions
with a fixed metal hydride target with a reaction;

H42H — ‘He+n (6.3)

The deuterium and tritium are ionized by Penning ion source. The energy of neutrons is 14.2MeV
which is high enough to make '®N by the (n,p) reaction on 60 [41] in water. The 6N then
decays with a half-life of 7.13 second with gamma-ray and/or electrons. The dominant decay
mode (66%)produces a 6.1MeV v with an electron of 4.3MeV endpoint energy, while the second
dominant decay mode (28%) produce a 10.41MeV electron. The advantage of this calibration is
following; First, as shown in the Figure 6.11, this calibration is easier to operate compared to
LINAC. Second, the data can be taken in many places. Third, the event direction is isotropic.
Taking advantage of DT neutron generator, the data are uesd to study the uncertainty of energy
scale depending on position and direction (see Section 6.7.2).

6.5.2 Trigger efficiency

In addition to data taking with the normal LE and SLE trigger threshold, special calibration
data was taken with the threshold value at -150mV. With the special data, the trigger efficiency
is defined as follow ;

N .
Effip; = 20 (6.4)
Nspecial,j
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Figure 6.11: Schematic view of DT neutron generator calibration setup. (a) The generator is
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can make the shadow effect of the the generator as small as possible.

NsLE,j

Effsie; = (6.5)

Nspecial,j
where Npg(spE),; is the number of events in j-th energy bin triggered by LE (SLE) threshold,
and Ngpecial,j is that of the special threshold. Figure 6.12 shows the trigger efficiency measured
by DT calibration compared with trigger simulation of MC. The difference between data and
MC is 2.0% in 4.5-5MeV, 1.0% in 5-5.5MeV, 0.5% in 5.5-6MeV, and 0.1% in 6-6.5MeV (SLE2
period). The trigger efficiency in higher energy region is 100%, thus the difference is negligible.

6.6 LINAC Calibration

6.6.1 the LINAC system

An introduction of the LINAC system will be given. The detail information can be found in
[42]. Figure 6.13 and 6.14 show the schematic view of the LINAC system and structure of the
end cap. The LINAC is a model ML-15MIII from Mitsubishi. During the operation, the beam
pipe is evacuated to less than 0.1Pa, and the beam size and momentum is tuned by collimator
and magnets. The energy range of the electron is selected from 4.4-18MeV, so that we can make
a similar event as the recoil electron event. Other specifications are summarized in Table 6.1
Due to the small systematic uncertainty of the system [42], we can use the LINAC data not only
for the absolute energy scale calibration but also for various systematic uncertainty studies.
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Energy range 4.4 - 18 MeV
Intensity ~ 0.1 electron/bunch
adjusted by the intensity of electron gun
Number of bunches  up to ~ 90 bunches/sec
Beam energy spread < 40.3%
Beam size 1 ~ 2cm at end cap
Vacuum ~ 107* Pa in accelerator tube

<0.1 Pa in beam pipe

Table 6.1: LINAC specification

Beam energy calibration

The beam energy is measured by a Ge detector. The crystal size of the Ge detector is 57.5mm
in diameter and 66.4mm in length. The energy resolution is 1.92keV for 1.33 MeV ~ from %°Co.
At the end of data taking for each position and each beam momentum, the Ge detector is placed
just behind of D3 magnet whose current set to OA. There is the same titanium window at the
position. The energy evaluation by Ge is done by comparison with Ge detector MC simulation
considering the energy losses in the Ti window, the Be window of the Ge detector, and inactive
region of the Ge detector. The total energy in SK detector is obtained from the measured beam
momentum. The energy loss of the trigger counter and the Ti window is taken into account
in that calculation. The uncertainty of the beam energy is evaluated as £20keV at 9.52MeV

(0.21%).
Data set
LINAC data was taken in March 2008. Beam energies taken in that time are 5.1, 8.8, 13.6,
18.9 MeV. The beam positions are shown in Figure 6.13.
6.6.2 Tuning parameter results
Average Q.E.

The average Q.E. (COREPMT) is obtained by the following steps. For this study, 8.8MeV
mode is used.

1. Make MC of all positions with different COREPMTs

2. Get peak value of Ny

3. Compare the peak values with that of DATA.

4. Find COREPMT which gives minimum position dependence.

As the result, obtained value of COREPMT is 0.888. Figure 6.15 shows the tuning result. Figure
6.16 shows the energy scale difference between data and MC simulation. The position averaged
difference between LINAC data and MC is within 0.5% for all energies.
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Figure 6.15: Tuning result of COREPMT Diff in the right plot shows the difference between the
maximum and minimum of R(=MC/DATA).

After pulse

If a photo-electron is back scattered at the first diode, it takes some time until it loses its
velocity against the electric field then comes back to the first dynode. In such case, the hit timing
delays a certain amount and makes an after pulse. The fraction and the delay time are tuned
by LINAC hit timing distribution. Tuning result shows that the characteristic components of
the after pulses are at 111.5 nsec (1.4%) and 39.0 nsec (1.3%) after the main pulse (see Figure
4.2).

Timing resolution

Timing resolution determines the vertex resolution, and thus it affects the vertex resolution
directly. Therefore, the tuning of timing resolution is important in terms of reducing system-
atic uncertainty of MC. In this analysis, I have performed a very precise tuning of the timing
resolution.

After these tuning done, the timing distribution of LINAC data and MC agree very well as
shown in Figure 6.17.
6.7 Energy scale

6.7.1 Ncss to Energy

After the all detector simulation tuning, the conversion function from N.¢r to energy is
obtained by uniformly generated electron MC events. This energy is electron total energy. The
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Figure 6.17: Timing distribution after tuning MC. LINAC 5.1MeV (x,z)=(-12m,12m)

relation between the energy and N,y is given

E =pi+ (p2+ (p3+ (P4 + p5Neff)Nesg)Nepr)Nepy (6.6)

where p; (1 = 1..5) are fitting parameter. Figure 6.18 shows the fitting result. The obtained
parameters are

p1 = 0.82221
py = 0.12897

p3 = —9.49202 x 107°
ps = 1.09289 x 107
ps = —2.91088 x 107

6.7.2 Energy scale uncertainty
Position dependence of Energy scale

To estimate the position dependence of energy scale, the z-dependence and phi-dependence
should be taken into account. The z-dependence is measured by LINAC, and the ¢-dependence
is measured by DT because the large y position is not included in the calibration positions for
LINAC.

Figure 6.19 shows the difference of energy scale between LINAC data and LINAC MC de-
pending on the LINAC position. By averaging over all positions, the z-dependence is estimated
as 0.06% (difference between r=4m and r=12m is also included here.)
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Figure 6.20 shows the difference of energy scale between DT data and DT MC the horizontal
axis is normalized by the average of same z positions. The mean value of deviation from the
average is taken as a phi-dependence of energy scale which is 0.35%.

Angular dependence of energy scale

The directional uniformity of the energy scale can be obtained by DT calibration. Since
the LINAC beam is only downward-going, the directional uncertainty of energy scale should be
checked and added to the total energy scale uncertainty. This is also important when studying
the energy spectrum distortion and the day/night effect caused by the MSW effect.

Figure 6.21 shows energy scale difference between DT data and DT MC depending on the
event direction. The difference between LINAC direction (the left most bin of the Figure 6.21)
and the average of other bins is 0.02%. Conservatively, the size of error is taken as the angular
dependence of energy scale which is 0.25%.

Effect of Water transparency accuracy to energy scale

The uncertainty of the energy scale is also depending on the uncertainties of water trans-
parency measurement when the LINAC calibration data was taken. The uncertainty of the
water transparency measurement is evaluated by fitting error distribution. Figure 6.22 shows a
distribution of statistical uncertainty of water transparency of every 6day period which is ob-
tained from the fitting error of the transparency slope. The average value of uncertainty for 6day
measurement is taken as the uncertainty of water transparency during LINAC run period. The
average value 159cm is correspond to 0.2% of energy scale which is obtained from MC generated
with artificially increased water transparency.
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Position dep. 0.35 %
Direction dep. 0.25 %
WT. uncertainty 0.20 %
LINAC energy sys. 0.21 %
Total 0.53 %

Table 6.2: Systematic uncertainty of energy scale

Electron beam energy determination

Uncertainty of electron beam energy determination of LINAC system is estimated as 0.21 %
[42].

Total energy scale systematic uncertainty

Adding all the contributions in quadrature, the total uncertainty of SK-III energy scale is
estimated as 0.53% (see Table 6.2). The corresponding value for SK-I is 0.64%. About 20% of
improvement can be seen in SK-III.

6.8 Energy resolution

Energy resolution function is obtained from MC which is same as the one the energy function
is made from. Figure 6.23 shows the energy resolution as a function of the reconstructed energy.
The fitted energy resolution function is:

1
o(B) = =(~0.123 + 0.376VE + 0.0349F) (6.7)

where E is the energy of an event (MeV). The difference of the energy resolution between data
and MC is checked by LINAC, and it is shown in Figure 6.24. The observed shift seemed on
direction, but I took the difference between data and MC is £2.5%.

6.9 Angular resolution

An absolute angular resolution is defined as an angle which include 68% of the reconstructed
directions around the beam direction. The angular resolution as a function of electron energy
is shown in Figure 6.25. The difference between data and MC is 0.7% at maximum.

This angular resolution shows about 10% improvement in 5MeV region if it is compared to
that in SK-I [20].
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Chapter 7

Data Analysis

The data for SK-III solar neutrino analysis were taken from August 5, 2006 to August 17,
2008. SK-III has three periods with different hardware threshold settings. The explanation of
each period is summarized in Table 7.1

7.1 Monitoring of Radon level

A major background for the lower energy region (total energy is less than 6.5 MeV) is
radioactive impurities such as radon which are mixed in the pure water. To achieve the low
energy threshold at 4.5 MeV, it is needed to reject such high radon concentration periods that
happened after water system maintenance or detector calibration, etc.. In order to do this,
the radioactivity at different positions of the detector has been monitored by checking low
energy event rate. Figure 7.1 shows how the low-energy event rate changes at the different
detector positions. The high event rate periods coincide with the water system maintenance and
detector calibration. These high rate are caused by remaining radon in water. After removing
the high radioactivity periods, the sample for low-energy threshold analysis is obtained. The
corresponding livetime is 298.2 days. Since the radon event only affect the low energy region
the periods are not removed for sample with 6.5 MeV threshold whose livetime is 547.9 days.

7.2 Run definition

A basic unit of dataset is a run. Each run is at most 24 hours long, and divided into subruns
which have usually 1 to 5 minutes long depending on the trigger rate.

Date (From Y/M/D to Y/M/D) Hardware thr. (mV) 100% eff. above: (MeV) livetime (days)

2006,/08/05 - 2007/01/24 -302 6.5 121.7
2007/01/24 - 2008,/04/17 212 5.0 331.5
2008/04/17 - 2008/08/18 -186 45 94.8

Table 7.1: Summary of run periods with different hardware threshold values .
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The data quality is checked with subrun or run unit. The criteria for bad run or subrun are
following;

e The run length is less than 5 min.

e The subrun length is less than 30 sec.

The one of event reduction rates of a subrun is higher than the allowed rate.

Hardware and/or software problems happen

Calibration run

7.3 Noise reduction

7.3.1 Total charge cut

Events with the total charge more than 2000 p.e. are rejected. This cut is to remove cosmic
ray muons. 2000 p.e. corresponds to about 300 MeV for an electron, so no solar neutrino events
are cut by this criterion.

7.3.2 Fiducial volume cut

Events which have vertex position within 2m from the ID wall are rejected. This cut is to
reduce background events coming from the surrounding rock or the ID structure. 2m is set
considering the resolution of vertex position (~100cm at 6.5MeV). The volume 2m of the ID
wall is called fiducial volume.

A tighter fiducial volume cut is applied for the event with energy less than 5.5 MeV as
explained later in this chapter.

7.3.3 Pedestal/Uncompleted event cut

The pedestal data was taken at the beginning and 30 min after the beginning of every run.
After that, the 8 online computers, each handles 6 TKO crates, check temperatures of 6 crate
in every 30min. If more than or equal to one of 6 TKOs have a different temperature by +
0.15 degree from the previous pedestal time, the online computer takes pedestal data for the 6
TKOs. If pedestal data is not taken for more than 6 hours by a online computer, the online
computer takes pedestal data for the 6 TKOs.

Other than the pedestal data taking, some parts of the detector happen to become off due
to hardware problem. The data taken in such period (2 ~ 3%)is not included in this analysis.

7.3.4 Time difference cut

Events are rejected if they occurred within 50usec after the previous event. This is to remove
electrons from the decay of cosmic ray muons. Figure 7.2 shows the distribution of time interval
in a typical data. The fractional dead time due to this cut is ~ 2 x 10~%, which is taken into
account in the solar neutrino simulation.
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Figure 7.2: Time difference to previous low energy triggered event. The first peak around 1usec
is due to ringing events after a high energy cosmic muon, and the second peak around 15usec

is due to after pulse events, and the third peak around 30usec is so called ”after trigger” event,
which is issued after HE triggered event.
7.3.5 OD event cut

Events with an OD trigger are rejected. An OD trigger is issued if the OD hits are more
than 19 his within a 200 nsec time window (see Figure 7.3). This is to remove cosmic ray muon
event with total p.e. less than 2000 p.e.

7.3.6 Noise cut
Event with high fraction of noise hits are rejected. This is to remove events due to electronic
noise. The fraction of noise hits is defined as follows;
NSratio = Nnoise/Ntotal

(7.1)
where Nypise is the number of hit PMTs with charge less than 0.5 p.e., and Ny is the total
number of hit PMTs. If NSratio is greater than 0.4, the event is rejected. Figure 7.4 shows
N Sratio distribution of a typical good run.

7.3.7 Goodness of vertex reconstruction cut

Events with poor vertex reconstruction are rejected. Figure 7.5 shows the goodness of the
second vertex fitting [20]. If a event has goodness < 0.3, the event is rejected. Some broken
PMT made flash light. These flasher events are usually clustered in goodness < 0.3 region.
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7.4 Reduction for solar v analysis

In this section, I will explain a series of further reductions which select a good single electron
events. The total number of events after each reduction step and the efficiencies of each reduction
will be summarized at the end of this section, and the systematic uncertainties due to each item
of reductions are discussed in Chapter 9

7.4.1 Spallation Cut

This cut is to reject events caused by cosmic ray muons. When a muon interacts with an
oxygen, radioactive elements are produced;

p+%0 — pu+ X (7.2)

where X represents radioactive nuclei. Possible radioactive nuclei are summarized in Table
7.2. The v and (§ decay of such a radioactive nuclei trigger the detector and make background
events so called ”Spallation events”, which are main background source in energy region 6.5 to
20 MeV. Here, I explain an overview of spallation event cut. The details of muon selection,
muon track reconstruction, and how to built a likelihood function to identify a spallation event
was described in [20].

For each low energy event, a likelihood value is calculated for every preceding muon within
100 sec. The likelihood is a product of three functions;

LSPG = f(At) X f(Al) X f(Qres) (7.3)

where Al is a distance from the low energy event vertex to the reconstructed muon track.
At is a time difference between the low energy and a preceding muon event. Qs is a residual
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Isotope T1 (sec) | decay mode | Kinetic Energy (MeV)
SHe 0.119 B 9.67 + 0.98(7)
B~ n 16%
SLi 0.838 B~ ~ 13
8B 0.77 Bt 13.9
SLi 0.178 B~ 13.6 (50.5 % )
B~ (~ 50 % )
e 0.127 a8 3~15
$LLi | 0.0085 B 16~20 (~ 50 % )
B~ n ~ 16 (~ 50 % )
'Be 13.8 B~ 11.51 ( 54.7 %)
9.41 + 2.1 (7) (31.4 %)
iBe | 0.0236 B~ 11.71
2B | 0.0202 B~ 13.37
12N | 0.0110 gt 16.32
BB | 0.0174 B~ 13.44
B30 | 0.0086 B 13.2 16.7
B | 0.0138 B 14.55+6.09 (7)
$o 2.449 B~ 9.77 (1 36.8 % )
4.4745.30 ()
o 0.747 B~ n ~ 4
N 7.13 B 10.42 ( 28.0% )

4.2946.13 (v) (66.2% )

Table 7.2: Possible Spallation products in water [20]
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charge of the preceding muon which is defined as

Qres = Qtotal - Qunit(t) X Lu (74)

the Qotar is the total charge (p.e.) of a muon event, Quni(t) is the average number of photo
electrons per unit length of a muon track observed in a time period ¢ .

The spallation likelihood for a low energy event then obtained as the maximum value of the
likelihood values, and the muon which gives the maximum value is called a parent muon. Figure
7.6 shows the distribution of the spallation likelihood in spallation like event and randomly
sampled events. For spallation like event, events with At < 0.1sec and energy> 8MeV are
selected. For a random sample, events with energy <5MeV are selected because most of such
low energy events are produced near the detector wall due to radioactive impurities and are not
to spallation event. A random vertex is assigned to the vertex position of the random sample
event. The cut point for the spallation likelihood is 4.52, so that the inefficiency of the random
sample (dead time) becomes 0.20. The position dependence of the dead time is shown Figure
7.7. This position dependence is taken into account when the expected number of solar neutrino
events is calculated using MC.

7.4.2 Ambient background reduction
Vertex and Angular Reconstruction Quality check

There still remain many background events due to mis-reconstruction inside the fiducial
volume after noise reduction. To check the quality of vertex and angular reconstruction and
remove the mis-reconstructed events, the 2 dimensional vertex and angular goodness cut is
applied. Since the mis-reconstruction usually occurs for low energy background (<~ 6MeV),
such events has small number of hits. Thus, there is no hit selection to calculate goodness of
vertex reconstruction, so that we get information as much as possible from all hit PMTs. The
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Figure 7.7: Spallation cut dead time depending on the detector position.

goodness vertex reconstruction is calculated using all hit PMT timing as follows,

2

(‘ri(v(z—to )+(T,Lv(v;—t0 )
Gy

1
Yt
_ S (7.5)

e 3T

where 7;(¥) = t; — |7 — hi|/c is a TOF subtracted hit time, and tg is the fitted peak time of
7 distribution. The sums are over all hits.

The goodness of angular reconstruction can be tested by checking how the hit PMTs dis-
tribute in space. In the case of a real electron event, the hit PMTs should reside uniformly
along with Cherenkov ring toward the reconstructed direction. To check the uniformity, the
Kolomogorov-Smirnov test is applied. Figure 7.8 shows examples of event displays for a single
electron event and a background event. Figure 7.8 also shows the distribution of azimuth angle
of hit PMTs with respect to the reconstructed direction. The definition of goodness is the full
width of azimuth angle deviation which is given by

maxr {éuniform(i) - éData(i)} —nun {éum'form(i) - AData(Z.)}
2w

G = (7.6)
where Zyniform () is the azimuth angle of i-th hit PMT among the N5q assuming that the hit
PMTs are uniformly distributed along with a Cherenkov cone (the dashed line in Figure7.8),
and Zpatq(i) is that of real event (the closed circles in Figure7.8). As shown in the figures, a
good event has a small value and a bad event has a large value.

The correlation between the vertex goodness Gy and the angular goodness G4 is shown in
figure 7.9. Figure 7.9-(a) is a plot of real data which is just after the 1st reduction and still
contains a lot of badly reconstructed events, and figure 7.9-(b) is that of solar neutrino MC. As
shown in the figure, we can separate a good single electron like event from background events
by checking a quality factor which is a combination of the vertex goodness and the angular
goodness ova@® (One dimensional variable of Vertex and Angular reconstruction Quality);
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direction (pattern) goodness

0.5
vertex (timing) goodness

Figure 7.9: Correlation of G%, (horizontal) and G% (vertical). Line indicate G4 = G} — 0.25

ovaQ = G — G2 (7.7)

Distributions of the quality factor for several energy are shown in figure 7.10. The cut criteria
is following;
ova@ > 0.29, 4.5 < Energy < 5.0MeV
ova@ > 0.25, 5.0 < Energy < 7.5MeV (7.8)
ova@ > 0.20, Energy > 7.5MeV

Flasher cut

If there is a PMT which emits light because of arch discharge on dynodes, such a PMT
causes background events so called "flasher events”. The flasher event is characterized with a
large charge hit and many hits in the surrounding PMTs.

Figure 7.11 shows the maximum charge of a PMT in an event for the horizontal axis, and

the number of hits in the surrounding 24 PMTs. The cut criteria are also shown in the Figure
7.11.

Hit Pattern cut

This cut is to select a clean single electron event. If additional y-rays in an event, the hit
pattern does not show a clear Cherenkov ring, then the reconstructed direction might not be
correct. To select a single electron event, a likelihood function is made from cos 64;,; distribution
of the uniform electron MC event; Figure 7.14 shows examples of the Cherenkov ring probability
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functions for several energy regions. The definition of Cherenkov ring probability is
1
P(Energy, vertex, diretion) = — Z log(f(Energy, cosOgir.i, fwall)) (7.9)
Nso 4

where fwall is the distance from the event vertex to the detector wall (See Figure 7.12) along with
the reconstructed direction, and probability functions f(Energy, cos 84, fwall) are obtained
from single electron MC with different energies. To determine the cut point of P, the significance

is calculated as P
f M C(P")dP’
Significance(P) = —2

7.10
[ BG(P")dP’ (710

where MC(P) and BG(P) are distributions of the Cherenkov ring probability obtained from
single electron MC and control sample of real data and P, is the likelihood value at the left edge
of Figure 7.13. The obtained cut criteria which give maximum significance for different energy
regions are

P> —-188, 6.5MeV < Energy < 8.0MeV

P> —1.86, 8.0MeV < Energy < 12.0MeV (7.11)

P> -195  12.0MeV < Energy

Since, for an event whose energy is less than 6.5 MeV, the distributions of likelihood for data
and solar neutrino MC become the same (see Figure 7.14), I decided not to use this cut for the
energy region.

Fiducial volume cut using the second vertex fitter

The result of second vertex reconstruction is checked here. If the reconstruction returns a
vertex position outside of the fiducial volume (2m inside of the ID wall), the event is rejected.

7.4.3 Gamma-ray cut

This cut is to reject events induced by gamma-ray which are from the PMTs or the detector
wall. To eliminate the background, events with direction inward from the wall are rejected. The
criteria for event energy > 6.5MeV are

{ deps > 650cm, 6.5MeV < Energy < 8.0MeV (7.12)

depr > 400cm, 8.0MeV < Energy

where d.yris the distance from the wall in the direction of the reconstructed event (see Figure
7.12), and this cut points are obtained by calculation of significance as in Equation 7.10 but the
significance here is a function of d.y.

Figure 7.15 shows the distribution of ds; for different energy regions. Because the radioac-
tive background (energy <6.5 MeV ) is not uniformly distributed in the detector (see 77), a
tighter fiducial volume cut is needed. Considering the tighter fiducial volume which will be
tuned in the later step, events in the central area (z > —bm,r< 13m) are selected to tune the
gamma-ray cut point of d.r for energy < 6.5M eV region. Then, for this energy region, different
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cut criteria are applied depending on where the original position at the detector wall (poswall)
is (see Figure 7.15);

depy > 1000cm, poswall is top
derp > 1100cm,  poswall is barrel (7.13)
derp > 1300cm, poswall is bottom

7.4.4 Cosmogenic '°N cut

This cut is to reject events caused by decay of ' N The 6N is produced when cosmic ray
p~ is captured by 'O in water;

pm %0 =1 N1y (7.14)

The most of ' N produces a 6.1 MeV v with a 3 whose end point energy is 4.3 MeV; its half
life is 7.13 second.

In order to reject this background, the correlation between all captured muons and all re-
maining low energy event are checked. The first step is to select only captured muon event which
are characterized as following; Muon with no exit point(stopping muon) and is not followed by a
decay electron event in 100usec. After the selection, a low energy event within 250cm from the
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Figure 7.16: A typycal event display of low-energy background.

stopping point of the captured muon and a time-window of 100msec to 30sec following the muon
is rejected. The total number of the rejected events 4750 events. The dead time due to this cut
is estimated accidental coincidence between the selected muons and random event sample which
is 0.53%.

7.4.5 Further quality cut for the lowest energy region
Clustering hits background

This cut is newly developed in this analysis to reduce the low energy background in edge
region. Figure 7.16 shows one example of remaining background. This kind of event is supposed
to be triggered by a coincidence of dark hits and the small clustering hits due to radioactive
sources in the FRP or the structure of the detector wall.

We can separate this background from the solar neutrino signals by searching a small cluster
in both space and time. A real neutrino signal at the edge region also has similar characteristics,
but it causes a bigger cluster compared to the background events. Thus, the key is to evaluate
the size of clustering hits.

In order to do this, two variables are used. One is to check the size of clustering hits in space;
the minimum distance from any of Nog PMTs to another Nog PMT within which more than 0.2
number of Ny are included (called ” R02”). The other variable is to check the clustering hits in
time; the maximum number of hits in 20nsec sliding time window search ”without” subtracting
TOF from the reconstructed vertex (called ” N20,4,,7”). The reason why TOF is not subtracted
is that for the background case, except for the small clustering, hit PMT positions should be
randomly distributed while for the real signal in the edge of fiducial volume, hit PMT positions
should be concentrated close to the wall. Thus, timing distribution without subtracting TOF
makes the difference between the background and the signal clearer.

Figure 7.17 shows correlation between R02 and N20rawT for background sample data and
solar neutrino MC events. The background sample is selected from the data after the gamma
cut applied around the edge of fiducial volume (r>13m). To compare the background with MC
events, the same cuts are applied. As expected, the background sample shows smaller R02
and smaller N20,4,,7 (which is indicated by the orange area in Figure 7.17 ). The cut point
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Figure 7.17: Correlation between R02 and N20rawT for background sample (left) and solar
neutrino MC events (right).

is obtained from one dimensional distribution of R02 X N20,q,7/Nef¢. The significance as a
function of R02 X N20,qu1/Ness becomes maximum at R02 X N20,qu7/Nefr = 75 (see Figure
7.18). Following is a summary of cut criteria of this new cut;

R02 X N20,qu7/Neps > 75 and r? > 180m? for 5.5 <E< 6.5 MeV
R02 X N20,qu7/Negs > 75 and r? > 155m? for 5.0 <E< 5.5 MeV (7.15)
R02 x N20,qu7/Ness > 75 and r? > 120m? for 4.5 <E< 5.0 MeV

After these cut applied, the vertex distributions in low-energy events are shown in Figure
7.19.

Tighter fiducial volume cut

This cut is to reject the remaining background in the edge region. As shown in Figure 7.19,
background events in the bottom region still remain after the cluster cut. This nonuniformity
of the vertex distribution of background makes the angular distribution of the background
distorted, which causes a large systematic uncertainty for day-night asymmetry of solar neutrino
flux.

To set a tight fiducial volume, the significance as a function of detector radius is calculated.
Based on the significance calculation, the final value of fiducial volume is obtained for each
energy region which is shown in Figure 7.19:

4.5 —5MeV : (r? < 180m2andz > —3m)or(r* < 120m2and — 7 < z < 3m) = 12.3kton
5—5.5MeV : (r? < 180m2andz > —7.5m) = 13.3kton
5.5 —20Meuw : no tight fiducial volume cut = 22.5kton
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Figure 7.19: Vertex distribution of low-energy events. The tight fiducial volume is shown by the
red box: 12.3kton for 4.5-5MeV, 13.3kton for 5-5.5MeV and 22.5kton 5.5-20MeV.
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(open circle) means noise reduction. For and SK-III(blue) there still remained lots of low-energy
events due to FRP. Thus, ova@ > 0.2 is applied for all events, and this is called precut in SK-III.

7.5 Summary of Reduction step

Figure 7.20 shows the energy spectrum after each step of the reductions and Figure 7.21 shows
the remaining efficiency of ® B solar neutrino MC with respect to the reconstructed energy. While
the event rate in the real data as a function of energy is the same as SK-I, the cut efficiencies
are improved by 10% in the final data sample. For 4.5-5MeV region, while the efficiency gets
worse by about 30% compared to SK-I, the background is reduced by about 80%, which enables
to observe the solar neutrino signals in that energy region with better signal to noise ratio. The
number of events after each reduction step is summarized in Table 7.3 (real data) and 7.4.
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Reduction step  4.5-20.0 MeV  5.0-20.0 MeV  6.5-20.0 MeV

Precut 10162637 2381464 669641
Spallation cut 8324066 1861770 114350
ovaQ 1795878 866835 100470
Second fidv. cut 1609465 734843 89808
Hit pattern cut 58187
Gamma ray cut 89096 54820 43146
16N cut 89096 54351 39879
Cluster cut 67774 42916

Tight fidv. cut 13346 24311

Final 13346 24311 39879

Table 7.3: Reduction results of data
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Reduction step

4.5-5.0 MeV  5.0-6.5 MeV  6.5-20.0 MeV

Total 502745 1277710 1932146
Bad run cut 428206 1098880 1672114
Trigger condition 225121 920427 1670429
Goodness cut 225119 920424 1670429
Fiducial volume cut 211920 748352 1310258
Precut 196572 724259 1295878
Flasher events cut 196572 724259 1295878
Spallation cut 155869 574679 1029365
ovaQ 136319 537522 1020542
Secont fidv cut 135223 527545 998017
Hit pattern cut 889857
Gamma ray cut 92326.8 355474 815156
Cluster cut 87390.7 341162

Tight fidv cuts 45109.5 308757

Final 45109.5 308757 815156

Table 7.4: Reduction results of MC
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Chapter 8

Signal extraction

8.1 Solar angle fitting

The strongest information which is used to extract solar neutrino signal from the final sample
is the direction of the recoil electrons because the direction of the recoil electron is strongly
correlated with the direction of the incident neutrino. Thus, by checking the cosine of the
direction from the Sun and the event direction (cosfsy,), the solar neutrino signals can be
extracted. The signal extraction is done by an extended maximum likelihood fit [43] with data
and the solar neutrino MC events distributions. The likelihood function is

Nyin n4
L= 6,(21_ Bi+5) H H(BZ . bij +S5.Y;- Sij) (81)
i=1 j=1

where Np;,, = 22 is the number of bins between 4.5 MeV and 20.0 MeV: 19 energy bins of
0.5 MeV between 4.5 and 14.0 MeV, two energy bins of 1 MeV between 14.0 and 16.0 MeV,
and one bin between 16.0 and 20.0 MeV ! . and n; is the number of observed events in the
i-th energy bin. S and B; are free parameters to be fitted and represent the total number of
solar neutrino events and the number of background in the i-th energy bin. Y; is the expected
fraction of signal events in the i-th energy bin which will be explained in the next section. The
probability density functions b;; and s;; describe the expected shapes of the background and
recoil electron signal respectively, and are defined for each energy bin as a function of the solar

angle.
bij = U(COS HU) (82)

sij = p(cos by, Eij) (8.3)

where 6;; and Fj; are a solar angle and energy of j-th event in 4-th energy bin. The definition of
the solar angle (6; = 05y, ) is shown in Figure 8.1. The background shape is not completely flat
due to the cylindrical shape of the detector. To estimate the shape of background, at first, the
zenith angle and azimuthal distributions of real data (cos s, < 0.7 is imposed to avoid solar
signal) are fitted with an eighth-order polynomial. Then, the expected solar angle distribution
can be obtained from the fitted zenith and azimuthal distributions by generating a toy MC. The

If the threshold is 5.0 MeV, the number of bins are 21 bins: 18 energy bins of 0.5 MeV between 5 and 14.0
MeV, two energy bins of 1 MeV between 14.0 and 16.0 MeV, and one bin between 16.0 and 20.0 MeV. That is,
i =2~ 22 is for 5MeV threshold, and i = 5 ~ 22 is for 6.5MeV threshold.
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signal shape is obtained from the known neutrino-electron elastic scattering which is smeared
by electron multiple scattering in water and the detector’s angular resolution. Figure 8.2 shows
some examples of the expected background shapes and solar neutrino signal shapes. Finally, the
values B; and S are chosen so the likelihood has a maximum value.

8.2 How to get Y;

As denoted in the previous section, Y; is the expected fraction of signal events in the i-th
energy bin. Y; can be calculated as follows:

1. Based on the 8B spectrum in section 2.2, calculate the recoil electron energy distribution
of the elastic scattering:
Vet+e —vete (8.4)

2. Obtain the total electron energy distribution to be observed considering the detector re-
sponse.

3. Calculate the expected total number of signal events and the expected number of signal
events in each energy bin.

To obtain the recoil electron energy distribution, the cross section of the reaction in equation
8.4 is given [44]
mel,
127

do _ G%me
dT, 27

T 2
Ao+ By (1 — e) + Cy (8.5)

E,

where Gp,me, E,,T,, are the Fermi coupling constant, the electron mass, the incident neutrino
energy and the kinetic energy of the recoil electron, respectively (see Figure 8.3-(b) ). The
Ag, By, Cy are defined by

Ag = (gv +94)*, Bo = (9v — ga)*, Co = (97 — g7") (8.6)
gy = 2sin’ Oy + %, ga = +% for v, (87)
gV:2sin20W—%, gA:—% for v, vt '

where 0y is the Weinberg angle (sin? 6y = 0.2317 ) 2. We have applied the radiative correction
[45] to the equation 8.5. If the corrections are considered, they contribute to reduce the cross

2The total cross section is given:

T
ota = dTe
Ototal /(; dT.
Ghme E, Tinas m.T,,
= AoTmaz + Bo— ¢1— 1-— e .
o 0 + By { , Co 2F2 (8.8)
where 5
Tras = ——2 (8.9)
1+ 5%
(see figure 8.3-(a)) For electron neutrino, the total cross section is
) veew — vee”
aa By (MeV) )
- - = 9478 x 107 =2 8.10
Uue e~ — vee X IO(MGV) (cm ) ( )
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section by ~ 2% for the 8B energy region [45]. The recoil electron energy distribution is then
calculated as:

Ey maz

F(T.)dT, = { / ’ Wgﬁ(Ey)dEy} dr, (8.14)
0 dT,

where ¢(E,) is the solar neutrino flux as a function of neutrino energy. Figure 8.3-(c) shows the

energy distribution of the recoil electron for 8B solar neutrinos.

In the second step, in order to take into account the detector response in the observed energy
distribution prediction, we actually carry out the full detector simulation. In that simulation,
electrons which obey the recoil energy distribution are generated, and the real run time is also
simulated so that the solar neutrino MC events can be directly compared with the data for the
time variation or the day-night asymmetry study.

Finally, the same reconstruction tools and reduction steps are applied to the solar neutrino
MC events, and the MC final sample is made. The expected fraction in each energy bin, Y; is
obtained from the energy distribution of the solar neutrino MC final sample. Figure 8.4 shows
the predicted energy distribution of the MC final sample.

For muon and tau neutrinos, the total cross section is
2) Vyre — Vpre
Ou e = 1559 x 1074 EeMeV)
UﬂwT e nd VﬂlvT e 10(M6V)

which is about 1/6 smaller than that of electron neutrino. The scattering angle is determined by kinematics, such
as:

(em?) (8.11)

1+ 2=
cos ) = —~— (8.12)
1+ e
in case of me < Tt m
cosf >1— Te (8.13)

which shows a strong correlation between the incident neutrino direction scattering angle of the recoil electron.
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Figure 8.4: Energy spectrum of the solar neutrino MC final sample. The 8B flux from BP04 SSM

and Winter spectrum is used for red histogram and Ortiz spectrum is used for black histogram.
The reduction efficiency in Figure 7.21 is considered. They agree within 5%.
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Chapter 9

Systematic Uncertainties

9.1 Energy scale

In order to study how the energy scale systematic uncertainty (0.53%) affect to the flux
value, the difference of the Y; is obtained first. By changing the energy of each solar v MC event
by + or - 0.53% after the energy reconstruction, Y;scal6+ and Yiscale_ are calculated. Using the
Y;scaleJr and Yiscalef, the solar angle fittings are carried out. Then it turns out that the 0.53%
scale shift makes +1.4% difference on the total flux in the 5.0-20.0 MeV electron total energy
region.

For the day-night asymmetry study, I only take into account the angular dependence of
energy scale uncertainty (0.25%) because the other systematic uncertainties of energy scale
would be canceled out in the calculation of the asymmetry factor ((&p — ®x)/0.5(®p + ®n)).
In the same way, YiD N+ and YiD N=are calculated with + or - 0.25% scale shift. As the result
of the solar angle fittings, the systematic uncertainty of the day-night asymmetry is estimated
as £1.3% in the 5.0-20MeV region.

Since the water transparency varies in time, the energy scale uncertainty depending on the
water transparency (0.21%) should be contributed to the uncertainty to the seasonal study. It
is estimated as +1.3%.

9.2 Energy resolution

In order to estimate the effect of the systematic uncertainty of the energy resolution (+2.5%)
on the total flux, the prediction of observed energy spectrum is obtained not from the full detector
simulation but from the calculation:

F(Eae) = { / T BB R(E. EobsmEe} 0E o (9.1)

where Eps, F(Eyps) are observed energy and the calculated observed energy spectrum, E. is
total energy of recoil electron, and F'(E,) is the recoil energy spectrum calculated in equation
8.14. R(FE., Eys) is the detector response function:

_ 2
R(Ec, Egps) = 27T;(Ee)2 exp <—(E60(EZO§8)> (9.2)
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where o(E,) is the energy resolution function given by Equation 6.7. Then, the effect of the
energy resolution systematic uncertainty on the observed energy is calculated by replacing o (FE)
with o(E) = o(E)(1 4 0.025) or 0~ (E) = o(E)(1 — 0.025) to get FT(Eups) or F~(Eups),
respectively. Finally, the ratio of F+(™) to the original F:

f+(0r ) (Eobs)

+(or -) E _
w ( ObS) f(EObS)

eres (9-3)
is used as a weight for a each solar neutrino MC event, then the Y;"*** and Y;*"**~ are obtained.
Using the Yfmng and Y"“*7, the solar angle fittings are carried out. As the result, £0.12%
uncertainty on the total flux in 5-20MeV energy region is estimated from the 2.5% energy

resolution uncertainty.

9.3 %B spectrum

Winter et.al. calculate ®B spectrum from a very precise measurement of spectrum of ®Be
a decay [19]. The uncertainty of the ®B calculation is taken from the paper which include
both experimental and theoretical uncertainties. To estimate the effect of this uncertainty, the
original spectrum ¢(F,) is changed by + uncertainty, then F *B+(or) ig made by equation 8.14.
By using the FPB+(or) ¢4 Equation 9.1, YigBJr and YiSB_ are made in the same way as Y;7**%
and Y"*7. After the solar angle fitting, the systematic uncertainty due to the 8B shape is
estimated as 0.2% for the Winter ®B spectrum. For the Ortiz ®B spectrum, the same method

in [20] is used, then the estimated as *1{%.

9.4 Angular resolution

In the same way as energy scale, Yicmg+ and V""" are made by artificially shifting the
reconstructed direction of the solar neutrino MC events. The shifted direction is calculated as
the reconstructed direction =+ the systematic uncertainty of angular resolution (section 6.9) with
respect to the generated direction of the recoil electron. After the solar angle fitting with ¥;*"¢ *
and Y;""", the systematic uncertainty due to the uncertainty of angular resolution is estimated
as +0.7% on the total flux in 5.0-20MeV region.

9.5 Vertex shift

The vertex shift makes the systematic uncertainty of the fiducial volume. To estimate the
total flux uncertainty due to the vertex shift, The reconstructed vertex positions of the solar
neutrino MC events are artificially shifted toward outward of the detector. Then, it is estimated
how many fraction of events are rejected by the fiducial volume cut due to the shift. As the
result, 0.54% of the MC events are rejected and this contributes to the total flux systematic
uncertainty.
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Figure 9.1: The difference of the ovaQ cut efficiency (MC-DATA)/MC of LINAC.

9.6 Reduction

9.6.1 ovaQ cut

Figure 9.1 shows the difference of the efficiency of ovaQ cut using the LINAC data and
MC. To estimate the systematic uncertainty of the total flux due to the ovaQ) cut, this energy
dependence of the efficiency is taken into account. As the result, £0.4% uncertainty to the total
flux in 5.0-20MeV energy region is found.

9.6.2 Hit pattern cut

Figure 9.2 shows the difference of the inefficiency of the hit pattern cut using the LINAC data
and MC. As seen in the figure, the efficiency difference between data and MC agree within 0.25%.
This maximum discrepancy 0.25% is taken as the uncertainty to the total flux, conservatively.

9.6.3 Second vertex cut

The reconstructed vertex shift using the second fitter is also taken into account to estimate
the systematic uncertainty on the flux. The estimation is done in the same way as the BONSAI
vertex fitter, resulting 0.45% of uncertainty should contribute to the total flux.

9.7 Spallation cut

The same uncertainties as SK-I [20] is taken in this thesis. This is because the origin of the
systematic uncertainty of spallation cut is mainly due to the characteristics of the muon such
as rate, energy, arrival direction, and thus, the uncertainly should not depend on each phases of
the experiment. The estimated valuses are 0.2% on the total flux in 5.0-20MeV region and 0.1
% for the time dependence part.
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Figure 9.2: The difference of hit pattern cut efficiency (MC-DATA)/MC of LINAC.

9.8 Gamma ray cut

The vertex shift and the difference in the angular resolution measured by LINAC make some
bias to the gamma cut efficiency. To estimate the effect, first, the reconstructed vertex and
direction of solar neutrino MC events are shifted with the difference of the vertex and angular
resolution systematic uncertainties between data and MC as shown in Figure 9.3. Second,
the gamma cut efficiencies of the shifted MC sample and the original MC sample are compared.
Then, the systematic uncertainty due to the gamma cut is estimated as +0.25% for the total flux,
and +£0.2% for the day-night asymmetry. For the uncertainly of spectrum, +0.1% uncertainty
is estimated.

9.9 Background shape

The systematic uncertainty due to the background shape prediction is estimated. As in the
section 8.1, the solar angle distribution is fitted with the non-flat background shape. To get the
non-flat background shape, not only the distribution of z-direction but also the distribution of
phi direction is fitted. To estimate the systematic uncertainty, the background shape assuming
flat ¢ distribution is made and then the solar angle fitting is carried out with the background
shape. The difference of the fitting results between these two types of background shapes are
taken as the systematic uncertainty, which is 0.07% for the total flux and 0.4% for the day-night
asymmetry.

9.10 Signal extraction method

To check how the signal extraction method biases the flux value, the solar angle fit is applied
to dummy data which have known number of signal and background events. As the result,
+0.7% difference is found between the input and the output number of signal events for the
total flux, and £2% difference is found especially in the 5.0 < E < 5.5MeV region.
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9.11 Cross section

The systematic uncertainty due to cross section is estimated from [45], in which cross section
parameters p,x has lo theoretical uncertainty. Shifting the parameters by +1o uncertainty
gives the difference in cross section which corresponds to +0.5% uncertainty on the total flux.

9.12 Further quality cut for the lowest energy region

Clustering hits cut

Using DT data and MC simulation at the position (x=-12m,y=0m,z=0m), the difference of
cut efficiency between DT data and MC events is estimated as 2%. Assuming the all fiducial
volume and energy region of solar neutrino signal, this difference corresponds to 0.5% uncertainty
on the total flux in the 5.0-20MeV region. 2% is assigned to the spectral shape uncertainty in
the 5.0 to 6.5 MeV bins.

Tighter fiducial volume cut

Assuming the vertex shift, the tighter fiducial volume cut makes 0.9% uncertainty on the
flux in 5.0 to 5.5 MeV region. This is negligible for the total fulx uncertainty, but is assigned to
the spectral shape uncertainty in the 5-5.5 energy bin.

9.13 Summary of systematic uncertainty

9.13.1 Flux,time variation,Day-Night asymmetry

The systematic uncertainty of total flux, time variation and day-night asymmetry is summa-
rized in the Table 9.1 In this thesis, the systematic uncertainty on the total flux is estimated as
2.3% when we use Ortiz 8B spectrum. This is about two thirds of the corresponding SK-I value.
For comparison, SK-I systematic uncertainty is shown in Table 9.2. The main contributions for
the improvement are vertex shift, angular resolution, and reduction step which are reestimated
in this thesis.

9.13.2 Spectrum

The systematic uncertainty of the spectral shape consists of two components.

Energy correlated

The energy correlated systematic uncertainties are given from Equation 9.1 with artificially
shifted energy scale, energy resolution and 8B spectrum. The results of the calculations are
shown in Figure 9.5 These correlations are taken into account in the oscillation analysis.

Energy uncorrelated

The energy uncorrelated energy spectral uncertainties are listed in Table 9.3 In this table,
the common offset of the uncertainties are omitted in order to estimate the effect on the energy
spectral shape.
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Source Flux Time variation Day/Night

Energy scale +1.4% +1.3% +1.3%
Energy resolution +0.2%

8B spec. +0.2/1.0%

Trig. eff. +0.5% +0.1%

Ang. resolution +0.67%

Vertex shift +0.54%

Reduction

ovaQ +0.4%

Hit pattern cut +0.25%

Second vertex +0.45%

Spallation +0.2% +0.1% +0.1%
Gamma-ray cut +0.25% +0.2%
Cluster hit cut +0.5%

Background shape +0.1% +0.4%
Signal ext. method +0.7%

Cross section +0.5%

Total +2.1/2.3% +1.3% +£1.4%

Table 9.1: Summary of the total systematic uncertainty. The total value 2.1% is for Winter B
spectrum and 2.3% is for Ortiz

Source Flux  Time variation Day/Night
Energy scale, resolution +1.6% % %
8B spec. +1.0%

Ang. resolution +1.2%

Vertex shift +1.3%

Reduction 2%

Spallation +0.2% +0.1% +0.1%
Gamma-ray cut +0.5% +0.25%

Background shape +0.1% +0.4%
Cross section +0.5%

Livetime calculation +0.1% +0.1% +0.1%
Total T32% +1.3% 3%

Table 9.2: Summary of the total systematic uncertainty in SK-I.
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Figure 9.5: Energy correlated systematic uncertainties for Ortiz (left) and Winter (right) B
spectrum.

Energy(MeV)  5-5.5 5.5-6 6-6.5 6.5-7 7-7.5 7.5-20

Trig eff +24% +0.9% +0.1% - - -
ovaQ +2.% £1.75% £1.5% +£1.25% +£1.0% -
Hit pat. - - - +0.25% +0.25% +0.25%

Cluster cut +2.% +2.% +2.% - - -
Gamma Cut +0.1% +0.1% +£0.1% +0.1% +0.1% +0.1%
Vertex shift +0.5% +0.1% +0.1% +0.1% +0.1% +0.1%

BG shape +0.2% +0.8% +0.2% +0.2% +0.2% +0.2%
Sig.Ext. +21%  +0.7% +0.7% +£0.7% +0.7% +0.7%
Cross section  £0.2%  +0.2% +0.2% +£02% £02% +0.2%
Total +4.3% +£3.0% £2.6% £1.5% +1.3% +0.8%

Table 9.3: Energy uncorrelated systematic uncertainty on the spectrum shape.
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Chapter 10

Result

The results of solar neutrino signal fitting are shown in this chapter.

Total Flux and time variation

Figure 10.1 shows the solar angle distribution of the final sample. The energy range of this
sample is 5.0 to 20.0MeV. The fitted signal and background shape are also plotted in the figure.
The observed total number of solar neutrino events is 8098152 (stat.) 4 186(sys.), the resulting

flux is
2.28 4 0.04(stat.) + 0.05(sys.) x 10%cm?sec™ (10.1)

where Ortiz 8B neutrino spectrum is used, and thus the total systematic uncertainty is +2.3%.
This value is consistent with the the flux values obtained in SK-I and II:

2.35 4 0.02(stat.) £ 0.08(sys.) x 106cm™?sec™’  SK-I
2.38 + 0.05(stat.) "0 18 (sys.) x 105%cm™2sec™  SK-II

In this thesis, since the angular resolution becomes better than SK-I due to the new fitter, the
peak at cos s, = 1 is gotten higher resulting in a better S/N ratio.
If the Winter spectrum is used instead of Ortiz’s one, the flux value in SK-III is found to be

2.31 4 0.04(stat.) £ 0.05(sys.) x 10%cm?sec™ (10.2)

This difference between Equation 10.1 and 10.2 is expected from the difference between the two
8B spectrum shapes in Figure 2.8
The day time and night time fluxes are defined by

cos®, < 0 Day (10.3)
cos©, > 0 Night (10.4)

where O, is the solar zenith angle (see Figure 8.1). Figure 10.2 shows the angular distribution
in day-time and night-time. The observed fluxes are

Pgoy = 2.2240.05(stat.) +0.05(sys.) x 10°cm™2sec™ (10.5)
Ppignt = 2.35+0.05(stat.) +0.05(sys.) x 106cm™2sec™
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Figure 10.1: Angular distribution of final sample 5-20MeV.

SK-11l 548d 5.0-20MeV

0.2
day Signal = 3802 +91 -90 (stat.) events

Event/day/kton/bin

day ®B Flux = 2.22+0.05-0.05 (stat.) (x 10%cm?/s)
night Signal = 4294 +96 -94 (stat.) events
night ®B Flux = 2.35+0.05-0.05 (stat.) (x 10%cm?s) :
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Figure 10.2: Angular distribution on day (red) and night (blue) time.
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Figure 10.3: Energy spectrum of day(red) and night(blue). Black line shows SK-III average flux.
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The day-night asymmetry Apy is defined by

(I)day - (I)night

Apy = 10.6
%((I)day + (I)night) ( )
= —0.057 £ 0.031(stat.) £ 0.013(sys)
The Apy in SK-I and II are:
Apy = —0.021+0.020(stat.) T00153(sys.)  SK —1 (10.7)
Apy = —0.63+0.020(stat.) +0.037(sys.)  SK —1II

The Apyn in SK-IIT is about 1.70 away from 0, and the expected value from the oscillation
parameters in favored Large Mixing Angle (LMA) solution is -1.5% [20]. To study this difference
between Apy and 0, Apy values in the different energy regions are calculated, and it is confirmed
that those Apy values in the different energy regions are consistent with the 5-20MeV value (see
Figure 7?7 and 10.4). Further more, using the event sample before spallation cut above 6.5MeV
(most events in a such sample are due to a single § ray which is emitted by spallation products ),
it is also confirmed that energy scale of upward going events and that of downward going events
are consistent within the assigned systematic uncertainty (+0.25%). Thus, any systematic bias
has not been found to explain the large Apy value so far.

Figure 10.5 shows the time variation of observed solar neutrino flux. Each horizontal bin
corresponds to 45 days. The correction of the elliptical orbit of the Earth is not taken into
account in this analysis. The fluctuation in SK-III seems large, but it would be statistically
consistent with the average value obtained by SK-I. Figure 10.6 shows the seasonal variation of
the solar neutrino flux. The x? value is 13.6(d.o.f. = 7) which corresponds to 5.95% probability.
(Cf. The x? value of SK-I is 4.7(d.o.f = 7) which corresponds to 69.9% probability.) Combining
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Figure 10.7: Solar angle distributions of different energy regions from 4.5-7.5 MeV.

SK-I,ILand III statistically, the x? value is 3.6(d.o.f.=7) which corresponds to 89% probability.
Thus, seasonal variation in SK-III is statistically consistent with SK-I.

Figure 10.7 shows the solar angle distribution in the different energy regions. The solar angle
distribution in the 4.5-5MeV region is shown in the upper left plot. The background level is
almost the same as that of SK-I 5-5.5 MeV region (green histogram in middle top plot). The
solar angle fitting result looks good, and the fitted number of signal events and the flux in the
4.5-5MeV region are

4.5 —5MeV : 232. £ 59.event (10.8)

and
4.5 —5MeV : 2.1470:38(stat.) x 10%cm2sec™! (10.9)

This flux value is consistent with the 5-20MeV flux. Since the trigger efficiency in the SLE1
period is not clear, the systematic uncertainty for this energy region was not estimated.

Energy spectrum

Figure 10.8 shows the expected and measured electron total energy spectrum. The expected
rate is calculated by the detector simulation which uses BP04 SSM. The solid line is expected
spectrum by SSM. The summary of observed and expected event rate is summarized in Table
10.1. Figure 10.9 shows the ratio of observed energy spectrum to the SSM prediction. As shown
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Figure 10.8: Energy spectrum of the solar neutrino signal. Horizontal axis is the total energy of
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in the figure, no significant up-turn was not observed. And the average value is consistent with
SK-I.
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Ennergy (MeV) | ALL DAY NIGHT | *B | hep

5055 64.4730 | 73.2M122 1 5697106 1 150.9 | 0.260
5.5 — 6.0 52.675:0 581118 47.6785 | 138.2 | 0.250
6.0 — 6.5 49.173%8 43.2731 549725 1 125.3 | 0.241
6.5— 7.0 55.072% | 510730 | 587135 | 140.4 | 0.289
7.0-75 53.7725 | 555735 | 52,0733 | 122.6 | 0.271
7.5 - 8.0 40.3732 39.673% 41.0734 | 106.5 | 0.257
8.0 —8.5 36.5770 373757 35.772% | 90.5 | 0.240
8.5 —9.0 30.61} 7 28.61724 327122 | 75.6 | 0.223
9.0 — 9.5 22.4114 19.8719 25.01%5 | 62.3 | 0.205
9.5 —10.0 19.312 17.9718 20.713% | 50.0 | 0.186
10.0 — 10.5 14.4715 15111 13.7115 | 39.6 | 0.169
10.5 - 11.0 13.975% 15115 12.9%13 | 30.6 | 0.151
11.0 - 115 9.547089 | 9.5971-20 | 947rlil | 23.07 | 0.134
11.5 - 12.0 569708 | 5287091 | 6.1170%5 | 17.07 | 0.118
12.0 — 12.5 4.967027 | 416705 | 571708 | 12.30 | 0.102
12.5 — 13.0 3.08%048 | 2717582 | 3.4470%% | 860 | 0.088
13.0 — 13.5 1957056 | 1617035 | 2.2870%% | 5.68 | 0.074
13.5 - 14.0 1357030 | 1161038 | 1517035 | 3.78 | 0.062
14.0 — 15.0 2197038 | 2067053 | 2327050 | 3.84 | 0.092
15.0 —16.0 | 0.85470750 | 0.38970:725 | 1.24970-3%% | 1.326 | 0.059
16.0 —20.0 | 0.1157083% | 0.24875-212 | 0.0007312 | 0.592 | 0.068

Table 10.1: Observed and expected rates in each energy bin at 1AU. The unit of the rate is
event/kton/year. The errors in the observed rate are statistical only. The reduction efficiencies
are corrected, and the expected event rates are for the BP2004.
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Chapter 11

Oscillation Analysis

11.1 Spectrum fit

11.1.1 Spectrum shape prediction

The method to calculate the expected energy spectrum of the recoil electron by solar neutrino
is following. Using the survival probability p. in Equation 2.23, the neutrino interaction rate in
the observed energy range Ej,, to Ej;qn, with the neutrino oscillation is written as

Epign
- / “aE | dE.¢(E) / dE.R(Ee, E) (peSe(Ey, Ee) + (1 — pe)Sur(By, B)) (11.1)
Elow EV e

where Se ,, -(Ey, E.) describe the probability of the elastic scattering of a v, of energy E, with
an electron of recoil energy F.. R(E,, F) is the detector response function given by the equation
9.2. ¢(E,) is the solar neutrino flux (®B or hep) as a function of neutrino energy. For the null
oscillation case, the rate r,, is given by setting p. = 1.

As described in Section 2.3, the p. consists of the Sun propagation part, p;, and the Earth
propagation part, pi.. Since we do not know the path of the observed neutrino in the Sun, p;
is obtained by averaging over the production points. On the other hand, for the earth part, if
the event time and the position of the Sun and the detector at the time are given, a unique
path of the observed neutrino can be calculated for an oscillation parameter set, (Am?2, ), and
eventually, p. is obtained as a function of neutrino energy (E,) and zenith angle of the Sun,
cz = cos©,, p.(E,,cz). The interaction rate with the neutrino oscillation in Equation 11.1
correspondingly has a form of 7,s.(F, cz).

In this analysis, cz of the night time (0 < ¢z < 1) is divided into 1000 bins and 1 bin is for
day time (—1 < cz < 0). With this binning, the interaction rate of ®B and hep neutrinos are

B*(E) = T(czj).rjjf;(E,czj) (11.2)
— Ttot
7j=1
101T(cz~) ,

H”(E) = 2 rost (B, cz) (11.3)
= Ttot

where 7(cz;) is the livetime in the j-th zenith angle bin which is obtained from the real data
(see Figure 11.1), and 7y is the total livetime. The predicted rate of the i-th bin ( Ejpy; <
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Figure 11.1: livetime fraction in each cz bin 1 to 1000. cz bin = 1 and 1000 correspond to cosO,
= -1 and 1, respectively.

E < Epign; ) is given as

Ehigh,i

B¢ = / dE - B*(E) (11.4)
Elmu,i
Enigh,i

Ho = / dE - H*(E) (11.5)
Elow,i

11.1.2 Constructing x2
In this calculation, the 5.0MeV energy threshold is used. The definition of x? is

Nbin
d; — (Bb; + nh; E;,6p,05,0r))*
i=2 i

where 4 is the energy bin as explained in Section 8.1. d;, b;, and h; are ratios of the data and
oscillated solar neutrino rate to the unoscillated SSM rate:

D;
di = ——— 11.7
' B; + H; (L7
B(')SC
by = —/—— 11.8
' B; + H; (1L8)
Fosc
hi = —— 11.9
‘ B; + H; ( )

D, is observed solar neutrino observed rate, and B; and H; are the expected rate without the
neutrino oscillation, and 3 and 7 are free parameters to allow the arbitral fit of the total neutrino
fluxes. f in Equation 11.6 is the energy shape factor:

f(Ei,éB,0s,0r) = fB(E:,0B) X fs(Ei,0s) X fr(E;,0R) (11.10)
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where
1

fo(Ei, 6g) = ) (r=B,S,R) (11.11)
and B, S, R denote the 8B spectrum, energy scale, energy resolution, respectively. d, is the unit-
less parameter to scale the energy correlated uncertainty, eX(E;) in Figure 9.5. The 4, is varied
until the x? gives the minimum value with 3,, and 7,,. B, and 7,, are calculated analytically
by setting the partial first derivative of x? with respect to 8 and 7 to zero.

o; in equation 11.6 is combined statistical-systematic uncertainty, in which the energy un-
correlated systematic uncertainties are combined in quadrature with the energy spectrum’s sta-
tistical uncertainties. To account for the total flux energy uncorrelated systematic uncertainty,
Taylor expanding of x? is carried out around the x? minimum (y2,) with:

T
ﬁ - ﬁm ﬁ - ﬁm
X2(8:1) = X (B 1hm) + Co (11.12)
N —"Nm N —"m
where Cj is
Npin biQ bigi
Co= | i e (11.13)
=\

Then Cj is scaled by ays to add the total energy uncorrelated systematic uncertainty ogsys. Qusys
is defined as

Ny
O_g ) bin 1
Qsys = 5 5 where o5 = — (11.14)
oy + Osys =2 0

Osys 1S obtained as the total flux X (energy uncorrelated sys. on the total flux) / SSM flux,
which is 2.28 x /0.0232(total) — 0.0142(escale) — 0.0022(eres.) — 0.012(3B)/5.79 = 0.6% for
SK-III. Then, the x? becomes

T
X3,5K3(/8>77) = X?n(ﬁmanm) + ( ﬁ B /Bm > Agys - C’0 ( ﬁ - ﬂm ) (11.15)
n—"m = "m

The x? for the energy spectrum shape is eventually expressed as: excluded

XipecSK?»(ﬁv 77) = Min(X?x,SK3(ﬁ7 1, 537 557 5R) + 5% + 6?} + 6%2) (1116)
where the number of fitting parameters is five; 8,1, dp,dg,dr. Inside of line is excluded. Figure
11.2-(a) shows the exclude region by the SK-IIT spectrum obtained from the Equation 11.16.
11.2 Time-Variation Analysis

In the time-variation analysis, 6.5MeV energy threshold is used. In order to take into account
the time variation of the rate due to the matter effects of the Earth, the s;; of Equation 8.1 is
modified with a scaling function 7;(t;)/r{*¢. Here, t; is the event time of the j-th event and
ri(tj) is the predicted time dependence (that is, cz dependence) of the expected oscillated solar
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Figure 11.2: Excluded region only from the SK-III result (inside area of the line is excluded).
(a) Spectral shape only, (b) Spectral shape and time variation

neutrino rate in energy bin 4, and V¢ is the average of the oscillated rates over all the zenith

angle bins. The likelihood is for the signal extraction (Equation 8.1) is modified as:

Noin 14
—(3. Bi+8 Ti(t‘)
Liyv.sks = e 2 BitS) | |5 | |1(Bi “bij+ S Y sij ,rzgw]e ) (11.17)
=5 j=

The effect of the matter oscillation can be tested by comparing the likelihood L;, with the
original L (r;(t)/r#¢ = 1). In this calculation, the Y; is now determined from the prediction
of the oscillated spectrum. This spectrum is given by using the ®B and hep neutrino fluxes
and energy spectral shape factors from the Xgpecs i3 fit. The combination of XgpecS K3 and the
likelihood of the time-variation is done by converting the likelihood value in terms of x2. That
is:

i3 = X2 + Ax? (11.18)

XSK3 = XspecSK3 Xt.w.SK3 :

where
Axiosis = —2(10g Lyy sk — log L). (11.19)

Figure 11.2-(b) shows the excluded region by the spectral shape and time variation only from
SK-III data.
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Figure 11.3: Excluded region from the SK combined analysis (inside area of the line is excluded).
Black shows only SK-I and II, Red shows SK-LII and III. (a) Spectral shape only . (b) Spectral
shape and time variation.

11.3 Oscillation constraint from SK
The combined x? to be minimized is following:
Xopeesk = Min(xa si1(8,1,08,851,0r1)
+Xa,SK2(ﬁ7 7, 537 5527 5R2)

+X§,SK3(57 7, 637 5539 5R3)
0% + 0% + 0%y + 0%g + Oy + 055 + 0%g) (11.20)

where the energy threshold is 5.0MeV (i=2 to 22) for SK-I and 7.0MeV (i=6 to 22)for SK-II
[46]. In Equation 11.20, seven parameters are fitted. The full SK x? is obtained by adding the
time variation terms in each phase.

2 2 2 2 2
XSKfull = XspecSK + AXt.v.SKl + AXt.v.SKQ + AXt.v.SKS (1121)

Figure 11.3 show the exclusion region obtained from the spectral fit (a), and the spectral fit plus
the time variation (b).
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Chapter 12

Discussion

12.1 Global oscillation analysis

The combined analysis of other solar neutrino experiments and KamLAND experiment is
discussed in this section. The numbers which are used in this global analysis are based on the
results summarized in Section 77.

12.1.1 SNO

The results of the CC total flux measured by Ds O phase(CC) and salt phase(CC) are
included in this thesis. For the NC flux, the latest low-energy threshold analysis (LETA) [47] is
also included. The latest value of NC flux is

dye = 51470190 (stat.) T 132 (sys.) x 10%cm 2?5~ (12.1)

This represents 3.1% statistical uncertainty and 2.4% systematic uncertainty.
The definition of x? is following:

(nggOl o (ﬁngm i an]C\{Ol))Q (Dg]g02 _ (ﬁngO2 + angO2)>2

2
XSNO = +
N (o5NOT)2 Creoall
+(DNC (BBssm ;‘UHSSM» n (ADNcc ADNPged(ﬂ’n)) (12.2)
(onc) (aDNGC)

where ADNp,.cq(3,n) is the predicted day-night asymmetry parameter of pure DO phase:

SNO1,day SNO1,day SNO1,night SNO1,night
(BB +nHeo ) — (/BBCC +nHgo )

ADNprea(B,m) = 2 X SNoTa SNO1.d SNOT,nigh SNoTmight,  (12:3)
(ﬁBCC 1,day _|_an0 1, ay) + (ﬁBCC 1,nig t+77HCC 1,nig t)
The combined x? to be minimized is then given:
X%’K—l—SNO(B?n) = X?pecSK(ﬁ)ﬁ) + X?S'NO(ﬁa 77) (124)

The common flux scale factors are used in this calculation. So, the number of fitted parameters
are 7, same as in Equation 11.20.
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12.1.2 Radiochemical and Borexino

The Homestake, GALLEX/GNO, SAGE and Borexino (only "Be neutrino flux [48] is used
in this thesis) rates are added to the x2. The calculation of the y? from these experiments are

based on [49].
N(=3)

XéaC’lBore = Z (R%xpt - theor)[aim]—l(R;fpt - ng,eor) (125)

n,m=1

where GALLEX/GNO, and SAGE are merged into one Ga experiment and N is the number of
experiments. According to [25], the merged result from Ga experiment is

66.1 + 3.1 SNU (All Ga experiment) (12.6)
The 02, is a matrix of squared uncertainty [50] which are the sum of the correlated uncertainty
(such as uncertainties of SSM) and uncorrelated uncertainty among these experiments, , RS

is the observed solar neutrino rate for the n-th experiment, and R!**°" is the predicted solar
neutrino rate by the SSM. In this thesis, correlation of §,7 among Radiochemical experiments
are omitted because the dependence could be negligible in Large Mixing Angle (LMA) solution
area.

12.1.3 KamLAND

KamLAND experiment (2002~)is a liquid scintillator experiment in Japan. measuring the
inverse beta decay reaction:
Ve+p— et +n (12.7)

KamLAND detects antineutrinos from surrounding nuclear reactors. According to the lat-
est result from 2002 to 2007, the total exposure is 2.44 x 1032 proton-yr(2881 ton-yr). The
best fit parameters are obtained as Am?, = 7.587013(stat) T512(sys) x 107°eV and tan? 615 =
0.56 0706 (stat) Tyag (sys) [51].

Adding the x? which is given in [51], the combined result is shown in the filled contour in
Figure 12.2.
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Figure 12.1: Allowed region of LMA (inside area of the line is allowed)
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Figure 12.2: Allowed region of LMA, Solar + KamLAND (inside area of the line is allowed)
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Figure 12.3: SK-III data /SSM (BP2004) with Winter and Ortiz B spectrum. Green shows
SSM with Winter 8B spectrum, and red shows SSM with Ortiz 8B spectrum.

12.2 Comparison of Winter and Ortiz *B spectrum

In this section, the effect of the difference between Winter ®B spectrum and Ortiz ®B spec-
trum to the oscillation contour is discussed.

Figure 12.3 shows the SK-III energy spectra divided by SSM with Winter ®B spectrum and
Ortiz ®B spectrum. Since the Ortiz spectrum has more tail in the higher energy region compared
to the Winter spectrum (see Figure 2.8), the energy spectrum over the SSM prediction becomes
larger in high energy region if the Winter spectrum is used for the SSM prediction. Therefore,
if the Wineter spectrum is used, this makes the y? value of the spectrum fitting worse in the
LMA solution area because the LMA predicts upturn of the energy spectrum in the lower energy
region, and thus, the LMA area is excluded slightly lager. In Figure 12.4, we can see this effect.
For the spectrum fitting, I use different energy correlated systematic uncertainties for Winter
and Ortiz spectrum which are shown in Figure 9.5.

12.3 Comparison with other results

Figure 12.5 shows the comparison of the results on the mixing angle measurements. The
reason why only the mixing angle results are compared is that the uncertainty of Am? is mainly
controlled by KamLAND, and thus, for the solar neutrino experiments, the contribution to the
Am? measurement is smaller than the contribution to the mixing angle measurement. As shown
in Figure 12.5, even though only the CC and NC rate information from SNO are used in this
thesis, the size of uncertainty is about the same. This indicates that if more information of
the SNO results, for example CC spectral shape, is added to the SK result, the global analysis
results will be improved.

Using these oscillation parameters obtained from the solar and reactor experiments, the flux
value of ®B neutrino can be extracted. As in Equation 11.20, the (3 is a free parameter to
minimize the X%K +sno and there is no constraint from the SSM prediction in the X%K LSNO-
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Figure 12.5: Comparison of the mixing angle measurement between SNO results and the results
obtained by this thesis. the error size corresponds to 1 o uncertainty of (stat.+sys.). SNO-
LIISL use SNO phase I and II and other solar neutrino data (SL) [29] and SNO-L,II,SL+KL
added KamLAND(2004) [29]. SNO-LILIII,SL+KL add the phase III [30] and updated Kam-
LAND(2008) [51]. SNO-III,LETA+KL is latest SNO result [47]. Result of this work is shown
as SK-LILIII SL+KL. The 3 flavor analysis is from the analysis of latest solar + reactor+
atmospheric results [52]

Thus, the flux value scaled by the (3, does not depend on the SSM so much. Figure 12.6 shows
the scaled ®B flux values by using the 3,, at the best fit point obtained by the global solar
analysis and the global solar + KamLAND analysis and they are compared with the ®B flux
obtained by SNO NC rate. The size of error corresponds to the maximum and minimum flux
values among the 1o oscillation parameter region. The obtained 8B flux values are;

Global solar analysis: 5.27701% x 106em 257!

Global solar+KamLAND analysis: 5.08f8:ég x 108em 2571

As shown in Figure 12.6, the flux obtained by the solar neutrino experiments agree with the all
the SSM predictions (BP04, BS05(OP) and BS05(AGS,0P)), and the seismic model prediction
[7] within their uncertainties. However, the size of the experimental uncertainty (~ 2%)is much
smaller than that of SSMs. Thus, our results of 8B flux measurement can be a strong tool to
test the future improvement of SSM.
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sis. the error size corresponds to 1 o uncertainty of (stat.+sys.). Square mark shows theoretical
predictions and cross marks shows experimental results.

12.4 Treat reduction uncertainties as energy correlated uncer-
tainties

In Chapter 9, the uncertainties of ambient cuts (ovaQ cut and hit pattern cut) are treated as
energy uncorrelated uncertainty. However, if MC simulation gives systematically better goodness
than the real data, for example, the uncertainties for each energy bins move to the same direction.
That is, the uncertainties of ambient cuts have some energy correlation. To estimate how this
energy correlation affects the fitting of the spectrum, those uncertainties (ovaQ cut and hit
pattern cut) are treated as energy correlated uncertainties here.

Figure 12.7 shows the uncertainties of ovaQ cut and hit pattern cut which are obtained from
the comparisons between LINAC data and MC simulation (see Figure 9.1 and 9.2 of Section
9.6). These uncertainties are assigned as +1o uncertainties of the ambient cut efficiency (see
the purple histogram of Figure 7.21), and treated as €& of Equation 11.11. Hence, the definition
in XgpecSKii of Equation 11.16 becomes

XgpecSK3(ﬁ7 77) = Min(XZ,SKi’)(/@? 7, 0B, 05, 0R, 500@@? 5HitPat) + 5%3 + 5.%' + 512% + 5g'an + 6%-Iitpat)
(12.8)
where the free parameters to be fitted are 3,7, 05,05, 0r, Oova@; OHitPat- To avoid double counting
of uncertainties, the energy uncorrelated systematic uncertainties are modified as in Table 12.1.

By taking them as energy correlated uncertainties, all data points shift to the same direction

when they are fitted. This treatment gives a slightly tighter allowed region than when the data
points are uncorrelated (see Figure 12.8). The best-fit point is unchanged after this modification.
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Figure 12.7: Energy correlated systematic uncertainties of ovaQ and hit pattern cut.

Energy(MeV)  5-5.5 5.5-6 6-6.5 6.5-7 7-7.5  7.5-20
Total +38% £2.4% +£2.1% +0.8% +0.8% +0.8%

Table 12.1: Energy uncorrelated systematic uncertainty on the spectrum shape. The contribu-
tions from ovaQ and Hit pattern cut are removed from Table 9.3
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Figure 12.9: SK-III spectrum with expected distorted shapes and flat shape. The error shows
only statistical uncertainty.

Even if this treatment gives better results, it is not clear how much the uncertainty band shown
in Figure 12.7 is energy correlated. Thus, in the final results on parameter region of solar
neutrino oscillation, the uncertainties of the ambient cuts are treated as energy uncorrelated
conservatively.

12.5 Sensitivity to upturn

Figure 12.9 shows SK-III energy spectrum with solar best fit, solar plus KamLAND best
fit, and flat expectations. The x? value with each case is following: 26.8/20d.0.f. (solar best
fit: Am? = 6.03 x 107%V?2, sin?0 = 0.29), 26.7/20d.0.f. (solar plus KamLAND best fit:
Am? = 7.59 x 107%eV?, sin?§ = 0.34), and 27.7/20d.0.f. (flat shape). When the ambient cut
uncertainties are treated as energy correlated systematic uncertainty, the y? value with each
case is following: 26.9/20d.o.f. (solar best fit), 27.0/20d.0.f. (solar plus KamLAND best fit),
and 27.5/20d.0.f. (flat shape).

Figure 12.10 shows spectral shape of each phase with solar best fit expectation. Although it
is not statistically significant, the spectral shape of SK-III might show a little hint of the upturn.

Finally, a sensitivity of the observation of upturn is estimated. Followings are assumed for
this estimation;

1. Background level is same as SK-III.
2. Energy correlated systematic uncertainty is half of SK-I

3. 4 MeV threshold is accomplished.
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If we use Winter06 ®B spectrum, energy correlated uncertainty of SK-III already achieves 30%
improvement since SK-I. Further 20% improvement would be possible if the position and di-
rection dependence of energy scale becomes half of current dependence. This is done by more
precise calibrations and a better modeling of water condition. Item 3 would be possible be-
cause the new electronics and DAQ system, which are already installed in 2008, can store all
hit information without hardware trigger. Under this assumption, about 20 level observation
within 3 years, and about 3o level within 10 years could be expected. In addition to new data,
re-analysis of SK-I data is desirable because the calibration method and analysis tools which
are developed in this thesis can be applied to SK-I data and expected to reduce uncertainties.
Since we already have 6 years of total livetime during SK-I and III, A 3¢ level discovery of the
upturn might be possible within few years if the SK-I data are re-analyzed.

127



Chapter 13

Conclusion

In conclusion, the measurement of solar neutrino with SK-III was carried out aimed at the
observation of the spectrum distortion due to MSW effect. The strategies of this thesis to achieve
this goal are to reduce the background level by 70% from SK-I in the lower-energy region, and
to reduce the energy correlated systematic uncertainty by 50% compared to SK-I.

With improved detector calibrations, a full detector simulation, and analysis methods, the
number of background events is reduced by about 50% from SK-I. Meanwhile, the energy cor-
related systematic uncertainties are reduced by 30%, and the energy uncorrelated systematic
uncertainties are reduced by 60% from SK-I. Thus, the goal is almost achieved and acceptable
for the future observation of the spectrum distortion.

The systematic uncertainty of the total flux is estimated as £2.3%, and is about two third
of SK-I. The ®B flux in SK-IIT is

2.28 4 0.04(stat.) + 0.05(sys.) x 10%cm?sec™

which is the most precise result of previous results from SK-I and II. A day-night asymmetry is
obtained to be
Apny = —0.057 £ 0.031(stat.) £ 0.013(sys.)

After combining the previous phase of SK and other solar neutrino experiments, the best-fit
parameters of the solar neutrino oscillation are determined with the world’s best accuracy;

sin 02 = 0.29705%1
Ami, = 6.037]2 x 107%eV?

By adding the result from KamLAND, the obtained best-fit parameters are

sinf12 = 0.30470078
(612 = 33.467177)
Am3, = 7.597012 x 10 %eV?

which are consistent with the latest analysis by SNO group.

The x? value of spectrum fit with the solar plus KamLAND best-fit prediction is 26.7/20d.o.f.
which is slightly better than 27.7/20d.o.f. with a flat shape. Although, this result is not
statistically significant, it is estimated that the improved calibration and analysis methods will
give a sensitivity of 3o level discovery of the spectrum distortion within a few years, together
with re-analysis of the SK-I data.
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Appendix A

Glossary

ADC Analog to Digital Converter
ATM Analog Timing Module; front end electronics based on TKO standard.
BP04 One of the SSM series published in 2004, which is used in this thesis.

BONSAI Branch Optimization Navigating Succesive Annealing Iterations, the standard vertex
fitter for this analysis.

BS05(AGS,0OP) One of SSM series published in 2005, which uses the latest physics informa-
tion, called the "low Z” model including updated opacity calculation by Opacity Project.

BS05(OP) One of SSM series published in 2005, which used the previous heavy metal abun-
dance, called the "high Z” model. Other updates including the opacity calculation by OP
are implemented.

COREPMT Average Q.E. determined by LINAC 8.8MeV. This in one of input parameters
for MC

DT Duteron Tritium generator (neutron source)

HE High Energy Trigger (-320mV)

HITSUM summation of hit square pulses

ID Inner Detector

LMA Large Mixing Angle solution of solar neutrino oscillation
LE trigger Low Energy trigger (-302mV)

LINAC LINear ACcelerator

LMA Large Mixing Angle solution of the solar neutrino oscillation. 107 < Am? < 10™%eV?
and 012 ~ 30 — 40°

Neyp Effective number of hits in a event.

Npi+ The number of hits in one event.
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Ni calibration Calibration using Cf-Ni gamma-ray source

N, The number of hits within x nsec time window. The number is found after applying the
sliding x nsec time-window search to the ¢t — tof — tg distribution.

OD Outer Detector

ovaQ One dimensional variable for Vertex and Angular Quality: G%/ -G
PMT Photo Multiplier Tube

QAC Charge to Analog Converter

Q.E. Quantum efficiency of PMT

Seismic model One of solar models. This model is based on a standard stellar evolution and
the input information is adjusted for the Sun by the seismic measurements.

S-factor Cross section factor of nuclear fusion reactions in the Sun.
SLE1 trigger Super Low Energy trigger period 1(-212mV)

SLE2 trigger Super Low Energy trigger period 2(-186mV)

SMP Super Meory Partner; VME memory modules after ATM
Spallation cut Cut to reject sapallation products

SSM the Standard Solar Model. A series of solar model first developed by J.N.Bahcall.
TAC Timing to Analog Converter

TBA Top Bottom Asymmetry of the detector

Tisk hit timing of each PMT (without subtruction of TOF)

TKO Tristan KEK Online standard

TOF Time of flight

TQmap Hit timing correction function as a fuction of charge

TRG TRiGger module which distribute the global trigger and the event number
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