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Abstract

Quantum technology has seen a surge in attention throughout the 21st century in part due
to the promise of superior performance in many fields of science and technology compared
to classical counterparts. One of the areas that show much potential is the field of quantum
metrology, where systems exploiting quantum mechanical principles can overcome the limitations
of classical metrology systems and reach extreme levels of precision enabling the exploration of
domains previously unavailable.

A subfield of quantum metrology is quantum phase estimation, where a system is probed
by an optical field and information about said system is extracted by subsequent estimation of
the optical phase. Classical phase estimation systems are limited by the quantum mechanical
nature of light, leading to a measurement sensitivity which scales as ~ 1/v/N, where N is the
number of photons in the optical field. Using quantum entangled states like the famous NOON
states, allows for theoretical performance beyond this classical limit with sensitivities scaling as
~ 1/N. Entangled states are, however, very difficult to generate and extremely fragile making
them quite impractical in a real world implementation.

In this thesis, I will be working with quantum mechanical states of light called squeezed
states. The thesis will go into great detail of the theoretical and practical aspects of squeezed
light, explaining how optical loss and phase noise in the squeezed quadrature measurement are
the two main limitations to generating high degrees of squeezed light. The thesis will cover the
construction of a small footprint squeezed light source and the initial attempt at building an
extremely high performing squeezed light source.

The main results of the thesis come in the form of two phase estimation experiments. In the
first experiment, squeezed vacuum states of light are shown both theoretically and experimentally
to not only break the classical limit, but also give better performance than the before mentioned
NOON states. An important figure of merit for phase estimation experiments is the Fisher
Information per photon, and in our experiment we reach 15.8(6) rad~2, which to the best of our
knowledge is higher than has ever been measured in other phase estimation systems. Finally,
as an extension of the estimation protocol, the squeezed vacuum states of light are also used to
sense a small 3kHz sine wave phase modulation.

The second experiment implements a variational quantum algorithm to optimize a general
squeezed state probe for phase estimation in noisy, practical systems. The preliminary results
presented in this thesis seem to suggest that the addition of displacement in the case of thermal
noise could lead to better performance, but certain problems in the algorithm together with
phase instability of the experiment, means that the performance of the system will have to be
improved, before this hypothesis can be fully tested.
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Dansk resumé

Kvanteteknologi har oplevet en stigning i opmarksomhed gennem det 21. arhundrede, delvist
som fglge af lgftet om overlegen ydeevne sammenlignet med klassiske modparter inden for mange
videnskabs- og teknologiomrader. Et af de omrader der viser stort potentiale er kvantemetrologi,
hvor systemer der udnytter kvantemekaniske principper kan overvinde klassiske metrologisyste-
mers begraensninger og opna ekstreme praecisionsniveauer, der muligger udforskning af domaener,
der tidligere ikke har veeret tilgaengelige.

Et underfelt af kvantemetrologi er kvantefaseestimering, hvor et system sonderes af et optisk
felt, og information om systemet udvindes ved efterfplgende estimering af den optiske fase.
Klassiske faseestimeringssystemer er begraenset af lysets kvantemekaniske natur, hvilket forer
til en malefglsomhed, som skaleres som ~ 1/ V/N, hvor N er antallet af fotoner i det optiske
felt. Ved at bruge kvantesammenfiltrede tilstande, som de bergmte NOON-tilstande, giver det
mulighed for en teoretisk ydeevne ud over klassiske graense med en méalefglsomhed der skalerer
som ~ 1/N. Sammenfiltrede tilstande er imidlertid meget vanskelige at generere og ekstremt
skrgbelige, hvilket gor dem meget upraktiske i virkeligt implementeringer.

I denne athandling vil jeg arbejde med kvantemekaniske lystilstande kaldet klemte-lystilstande.
Afhandlingen vil g i detaljer med de teoretiske og praktiske aspekter af klemt-lys, og forklare,
hvordan optisk tab og fasest@gj i mélingen af den klemte kvadratur er de to vigtigste begraen-
sninger af genereringen af hgje grader af klemt lys. Afhandlingen vil daekke konstruktionen af en
lille klemt-lyskilde og det indledende forsgg pa at bygge en ekstremt hgjtydende klemt-lyskilde.

Hovedresultaterne af afhandlingen kommer i form af to faseestimeringseksperimenter. 1 det
forste eksperiment er klemte vakuumtilstande af lys vist, bade teoretisk og eksperimentelt, ikke
kun at bryde den klassiske graense, men ogsa give bedre ydeevne end de fgr naevnte NOON-
tilstande. Et vigtigt nggletal inden for faseestimeringseksperimenter er Fisher Information per
foton, og i vores experiment nar vi 15.8(6) rad 2, hvilket til det bedste af vores viden er hgjere,
end hvad der nogensinde ellers er blevet malt i andre faseestimeringssystemer. Til sidst blev de
klemte vakuumtilstande, i forleengelse af faseestimeringsprotokollen, ogsé brugt til at male en
lille 3kHz sinusbglge fasemodulation.

Det andet eksperiment implementerer en variationskvantealgoritme for at optimere en generel
klemt-lyssonde til faseestimering i stgjende, praktiske systemer. De forelgbige resultater praesen-
teret i denne athandling synes at antyde, at tilfgjelse af forskydning i tilfzelde af termisk st
kunne fore til bedre ydeevne, men visse problemer i algoritmen sammen med faseustabilitet af
eksperimentet betyder, at ydeevnen af systemet skal forbedres, for denne hypotese kan testes
fuldt ud.
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The more important fundamental laws
and facts of physical science have all been
discovered, and these are now so firmly
established that the possibility of their
ever being supplanted in consequence of
new discoveries is exceedingly remote.

Light Waves and Their Uses
]_ by Albert A. Michelson, 1903

Introduction

At the end of the 19th century the general consensus among physicists was that most if not
all aspects of the world had been discovered and understood. However, certain experimental
observations such as black body radiation, the photoelectric effect and the emission lines of the
hydrogen atom could not be explained theoretically in the frame work of classical thermodynamic
and electrodynamic theory.

Max Planck solved the first problem in 1900 [1] by introducing the idea that vibrations of
atoms were quantized and would therefore emit light with quantized energy. Albert Einstein
built upon this theory by postulating that the electromagnetic wave itself was quantized and
used this to explain the photoelectric effect in 1905 [2], and Niels Bohr explained the hydrogen
emission spectrum with his atomic model using quantized electron orbits in 1913 [3]. These,
together with other examples where quantization had to be introduced heuristically to make
theory fit experimental observations, are coined the “old quantum mechanics”, even though they
never formed a cohesive theory.

In 1923 Louis de Broglie lay the foundation for modern quantum mechanics with his matter
wave theory [4], which was continued by Werner Heisenberg (together with Born and Jordan)
in 1925 [5] and Erwin Schrédinger in 1926 [6], who independently of each other developed the
theories (pictures) of quantum mechanics that we still use today. Wolfgang Pauli, Paul Dirac,
Niels Bohr, Albert Einstein, John Von Neumann and many others also contributed to the theory
of quantum mechanics, which has proved to be one of the most successful theories ever developed.

With the formulation of the theory of quantum mechanics came also a surge in techno-
logical development, which has been coined the first quantum revolution |7]. This technology,
also coined “quantum 1.0 technology”, includes lasers, transistors, atomics clocks and semicon-
ductors, all of which has been instrumental in propelling us into and through the information age.

As information technology continued to develop, seemingly according to Moore’s law [8], a
rising concern developed that information would be encoded into smaller and smaller physical
systems, where the laws of physics stop obeying classical mechanics and start behaving according
to quantum mechanics. Several people started building on the ideas of Rolf Landaur [9] and
Charles Bennett [10] of building a computer based on the principles of quantum mechanics.
In 1982, Richard Feynman [11] famously created an abstract model to show, how a quantum
mechanical system could do computations similar to classical computer and also argued that a
quantum computer could simulate nature much more efficiently than any classical computer [12].

David Deutsch formalised the universal quantum computer compatible with the Church-



CHAPTER 1. INTRODUCTION

Turing principle in 1985 [13]| and built on the framework of Feynman to create, what is know as
the circuit model of quantum computation [14].

Throughout the early 1990s several prominent quantum algorithms were developed that
promised to outperform their classical counterparts. The most celebrated being Shor’s algo-
rithm of factoring in 1994 [15]. This accelerated the interest in quantum computation, and since
the 2000s the field of quantum information has exploded in size. Today we are in the middle of
a “second quantum revolution”. Whereas the first quantum revolution was about understanding
and probing the quantum realm, this second revolution revolves around the manipulation and
control of quantum systems. Controlling quantum systems, however, is very difficult, and our
current technology level is defined by noisy operations and measurements on quantum system
of limited circuit size (10-60 qubits) and of limited quality. This technology regime was dubbed
“Noisy-Intermediate-Scale-Quantum” (NISQ) technology by John Preskill in 2018 [16], and while
most researchers agree that we will not have a universal quantum computer for many years to
come, the hope is that NISQ technology will be able to outperform classical computers in certain
tasks. This goal might have been reached already with a quantum supremacy claim from Google
in 2019 [17] and three claims from Jian-Wei Pans research group at the University of Science
and Technology of China, one in 2020 [18] and two in 2021 [19,20].

In the extensive toolbox of quantum technology we find quantum metrology - the science of
precision measurements. Quantum metrology was in part developed due to precision measure-
ments playing a central role in quantum information science (and quantum science in general) [7],
but has also come into its own, in part due to the potential advantages it promises in various
fields of science such as biology and medical sciences [21]. As implied by the name, quantum
metrology employs the principles of quantum mechanics such as superposition, entanglement
etc. to overcome the limitations that quantum mechanics itself imposes on classical measure-
ment techniques.

Important platforms in quantum metrology are quantum optical systems, where a system
under test is probed by a light field (usually in the form of a laser beam), and from the measure-
ment of the light field information of the system can be extracted. Quantum interferometry (also
known as quantum phase estimation /sensing) is a central field of optical quantum metrology [22],
and here the sample is probed by one arm of an optical interferometer, and the parameter in focus
is encoded into the phase of the light. The phase is measured at the output of the interferometer,
and from this measurement the target parameter is extracted. Quantum interferometry has seen
tremendous success in the improvement of gravitational wave measurements in LIGO [23-25]
and GEOG600 [26] gravitational wave observatories.

The main focus of this thesis will be a certain type of continuous variable, quantum state of
light called squeezed light, and how this quantum state can be used in quantum phase estimation
applications. The thesis will go into great detail with the theoretical and practical generation,
control and measurement of squeezed states of light. The thesis will cover the design and
construction of two squeezed light sources; one with a small footprint and one designed to
be extremely high performing. The main results of the thesis covers two phase estimation
experiments using squeezed states of light. The first will experimentally investigate the optimal
Gaussian quantum state for phase estimation in ideal systems with low noise, and the second
will investigate the optimal Gaussian quantum state in a more practical setting of systems with
excess noise.

1.0.1 Structure of the thesis

The thesis is structured in the following way:
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CHAPTER 1. INTRODUCTION

e Chapter (2) introduces the basic theory and concepts of quantum optics. This includes an
introduction to the quantized electromagnetic field, a description of the quantum states of
light used in this thesis, and how the most common optical components of our laboratories
transform these quantum states of light.

e Chapter (3) goes into detail with the generation of squeezed light in an optical parametric
oscillator, and how squeezed light is measured in a homodyne detector. This chapter will
also deal with the most common sources of imperfections and noise and how these affect
the detection of squeezed light.

e Chapter (4) introduces the theory behind the feedback techniques used in the experiments
and the technique used to characterize and optimize these systems.

e Chapter (5) describes an experiment that was published in optics express in 2019 under the
title “ Compact, low-threshold squeezed light source ”, where we built a small footprint,
high performance squeezed light source. This chapter will introduce the experimental
setup, go through the necessary design considerations when building a squeezed light
source and finally include the paper in its entirety.

e Chapter (6) describes, what was for a long time the main project of my thesis. This
project centers on the design and construction of an optical parametric oscillator designed
to produce high degrees of squeezed light. This chapter describes the noise and loss budgets
that went into the design and the geometric design of the cavity. Finally, this chapters
describes the initial tests of the source and the problems that caused us to have to pivot
to other experiments.

e Chapter (7) describes the a phase estimation and sensing experiment using squeezed states
of light that resulted in a paper, titled “Deterministic quantum phase estimation beyond
the ideal NOON state limit”, which was submitted to arXiv shortly before finalizing this
thesis. This chapter includes the supplementary material introducing the basic theory of
quantum metrology, the experimental setup and the estimation protocol. The chapter
ends with including the manuscript in its entirety.

e Chapter (8) describes an experimental realization of a variational quantum algorithm as-
sisted phase estimation protocol using squeezed light. The chapter introduces variational
quantum algorithms and describes the experiment and the implemented algorithm. The
chapter ends with a presentation of the initial results of the experiment and an outlook.

e Chapter (9) will conclude on the thesis and give an outlook on the experiments.
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The aim of science is to make difficult
things understandable in a simpler way;
the aim of poetry is to state simple
things in an incomprehensible way. The
two are incompatible.

Paul Dirac
2 Dirac: A Scientific Biography
by Helge Kragh, 1990

Introduction to quantum optics

In this chapter, I will give a brief overview of the basic theory of quantum optics relevant to this
thesis. I will very briefly go through the quantum mechanical theory of the electromagnetic field
and then make a brief overview of important Gaussian quantum states of light. I will then move
on to describe how important optical components that will be used many times throughout the
thesis interact with an optical field. Throughout this chapter, I will use theory from common
laser and quantum optics books such as Milonni and Eberly [27], Gerry and Knight [28], and
Bachor and Ralph [29]. T will also make references to previous PhD theses such as the theses of
my supervisors Tobias Gehring [30] and Jonas Schou Neergaard-Nielsen [31].

2.1 The electromagnetic field

The quantization of the classical electromagnetic field is a stable of just about every quantum
optics thesis. In this thesis, this will be left as an exercise to the reader, and we shall skip
directly to the generalized quantum mechanical multimode electromagnetic wave operator [28|

N
E(n z, t) _ Z 5i(747 Z){éj (t)efi(k¢z+ﬂit+¢i) + & (t)ei(kiz+ﬂit+¢i)}7 (2_1)
i=1

where ¢; is the phase, k; = 2mn;/); is the spatial angular frequency with n; being the refractive
index, and ; = 27y; is the temporal angular frequency of the iy, mode. The wavelength (\)
and the frequency (v) are connected by the velocity of light in vacuum (¢) via A\v = c.

Ei(r,z) = €A;(r, z)\/hQ;i/2¢0V with h = h/27 being the reduced Planck’s constant, € is
the vacuum permittivity and V' is a quantization volume. & is the polarization unit vector, and
A;i(z,r) is a spatial field distribution function (A; = 1 for plane waves and more complicated for
Gaussian beam shapes [27]).

Finally, &; and éz are annihilation and creation operators of the quantum mechanical har-
monic oscillators that describe the excitation of each field mode. These operators obey the
commutator relation

[ai,af} = 5y, (2.2)

where 0 is the Kronecker delta function. We can also define canonical position and momentum
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quadrature operators in the time domain

X(t) = (éT(t) + é(t)) , (2.3a)
P(t) = i(aT(t) - a@)), (2.3b)
and in the frequency domain via a Fourier transform of the field operators
X(w) = (&' (~w) +&Ww)), (2.42)
P(w) = i(ﬁT(—w) - a(w)) . (2.4D)

Following the definition of the electrical field as written in equation (2.1), these operators can be
interpreted as describing excitations of the electrical field component (E X X) and the magnetic
field component (B 1B f’) of the electromagnetic field. Since the quadrature operators do
not commute, they have to obey the Heisenberg uncertainty relation [32|. The definition of the
operators equations (2.3a) and (2.3b) ensure that the associated Heisenberg uncertainty relation
is unity

1 n o~ 2
oXod > ZK [X P} >‘ ~1. (2.5)

This definition of the operators corresponds to setting i = 2 in the standard quantum mechanical
position-momentum commutator, simplifying future calculations.

The eigenstates of these operators span the continuous variable phase space, and the free
evolution of the optical field mode o exp(—iwt) will cause a rotation around the origin of the
phase space. As an extension of this, we can write up the generalized (rotated) quadrature
operators.

X(9) = (aTei" + ae*i‘)) (2.6)
P(9) = @'(aTeie - ée_w). (2.7)

The phase space will be used to visualize quantum states later in the next section.
Finally we can write up the energy of the electromagnetic field defined in equation (2.1) via
the Hamilton operator

N N
£ Z ata 1 Z .1
i=1 i=1

where we have defined the photon number operator i = afa.

2.2 Gaussian quantum states

In this section, I will describe Gaussian states in general as well as highlight the most relevant
ones for this thesis. In order to define Gaussian states, I will briefly have to introduce the
concepts of the density operator and the Wigner function. For the analysis below, [ will limit
myself to one optical mode to keep things simple, but this formalism can without much difficulty
be generalized to multimode states.
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2.2.1 The density operator and Wigner function

A quantum state is described by its state vector |x) in a given basis, and many different bases
can be used to describe quantum states, e.g. the energy eigenstate basis (Fock basis) [¢)

H ‘n> = E, |TL> ) (2.9)

where (n|m) = 0pm, and E,, is the eigenenergy of the state |n).

In general, a quantum state can be described by a state vector, only if the state is pure. For
statistical mixtures, such as thermal states, one needs to represent the state via other means,
and a convenient way of doing this is by using the density operator p

N
ﬁ = an ‘n> <7”L‘ ) (2'10)
n=0

where the summation is over all possible energy eigenstates, and p, is an associated probability
of finding the system in the corresponding state p|n) = py, |n).

The density operator is Hermitian pf = p, positive semi-definite 5 > 0, and trace-preserving
tr(p) = 1. Finally, there are two very convenient uses of the density operator; firstly, the expec-
tation value of an arbitrary operator is given by <A> =tr (ﬁA), and secondly, the purity of a

quantum state can be determined by tr(ﬁ2) < 1, where it is only 1 for a pure state.

Through the density operator, a quantum state can be visualized via the Wigner function,
a quasi-probability distribution, in the phase space. The Wigner function is defined as [31]

1 .
W (X, P) = 47T/e“’“”/Q <X+f 5

g>dm, (2.11)

where X |X) = X |X), with |X) being an eigenstate of the quadrature operator. The Wigner
function is a semi-probability distribution, as it can have negative values for certain non-Gaussian
quantum states. For all the states of this thesis however, the Wigner function will be positive
and can serve as a probability of finding the quantum state with a given position in the phase
space. With the Wigner function available, we can define Gaussian quantum states, as states
that have Gaussian Wigner functions. Gaussian Wigner functions are fully defined by the first
(expectation value) and second (covariance matrix) statistical moments, with the covariance

matrix given by
(R R (R (p) oo
X

©\ER)-(X)(p)  (#)-(p) )

and by using this and the expectation value, the Wigner function of a Gaussian state can be
written as [30]

W(X) = —— ¢ 2 E-(X)THX(X)) (2.13)

X = <)]§> (2.14)

2.2. GAUSSIAN QUANTUM STATES 6 of 120
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2.2.2 The coherent state

The first Gaussian state I will introduce, is the coherent state |«). This state is very useful, as
it is the state generated by an ideal laser. The coherent state is an eigenstate of the annihilation
operator &|a) = ala) and forms an “overcomplete” basis, meaning two basis states are not
orthonormal (8|a) = exp(—’ﬁ2 - aQ‘).

The eigenvalue « of the operator is related to the photon expectation value (a|fi|a) =
(a|afa|a) = |af?. This relation is even clearer when calculating the photon probability distri-
bution by projecting the coherent state onto the Fock state basis

2n
P(n) = (nlo)? = =2l 12T (2.15)
n!

which is a Poisson distribution with expectation value and variance |a|2. For sufficiently large
a the Poisson distribution is known to be well approximated by a Gaussian distribution. In
figure (2.1a) 10° samples of a coherent state photon distribution are shown( For this figure the
mean photon number is 10000). The figure also shows the corresponding Gaussian approxima-
tion.

In terms of the quadrature operators the expectation values are <X> = Re{a} and <f’> =
Im{a}, and the covariance matrix is the identity matrix I = Z, which means the coherent state
is a minimum uncertainty state. The Wigner function equation (2.13) of a coherent state with
a = 50 is shown in figure (2.1b).

Gaussian approximation
I Coherent photon distribution

&
=)

Probability
S & 5 b

=
w»

g
=)

=
n

9600 9800 10000 10200 10400
Photon Number [n]

(a) Coherent state photon distribution with () =
10000. The red outline is the corresponding Gaus- (b) Wigner function of a coherent state with dis-
sian approximation. placement « = 50.

Figure 2.1

A very important point to note about this visualization method is that there exists a plot
similar to figure (2.1b) for each sideband frequency in the frequency domain, and the displace-
ment from origin at a given sideband frequency is determined by number of photons at the given
frequency and not by the carrier amplitude at DC (in the rotating frame of the carrier). When
more modes at different sideband frequencies are relevant, it can be helpful to go to the so-called
“sideband picture” by extending the phase space into a third dimension as shown in figure (2.2).

Finally, a very important coherent state is the vacuum state |« = 0). This state has zero
mean o = 0, but since the variance of the coherent state is independent of the photon occupation,
the vacuum state will still exhibit an uncertainty in photon number- and quadrature-operators.

2.2. GAUSSIAN QUANTUM STATES 7 of 120



CHAPTER 2. INTRODUCTION TO QUANTUM OPTICS

This uncertainty is referred to as vacuum fluctuations or shot noise. The coherent state is created
mathematically from the vacuum state via a displacement operation |a) = D(«) |0), where the
displacement operator is defined as

A~

D(a) = exp <o¢€1T + a*é). (2.16)

In practice, as mentioned before, the coherent state is generated in the linear gain process
of a laser, but will only be a coherent state above a certain sideband frequency. Below this
frequency the laser will have excess technical noise from the laser process and electronics.

Figure 2.2: Example of the sideband picture representation. Here the uncertainty circles have been
neglected for simplicity. The dotted circles note the direction of revolution of the sideband
modes in the rotating frame of the DC carrier.

2.2.3 The thermal state

The second Gaussian state is the thermal state, which is the optical state produced by a perfect
black body. This state is a statistical mixture of photons with no coherence and cannot be
written as a quantum mechanical state vector. In stead it is described via the density matrix
as [31]

oo

. 1 mn o\
_ 2.17
=t S (22 o g, @17

n=0

where nyy, is the mean photon occupation. The thermal state hos no displacement in phase space
(X) = (P) =0, but has covariance matrix

. 2nth + 1 0
Iy, = ( 0 Oy + 1>, (2.18)

meaning it has noise greater than shot noise and symmetric in the quadratures.

2.2.4 The squeezed state

The last Gaussian state to be introduced is the squeezed state |€) = S§(€))]0), where £ = re™®
is a complex squeezing parameter with r being the squeezing strength and ¢ being a phase
determining the orientation of the squeezed state in phase space. Squeezed states are generated
from the vacuum state by the squeezing operator

S(¢) = exp<1/2(§*52 - ga*2)). (2.19)
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As suggested by the form of the squeezing operator, squeezed vacuum states can only be
generated by non-linear processes that are at minimum quadratic in the field operators, and the
practical generation of these states of light will be described in detail in chapter (3).

If we project the squeezed state onto the photon basis

(nl&) In) =

i n/2
1 Vn! <e¢tanh(r)) 2n) (2.20)

cosh(r) (n/2)! 2

we see that the squeezed state contains only even photon number components. ]<n|§>]2 is visu-
alized in figure (2.3a) for a squeezing strength r = 0.68.

It is also possible to create a displaced squeezed state by applying the displacement operator
in addition to the squeezing operator |a, &) = D(«)S(&) |0).
Looking at the quadrature operators, in the case of a squeezed vacuum state the expectation

~

value of the quadrature operator is zero <X> = <13> = 0. In the case of a displaced squeezed

state, the expectation value is the same as with the coherent state. More interestingly, the
covariance matrix of a pure squeezed vacuum state has the following form

o o o
un o N

Probability
o o <
S

0.0 I
0 2 4 [] 10

Photon number

(a) Squeezed state photon distribution for (b) Wigner function of a squeezed vacuum state
r = 0.68. with » = 0.68 and ¢ =0
Figure 2.3
N t 62T 0 ~
=R (% R, 2.21)

where R($/2) is a rotation operator

N [ cos(¢) sin(¢)
R(¢)—<_sin(¢) Cos(¢)>’ (2:22)

where the phase angle ¢ is the angle of the squeezing operator defined above.

From equation (2.21) we see that the pure squeezed state is also a minimum uncertainty
state. Unlike the coherent state, however, the squeezed state has asymmetric variance in the
quadrature operators, the variance of one quadrature operator can be reduced compared to the
shot noise variance, at the expense of increasing the variance of the complementary operator
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since the Heisenberg uncertainty relation must be obeyed. For r — 0, the variance goes back
to shot noise, as we would expect. The Wigner function of a pure squeezed state with r = 0.68
and ¢ = 0 is shown as a scatter plot in figure (2.3b).

Losing one photon of a squeezed photon pair leaves the remaining photon in a thermal
state [33]. A lossy squeezed state can therefore be modelled as thermal squeezed state, which
has a modified covariance matrix of

~ _|_ €2Tth O ~
L, = @+ DRG/2T()" 5, )Re2) 2.23)
where 74, is an effective squeezing parameter, and (i1),, is the average number of thermal photons
in the squeezed state.

2.2.5 Brief comment on the linearization of field operators

Throughout the thesis, I will assume the operators to be linearizable. This means that the
operators can be expanded to first order around a “classical” mean value to give us a zero-
variance mean value and a zero-mean quantum mechanical fluctuation part

a=(a+da)e ", (2.24)

where ¢ is a phase that can be time-dependent. The mean value of the operator will then
be equal to the classical part (&) = «, and the variance will be equal to the variance of the
fluctuation part o2 = (&%) — (a)? = (6a?). Since this version of the operator assumes quantum
limited fluctuations, it is useful to cast this operator into a form that also includes the classical
(excess) amplitude- and phase-noise. We allow a small time fluctuating part in both the classical
phase ¢ — ¢ + d¢ and the classical mean amplitude o« — a + da , and we expand to first order
in the fluctuations around the phase ¢

(a0 + da(t) + 6a)e @91 ~ (o + da(t) — iadp(t) + 6a)e ™
= (a + 53) i, (2.25)

where we have redefined the operator fluctuation term to also include the classical fluctuations.
We see, as we would expect, that the amplitude fluctuations belong to the real part of the
fluctuations and the phase fluctuations belong to the imaginary part (but scaled by the carrier
amplitude). We drop the tilde and only look at the fluctuation term. From equations (2.3a)
and (2.3b), we see that the real and imaginary parts of the field operator are equal to the
quadrature operators Re{a} = 1/2X and Im{a} = 1/2P (using our shot noise normalization).
If we measure the power spectral density (PSD) of the quadrature operators, we get

PSD <X) = 4PSD(Re{64}) = 4|a|*RIN, (2.26a)

PSD (P) — 4PSD(Im{6a}) = 4]a|2PSD(6¢), (2.26b)

where RIN = PSD(|6a|?/||?) is the relative intensity noise power spectral density and 8¢ is the
phase noise we introduced above. From equations (2.26a) and (2.26b) we see that measurements
of the noise of the quadrature operators give us information about the intensity noise and phase
noise of the optical field (both quantum mechanical and classical).
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2.3 Important quantum optics components

I will go through the mathematics of how the most important optical components of this thesis
interact with light fields. I will begin with covering the simpler optical components such as
the beam splitter, the phase shifter and the photodetector, and then end by covering optical
modulators and cavities that require a more thorough analysis.

2.3.1 Beam splitters

Figure 2.4: Sketch of a beam splitter.

The (power) beam splitter (BS) is a semi-transparent mirror with transmittance /7 and re-
flectance v/1 — 7. The splitter has two input ports and two output ports as shown in figure (2.4).
The input and output operators are related by the following input-output relations

<§Ztt> - <z\/1ﬁ—7¢ Ni?) <EZ> (2.27)

If the b input is left empty (vacuum is injected), then the model for a beam splitter can be used
to model the effect of optical loss on an optical quantum state [29]. The effect on the expectation
value, can be directly analysed using equation (2.27), but in the case of analysing the effect on
the quantum noise, it is easier to look at how the beam splitter affects the two-mode covariance
matrix of the quadrature operators.

oix 0 0 0 o2y 0 00
0 olp 0 0 0 o2p 00
F — a7P = CL,P 2.28
= 0 0 o5x 0 0 0 10 (2.28)
0 0 0 opp 0 0 0 1
Writing the beam splitter input/output matrix in a symplectic form [30]
1—7 0 0 T
| o -7 7 0
Sps = 0 —v7 Vi-t 0 [ (2:29)
-7 0 0 1—7
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and applying it to the covariance matrix I = SpsI'S Bs! yields

Uivx(lfT)#»T ) 0 (lfagvx)\/(lff)‘r ) 0
/I 0 oo pl—7)+T 0 (1—-0o; p)VA—1)T
L_ (-0l x)VO-77 0 o2 xT+(A-1) 0 : (230)
0 (-0 p)/aA =7 0 o2 pTH+(1—71)
: : : A C :
This new covariance matrix has the form C B/ The A matrix represents the reflected (or

lost) mode. We have no way of recovering this and therefore have to trace this mode out. What
we are left with is the transmitted mode represented by the B matrix, which will have the form

G §o-ole )

We will be using equation (2.31) later, when we have to analyze the effect of loss on the squeezed
state.

2.3.2 Phase shifters

A phase shifter is usually a piezo-electric-transducer that is used to actuate the position of a
mirror or slightly stretch a fiber thereby changing the path length of a laser beam slightly. From
equation (2.1), we can see that a change in the path length will result in a phase shift of the
form A¢ = kAl + arctan(Al/(zr)), where the second term comes from the Gouy phase shift of
a Gaussian beam with zp = mw?n/\ being the Rayleigh length. The result of inducing such a
phase shift is a rotation of the quadrature operators similar to equations (2.6) and (2.7)

(Fiad) = (it i) (3) -
2.3.3 Photodetectors

The photodetector is an electrical device containing a photo-diode, which is a semiconductor that
converts a stream of photons into a current by absorbing a photon and promoting an electron
from the valence band to the conduction band [34]. This current is the electronic charge e~
multiplied by the number operator of electrons excited into the conduction band f.(¢) and
divided by the detection time interval At

i) = = (2.33)

The efficiency of the photodetector is determined by the number of electrons excited every time
a photon impinges on the detector ngr = (fie) / (i) < 1. The current can therefore be related
to the photon flux operator A = a/v/At via

i(t) = e norATA. (2.34)

This expression can then be put into its final form by introducing the spectral-responsivity
R = e7 /RS, where 2. is once again the photon carrier frequency

i(t) = RiQunopATA ~ RhQC<|al2 n \a|55<a), (2.35)

where we have ignored the non-linear fluctuation terms. We see that the expectation value of the
photocurrent is proportional to the power of the impinging light and the variance is proportional
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to the variance of the fluctuations of the amplitude quadrature amplified by the power impinging
on the detector.

A single photodetector is phase insensitive, but phase sensitivity can be added by putting
an interferometer before the photodetector or by employing more advanced detection schemes
such as heterodyne or homodyne measurements.

2.3.4 Optical modulators

In section (2.2.2) it was mentioned how displacing a quantum state at a frequency side band
was only possible by putting photons into the mode with the corresponding frequency. Optical
modulators give us a way to achieve this. They can in general be separated into active and
passive modulators, and in this thesis I will only go into the theory of the passive ones, specifi-
cally electro-optic phase modulators and acousto-optic amplitude modulators. I will begin this
section with the latter; the acousto-optic modulator.

2.3.4.1 Amplitude modulation and acousto-optic modulators (AOM)

Acousto-optic modulators work by inducing vibrations at a given frequency wy, in a crystal that
light is propagating through. These vibrational modes (phonons) scatter some of the photons
via a third-order Stokes/anti-Stokes Brillouin scattering processes. In general, both processes
will take place, and depending on the process, the scattered photon will either be red detuned
(w = Q. — wy,) or blue detuned (w = Q¢ + wyy,), thus creating a sideband on either side of the
carrier frequency.

Mathematically, assuming a cosine-wave drive of angular frequency w,,, modulation depth m
and modulation phase ¢,,, the resulting electronic field operator(ignoring the spatial variations)
will be amplitude modulated

a(t) = ée‘iQUt((l - T) + 2 cos(wmt + ¢m))>

2 2
— ée_iﬂct((l _ %) + % (e_i(w’VVLt+¢TIL) + ei(w’VVLt+¢TIL)))’ (236)

creating the sidebands as described above. For an AOM the photons scattered into the sidebands
are separated spatially from the carrier mode, meaning that it is actually possible to physically
isolate and use one sideband leaving us basically with a new carrier mode at a shifted frequency

Q>

ay(t) = %e*i(ﬂﬂm)m% (2.37)

If we return to equation (2.36), we can finally write up the quadrature operators in terms of the
generalized quadrature operators equations (2.6) and (2.7)

X(0) = (1= 2)K(@et) + 7 (K2 = wm)t = o) + X( Qe+ wm)t +6m)),  (2.380)
B(t) = (1- 5 )P(2t) + 5 (PO —wm)t = 6) + P +wn)t + 9m)). (2:38h)

2.3.4.2 Phase modulators

Phase modulators typically use the electro-optic effect to modify the refractive index of a crystal,
thereby changing the optical path-length, inducing a phase shift similarly to the phase shifters
described above. Since this shift is due to a modulation of the voltage difference over the
crystal, this can be done much faster than a piezo-driven phase shifter, typically hundreds of
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megahertz compared to kilohertz frequencies. If we modulate with a cosine drive like in the case
of amplitude modulation, the modulation of the field operators will have the following form

A(t) = e 0t mcos(ent), (2.39)

This exponential can be expanded into Bessel functions [35]

a(t) = ae ' Y —ifJ(m)e et (2.40a)
k=—o00
1 mk
Telm) = 5 + O(mk+2). (2.40b)

We see that depending on the depth of the modulation, we can create a lot of sidebands around
the carrier. If the modulation depth is small, then only the sidebands corresponding to lowest
order in k (1) will be relevant and the field operators will take on the form

a(t)

%

ée—iQCt (j(](m) + ij_l(m)e—iwmt _ Zjl (m>eiwmt), (241&)

~ de et (1 — 15 (e_“"’"t + ew’”t)). (2.41b)
Since frequency is the derivative of phase, phase modulation and frequency modulation can
be seen as the same effect. Phase modulation can be interpreted as frequency modulation by
rewriting the modulation depth as m = Aw/wy,, where Aw is the frequency shift. Finally, we
can write up the quadrature operators again

R(t) = X(Qut) + % (P((QC — w)t) + P((Q + wm)t)>, (2.42a)
P(t) = P(Qut) — % (X((QC — wn)t) + X((Qe + wm)t)). (2.42b)

2.3.5 Optical cavities

The final and maybe most important piece of optical equipment, we need to touch upon, is
the optical cavity. An optical cavity consists of two or more reflective surfaces placed in a
configuration that allows light to be caught in between them. An optical cavity is also called
an optical resonator, as light caught between the mirrors will resonate and allow for a strong
optical field to be built-up in between the them.

The build-up of the optical field inside the cavity is called a resonance, and stems from con-
structive interference between the light-field entering the cavity and light the light field already
in the cavity having completed one or more round-trips. The condition for this constructive in-
terference to build up is therefore that the phase of the light-field need to be the same each time,
it makes a round-trip of the cavity (modulo 27) or in other words the length of the cavity needs
to be an integer number of wavelengths of the field L.q, = n). Given a certain cavity length, a
number of frequencies of the light field will fulfil the above condition and will resonate. These
are called resonance frequencies and are given by Qcqy = 27n¢/(2Lcay). The frequency difference
between two cavity resonances is called the free spectral range (FSR) wrpsr = 2m¢/(2Lcqw)-

There are two distinct types of optical cavities; the first is a standing wave cavity (or a
Fabry-Pérot cavity) as shown in figure (2.5) (a). This cavity type is made up of two mirrors
placed opposite of each other, and light caught between these two mirrors will form a standing
wave pattern. The other type is a running wave cavity and is sketched in figure (2.5) (b).
Running wave cavities a made up of three or more mirrors placed in patterns of triangles,
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Figure 2.5: Sketch of a Fabry-Pérot cavity (a) and a running wave cavity (b)

squares, butterflies etc. to guide the light around in the cavity. Each type of cavity has its own
strengths and weaknesses, and I will return to this in section (5.1.2).

For the following analysis, I will assume a linear cavity with each mirror having a finite power
transmissivity 7; and is treated using the same formalism as a beam splitter, having two input
modes and two output modes, where the intra-cavity transmitted input and reflected output
modes feed into the intra-cavity field. The relevant modes for each mirror are then the external
input and reflected output mode. The dynamics of the intra-cavity field of an optical cavity can
be described in the rotating frame of the laser frequency using the Langevin formalism of the
Heisenberg picture [29]

d ~
A . ~ k k

where v* = (1 — \/ﬁ) [ Teav = % is the decay rate through the k’th mirror with 7.4, being
the cavity roundtrip time given by Teay = 2Lcqy/c for a linear cavity. The approximation is valid
for transmittances much less than 1.

Y= v* = 2w s is the total decay rate of the cavity and represents the half-width-
half-maximum (HWHM) bandwidth of the cavity.

A = Q¢ — Qeqyp is the detuning of the cavity resonance from the carrier frequency of the field.

Finally, Afn is the photon flux operator defined in section (2.3.3) entering the k’th port.

The photon flux operators have units of \/ Photon Number/s for which calculating the power
comes very easily P = hf), <ATA> The intra-cavity field is a steady state field with units of

vPhoton Number and therefore in order to calculate the intra-cavity power, you have to include
the cavity round-trip time Py, = hf), <§1T€1> [ Teav-

We will use equation (2.43) as the starting point of analyzing the strengths of an optical
cavity. For this analysis, we will assume equation (2.24) to be valid, meaning & = « + Ja and
A = A+5A. We will start by analysing the mean field equations, ignoring all fluctuation terms.
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2.3.5.1 Mean-field equations: Power build-up
The mean-field version of equation (2.43) is
d
o= —(~v—i k Ak
T (v —iA)a + zk: V2vkAY . (2.44)

The two mirror ports are denoted as k = {in, out}, and we assume a coherent input only at the
input port, A% = 0. If we assume the intra-cavity field to be in a steady-state, then the time
derivative is zero, and we can solve the dynamics

y—iAT" 72 + A?

Aln, (2.45)

102
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z
T 1072
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[e]
o
1074
10~ —— Intra-cavity
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Figure 2.6: Intra-cavity power build-up, transmitted power and reflected power as a function of cavity
detuning for an impedance matched cavity of finesse 1570 and HWHM bandwidth of 800 kHz.

We can also calculate the fields exiting the two ports

Ay = V27 — V1 = Ty Al = /2yima — AR,

i Y T IA -
A% — \ foyoutey — (/1 — T AS /270 — A,
. v+iA
4,7'm,>,out 72 n AQ 227 (246b)

where the approximation is only valid for R =1 — T =~ 1. This case is also known as the high
finesse regime. The finesse of a cavity is a measure of how well the light is stored inside the
cavity and is defined by F' = 2wprsr/y = wrsr/wawmnm. There are three distinct behaviours of
the cavity depending on the mirror reflectivities; under-coupled (v > " + ~), impedance-
matched (7" = %% 4 L) and over-coupled(y™ < ~7°% + 4%). Here I have included the
intra-cavity loss decay rate v, which is necessary when considering a physical cavity. The power
build-up of an impedance-matched cavity is shown in figure (2.6) as a function of cavity detuning.
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The cavity in this calculation has a finesse of 1570 and a HWHM bandwidth of 800 kHz. The
intra-cavity field can be orders of magnitude larger than the input and transmitted powers. This
allows amplification of very weak non-linear processes and will be very relevant in chapter (3).

2.3.5.2 Fluctuation equations: Noise filtering

The next part of this analysis also starts with equation (2.43), but this time we will ignore the
mean-value parts and only concentrate on the fluctuations. In the analysis above, we ignored
the input fields that we did not actively use, but this time we allow both classical and quantum
mechanical fluctuations which means that even if we do not actively input fields through the
mirrors, vacuum fluctuations will still enter the empty inputs. The differential equation then
becomes

%55 = —(y —iA)SA + /296 AT 4 \/2y0utFAGH 4 \/2yLSAL, (2.47)
We can rewrite this differential equation in terms of quadrature operators

%55( = 70X + ASP + /296X 4 \/290ut§RO 4 /2y L5X T (2.48a)

%51‘3 = 40P — AGK + /29In6PI + \/2y0ut P 4 (/24 L5PL. (2.48D)

Using the general property of Fourier transforms that F (% f@) = —iw f(w), we can find the
steady state frequency domain solution of the intra-cavity operators

5K = (A6 +v/2770Ki + /2K 4 /K", (2.492)

¥ —w

5P = (~A5K 4 /295K, + VX + /K. (2.49b)

¥ —w

From equations (2.49a) and (2.49b) we see that for non-zero detunings the quadrature fluctu-
ations will couple, mixing a little bit of X into P and vice versa. We can also calculate the
transmitted and reflected fluctuations

ot \f2y0 - — - .
sXO VAT (—MP /2y mEX 4 /2yt X 4 /29 L6X ) ~aXM (2.50a)

¥ —iw

. V2ot _ . N =
sPo — Y — (80K + V2970P7, + v/297016P7, + /2 L6P ") — B, (2.50b)

~ 9~in - — . ~L .
aXI, = Vo (0P + V296X, + /206X, /2 E0X ) — oKy, (2.50¢)

v — iw
SR 05 SRV SEINC SR B S X )

For the next part of the analysis, we will assume zero detuning, meaning we have linear, decou-
pled equations that we can cast in form of transfer functions that link the fluctuations exiting a
given port with the fluctuations entering a given port

5Kt = Otimsout 0K im + Oloutiont Ko + Ot udX. (2.51a)
5Pt = OlinsoutOPim + OloutonOPrn + 0w 0P (2.51D)
Xy = Olinin 0K + O outiin X + O 6K (2.51¢)
OB = Opiniin P + Oloutsin P + O\ 0P (2.51d)
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where the index on the transfer functions [i; j] refers to the input of the i’th ports effect on the
output of the j’th port, with the specific transfer functions given by

2/
VI s (2.52)

O = ST

We plot the amplitude and phase response of the transfer functions in figure (2.7) for the two
distinct cases reflection from the same port of ¢ = j and transmission through another port ¢ # j
using the same cavity parameters as in figure (2.6).

1.0
S 0.8

0.6 —— Reflected i=j
% 0.4 Transmitted j = j

%-
g£0.2
<

0.0

o
N
E~Y
o
oo

10

g 03 —— Reflected i=j
§ 0.2 Transmitted i =

o
N

4 6 8 10
Sideband frequency [MHz]

Figure 2.7: Top figure: The amplitude response of the cavity transfer function equation (2.52) for the
cases of transmission from one port to the other i # j and reflection from the same input port
i = j. Bottom figure: The phase response of the same transfer function. For both figures
the cavity parameters are the same as in figure (2.6).

We see that for the transmitted fields, the cavity acts as a low-pass filter, attenuating noise
above the cavity bandwidth and transmitting fluctuations below. Inversely, the reflected fields
are high-pass filtered by the cavity. This shows that optical cavities can work very effectively
as an optical filter, removing unwanted technical (classical) noise from an optical mode. The
cavity cannot remove quantum noise, however, inputting shot noise in all ports will only return
shot noise through all ports.

2.3.5.3 Spatial filtering

We have previously seen that an optical cavity can filter amplitude and phase noise by engi-
neering the cavity bandwidth. An optical cavity can however also work as a spatial filter, and
in order to analyse this we first need to introduce the concept of Laguerre-Gauss and Hermite-
Gauss modes in more detail.

Hermite-Gauss modes:
The Hermite-Gauss basis is a complete set of orthogonal spatial eigenmodes of a laser beam
with symmetry in x- and/or y-directions. These modes are characterized by two indices n and
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Figure 2.8: Normalized power build-up for higher-order modes as a function of cavity length. The
cavity has the same parameters as in figure (2.6). The orange dot marks a cavity length which
would provide good isolation. This simulation is done using Finesse [35].

m describing the order in the x- and y-directions, and the spatial mode function is in general

given by [27]
ottt 2 (5 (22)

w(z) w(z) w(z)
22 42 22 402
X exp (— w;(_zy) > exp <zk 2R—2i_(g) > exp(—ipp,(2)), (2.53)

where Cg% is a normalization factor, Hy(u) is a generalized Hermite polynomial, w(z) =
wor/1 + (2/2zR)? is the beam radius with wy being the waist size and zp = mw?n/\ being
the Rayleigh length. R(z) = z(1 + (2r/2)?) is the radius of curvature of the wave front, and
finally ¢ (2) = (1 +n + m)atan(z/zg) is the Gouy phase. Setting n = m = 0 gives us the

fundamental Gaussian mode shape

Aoo(z,y,2) = \/21:(]2) exp (-ij(zy;) exp (—ik%) exp(—id(2)). (2.54)

Laguerre-Gauss modes:

The Laguerre-Gauss basis is a complete set of orthogonal, rotationally symmetric eigenmodes
defined with indices ! describing azimuthal order and p describing the radial order. In this we
consider only optical modes without angular momentum for which [ = 0. In this case, the spatial
mode functions for Laguerre-Gauss modes are defined as

Agp(r,2) = Oeg‘wgz)Lg (;;;;) exp(—wzr(l)> exp <—z’k2£§z)> exp(—i¢dp(z)),  (2.55)

where once again, C’{ig is a normalization factor, and Lg(u) is a generalized Laguerre Polynomial.
Similarly to Hermite-Gauss modes, setting p = 0 return the fundamental Gaussian mode shape
equation (2.54) with r2 = 22 + 2, and in general every Laguerre-Gauss mode can be expressed
as a super position of Hermite-Gauss modes and vice versa.
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Knowledge of these modes are in general very useful in aligning optical cavities, as [36] showed
that angular and translational mismatches (alignment) of the beam will cause excitations of
Hermite-Gauss modes in the cavity, and position and size mismatches of the beam waist (mode-
match) of the beam will cause excitation of Laguerre-Gauss modes in the cavity. Due to a
difference in phase, the different modes will resonate with different resonance frequencies and
identifying these different types of modes in the cavity spectrum will give hints as to what needs
to be improved in order to get the best alignment of the fundamental Gaussian mode into the
cavity (by removing these higher order modes).

For certain cavity configurations, more than just the fundamental Gaussian mode will res-
onate in the cavity. This is usually undesirable and has to be taken into account when designing
an optical cavity. The lagser beam exiting a laser usually contains components of higher order
Hermite-Gauss or Laguerre-Gauss modes due to imperfections, and an optical cavity, where
care is taken to isolate the fundamental Gaussian mode from the other higher order modes, can
therefore be used to spatially filter the beam to make sure, it will only contain the fundamental
mode to a high degree. The parameter that is often tuned to ensure this, is the length of the
cavity, and in figure (2.8) the power build-up of higher order Hermite-Gaussian modes (com-
pared to the fundamental mode) as a function of cavity length is shown for the same cavity used
in figures (2.6) and (2.7).

An alternative way of spatially filtering a laser beam is to couple it into a single mode
(SM) fiber, as the only mode to be supported by the SM fiber has a very high fidelity to the
fundamental Gaussian mode, and all other modes will not be coupled into the fiber.
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An expert is a person who has found out
by his own painful experience all the
mistakes that one can make in a very
narrow field.

Niels Bohr

3 Dr. Edward Teller’s Magnificent
Obsession

by Robert Coughlan, 1954

Optical parametric oscillator theory

In this chapter, I will go through the mathematics behind squeezed light generation in an optical
parametric oscillator and detection in a balanced homodyne detector. The analysis will include
the most important sources of imperfection, and how these will affect the squeezed light.

3.1 Squeezing generation, nonlinear interactions and quasi-phase
matching

In order to generate squeezed light, we need to generate an interaction producing an operator
of the form equation (2.19). For this we need an interaction Hamiltonian of the form

. 1
L, = 52‘%(1(*512 . KaT2> (3.1)

where K is a complex number. This interaction Hamiltonian will lead to the squeezing operator
when applying the time evolution operator U(t) = exp(—i / hﬂimt). Interactions, which are

quadratic or of higher order in the field operators, are called nonlinear interactions and arises
from nonlinear terms in the material polarization. Squeezed light requires interactions of at least
second order.

The general interaction Hamiltonian for this type of nonlinear process is given by

HIWM — ing(balal — bfa,a,), (3.2)
where & is called the signal field, &; is called the idler field and b is called the pump field.

There are two conditions that need to be satisfied for this type of process to take place:
Qs + Q; = Q, (energy conservation) and k, + k; = k, (momentum conservation).

In the case where the pump-field is empty, the process that will take place is called sum-
frequency-generation (SFG); the signal and idler photons will annihilate to create a pump pho-
ton. If one of the signal or idler fields are empty, the process taking place will be called difference-
frequency-generation (DFG); a pump photon will annihilate and create a photon at both the
idler and signal frequencies.

A special case of these processes is if 1/20), = Q, = €2;. In this case, the process generating
the pump field is called second harmonic generation (SHG), and the process generating the
signal field is called parametric down-conversion (PDC). If the signal field is vacuum in the
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PDC process, then the pump can interact with the vacuum modes in what is called spontaneous
parametric down-conversion (SPDC), and it is from the SPDC process that squeezed light is
generated.

The factor g is the interaction strength given by [37]

1 ~ AR
g= eoxg)f \/2nsni77thSQiQchsinc (AkLC/2) eibeik/2. (3.3)

where n; = /i /€; is called the wave impedance. For a dielectric material with weak magnetic
properties the impedance is 7; ~ 377 Q/\/a L. is the propagation length of the nonlinear
medium (usually a dielectric crystal) and Ak = k — ks — k; is the phase-mismatch. The form
of g in equation (3.3) is however only valid for plane waves, and in the case of strongly focussed
laser beams we have to use the framework developed by Boyd and Kleinman in 1968 38|, which
includes spatial mode overlap, Gouy phase and loss. We will revisit Boyd-Kleinman theory in
section (5.1.2.3)

ch)f =2/ (Wm)xg)z is the effective second order nonlinear susceptibility coefficient, which

2)

describes the strength of the nonlinear process. Yz is the nonlinear coefficient in the case of non-
critical phase matching, where momentum conservation naturally occurs for fields propagating
along the relevant axis (z-axis in this case) of the crystal. This is in general not possible, and
the nonlinear process is severely limited if Ak is non-zero. In order to overcome this, we exploit
what is called quasi-phase-matching through periodic poling, where a strong electrical field is
applied to the nonlinear crystal periodically to create inverted crystal domains and effectively
change the sign of the nonlinear interaction. What it does in terms of phase matching, is that
it adds a term Ak = ﬁp — ks —k; — G, where G = 2mm/A is an effective wave-vector added by
the periodic structure. m is an integer and A is the period of the structure. By choosing the
period intelligently the periodic poling can compensate the natural dispersion of the material to
allow for partial access to the desired tensor component with a 2/(7m) penalty.

The crystals, used in the experiments of this thesis, are (periodically poled) kalium titanyl
phosphate KTiOPO, (PPKTP).

3.2 The nonlinear equations of motion

Tin To ut

B S—

Squeezed output

1550 nm

Loss

Figure 3.1: Theoretical model of the OPO. The (1550 nm) signal mode is inserted through the input
mirror, the (1550 nm) squeezed mode is extracted through the output mirror, and the (775
nm) pump mode is inserted through the output mirror. Both mirrors have different transmis-
sivity for the different wavelengths as well as the intra-cavity loss being different. This figure
represents a theoretical model and does not necessarily reflect the exact physical configuration
of the experimental system.

In order to increase the nonlinear interaction from the PPKTP, the crystal is put into a
double-resonant cavity, which enhances both the signal/idler mode and the second harmonic
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pump mode. Cavity enhancement of the PDC process is in general called optical parametric
oscillation (OPO). The analysis in this section will largely follow the analysis done in sec-
tion (2.3.5): I will once again assume a linear cavity coupled to three input/output channels;
input, output and intra-cavity loss as shown in figure figure (3.1).

3.2.1 The basic equations of motion

The SPDC process can in general be subdivided into three types. In type 0 SPDC, the signal
and idler fields are indistinguishable as they both have the same polarization, which is identical
to the pump field polarization. In type 1 SPDC, the signal and idler fields still have the same
polarization, but orthogonal to the pump field polarization. Finally, in type 2 SPDC the signal
and idler fields are distinguishable with different polarizations, one of which will also match the
pump polarization. We set up equations of motion without any assumption on whether the
SPDC process is type 0, 1 or 2.
We start with a total Hamiltonian on the form

~ A vha 7~ ~
T, = hala, + huala; + hQ,bTH + % (bagaj N asaZ), (3.4)

where 202 = Qg+ ;. In the rotating frame of the signal frequency the equations of motion are

Gy = (s — iA)a, + Talb 4+ \ /20 ALL, + VgAY, +\/20FAL (350)
G = —(7i — i8)a; + Talb + /20 AL + /2 AL + ([ FAL, (3.5b)
b=—(3—ily)b — Ja.a; + /2Bl + 200 BR + /2B, (3.5¢)

where the detunings and decay rates follow the formalism introduced in section (2.3.5). Since
the OPO that we work with is degenerate, we now make the assumption that Qg = €;, and we
drop the index on the operators. The equations of motion thus reduce to

i =—(7s —i0s)a+ g"aTb + /2P ALl + /290t Gy 4\ /29 L AT, (3.6a)
b=—(3—i2y)b — Jaa+/20)" Bl + | /290 B + | /20 BE. (3.6b)

We once again assume linearisation of the operators equation (2.24). This allows us to set up
separate equations for the classical mean value and the quantum fluctuations, and we will start
analysing the behaviour of the former.

3.2.2 Mean-value equations of motion
The classical mean behaviour of the OPO is described by the following equations of motion,
b= (7 — ils)a+ g'a’ B+ \ /2R AT (3.7a)

B=—(1p—idp)B— goﬁ + /273 B, (3.7b)

where we have allowed the second harmonic pump field to enter the cavity from the output-
coupler and the fundamental field from the input-coupler. If we solve these equations in the
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steady state

2,yout 2
go
B= BOUt —7 3.8a
Y — 1A, 2(yp — 1Ay) ( )
2yin Ain
o = Vs m (38b)

((vs —iAs) — g*B) ’

where we have assumed « to be real without loss of generality. The two equations are coupled
by the nonlinear interaction that allows energy to be exchanged between the two fields. We are
going to decouple these equations, however, by assuming « < 3, which means we can ignore
the effect of the fundamental field on the second harmonic field. The second harmonic field will
therefore remain undepleted, and the equations then reduce to the following

2,)/0ut
B T pout (3.9a)

Tp — 1A,
V2 A
(7 = 18s) <1 = 9 G iy Bin
_ V2 . (3.9b)

(7 —ms)(l— “"W?Oiﬁi)figzp)w | Bgut e "'(%”AS”’A“"%))

o

Here we have split up the complex numbers into amplitudes and arguments with ¢, = argg,
oa; = arctan(A;/v;) and ¢, being the phase of the pump field with respect to the fundamental
field.

From here we can identify a threshold-point as the point, where the creation of photons in
the fundamental mode is perfectly balanced by the total loss of photons in the fundamental
mode (in the case where the complex exponent is equal to zero)

!9!\/27,‘.?“'5(73 + AZ)(v2 4 A2)
(12 + AY(33 + A)

|Bout

|Bth7‘| ’

‘ out
n

(3.10)

which gives us the threshold value of the input field
-1
Bthr — <|g|\/27]§“t(7§ + A (2 + A2/ (2 + A2) (2 + A%))) . The ratio between the input

pump power and the threshold pump power is then P,/ P;;hr = ‘Bf#t / B””|2. This allows us to
rewrite equation (3.9b) as

2/ AL
(s — iAs)(l 1/]512 6_2(¢”+¢A5+¢Ai’_¢9))

/2y Qi

= gpa ;N Ain = 9pG a0, (3.11)

ax

where we have defined the parametric gain constant gpg, and ag is the intracavity field without
parametric gain. We see that in the case of the complex exponent being zero, the parametric
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gain will work as to amplify the fundamental intra-cavity field with gain values approaching
infinite as the pump power approaches the threshold.

If the complex exponent is 7 the parametric gain will de-amplify the fundamental field with
gain going towards 1/2 close to the threshold. If we re-write equation (3.11) in terms of field
powers, then we see that P = |gpg|* Py, and this is shown in figure (3.2).

661 = amplification
de-amplification

60
54
48
vy}
36
30
24

Parametric (power) gain g2 [dB]

0.0 02 0.4 0.6 0.8 1.0
Po/PE"

Figure 3.2: Parametric gain in the cases of amplification and de-amplification as a function of pump
power to threshold power ratio.

Above the threshold, the pump field will amplify the quantum fluctuations to create a fun-
damental coherent field, even when no seed is present. This is not reflected in this analysis and
will require including the fluctuation terms.

3.2.3 Fluctuation-equations of motion

We now return to the equations of motion and focus on the quantum fluctuations. In order to
solve these, we linearize the equations of motion, meaning we only keep terms that are first-order
in fluctuation operators. We will keep the pump field quantum mechanical and allow for a pump
field to enter through the output-coupler and a seed field to enter through the input-coupler.
The linearized equations of motion are then

06 = —(vs — iAs)0a + g*0aT B + g*0ba™ + 1/ 29inGAM 4 \/2yout A 4 \/24LGAL, (3.12a)

3b = —(7p — iA,)dD — gdaa + 2ying BN + | [295ut B + | [2yESAL. (3.12b)
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We assume no detuning and rewrite the equations in terms of quadrature operators equa-
tions (2.3a) and (2.3b)

Xy = —7:0K, + g* 0K B+ g Xt +\/2yindX I+ \/290ut XY 4 [29L0X L, (3.13a)
6X, = —p0Ky — goKoa + 26K, 4 [2ygut 6K, 4\ 2y E6KE, (3.13b)
OB, = —70P, — g*0P B+ g"0Ppa" + 1/ 29noPT /290D 4\ [2yE6PL, (3.13¢)
6B, = —p%, — g6Pa + 2yind I, + \/2ygut PO + | [2yEPL. (3.13d)

In order to finally solve the equations of motion for these quadrature operators, we assume a
steady-state solution and transform to the frequency domain, for which we have F (55() —0X

and F (55( ) — iw6X. This allows us to set up the equations of motion as a matrix equation

iw+vs—gB —g'a* 0 0 X 1:12
go iw + Yp 0 0 5)~(p _ I:Ig (3.14)
0 0 iw+ys+g8 —go || P, N, |’ '
0 0 ga iw 4+ vp 5f>p ﬁg

where we have introduced “collected” noise operators

~ . ~in i L
N; = 200X, 4+ /200X + (20K (8-152)
~ o~ ~ ~L
NY = \/290BY ), + /200 0B 4 \[21E0P], (3.15b)

to simplify the notation. Inverting the matrix and solving the equation yields the following
solutions for §X; and JPg (the operators of interest)

~ T
N
-1 s
<5Xs> (\9\2\a\2 + (s +iw — gB) (v + iw)) <,yp fiw ga 0 0 ) N;f R
~ p— _1 ) - ,
oP, (\gl2\a\2 + (s +iw + gB8) (vp + iw)) 0 0 pt+iw go gg
p + ] N + gaNG ’
et 1w 87
0Xs = . T (3.16a)

~ gPlal + (3 + iw — gB) (v, + iw)’

. P i~y Y
5B, = T WINs o, (3.16b)
l91%|a|? + (s + iw + gB) (7p + iw)

If we try to calculate the variance of equations (3.16a) and (3.16b) for « — 0 and w — 0

o 2
Vs <5XS5XS> = (1_%5)2’ (3.17&)
iy 2
e <6PS<5P5> = (1 - %)2, (3.17b)

and identify gB/vs = /P,/Pi", then we can see that we indeed do have squeezing in the P-

quadrature, but that this is limited to at best to 3dB of squeezing as the pump power goes to
the threshold.
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If we try to calculate the variance of the fluctuations exiting the cavity, we will see that
we can measure much more squeezing. This is due to a destructive interference between the
exiting field fluctuations and the vacuum outside the cavity. This part of the analysis starts by
calculating the transmitted fluctuations, and as we defined above, we will look at the fluctuations
exiting the output coupler

~ T ~ T
~ out [7p + iw] Ny + gaN Sout
§X = \/2ryout : P X0 3.18a
s,out s |g’2‘04|2 + (’YS 4w — gﬁ) (’Yp 4 ZU.)) 8,in ( )
L SD ~p
~ out +iw| N, + gaN ~ out
0P, g = /270 by + W] N, + gaN, 7 (3.18b)

: 5P
9|2 + (75 + iw + gB) (yp + iw) s

Next step is to calculate the variance of the field fluctuations. This calculation is however quite
heavy and can be found in appendix (A). I will directly skip to the result equations (A.8a)
and (A.8b)
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) 5 + Nese
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+ Nesc 3 55 (3.19&)
2 | lgl?lo?—w? _ /B 201 /B 4w
’yp |: YsVp + <1 P:;z):| +w |:1 Ptz;z + 'YZ:|
P, in
44/ 5= 43P
~ out P Vs
o’ (51)(:;“5) 1 — 7Nese ;h 5 + Nesc - 3 5
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[1+w/,3;;1] + 2] [1+ Ph] +|«]
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AgPlo? [ + %503
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2 2"
7 [“"2';’;5:"2 + <1 + ,/Ifgl)] +w? [1 +/ R+ ﬂ

These equations assume uncorrelated noise for both pump and fundamental fields, but besides
this allows for excess noise in both amplitude V¥ and phase quadrature V¥. The above equations
also assume the coherent amplitude of the fundamental field to be much smaller than that of the
pump (no pump depletion) |o| < |B|. Finally, we have introduced the OPO escape efficiency
Nesc = ’Y;)Ut/’}/s'

From this expression we see that if we have a non-zero coherent amplitude in the fundamental
mode (also called seeding the OPO), then noise from the second harmonic pump will be coupled
to the squeezing. Another disadvantage to using a seed is that excess noise in the seed will also
be transferred to the squeezed light.

We will therefore assume no seed, which gives us the final result

4,/ ok
~out pihr
o’ (5Xs,out> =Vi=14nesc "5 5 (3.20a)
(=)~ (3]
P?f}”‘ Vs
4 %
~ t P,),T‘
o <5P2ffmt> =V =1 fese > (3.20b)
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where we have switched notation of the variances to V for anti-squeezing and V_ for squeezing
for simplicity. As can be seen, these equations represent phase quadrature squeezing from an
OPO. For an escape efficiency of n.s. = 0.98 and a signal cavity bandwidth of 7, = 27 100 MHz,
the expected squeezing and anti-squeezing as a function of pump power and frequency can be
seen in figure (3.3).
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=
©
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Figure 3.3: Top: Squeezing and anti-squeezing as a function of pump power for a sideband frequency
of 0Hz. Bottom: Squeezing and anti-squeezing as a function of sideband frequency for a
pump power of 99 %Plfhr. Both graphs have 7.5, = 0.98 and v, = 27 100 MHz

3.2.4 Effect of optical loss

Optical loss from the OPO to the detector can be very well modelled using equation (2.31),
setting 7 = 1 — Lopt = Nopt, Where L, is the optical loss, and therefore 7, is the optical
efficiency. Evaluating the variances after the beamsplitter gives us

4,/ 2>
pthr
V+ =1 —+ Uoptnesc p2 2 (321&)
(- VB + (3
Pgh'r Ys
P,
4,/
Vo =1 — DopiTesc P (3.21b)

2 2"
P,
(1) + (2)
The effect of optical loss is visualized in figure (3.4), where it is evident that the squeezing
is quite fragile to loss, whereas the anti-squeezing is less so.
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Figure 3.4: Simulation of squeezing and anti-squeezing as a function of optical loss. The other param-
eters are the same as in figure (3.3).

3.3 Detection of squeezed light via homodyne detection

Figure 3.5: Sketch of a homodyne setup. BS: Beamsplitter, DET: Photodetector, PS: Phase shifter,
LO: local oscillator.

Squeezed light is generally detected via a quadrature operator sensitive measurement tech-
nique. In section (2.3.3), we introduced the simple photodetector, but this is in general not
enough to detect squeezed light, since a single photo detector only has access to the amplitude
quadrature, and if squeezed vacuum is to be measured, it can be very difficult to get good signal
clearance of the detector electronic noise. We therefore need a detection scheme that can allow
us to measure the entire phase space and boost the signal high above the electronic noise.

The two most popular techniques for accomplishing these two tasks are homodyning and
heterodyning. Homodyning allows for the measurement of all quadratures of the signal field,
but not simultaneously, while heterodyning allows for the simultaneous measurement of two
orthogonal quadratures of the signal field, but comes at the expense of a 50 % loss penalty, which
is undesirable for squeezed light detection. Homodyning is therefore the preferred method, and
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in the following section I will go through the mathematics behind homodyne detection.

3.3.1 Detection of squeezing and the effect of imperfect homodyne detection

A schematic representation is shown in figure (3.5), where the squeezed light enters in one input-
port of the beam-splitter and a bright local oscillator enters from the second input-port. To begin
with, we will consider the output modes ¢ and d of the beam-splitter with power transmittance

NG

& =/Ta+ V1 —1be™/?, (3.22a)
d = v1—7ae"™? + \/7b. (3.22b)

If the quantum efficiency of the diodes is imperfect, then we can insert another beam-splitter
model with power transmittance ngg to take into account the vacuum added by this additional
loss

&imp = /IQEE + /1 = nguvee™?, (3.23a)

dimp = /gEd + /T = ngrvae’™. (3.23b)

For simplicity, we assume the photo-diodes to have the same efficiency. The power of the light
impinging on the photodiodes is given by

P. = 10 |yigre + 1= ngpvle ™| | /igne + /1= npvee™?|
— Qg [rafa + (1 - 7)bTb + V7V =7 (able™/2 + atbe'™?) | 4 1 (1 - ngp) 913
+ e/ nE(1 — ngE) {\ﬁ <VcéTei“/2 + \Aflée_”/z) +V1-1 (\“/CBT + \“flf))] , (3.24a)
Py = hQ. [méﬁ + /1 — UQEVIle_m/Q} [\/@a + mﬁdem/ﬂ
= Mngp [76B + (1~ 1)ala — 7T =7 (ble /2 1 aTbe™/2) | + 1O (1~ gr) V19
+ e/ nE(1 —1gE) [\/ﬁ (\”/déT + Vzlé) + VT (\"fdf)Tem/Q + \7266‘””)} . (3.24b)

Next step is to multiply by R to get the photo-currents and either subtract or sum the two
inputs. We will start with the sum as this is the simplest, assuming the beamsplitter to be
balanced 7 =1/2

iy = RhQungp [gﬁ a+bf B} + REQ. (1 — nop) [vgvc n vgvd]
+ REQer/noe(1 — nos) [\E (vcafe”/ 2 4 glaein/ 2) Vo7 (vCBT + c—iﬁ)}

+ REQer/noe(1 — noe) [\/ﬁ (vdaT + ojla) +T (vdBTe”/2 + vjlf)e—”/?ﬂ . (3.24¢)

We now linearize the operators as & = o + 64 and b = (,3 + 5]5) e~#Lo  only keeping terms to

first order in fluctuations, and taking the expectation value and variance of the operator.

(i+) = RiQenqu [lof* + |81 (3.24d)
o2(iy) ~ R*R2Q? [\a\%Q (5x) + 8]0 (5XLO)] , (3.24e)
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where for the variance, we have neglected the vacuum terms. We see that the homodyne detector
in “sum” mode works as a normal single diode detector with two input optical modes.
For the subtraction of the two detector currents i_ we get,

i = RhQunor [(T —(1-mafa+ (@ -7)—nbb+2y/r1-1) (af)fe—”ﬂ + aTBe”/Q)}

+ RS, (1 - ngw) 19, — 9194

— R\ /105(1 — noE) [\E (vdaT + ojia) +VIoT (ocafe*”ﬂ + oiae”ﬂ)} L (3.25)

If we assume the beamsplitter to be balanced 7 = 1/2, the local oscillator to be a bright classical
field and 8 > « and only keep terms first order in fluctuations and 3, we end up with

i~ RhQmor|f| <5ée—i(¢Lo+ﬂ/2) + 55Tei(¢Lo+ﬂ/2)>

th o 4 o 4
+ R , 77QE(1 _UQE)’/B‘ {(vce i$ro +Vl€1¢LO> + (Vde i(pro+m/2) +V261(¢Lo+ﬂ/2))} ,

RASQ.
2

= RhQenqe|Bl6XSH /% + nap(1 - ngr)|Bl [aX8, + X512 (3.26)

From this equation we see that the mean of the difference current is zero, but the variance
o2 (i,) is
o (i_) ~ R2R202|B 208 [nQEa2 (5X§>Lo+”/2) v1- nQE} . (3.27)

In general, the proportionality factor between the detected voltage from a photo detector and
the number of detected photons (or quadrature values) is either unknown or cumbersome to
estimate. To circumvent this proportionality factor, the signal can be normalized to the shot
noise (which is detected in a homodyne detector by leaving the signal port empty - the signal
is a vacuum state), and from this ratio the mean photon number (or quadrature values) can be
calculated.

If we assume the squeezing to be in the P-quadrature as defined earlier, then for ¢ro = 0
we recover a variance proportional to the squeezed quadrature variance, and if ¢ro = 7/2 we
recover the anti-squeezed quadrature variance. Due to the imperfect detection ngr the variances
are scaled as

V—i— =1+ NQEMoptMesc (328&)

Vo=1- NIQEMoptMesc (328b)

(o )+ &
3.3.2 Effect of imperfect mode-matching

Imperfect mode-matching between the squeezed mode and the local oscillator can come from
beam misalignment, polarization mismatch or mode-mismatch. The effect on the squeezing is the
same for all these causes; whatever part of the signal and local oscillator that is not interacting
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causes vacuum to leak into the signal mode. Polarization mismatch is the simplest to model,
so in the following we will do this. For simplicity we will assume the detection to be perfect
noe = 1 and beamsplitter balance to be perfect. The polarization mismatch is then modelled
as a half-wave plate before the 50/50 beam-splitter. The local oscillator will be assumed to
have perfect s-polarization, but the signal mode will be assumed to be a mix between s-and
p-polarization (the reverse situation leads to the same result)

As_pol = VA + /1 — ¥, (3.29a)
8ppot = /1= 18+ /1194, (3.29D)
bs_por = b, (3.29¢)
by pot = V. (3.294)

For this the photo-currents at both detectors (neglecting second-order fluctuation terms) will be

RA),

[z‘ﬂa + BTB}

" (ab —injz TBe”/2> +v1-7 (fraBTew'wm + Viﬁeiﬂ/zﬂ

|
|
+ RHQQC [m (2fv + Vbe”/2> ++/1-—na <2\/77‘A’jz + ‘A’zieim/zﬂ ’ (3.30a)
|
|

) ) REQe [ oo
fy = RRQ |A]dypor + )y o] = |a'a+ b'|
_ RZ c \/77 (abT —im/2 + aTbez7r/2> +1—-1 ({/ab’re—m’/Q + Vlb62ﬂ/2>:|
Rz [ 1—nal (2\/5% . vbe”“) +/1-na (2@03 - vge—”ﬂﬂ . (3.30b)

The final terms are interference-terms between local oscillator and signal. The interference is
proportional to /7, and in [39] this efficiency is identified as the fringe visibility ./ = V.

If we continue to look at the difference current and make the usual assumptions b —
|Ble"*L0 and B >> a, then we end up with

i ~ RhQ.S [V&Xf”ﬂ V1o v%Xg{tﬂ/ﬂ (3.31)
with the variance given by (this time also including ngg)

(i) ~ R222s? [VQ <(5X§’+ g 2)2> +1- vﬂ =

4

Pthr
V+ =1 + V277QE770P”7€SC 9 29 (332&)
(1= V) +(2)
Pghr Vs
P
2 4 pt7;}1r
Vo =1—V*noenoptiesc L (3.32b)

if we choose the phase of the local oscillator correctly (and add imperfect diode efficiency back).
The visibility is an important parameter to optimize since the loss scales quadratically with the
efficiency.
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3.3.3 Effect of phase noise between pump and local oscillator

The final thing to consider is the case, where we have fluctuations in the phase of the local
oscillator relative to the squeezed light. As has been used above the general quadrature operator
is defined as 6X¢ = dae~ + sate’®, where for ¢ = 0 we recover the amplitude quadrature 6X,
and for ¢ = 7/2 we recover the phase quadrature §P. For phases between 0 and 7/2 we recover
a mix of the two quadratures, and this can have a detrimental effect on the squeezing as an
imperfect phase will cause anti-squeezing to be mixed into the squeezing during the measurement.

In order to model this we will assume the phase noise to be normally distributed P(¢, ¢rars)
around 0 phase with width ¢rprs

1 s
P(¢, ¢rars) = 7\/27@%62%15' (3.33)

We defined the general covariance matrix of a pure squeezed state in equation (2.21), and we
can change this to our general squeezed state by exchanging the diagonal values with equa-
tions (3.32a) and (3.32b). The rotated covariance matrix being

L(¢) =

<COS2(¢)V+ + sin?(¢)V_ (V4 — V—)w > . (3.34)

(Vi = V)= cos®(@)V- +sin(9)V

We now multiply with the phase-distribution and integrate over all ¢ to get the phase-noise
affected covariance matrix

2
Loy = [ LOP@.ors)io
_ (; [(1+e*2¢23Ms>V++(1—(24’2}%1»13)\/,} 0 > (3.35)

2 2
0 1 Kl + 5*2¢Rnls>v, + (1 - e*2“’RMS)V+}
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Figure 3.6: Squeezed and anti-squeezed variance as a function of phase noise. The pump power, fre-
quency and total loss is the same as in figure (3.3).
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<1 + 67245?%1»45)/2 ~ cos?(¢rus) since they both have the same second-order expansion in ¢,

and the same is true for <1 — 6*2@1»15)/2 ~ sin?(¢rars). We can therefore reduce the matrix

to it’s final approximate form

L~ cos?(prars)Vi + sin?(¢rars) Vo 0 (3.36)
PN 0 cos®(prars)V- + sin®*(prars)Vy ) '

The effect of phase noise on the squeezed and anti-squeezed variances can be seen in figure (3.6).
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Any sufficiently advanced technology is
indistinguishable from magic.

4 Science 158
by Arthur C. Clarke, 1967

Feedback systems

Most of the experiments done in our laboratory critically rely on keeping cavities on resonance
for the entirety of the experiment duration. Futhermore, we need to be able to stabilize the
relative phases between different optical fields. In this chapter, I will make an overview of the
feedback systems used in chapters (5), (7) and (8) to stabilize cavities and relative phases.

4.1 Pound-Drever-Hall

The Pound-Drever-Hall (PDH) locking technique [40,41] is probably the most popular cavity
stabilization technique among several [42-44|. The issue with cavity stabilization is that even
though the transmitted or reflected light from a cavity changes quickly away from resonance,
the symmetry of these signals makes it impossible to differentiate between either side of the
resonance. The phase, however, has a sharp zero crossing around the resonance and is therefore
ideal to use as an error signal to feedback to either a piezo driven mirror in the cavity or to the
laser itself.

Phase changes in a single optical field are ill-defined and cannot be measured with a single
field alone. The main difference between different stabilization schemes is then the method used
to provide a stable phase reference for which to compare the phase of the optical field as the
detuning is changed.

Faraday
Isolator

Laser

EOM

Cavity

N

Figure 4.1: Sketch of a typical Pound-Drever-Hall cavity stabilization setup.

The PDH technique uses phase modulation to create sidebands in the optical field that can
serve as this stable reference. A typical PDH setup is sketched in figure (4.1). An EOM creates

35



CHAPTER 4. FEEDBACK SYSTEMS

sidebands at a certain frequency wy, ideally higher than the bandwidth of the cavity v. The
light then interacts with the cavity, is reflected and measured in a photo-detector. The starting
point of the analysis is equation (2.41b), where we only look at the mean-field amplitudes. In
the rotating field of the carrier, the field reflected off the cavity is

m
B

5 R(A + wyy e mt — i@R(A - wm)ei“’"”t), (4.1)

gt = A (R(A) .

where the reflection coefficient R(A) = (27yin(y +4A)/ (7 + A%) — 1).
The photodetector measures ‘Af#t‘ which will contain 3 types of contributions: Ipco propor-
tional to the total power measured by the diodes, I,,, proportional to the interference between
the sidebands and the carrier, and Is,,, proportional to the interference between the sidebands

in (2 2 m? 2 m? 2
Inc | Al (\R(An IR + )P+ " R(A — ) ) (4.20)

L,

m

o — z% | A2 (R*(A)R(A + wm)e mt + R*(A)R(A — wy)e™?)
- Z% | A [*(R(A)R* (A + wpn)e™mt — R(A)R* (A — wy,)e™mt), (4.2b)

Tow, umj A7 (R (A + won) R(A — w)e9mt 4 R(A + wn) R (A — wy)e %9mt) . (4.2¢)

We are interested in the terms oscillating at w,, since these terms contain information about
the relative phase between carrier and sidebands. If we expand the complex exponentials and
reorder the terms, we get

I, o— m‘AﬁZﬁ cos(wmt) Im [R(A)R* (A 4+ wn) + R(A)R™ (A — wp,)]
— m|AZ|? sin(wmnt) Re [R(A)R* (A +wpn) — R(A)R* (A — wp)] - (4.3)

The measured signal we mix with an electronic local oscillator (ELO) 1, , cos(wmt + ¢rro) and
lowpass filter with a cut-off frequency well below w,.

Depending on our choice of ¢ gro, we can pick either the cosine or sine term of equation (4.3),
since

cos(wmt) cos(wmt) = 1/2 4+ 1/2 cos(2wimt), (4.4a)
sin(wp,t) sin(wm,t) = 1/2 — 1/2 cos(2wpt), (4.4b)
cos(wpt) sin(wmt) = 1/2sin(2wm,t), (4.4c)

and the lowpass filter will make sure to kill off any oscillating terms leaving only the DC term.

If the sideband frequency is smaller than the cavity bandwidth wy,, < 7, then the reflection
coefficients will be predominantly real, and the sine term will dominate. If the sideband frequency
is larger than the cavity bandwidth w,, < -, then the reflection coefficients will be imaginary,
and the cosine term will dominate.

In figure (4.2) the PDH error signal as a function of cavity detuning for the two different
cases is shown. We see that having the sideband frequency be outside the cavity bandwidth
gives us the largest error signal with the highest sensitivity to changes in cavity detuning, and
this is usually the preferred configuration, for which the resulting error signal will be

Eppr o —%\Aggf Tm [R(A)R*(A + wp) + RIA)R* (A — wy)]. (4.5)
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Figure 4.2: The PDH error signal as a function of cavity detuning in the two cases of w,, > v and

Wm < 7. The cavity parameters are the same as in figure (2.6), with a sideband frequency of
56 MHz in the large frequency case and 700 kHz in the small frequency case.

4.2 Coherent control

——
aOM  Shifter solator
OPO
4 S -]
(9] P
4y, X
20

Figure 4.3: A schematic of a typical coherent control setup using a phase shifter to actuate the phase.

Squeezed vacuum does not have a coherent amplitude, and a direct measurement of the
relative phase between the local oscillator and the squeezed light is therefore not possible. You
could imagine running a maximum,/ minimum search algorithm of the squeezed quadrature
variance and feed this back to the local oscillator phase, but this would only allow for locking
to either the squeezed or anti-squeezed quadrature (not an intermediary angle), and depending
on the speed of the algorithm excess phase noise could be added to the measurement.

The way of locking the relative phase involves adding a seed to the squeezing or another field
to propagate together with the squeezing to provide a phase reference for the local oscillator.
Since we do not want to seed the OPO, we will add a field to the squeezed light which will not
add noise to the squeezed state, but will provide a phase reference.

The method we will use is called coherent control [45], which involves phase locking a fre-
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Faraday
Isolator

OPO

Figure 4.4: A schematic of a coherent control setup using frequency modulation of the AOM to actuate
the phase.

quency up-shifted field . 4+ w,, (called the coherent locking field - CLF) to the pump field and
then letting it propagate together with the squeezed light to serve as a reference. Schematics of
such a locking scheme is shown in figures (4.3) and (4.4). The up-shifted beam is created using
an AOM and only using the positive sideband.

As mentioned in section (3.1), in the non-degenerate case ws # w; with the idler field being
in the vacuum state difference-frequency-generation (DFG) will take place with a pump photon
being split into a signal photon and an idler photon, with this idler having the frequency 22, —
(Qe + wm) = Qe — wp,. The generation of the idler field is phase sensitive, and the phase of the
idler field will obey a strict relationship with the phase of the pump field.

Both signal and idler fields will exit back out of the input port A% = A% 1 A%t and

tot,in s,in 1,AM

will be detected on a photo-detector. The detected signal will then be proportional to

| A | =oc A5 [ + | Ai [

+ cos(2wmt + ¢s — ;) Re (Ag%Af%*) + sin(2wmt + ¢s — @) Im (AZ%A?%*) (4.6)

Similarly to the PDH system, we are only interested in the interference terms, so we mix with
cos(2wmt + ¢pro) and low-pass filter to isolate the interference term.

Calculating the explicit form of the error signal involves solving the 3 field OPO cavity
dynamics in the steady state assuming no pump-depletion. This has been done in the appendix
of the PhD thesis of Erik Oelker of MIT |46] and the approximate result

2
4’7?1 Agfm \/ TEZT
Ecp ~ - cos(¢p — 205 — 211 — PELO), (4.7)
P 2 2
(1 (5)) 4 ()
2
W = atan “m (4.8)

2 )
P
%<1—P5’5T— () )

from which we can see that the lock will ideally full fill the relation ¢, —2¢s—2pu—¢rro = 7/2n,
where n is an integer. In order to actuate back on the phase of the CLF field you can either use a
phase shifter as shown in figure (4.3) or frequency modulate the AOM that creates the CLF-field
as shown in figure (4.4). Since frequency is the derivate of phase, then phase can be changed
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my creating a slight frequency modulation. The strength of using frequency modulation is that
the range of the actuator is much bigger than a traditional phase shifter, and the bandwidth is
usually also bigger.

4.3 Homodyne phase lock

The last locking system is the continuation of the coherent control lock, where the phase between
the homodyne local oscillator and the CLF-field is to be locked to ensure phase stability between
the squeezed field and the local oscillator.

The locked CLF fields (upper and lower sidebands) will propagate together with the squeezed
light and interact with the local oscillator at the beam splitter at the homodyne detector. The
two fields impinging on the photo-diodes (ignoring fluctuations) are then

1 .

= NG (AZou + Ao +iAro), (4.9a)
1

D = —(i(Agu + Afou) + AL0)- (4.9b)

V2

The detected photo-currents will contain a DC term containing the total power, an w,, term
containing the interference between the local oscillator and CLF fields and a 2w, term containing
the interference between the CLF fields. Due to a phase difference between the interference
terms, the difference current will however only contain the desired w,, terms

C*C DD = L] Aro| (Ane™ 910 4 Aise910 — AT, 00 — A (910,

1,00 1,0ut

s,out

1 . .
= 3 4z0| Im (A"“t eifro Agggtewﬁw). (4.10)

We once again down-mix to DC by mixing the electrical signal with an ELO oscillating at wy,
and lowpass filter to remove the 2w, terms. The final form of the error signal has once again
been explicitly calculated in the appendix of the PhD thesis of Eric Oelker previously of the
LIGO group at the Kavli Institute of MIT [46], and the result is

alain, AroyATaET

Epyp =
Py w 2 ? 2w 2
s (“zvshr—(v’?) > (%)

P, wim \ 2
Ptir cos(¢p — 2ws — p— dro — dpro) + /1 + (Vm> cos(v + p1+ ¢s — ¢ro + dELO) |,
P S

(4.11)
V= arctan<“;’j>. (4.12)

This error signal will allow us to stabilize the phase between the squeezed light and the local
oscillator and will in fact allow us to lock to any quadrature value, by varying the demodulation
phase ¢gr0-

4.4 Lock characterization and optimization

The error signals calculated in the previous sections give us signals proportional to the error that
we can feed back to the actuator of our feedback system. These actuators only have limited gain
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and frequency bandwidth in which the actuator can correct errors. Furthermore, the actuator
might have unwanted resonances that could cause instability of our feedback loops.

According to the Nyquist stability criterion [47], in order for a feedback loop to be stable the
system should have no gain above the frequency, at which the phase lag hits —180deg. Having
gain above this frequency causes the feedback loop to become unstable, enhancing errors instead
of correcting them, and can in the worst case cause the actuator to start oscillating.

In order to optimize the behaviour of each actuator and to avoid instability, we pass the error
signal through a proportional-integral-derivate (PID) controller. The PID controller is a filter
with three functions; the proportional term provides a correction proportional to the magnitude
of the error (referred to as P-gain), the integral term provides a correction proportional to
the magnitude and duration of the error, and the derivative term provides a correction to the
magnitude and rate-of-change of the error.

Mathematically, the time response of the PID controller can be written as

1/t dE(t
Opip(t) = K, <E(t) + = / E(r)dr + Td()>, (4.13)
T Jo dt
where E(t) is the error signal, T; and T, are integral and differential time constants. K, is a
comion proportionality constant, since all terms are proportional to the magnitude of the error.
It can be more informative to rewrite the time response function as the frequency domain
transfer function, for which we have
Wi LW
Oprp(w) = K, (E(w) —i—FE(w) + zE(w)), (4.14)
w wd
with w; = 27 /T; and wy = 27/Ty being characteristic angular frequencies. We see that the
integral term provides gain below w;, but causes a 90deg negative change in phase, and the
derivative term provides gain above wy and causes a 90 deg positive phase change. Using these,

we can provide extra gain at frequencies within the bandwidth of the actuator and remove gain
outside the bandwidth.

The example data used throughout this section is from the feedback loop used to stabilize
the length of the OPO used in chapters (7) and (8).

o |
Orin/b)\

T - ACT
Oncr

Input
Sin

Figure 4.5: Sketch of a typical feedback loop. S;,, R, and T are electrical signals and © ¢ and
©prp are transfer functions. The red and black lines are optical and electrical connections
respectively.

The first step when optimizing a feedback loop is to measure the transfer function of the
actuator. A sketched representation of a typical feedback loop using a high-voltage amplifier
(HVA) to drive a piezo acting as an actuator is shown in figure (4.5). An input signal (or
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disturbance) at a given frequency can be injected via the input port and this signal will propagate
through the feedback system being affected by the actuator and the PID described by transfer
functions © 4o and Oprp respectively. The photodetector transfer function can usually be
ignored, since the photodetector typically has a much wider bandwidth than the actuator. This
is not the case for the HVA, but the transfer function of this can be absorbed into © 4o7.

If we extract the signals marked R and T in figure (4.5), we see that the actuator transfer
function will be given by

T
OucT = T (4.15)

which means we can measure the actuator transfer function by doing a T/R measurement using
a network analyser. An example of a piezo transfer function is shown in figure (4.6).
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Figure 4.6: Transfer function amplitude and phase of a piezo actuating the length of an OPO. The
data is recorded in a T/R measurement on a network analyser recording 1601 points of a
logarithmic sweep of driving frequencies from 100 Hz to 100 kHz. The data has manually been
adjusted to 0dB amplitude and 0deg phase for improved clarity. The low frequency phase
behaviour is an artifact of the measurement and not a part the actuator response.

Having measured the actuator transfer function, we can now design our PID to optimize
the performance of our feedback loop. The home-made analogue PID modules we use allow
for P-gain, two integral or derivate stages, a second-order low-pass filter to further ensure no
gain above the instability frequency and two notch filters to remove unwanted resonances. The
I/D stages are almost always used as integrators, since derivate stages can add noise at higher
frequencies.

The strategy we use when designing filters is to ensure as high a unity gain frequency as
possible while still ensuring a nice phase margin (the frequency range from the unity gain
frequency and until the instability frequency). Below the unity gain frequency we aim for a 1/f
behaviour of the gain, and then use the low-pass filter and notch filters to kill off any gain after
the instability frequency. We simulate the filter in python using the transfer function data, and
the filter used to optimize the actuator in figure (4.6) is shown in figure (4.7). This filter uses
two integrators at 100 Hz and 10 kHz respectively and a 10 kHz low-pass filter and P-gain.
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Figure 4.7: Simulated PID transfer function, using P-gain, integrators at 100 Hz and 10kHz, and a
10 kHz low-pass filter.
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Figure 4.8: Sketch of an open-loop gain measurement in a typical feedback loop.

The final step in optimizing a feedback loop is to evaluate the actual performance of the
feedback loop. This is done by measuring the open-loop gain gor, = ©prpOacT, which is the
gain applied by the filter and actuator in the case of not feeding back the error signal and can be
measured by once again doing a T/R measurement, but with T being measured after the PID
as shown in figure (4.8).

A measurement of the open-loop gain function of the feedback is shown in figure (4.9) together
with the simulated open-loop gain for comparison.

It is quite informative to go through the mathematics of the network of figure (4.8). The
signal T is given by

T = ©prpOacrR = goLR, (4.16)
and the signal R is given by

n

1+ goL

R=5Sy,—T=Sin—goLR = = gcLSins (4.17)
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Figure 4.9: Comparison between the measured and simulated open loop gain. The vertical blue line
marks the unity gain frequency, and the green line is a guide for the eye to help locate the
instability point.

where we have identified the closed-loop gain gor, = 1/(1 + gor), which is the gain applied by
closing the feedback loop. The full gain of the feedback loop (also called the round-trip gain
grr) can then be found by substituting equation (4.17) into equation (4.16)

T = gorgcrSin = grRTSin (4.18)

The closed loop, open loop and round trip gain functions are all very useful for analysing
how noise propagates through a feedback loop (as will be shown in section (6.1.2)). A plot of
the magnitude of these gain functions is shown in figure (4.10). Here the a linear fit has been
applied to the measured open-loop gain in order to extend it to DC, and the closed-loop and
round-trip gain functions are calculated from this.
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Figure 4.10: Plot of magnitude of the measured open-loop gain function together with an interpolation
to extend it to DC. From the interpolation the closed-loop and round-trip gain functions are

calculated and plotted.
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In fact, the mere act of opening the box
will determine the state of the cat,
although in this case there were three
determinate states the cat could be in:
these being alive, dead, and bloody
furious.

Lords and Ladies
5 by Terry Pratchett, 1992

Compact Squeezing Source

This chapter is dedicated to an experiment published in a paper: J. Arnbak, C. S. Jacobsen,
R. B. Andrade, X. Guo, J. S. Neergaard-Nielsen, U. L. Andersen, and T. Gehring,
"Compact, low-threshold squeezed light source,”" Opt. Express 27, 37877-37885
(2019) [48], where we built a compact squeezed light setup. This chapter will start with a short
introduction of the setup, including a component overview of the different parts of the setup.
I will then motivate the choice of OPO, before I end the chapter by including the paper in its
entirety as it was published, but slightly reformatted to fit the format of the thesis.

5.1 Introduction

5.1.1 Fiber-based squeezer

A schematic representation of the fiber based setup is shown in figure (5.1). The setup is supplied
by a NKT Photonics ADJUSTIK E-15 fiber laser amplified by a NKT Photonics BOOSTIK fiber
amplifier. The laser light is then divided into three parts, and I will go through each section
step-by-step.

5.1.1.1 Pump generation

In order to pump the OPO, the light at 1550 nm has to be converted to 775nm. This part
of the setup first uses a fiber coupled phase modulator to add a 100 MHz phase modulation
to the light. This is used to stabilize the OPO through the Pound-Drever-Hall stabilization
technique, which was introduced in section (4.1). This modulator is a LINBO3 waveguide that
can tolerate a maximum input power of 300 mW and has a 3dB insertion loss, which limits the
power available for frequency conversion to only 150 mW.

The second-harmonic-generation is done via an NTT electronics WH-0775-000-F-B-C wave-
length conversion module. This is also a fiber-coupled waveguide module, which we temperature
stabilize using a temperature controller.

Finally, the light passes through a circulator before being coupled into free-space and into
the OPO. The circulator separates the forward and backwards propagating beams, and the
backwards propagating light is used in the PDH lock.

In free-space, the pump beam passes through a half-wave plate to correct the polarization
and a set of lenses to mode-match the beam to the cavity. Finally, the pump beam passes
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Figure 5.1: (a): Top down photo of the free-space OPO with beam-paths sketched in orange 775nm
and red (1550nm). The components marked in white have been added later as a part of
another project and not relevant to the setup itself. (b): Schematic representation of the dif-
ferent parts of the setup. AOM: acousto-optic modulator, EOM: electro-optic modulator, BS:
(50/50) beam-splitter, DBS: dichroic beam-splitter, OPO: double-resonant optical parametric
oscillator, PD: photo-detector, HWP: half-wave plate, PS: phase-shifter, Iso: isolator, Circ:
circulator, Coll: collimator, Flip: flip mirror, CLF: Coherent-locking-field

through a dichroic beam-splitter, which transmits light at 775 nm and reflects light at 1550 nm
allowing us to separate the pump light from the squeezed light exiting the cavity.

The OPO is also temperature stabilized by a temperature controller in order to ensure the
double resonance condition is fulfilled.

5.1.1.2 CLF generation

The CLF beam used in the coherent locking scheme described in section (4.2) first propagates
through a 40 MHz fiber-coupled AOM. This only passes the up-shifted sideband, which prop-
agates through a fiber phase shifter and a circulator before being coupled into free-space for
propagation into the OPO.

The free-space part is similar to the pump beam with a half-wave plate and mode-matching
lenses. Another dichroic beam-splitter allows us to separate the different wavelengths, sending
the transmitted pump beam to a detector to analyse the cavity transmission. A flip mirror and

another detector in the path of the squeezed light allows us to analyse the cavity transmission
of the CLF beam.

5.1.1.3 Homodyne detection

The final part of the setup of the fiber-based setup to go through is the homodyne detector
setup. Even though the entire fiber based part is using polarization-maintaining (PM) fibers,
we had some problems with polarization-fluctuations in the local oscillator path. This seems to
be correctable by inserting polarization-sensitive components along the fiber path. In the pump
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and CLF beams the EOM, AOM and circulators are all polarization sensitive, but in the local
oscillator there are none. We therefore inserted polarization-sensitive fiber isolators in the local
oscillator path. Besides these another General Photonics phase-shifter allows control of the local
oscillator phase for the final phase lock described in section (4.3).

After being coupled out into free-space the local oscillator passes through a half-wave plate
and polarization beam-splitter (PBS) to clean the polarization. A 50/50 beam-splitter splits the
the light between the two photodiodes of the homodyne detector. In order to ensure as good
a visibility as possible between the local oscillator and the squeezed light, after combining on
the beam-splitter, both modes are coupled into a triangular reference cavity. If both modes are
highly coupled to the cavity, then because they share the same path, they also have to share the
same spatial mode, therefore ensuring a large mode-overlap.

5.1.2 The OPO

The first decision to make when designing an OPO is the geometry of the cavity. In section (2.3.5)
we introduced the standing (linear) wave and running wave cavities, and while both types can
work as OPOs, there are some crucial differences that can influence the choice of geometry.

A running wave cavity has better isolation against back-scattered light, since counter prop-
agating modes of a running-wave cavity exit the cavity at different angles, as opposed to a
standing wave cavity, where the counter propagating modes exit on top of each other. This
usually makes the running wave cavity the preferred choice of OPO for experiments dealing in
single-photon generation or subtraction, since backscattered light can contaminate single-photon
detectors. However, due to the natural birefringence of a running wave cavity, the light trans-
mitted from a running wave cavity will therefore exhibit some degree of astigmatism. Finally, a
running wave cavity is in general easier to align, since different higher order Hermite-Gaussian
and Laguerre-Gaussian modes are nicely separated in resonance frequency, compared to a linear
cavity, where they are pair-wise degenerate.

A linear cavity exhibits no astigmatism, is the simplest design, can be made to have the
lowest internal-cavity losses of the two types of cavities, but has bad backscatter isolation and
is generally harder to align. The pros and cons of each cavity is summarised in table (5.1) For

Type Standing wave Running wave
Property
Astigmatism No Yes
Intra-cavity loss Depends on geometry | Depends on geometry
Backscatter isolation No Yes
Alignment Harder Easier

Table 5.1: Table summarising the pros and cons of the two different cavity types.

our application, efficiency is of high priority, and we therefore choose to use a linear OPO.

The next step is then the design of the cavity. A linear cavity with a nonlinear medium in
general has three configurations.

The first, which I will call the standard, is using two mirrors and then placing the nonlinear
crystal in between. The strength of this configuration is that the cavity can be aligned before the
nonlinear medium is inserted inside (if the cavity is stable without the nonlinear medium). If the
crystal is wedged, then the position of the crystal can be used as a degree of freedom to achieve
double-resonance. The down-side to using the “standard” configuration is that there are two
air-crystal interfaces per round-trip that can scatter photons, and this will lead to the highest
intra-cavity loss of the three configurations, even when the faces of the crystal are anti-reflection
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coated. Furthermore, the acoustic stability of the cavity can also be impacted, since it contains
three more-or-less independent components that can move relative to each other.

The second configuration, called a hemilithic OPO, replaces one of the mirrors by polishing a
radius of curvature and high-reflective coating one of the faces of the crystal. This decreases the
number of air-crystal interfaces and independent components by one each and this will lead to
decreased intra-cavity loss and improved stability. In a hemilithic cavity, however, the crystal is
a permanent part of the cavity, and the position of the crystal can no longer be used to achieve
double-resonance.

The final configuration, called a monolithic OPO, removes both mirrors by polishing and
coating both faces of the crystal. This removes all air-crystal interfaces and is the most stable
of the configurations. The downside to this configuration is that, since there are no mirrors left
to actuate upon with a piezo, the laser has to be stabilized by locking the laser frequency to the
cavity resonance. Furthermore, the only degrees of freedom available to ensure double-resonance
is the crystal temperature and the laser frequency, which can make it challenging to achieve both
double-resonance and nonlinear phase-matching.

A sketch of the different configurations is shown in figure (5.2).

standard

( hemilithic
(:) monolithic

Figure 5.2: Sketch of the three possible configurations of a linear OPO.

For this experiment, we went with the middle ground between practicality and efficiency and
chose to work with a hemilithic OPO.

Finally, the physical dimensions of the cavity needed to be chosen. The length of the crystal,
the curvature of the mirror and crystal faces, the length of the air gap between mirror and crystal,
and the mirror coating reflectivities are all degrees of freedom that can be varied when designing
an OPO. The most important OPO properties to consider when choosing parameter values are
cavity stability, pump threshold, escape efficiency and higher-order mode isolation, and sadly
choosing the right parameters is an iterative process, since the different OPO properties can
depend on the same parameters. The parameter dependencies of different OPO properties are
summed in table (5.2).

The chosen cavity parameters can be found in the main text of the paper, but below I will
motivate the choice of these with regards to the 4 properties described above.

5.1.2.1 Escape efficiency

The escape efficiency is the simplest property to determine, as this only depends on the reflec-
tivity of the mirrors for the signal mode, as defined in section (3.2.3)

out

Y
,yout + ,Yin + ,YL :

Nnesc = (5.1)

5.1. INTRODUCTION 48 of 120



CHAPTER 5. COMPACT SQUEEZING SOURCE

Parameter Air gap | Crystal length | Radii of curvature | Mirror reflectivities
Property
Cavity stability Yes Yes Yes No
Escape efficiency No No No Yes
Pump threshold Yes Yes Yes Yes
Mode isolation Yes Yes Yes Yes

Table 5.2: Table containing the dependencies of the free parameters of the OPO on the important OPO
properties.

The higher the escape efficiency, the higher the maximum available squeezing will be. A high
escape efficiency does, however, mean a smaller finesse and a broader linewidth, which will make
the filtering properties of the OPO worse. In this experiment our initial goal of the squeezed
light source was 10dB squeezing, and we therefore chose an escape efficiency of 0.98 to have a
loss buffer of approximately 8 %, and not impact the linewidth too much.

5.1.2.2 Cavity stability

1.004 —— Signal
Pump
0.75/ © Target

Stability
o
o
o

-0.25

-0.50

-0.75

-1.00

20 21 22 23 24 25
Air gap length [mm]

Figure 5.3: Plot of the stability of the signal and pump cavities as a function of the air gap length as
well as the target stability. The two curves differ a bit due to the difference in refractive index
of the two modes in the nonlinear crystal.

The cavity stability is usually analysed in the framework of ray-optics using the ABCD-
matrix formalism [27]. The version of the resonator stability criterion that I use is

~1<gig2 <1,= (52)
0<|g192] <1, (5.3)

with g; = 1—L/R; being the stability parameter of mirror ¢, where R; is the radius of curvature of
the cavity mirror, and L is the distance between them. Operating a cavity close to the instability
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regions is usually not recommended, as perturbations of the mirror positions or angles can cause
the cavity to be unstable, and many higher order modes resonate together with the fundamental
mode close to instability. A plot of the OPO stability for the pump and signal modes as a
function of the air gap length is shown in figure (5.3).

5.1.2.3 Pump Threshold
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Figure 5.4: Simulation of the OPO threshold power as a function of air gap length.

In section (3.2.2) the pump threshold was introduced as the point where the parametric gain
from the pump beam balances out the losses inside the cavity. In the case of no detuning the
threshold power can be written as

(Ts,in + Ts,out + £s)2 (Tp,in + Tp,out + £p)2

Pth?“ —_
4-ENL 4Tp,out ’

(5.4)

where Ep, is the nonlinear power conversion efficiency with units of W' and is related to the
second-harmonic power in the SHG process by P, = En 1. P? keeping to the indexing convention
used thus far. The explicit form of this is given by [31]

16m2d?, . L

ENL = ih(aagaﬁ>aaﬂ)e_al/ca (55)

€0CAMsTYp
with h(o, &, B, a, 1) being the Boyd-Kleinman focusing function (ignoring double-refraction) [3§],
briefly mentioned in section (3.1)

2
eltOéLc E(1+/‘) o COS(T) + T Sin(UT)
o &) = ( / P e (5.6)

where 0 = Akz, r is a normalized mismatch parameter, o = a5 + o, /2 is an absorption coeffi-
cient, pt = 2(L./2 — z50)/L¢ is a normalized focus parameter and £ = L./(2z r) is a normalized
crystal length.
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In order to optimize the focusing function, we choose parameters such that the focus is in
the middle of the crystal, ensuring p = 0. We also assume that the temperature controller is
keeping the cavity at the optimal phase matching temperature such that ¢ = 0. Finally, we vary
cavity parameters to maximize the integral in equation (5.6). The resulting threshold power as
a function of air gap length is shown in figure (5.4)
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Figure 5.5: Simulation of simultaneous higher-order mode build-up of Hermite-Gaussian modes as a
function of air gap length for both pump and signal modes. The black line is a guide for the
eye of the desired air gap length.
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5.1.2.4 Mode isolation

In an optical cavity the optical mode will acquire a phase shift after completing a roundtrip
of the cavity. This is called the round-trip Gouy phase and arises from the Gouy phase of a
Gaussian mode integrated throughout the length of the cavity

L.
n/l n/l
ol :/0 o (2)dz, (5.7)

where m and n indices signify a Hermite-Gaussian mode equation (2.53) and 1 and p signify a

Laguerre-Gaussian mode equation (2.55). Whenever a higher-order Gaussian mode is an integer
n/l

mfp = 2m®)), these two modes will
P

27 of the round-trip Gouy phase of the fundamental mode ®
resonate together.

As mentioned in section (2.3.5.3), the Gouy phase is given by

Om(2) = (1 +n+m)atan(z/zr), (Hermite-Gaussian)
gbép(z) = (1 + || + 2p) atan(z/zR), (Laguerre-Gaussian)

from which we can see that the Gouy phase will depend on the cavity length and the radii of
curvature of the cavity mirrors. The mode isolation will also depend on the bandwidth of the
modes, a narrow bandwidth will give better isolation. This can be seen in figure (5.5), where
the simultaneous higher order mode build-up for the pump and signal modes are shown as a
function air gap length.
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5.2 A compact, low-threshold squeezed light source

J. Arnbak, C.S. Jacobsen, R. B. Andrade, X. Guo, J.S. Neergaard-Nielsen, U. L. Andersen
and T. Gehring

Center for Macroscopic Quantum States bigQ), Department of Physics, Technical University of
Denmark

5.2.1 Abstract

Strongly squeezed light finds many important applications within the fields of quantum metrol-
ogy, quantum communication and quantum computation. However, due to the bulkiness and
complexity of most squeezed light sources of today, they are still not a standard tool in quantum
optics labs. We have taken the first steps in realizing a compact, high-performance 1550 nm
squeezing source based on commercially available fiber components combined with a free-space
double-resonant parametric down-conversion source. The whole setup, including single-pass
second-harmonic generation in a waveguide, fits on a 30cm x 45 cm breadboard and produces
9.3dB of squeezing at a 5 MHz sideband-frequency. The setup is currently limited by phase
noise, but further optimization and development should allow for a 19" sized turn-key squeezing
source capable of delivering more than 10dB of squeezing.

5.2.2 Introduction

Squeezed quantum states of light are a ubiquitous resource in numerous applications associated
with quantum sensing, quantum communication and quantum computation [33,49-52]. One
of the most celebrated examples is the application of squeezed light to improve the sensitiv-
ity of gravitational wave interferometers, thereby extending the volume in space within which
gravitational events can be observed. [23,53,54]. A recent impressive improvement in observable
volume is the eight-fold increase by the detection of 6 dB squeezed light in the gravitational wave
detector GEO600 [55]. Quantum-enhanced sensitivity can also be achieved with squeezed light
in tracking the motion and estimating bio-physical parameters of single living cells [21,56,57].

Apart from quantum sensing, squeezed light also has applications in quantum cryptography
to extend the secure communication distance [58], to improve the cryptographic security [59] and
to enable the implementation of quantum secure basic cryptographic primitives [60]. Finally,
squeezed light has recently been found to be a viable resource for photonics continuous variable
quantum computing due to development of new quantum error correcting codes [61,62] and due
to the inherent scalability of the squeezed light source [51,63-66].

All of the above mentioned applications would naturally benefit from a compact, mobile
and robust squeezed light source producing an appreciable amount of squeezing. However, in
most experiments to date there have been a sharp trade-off between achieving high degrees of
squeezing and the compactness (as well as robustness and transportability) of the source.

On one hand, quantum states have been significantly squeezed by up to 15dB (that is,
a reduction of 97% of the vacuum noise) using a nonlinear crystal embedded in an optical
cavity [67-72], but the associated experimental setups have very large footprints and are not
easily transportable due to the need for multiple mode-cleaning cavities for the pump and local
oscillator to maximize the squeezing and cavity based second harmonic generation to supply the
pump which easily exceeds 100 mW. Due to this immobility, the squeezed light sources are often
built up around the application.

On the other hand, compact and mobile squeezed light sources have been constructed using
either an optical waveguide in a single-pass configuration [73,74] or as a cavity [75], using a
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micron-sized Silicon Nitride ring cavity [76,77] or using a whispering gallery mode resonator [78],
but in these systems the squeezing degree have been limited to maximum 3 dB. Using the optical
Kerr effect in fibers, the production of 2.4 dB pulsed squeezed light was demonstrated on a mobile
platform of 0.3m? [79]. In all of these latter experiments, compactness has been traded with
the squeezing degree.

The trade-off has been partially settled in a couple of realizations: The free-space squeezed
light source — an optical parametric oscillator — used in the GEO600 gravitational wave detector
has a footprint of 1.1m x 1.3m, a weight of approximately 70kg, and produces about 10dB
squeezing [80]. Another free-space squeezed light source without the use of separate lasers for
auxiliary beams of size 80 cm x 80 cm has been reported in [81]. Finally, a 50 cm x 60 cm free-
space setup producing 6 dB of two-mode squeezed light has recently been demonstrated [82].

5.2.3 Setup

In this article, we present the construction of a compact squeezed light source with a footprint of
30cm x 45 cm producing 9.3 dB squeezing. While the source itself is a traditional double reso-
nant parametric down-conversion source, we reduced its size by replacing bulky free-space optical
components with less effective, but more compact commercially available fiber-alternatives and
operate without the use of filter cavities. Only the couplings of the pump beam and the coher-
ent control beam to the nonlinear cavity are obtained by free-space optics, as is the squeezed
light output. In particular, the second-harmonic generator consists of a small single-pass waveg-
uide module which produces enough light to saturate our source’s low pump power threshold of
5.2mW—a record for this type of source |72]. The setup is complemented with a 19"-sized laser
and 19"-sized control electronics which have roughly the same footprint as our source.

Our experiment is presented in figure (5.6). The 1550 nm squeezed light is generated via
parametric down-conversion by pumping a double resonant optical parametric oscillator (OPO)
with light at 775nm below threshold. The OPO itself, as sketched in the yellow inset, is a
hemilithic cavity with a planar-convex periodically poled potassium titanyl phosphate (PPKTP)
crystal as the nonlinear medium. The crystal has a size of 9.8 mm x 2mm x 1 mm, the planar
facet is coated with an anti-reflection (AR) coating (R<0.1% @1550nm, R<0.3% @Q775nm),
and the curved facet (radius of curvature (ROC) = 10mm) is coated with a high-reflection
(HR) coating (R=99.95% @1550 nm, R>99.5% @775 nm). The output mirror (ROC=25mm)
is coated with a partially reflective coating (R=90% @1550nm, R=97.5% @Q775nm). The
cavity has a round-trip optical length of around 77mm resulting in a free spectral range of
approximately 3.9 GHz, a finesse of around 58 for the 1550 nm mode (full-width-half-maximum
(FWHM) =~ 66 MHz) and around 200 for the 775 nm mode (FWHM = 17 MHz). The double-
resonance is achieved by tuning the temperature of the crystal and the length of the cavity with
a piezo-electric transducer.

An NKT Photonics E15 BOOSTIK 1550 nm fiber laser supplies the light to the setup. The
light is divided into two paths; one serving as the local oscillator in the homodyne measurement
setup. The other path is further split into a pumping path and a path for the coherent control
beam [45], in the following called the pilot beam.

The pumping path starts with a 1550 nm electro-optic modulator (EOM) to modulate the
phase at 100 MHz for the OPO Pound-Drever-Hall (PDH) lock. The EOM has a maximum
input power of 300mW and an insertion loss of 3dB. This limits the input power into the
LiNbO3 second-harmonic generator (SHG) wave-guide module (NTT Electronics WH-0775-000-
F-B-C) to 150 mW, resulting in around 8 mW of 775 nm light to be used to pump the OPO. The
reverse configuration, using an SHG before the EOM, was considered but fiber EOMs working at
775nm are more expensive, have higher insertion losses (up to 5dB) and much lower maximum
input powers (~ 20mW) compared to their 1550 nm counterparts, causing us to reject this
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Figure 5.6: Schematic and photographic representation of the experimental setup. The free-space part
of the setup is placed on a breadboard measuring 30 cm x 45 cm with the fiber components
being placed around for convenience. The plan is to fit both the free-space part and the fiber
components (marked by the teal rectangle) into a 19" box. The beam paths are marked in
the photo, and the squeezed beam is marked by the dotted line. The grey boxes in the photo
mark temporary components of no importance to the setup. The arrows in the LO path mark
the point at which the polarization noise is measured.

The 775nm light, used to generate the squeezed light, is generated in a single-pass LiNbOg
waveguide second-harmonic generator (SHG). A Pound-Drever-Hall lock in the pump path sta-
bilizes the cavity. A coherent-locking scheme for locking the relative phase between pump and
local oscillator utilizes a 40 MHz up-shifted pilot tone transmitted together with the squeezed
light. The squeezed light is characterized by a balanced homodyne setup that utilizes a refer-
ence cavity to help mode-match the squeezed light and local oscillator. Polarization sensitive
fiber isolators are inserted along the local oscillator fiber path in order to minimize polarization
noise build-up along the fiber path.

AOM: acousto-optic modulator, EOM: electro-optic modulator, BS: (50/50) beam-splitter,
DBS: dichroic beam-splitter, OPO: double-resonant optical parametric oscillator, PD: photo-
detector, HWP: half-wave plate, PS: phase-shifter, Iso: isolator, Circ: circulator, Coll: colli-
mator, Flip: flip mirror.

[Reprinted /Adapted] with permission from [48] (C) Optica Publishing Group
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configuration.

The pilot path implements a coherent-locking scheme for locking the relative phase between
the pump light and the local oscillator by using a fiber acousto-optic modulator (AOM) to up-
shift the frequency of a 1550 nm beam by 40 MHz. This pilot field enters the OPO through
the HR side and interacts with the pump field through difference-frequency generation. The
reflected light is detected and down-mixed with an 80 MHz tone to generate an error signal for
locking the phase of the pilot field to the pump field. The locked pilot field is transmitted with
the squeezing and beats with the local oscillator. After detection in the homodyne detector, it
is down-mixed with a 40 MHz tone to provide an error-signal for locking the phase between the
local oscillator and the squeezed field.

Both the pump and the pilot beams are coupled out of the fibers and collimated by fiber
collimators. Using two mode-matching lenses and two steering mirrors, each of the free-space
beams are coupled into the OPO. All free-space optics are placed on the 30 cm x 45 cm bread-
board which leaves enough space to place all fiber components on it as well. In the actual
experiment, the fiber components were not attached to the breadboard out of convenience, but
will be placed in the box in the final version of the device.

The squeezed light is characterized in a balanced homodyne setup which is placed on a
neighboring breadboard and uses a bright (10mW) 1550 nm beam as a local oscillator. The
overlap between the squeezed light and the local oscillator is optimized by coupling both fields
into a triangular reference cavity. This allows us to achieve a fringe visibility of around 99 %.
The homodyne detector uses InGaAs photodiodes (ngr > 99 %). The photo-electric signal is
analyzed with a spectrum analyzer.

The setup utilizes polarization maintaining (PM) fiber components, and every time two
PM fibers are combined in a mating sleeve, a small polarization mismatch can appear due to an
imperfect slow-axes alignment. With many components, such a mismatch can build up and result
in quite severe polarization noise. This problem can be circumvented by using a polarization
stabilizing feed-back loop, but a simpler solution is to insert polarization filtering components
along the path, thus preventing polarization mismatch to build up. The downside to this simple
solution is the introduction of some excess amplitude noise.

In our setup, the EOM, AOM, SHG and circulators are all polarization filtering components
thus preventing mismatch to build up in the pump and pilot paths. For the local oscillator,
however, polarization noise was a problem, and fiber isolators were therefore inserted into the
fiber path. While the local oscillator is not a direct part of the squeezed light source, it is required
for characterization as well as for potential experiments utilizing the source. We therefore
imagine the setup to provide both a squeezed output and a local oscillator. If the polarization
of the local oscillator is noisy, this will lead to an unstable shot-noise reference which can falsify
measurements as shot noise reference and squeezed light are measured one after another.

We characterize the effect of inserting polarizing components by inserting a power-meter
after a polarizing beam-splitter (PBS) measuring at a sampling rate of 1 Hz. Figure 5.7 shows
a plot of the overlapped Allan deviation and the power spectral density of these measurements.
We measured without any isolators, with isolator 1 and with two isolators, isolators 1 and 2.
For their positions see the experimental schematic in figure (5.6). As a baseline, we measure the
polarization insensitive amplitude noise. The data is normalized to the mean, and the mean is
subtracted in order to get the fluctuations relative to the mean.

From the Allan deviation, we see a large increase in long-term stability of the power when
isolator 1 is present. This can also be seen in the power spectral density, with a difference of
almost two orders of magnitude between having no polarizing components and having isolator
1. Between having one and two isolators, the difference is negligible for both graphs which is
to be expected as no additional fiber components are present after isolator 2. By comparing
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Figure 5.7: Overlapped Allan deviation (OADEV) and power-spectral density of polarization noise
measurements in the local oscillator path. The data was taken at a 1 Hz sampling rate and is
normalized to the mean and has mean subtracted. The blue trace is without any polarizing
components. The yellow trace is with one polarization sensitive isolator and the green trace
is with two isolators. The red trace is polarization insensitive amplitude noise.

[Reprinted /Adapted] with permission from [48] (C) Optica Publishing Group

the green/orange traces with the red trace, it seems that the amplitude noise with isolators
is in general a bit higher than the intrinsic noise from the laser. This could be due to small
polarization mismatches being converted to amplitude noise by the isolators.

5.2.4 Results

The performance of our setup is first characterized by estimating the pump threshold power via
a classical gain measurement of a 1550 nm field interacting with the pump field in the crystal.
For this measurement, the fiber AOM is removed and the transmitted power of the 1550 nm field
is measured while varying the input power of the 775 nm pump field. The gain is then estimated
by comparing with the transmitted 1550 nm light when the pump is blocked. The calculated
gain values are plotted in figure (5.8). The gain is modelled as [83]

1
2
P,
(1-V/zk)

where P, is the input pump power and P;hr is the OPO threshold power. From the fit of the
experimental gain values, we can extract an OPO threshold power of 5.12 4+ 0.03mW. This
shows that even though the system only has 8 mW of pump power available due to lossy fiber
components, the double resonance allows the squeezer to utilize its full potential, since squeezing
is best generated below threshold.

9= (5.8)
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Figure 5.8: Graph showing experimentally obtained gain values (orange dots) as a function of input
pump power. The blue line is a fit to equation (5.8), and a threshold value of 5.12 £+ 0.03 mW
is extracted from the model. The error-bars assume a 5% error on the power.

[Reprinted /Adapted] with permission from [48] (C) Optica Publishing Group

In order to characterize the squeezing performance, we first look at the 5 MHz side-band
frequency using a resolution-bandwidth of 300 kHz and video-bandwidth of 300 Hz. We measure
for 200 ms and average each trace 100 times. The pump power is varied in the range 0-4 mW, and
the local oscillator phase is locked to squeezing and anti-squeezing, respectively. The measured
values as a function of pump power are shown in figure (5.9) corrected for electronic noise, which
is about 22 dB below shot noise.

The squeezing increases with power until a maximum of around 9.3 dB below shot noise at
around 2.5 mW pump power. After this, the squeezing begins to degrade with increasing pump
power, suggesting that the measurement suffers from a significant amount of phase noise. The
anti-squeezing is almost insensitive to phase noise and increases for all pump powers. The full

power dependence of the (anti-)squeezing variance o2 (65() (02 (5X> ) including phase noise
- +

can be modelled as (normalized to shot noise) [83]

o2 <5Xi> ~

P, / P,
4 Pzé)lr 4 Plgllolr

5 F sin®(¢)

2 2 2
(17 /zf) +4(2) (1+/zf) +4(3)

where T}escT]optVQUQE = 7ot 18 the total efficiency, with nese being the escape efficiency, 7opt being
the optical loss, V being the fringe visibility of the squeezing and the local oscillator, and ngg
being the quantum efficiency of the photo diodes. w = 27 x5 MHz is the angular frequency of the
measurement side-band and v = 27 x 66 MHz is the FWHM bandwidth of the OPO. Finally, ¢ is
the RMS value of the phase noise. We note that the equation is only valid for small values of ¢.
The solid lines in figure (5.9) are a fit to equation (5.9). From the fit, we extract a total efficiency
Mot = 0.92 +0.01. This is in pretty good agreement with our estimated efficiency ot ~ 0.93

1+ nescnoptVZUQE + COSQ(‘b)
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Figure 5.9: Squeezing and anti-squeezing relative to shot noise as a function of pump power at a
side-band frequency of 5 MHz. The blue points are squeezing and the orange points are anti-
squeezing. The theoretical model of equation (5.9) is fitted to the data and plotted in solid
lines. The purple dashed line is the fitted squeezing model in the absence of phase noise. The
electronic noise, which is 22 dB below shot noise, was subtracted from the data. The error-bars
assume a 5% error on the power.

[Reprinted /Adapted] with permission from [48] (C) Optica Publishing Group
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Figure 5.10: Spectrum of the squeezing and anti-squeezing from 1 — 120 MHz for different pump pow-
ers. The traces are corrected for electronic noise and normalized to the shot noise. The
thin solid lines are fits of equation (5.9). Bands around 40 MHz, 80 MHz and 100 MHz are
excluded from the fit as they contain the 40 MHz up-shifted pilot tone and electronic pick-
up of modulation signals, and the 80 MHz and 100 MHz peaks are removed from the figure.
[Reprinted /Adapted] with permission from [48] (C) Optica Publishing Group
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that comes from 7ee =~ 0.97 (estimated from coating specifications, ignoring scattering and
absorption), V = 0.99, nqr ~ 0.99 and 7y, = 0.9997. The optical loss comes from 5 mirrors
and 2 lenses, all of which have an estimated efficiency of 0.999. The discrepancy is likely due to
the actual quantum efficiency of the photo-diodes which is quite difficult to estimate precisely.
Considering only the escape efficiency of the OPO allows us to determine the squeezing that is
available directly out of the cavity, which can go as high as 15dB close to threshold.

From the fit, we also extract the RMS value of phase noise to be 19 £+ 1mrad. This is
quite high as about 3 mrad were observed using the same locking technique before [67], and we
believe this to be in part due to disturbances introduced by the fibers and in part due to back-
reflections off the photo-diodes and back into the OPO. This issue requires further investigation,
as losses have already been optimized quite a bit, and it is therefore more realistic to improve
the performance of the squeezer by stabilizing the phase. The theoretical model without phase
noise in figure (5.9) indicates that our setup can reach detected squeezing levels beyond 10dB
below shot noise with our current losses.

Figure 5.10 shows the spectrum from 1 to 120 MHz of the squeezing and anti-squeezing for
varying pump powers including fits of equation (5.9). As expected, the squeezing follows the
bandwidth of the OPO, and is still present all the way out beyond 100 MHz. Once again, for
high pump powers the squeezing starts to degrade at low frequencies due to phase noise, and
from the fits of the curves, we extract similar values for the efficiency and phase noise. A curious
exception is the 3.5 mW trace that surprisingly reaches all the way to 9.6 dB below shot noise
for frequencies of 1-7MHz and only contains about 12 mrad of phase noise from the fit.

5.2.5 Conclusion

In summary, we have demonstrated that a squeezed light source based on a traditional bulk
squeezing cavity can be built with a small footprint on an area smaller than what is available in
standard 19 inch boxes. We achieved this by replacing most free-space optics with fiber optics
except for the in- and out-coupling of the OPO. The result was in particular made possible by
a single-pass waveguide SHG module which provided enough pump power for the low threshold
of only a couple of milliwatts, which in turn was due to the double-resonance of the OPO.

Further engineering on setup packaging will enable even smaller foot prints. A mobile turn-
key squeezed laser in a transportable box might make squeezing a standard tool in quantum
optics labs, which are ready to explore many yet undiscovered applications.
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.. and by golly it’s a wonderful problem,
because it doesn’t look so easy.

6 Simulating Physics with Computers
by Richard Feynman, 1982

Designing an 18 dB squeezer

As a continuation of chapter (5), this short chapter will deal considerations that went into
the design and construction of a high performance OPO able to generate upwards of 18 dB of
squeezing. This was for a long time the main project of my PhD, but due to unforeseen problems
that I will return to later in the chapter, I was never able to finish construction of the squeezer
and had to pivot to the projects described in chapters (7) and (8). None the less, I believe the
following information could be of interest for others to read.

This chapter will start out with a discussion of the necessary requirements for measuring 18+
dB of squeezing. I will then move on to describing the design of the OPO capable of meeting
said requirements. Finally, this chapter will end by going into some detail with the problems
that halted the project and the possible solution that will enable the project to be completed in
the future.

6.1 Requirements for high squeezing

From chapter (3), we learned that the two main limitations to measuring high degrees of squeezed
quadrature variances are optical loss and phase noise between the squeezed mode and the local
oscillator. Of course we need to have enough optical pump power to get high enough parametric
gain to get close to the OPO threshold, but the exact amount of optical power needed also
depends on the optical losses and phase noise of the system. In the ideal case of no phase noise,
optical losses can in part be compensated for by pumping the OPO arbitrarily close to the
threshold. Since large parametric gain also means very large anti-squeezed quadrature variances,
phase noise complicates the above picture, as some degree of the anti-squeezed quadrature will
be mixed into the squeezed quadrature. The desired parametric gain will therefore be found in
a compromise between optical loss and phase noise.

Figure (6.1) shows the dependence of pump power on the squeezed variance as us vary either
the efficiency or the phase noise. Linear optical loss lowers the maximally measurable squeezed
variance, but keeps the optimal pump power the same, whereas phase noise lowers the maximum
and pushes it down towards lower pump powers. In order to measure lower than —18dB of
squeezed variance, we need to impose extreme, but in principle achievable requirements on the
loss and phase noise, and end on budgets of 1.3 % loss and 1.0 mrad RMS phase noise for which
the optimal optical pump power should be around 90 % of the OPO threshold. These numbers
form the foundation of the choices made in the next section.

61



CHAPTER 6. DESIGNING AN 18 DB SQUEEZER

¢ =1.0mrad n=10.987

— n=0.989 — $=0.00mrad
185 n=0.988
— — n=0.987
m g — n=0986
° n=0.985
—— n=0.984

n=0.983

¢ =0.28mrad
—— ¢ =0.56mrad
—— ¢=0.83mrad
¢=1.11mrad
—— ¢ =1.39mrad
¢=1.67mrad

n=0.982
o n=0.981
= n=0.980

¢ =1.94mrad
¢ =2.22mrad
¢ =2.50mrad

7 /
050 055 060 065 070 075 080 0.85 090 095 100 050 055 060 065 070 075 080 085 090 0095 1.00
Relative power Relative power

Figure 6.1: Measurable squeezed variance as a function of pump power relative to the threshold power.
The y-axis is in -dB, meaning a higher value will correspond to a lower variance. Left:
Constant phase noise of 1 mrad RMS with varying efficiency. Right: Constant efficiency of
0.987 with varying phase noise. The black arrows are guides for the eye to help track the
maximum squeezed variance, and the horizontal black line marks the 18 dB level .

6.1.1 The optical loss budget

The total efficiency of a squeezed quadrature variance measurement is given by

Ntot = NQEV* NoptNESC (6.1)

and we start from the right with the escape efficiency nggc. This efficiency describes, how many
of the squeezed photons are extracted from the desired port

out

Y
,},L + Vz’n + fyout '

NEsc = (6.2)
4™ is pretty simple to minimize, as this simply involves maximizing the reflectivity of the input-
port mirrror. The downside to doing this is that it limits the amount of light power being able
to enter the cavity from the input port, requiring us to use more power in the CLF beam, if
we want to use the coherent locking scheme described in section (4.2). This can have the un-
wanted effect of adding more shot noise to the CLF error signal lowering the SNR. 4 is however
a major contributor to lowering of the escape efficiency, and we ended up deciding to go with
a high reflectivity of R;;, = 99.95 %, as we were more concerned with being limited by optical loss.

The intra cavity loss rate y” has two main contributions. The first is losses from AR coatings
on the crystal. This is the dominating source of intra-cavity loss, as AR coatings on PPKTP
crystals cannot be made much better than R = 0.1 % due to limitations in the temperatures the
crystals can be heated to without destroying the poling. In order to circumvent the losses from
AR coatings, we decided to make the OPO monolithic - the crystal itself makes out the cavity as
shown in figure (5.2). A monolithic cavity will then only have intra cavity losses determined by
the second source; absorption in the crystal. The linear absorption of 1550 nm light in PPKTP
was estimated to be, at worst, around 120 x 107%cem™! in [84]. Using this number, we can try
to estimate the absorption losses as a function of cavity length. This is shown in figure (6.2),
and we see that compared to the decay rate out of the input port, the absorption decay rate will
only contribute a small amount against the escape efficiency. We did however end up deciding
on a crystal of shorter rather than longer length, in order to ensure that the squeezed light
can be coupled out of the crystal without cutting on the edge of the crystal as the transverse
dimensions are only 1.0mm x 1.2 mm.
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Figure 6.2: Estimated OPO absorption decay rate v* compared to v as a function of cavity round-trip
length.

%% should in principle simply be maximized in order to ensure as large an escape efficiency

as possible. However, increasing the transmissivity of the output mirror also has the side-effect
of increasing the cavity bandwidth (which is not necessarily a downside) and lowering the cavity
finesse (which is a definite downside). Lowering the finesse, increases the pump power necessary
to reach threshold and lowers the spatial filtering of the cavity, which can make mode matching
the squeezed light to the local oscillator difficult. A large output coupler decay rate is however
key to achieving high escape efficiency, and we therefore decided on a output coupler reflectivity
of Rout = 75 %, which increases the FWHM bandwidth of the 1550 nm cavity to around 775 MHz
and lowers the finesse to around 22. The final escape efficiency is 99.73 %, which leaves room
for another 1.03 % loss in the budget.

The next efficiency to consider is the overlap efficiency between the squeezed mode and the
local oscillator described by the squared interference visibility V2. The visibility is extremely
important to keep as high as possible, as this factor penalizes the squeezed variance. In order
to make sure that the visibility is maximized, a reference cavity, similar to the one mentioned in
section (5.2), will be used to assist in matching the two modes. A mode cleaning cavity will also
be used to spatially clean the local oscillator, and ideally we would also use one (or an SM fiber)
in the CLF beam, as this is the beam most practical for alignment and mode matching after the
OPO. Finally, all transmitting optics after the OPO and LO mode cleaning cavity should have
stress compensating coatings to prevent beam deformation when passing through beamsplitters
or lenses. The target interference visibility is set to 99.8 % to only induce around 0.4 % of loss.

The optical efficiency 7op¢ should be kept high by only using the minimally required number
optical components , and the ones that are required should be high-grade custom optical com-
ponents. We planed to use super polished mirrors, lenses and beamsplitters with high quality
Ton beam sputtered coatings to lower the risk of photons scattering off the optical components.
To optimize the number of optical components we also planned to use curved mirrors to focus
onto the diodes.

Finally, custom diodes with high quantum efficiency ngg should be used. The highest quan-
tum efficiency diodes for telecom wavelengths, I currently know of, are high QFE photodiodes
from Laser Components that are guaranteed to have a quantum efficiency of minimum 99 %.
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The minimum is, however, not good enough to keep within the loss budget, and a little bit of
luck is required to find some diodes with ngr > 99.3 %. Finally these diodes should also have a
large active area to not make focusing the beam onto the diodes too hard. Larger active areas
also limit the bandwidth of the detector, and a compromise between bandwidth and ease of
focusing should be reached.

6.1.2 The phase noise budget

The phase noise budget is quite difficult to estimate. In general, we would expect the main
sources of phase noise to come from locking systems, and careful design of the feedback loops in
temperature control, cavity stabilization and phase stabilization systems are therefore required.
There are, however, also others effects that can contribute to extra phase noise. When splitting
two laser beams, the noise in each mode is correlated common mode noise and can be cancelled,
when the beams are combined again (common mode rejection). If the beams propagate different
lengths before being recombined, starting from high frequencies, the noise sidebands of the two
modes will decouple and no longer cancel as common mode noise. It is therefore of importance
to keep this in mind when designing an optical layout, making sure that beam paths are of the
same length in order to ensure good common mode rejection.

I will now outline two methods that can in principle be used to estimate and/or troubleshoot
the phase noise in the system. The first method uses a framework developed in the appendix of
the PhD thesis of Eric Oelker of MIT [46]. This framework builds upon the work done in the
thesis of Sheila Dwyer also of MIT [85] and Kirk McKenzie of ANU [86] and generalises and
expands upon the nonlinear equations of motion used in chapter (3) to analyse how technical
noise in the CLF and pump fields propagate to the squeezed light. The framework ignores shot
noise contributions (but can be expanded to also include this), ignores cavity depletion, but
includes length and temperature fluctuations of the OPO. The derivation is quite involved, and
I will refer to the appendix for the full derivation.

The framework starts in the “two-photon” formalism, where each field includes both the nor-
mal propagating mode &(w) and the counter propagating mode a'(—w), meaning the intracavity
fields and input/output fields are given as

A J
Aag AsT,k
~ A
al Ak
A 4J
a; j a’l
a = ﬁ 9 Ak; = A";"f 9 (6 3)
i Ak
b ch
b i
bk

where j marks the port in question and k marks the direction of the field, and s and i mark signal
and idler fields. Linearizing the operators and looking at the field fluctuations, the intracavity
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field fluctuations are given by

—1 .
Sa(w) = (% - g) [%naégg () + M AT (W) + Ay + Ar] (6.4)
244 0 0 0 0 0
0 2/ 0 0 0 0
0 0 9] 0 0 0
M. = ! A , (6.5)
= 0 0 0 244 0 0
0 0 0 0 297 0
0 0 0 0 0 247
Q4w 0 0 0 0 O
0 O —w 0 0 0 O
B 0 0 Q4w 0 0 0
gﬂ a 0 0 0 —-Q—-—w 0 0 (6.6)
0 0 0 0 w 0
0 0 0 0 0 —w

The matrix M contain the nonlinear couplings between the fields

—s + 1A 0 0 g go 0
0 —s — 14 g B 0 0 g
0 9B —Ys + 1A 0 go 0
M = . . s . , 6.7
== g*B 0 0 —vs — 1A 0 g ag (6.7)
—g*; /2 0 —g*as/2 0 —yp + 14, 0
0 —go /2 0 —gal/2 0 —Yp — 14\,

and finally A; and A; represent interactions caused by cavity length fluctuations of the cavity
0L and temperature fluctuations 6T

iy, Perystal d”(m +n(Qakrp)|0T

. L cav
Z.O[S*LcﬁvéL* —zazw dn( )+n(QaKTP) oT™
_Za's TM(SL . QLC’V‘Cya::;(ll dn(Q)
Ay = | gt A= | R +”(QO‘KTP) o (6.8)
Zl@ 5L 0 cav
sl i62 ﬁi’;ﬁf”’ [dnm) + n2axre) |67

- 6*29Lm«quz [dn(m) + n(2QakTp) | 6T

where axrp is the linear absorption coefficient and n is the refrative index. From the above
equations the intracavity fields can be calculated, converted to quadrature operators 6.X = L['da
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with

[ls
I
o
o

(6.9)

0X(w) = (6.10)

The input/output equations can be set up in the form of transfer functions similarly to equa-
tions (2.51a) to (2.51d)

out __ mn out
5K0Ut - Q[in;out] 6KZ” + Q[out;out] 5K@” + Q[A;out] (AL + AT) : (611b)

The quadrature operators can then be related to noise spectra via equations (2.26a) and (2.26b).
This model should in principle allow for a analysis of how noise from different sources propagate
through the system, but it requires knowledge of the intensity noise and phase noise in the input
optical fields, as well as knowledge of the noise spectra of the cavity length and temperature.
This information can be difficult to obtain with high precision, but this model could be used to
estimate which sources of noise are of the highest importance. I began this, but never had time
to finish due to the problems of the project and the need to pivot.

The second method builds on noise measurements of the error signals of the different locking
systems. This methods was taught to me by Lee McCuller also of the LIGO group at the Kavli
Institute of MIT, and has been used in the LIGO interferometers to give a reasonable estimate
of the phase noise in their squeezed light measurements.

For this method, we need to measure noise spectra of the error signal of the CLF locking
loop and homodyne locking loop. These should be converted to phase spectra by using the slope
of the error signal around the set point. For each of the locks, we then need to measure the
open loop gain functions via the method described in section (4.4) and using this extrapolate
and calculate the closed loop and round trip gain functions.

Measuring the noise spectrum of the locked error-signal gives us the closed-loop noise spec-
trum, which is the remaining noise in the feedback loop. We can cast this to open-loop form
by dividing the spectrum by the close-loop gain function. The open-loop noise spectrum is then
the noise spectrum before the feedback loop is applied. Open- and closed-loop amplitude noise
spectra are shown in figure (6.3). This spectrum is the PDH lock of the OPO used in chapters (7)
and (8) (not to be confused with a phase noise spectrum of a phase lock).

The open-loop gain function allows us to interpret the contribution of different noise sources
by using our knowledge of the shape of the noise spectra: Shot noise (here called sensing noise) is
flat in frequency, and classical noise (here called actuator noise) is typically 1/f (in amplitude).
These contributions are marked in figure (6.3), and we see that above 10kHz our measurement
is shot noise limited and that our lock is able to remove all of the classical noise. The peak at
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Figure 6.3: Closed- and open-loop amplitude spectral density feedback system. The green line marks
the classical (actuator) noise and the red line marks the shot (sensing) noise.

7kHz seems to be a small oscillation introduced by the feedback loop and is not expected to be
a part of the open-loop noise.

Using the decomposed actuator and sensing noise spectra and the gain functions, we can es-
timate the resulting phase noise spectrum of our squeezed light measurement using the following
expression

sens act

Nz = (NI 92" + |NUQ.oR2I” + INGETGEE "+ INGE ok "ol

—1/2
CLF CLF _LO|2 CLF CLF LO|2
+’Nsens 9RT gRT} +’Nact 9dcr 9rT )

Calculating the RMS value of the resulting spectrum should then give us the estimate on
the total phase noise.

6.2 The OPO and the problems it encountered

Base on the loss calculations done in section (6.1.1), I designed a monolithic OPO, which I
will present below. The physical properties of the crystal cavity as well as the optical cavity
properties for the pump and fundamental modes are summarized in tables (6.1) and (6.2).

Physical Property Value
Dimensions 1.0mm x 1.2mm x 4.9 mm
Radius of curvature 2.65 mm

Table 6.1: Table containing the physical properties of the 18dB OPO. The crystal is biconvex with
identical radii of curvature.

The monolithic OPO is designed to be double-resonant, and since there is no piezo controlled
mirror to move, the only degrees of freedom available to achieve both quasi phase matching AND
double resonance are crystal temperature and laser frequency. The combination of these should
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Optical property Mode value signal (1550 nm) | pump (775 m)

Input port reflectivity 99.95 % 99.8 %
Output port reflectivity 75 % 0.98%
Waist size 14.1 pm 9.89 pm

FWHM 774 MHz 58.5 MHz

FSR 16.8 GHz 16.5 GHz

Finesse 21.7 283
Threshold N/A 119 mW

Table 6.2: Table containing the properties of the 18 dB OPO for both fields. The properties are calcu-
lated for a crystal length of 4.9 mm.

in principle be enough, but to give ourselves a better chance of success, we also decided to buy
crystals of different length ranging from 5.3 mm to 4.7 mm. For each of these crystals the radius
of curvature optimizing the pump threshold and spatial filtering was found, and in general we
found this to be 0.54Lcpystai-

The optical properties will vary a little bit with the length of the crystal, and simulated
plots of the various optical properties as functions of crystal length can be seen in appendix (B).
The crystals were procured, polished and coated according to the design decisions in the tables
above, and I began setting up and aligning the cavity. It was at this point that the project ran
into problems. The first problem was that only some of the crystals seemed to support cavities.
For some no amount of mode matching and alignment seemed to allow interference to build up
inside the crystal. For the crystals that did support a cavity, the cavity only appeared in the
horizontal (p) polarization. This is shown in figure (6.4). This was a major problem, as the
crystals are polled to achieve quasi-phase matching only for vertical (s) polarization.

The explanation we found was that the small radius of curvature of the crystals was too
sensitive to polishing tolerances, causing some crystals to never have a stable cavity due to
misaligning of the end phases of the crystal. For the ones that did have a cavity in p-polarization,
due to the birefringence induced difference in the refractive index of the two polarizations, the
s-polarization experiences too much refraction, again due to the short radius of curvature, to
form a stable cavity or require too extreme an input angle for us to be able to hit. The solution
seemed to be to redesign the crystals to have a much longer radius of curvature, making it less
sensitive to imperfect polishing and hopefully cause less refraction of the vertical polarization.
We settled on a new radius of curvature of 4.1L..ystq1, as this relaxed the requirements of the
manufacturing tolerances while still keeping the isolation of the fundamental cavity mode high.
The property changes caused by this redesign is summarized in table (6.3). We had the crystals

Property Old value | New value
1550 nm waist 14.1 pm 42.3 pm
775 nm waist 9.89 pm 29.6 pm

Pump threshold | 119mW 356 mW

Table 6.3: Table containing the changes caused by the redesign of the crystal radius of curvature.

sent to polishing and coating, but as this took 4 months, I had to pivot to other projects and
never had time to work on this project again. Instead of building this squeezed light source,
I ended up building another squeezed light source performance and design wise comparable to
the source describe in chapter (5), but completely free-space in stead of partly fiber-coupled.
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Figure 6.4: Photo of an oscilloscope trace showing the cavity response of the pump mode in the 18
dB OPO. The scale of the yellow traces in the two photos is not the same: (a) has 500
mV / division, and (b) has 57 mV / division. The blue trace is a monitor detector showing
power modulation when scanning the laser frequency due to moving in and out of the SHG
phase-matching bandwidth.

This squeezer was used in the experiments of chapters (7) and (8). As I was never able to finish
this experiment, this chapter can therefore hopefully serve as a summary of my work for new
students to build upon and finish in the future.
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It was about three o’ clock at night when
the final result of the calculation lay
before me. At first I was deeply shaken.
I was so excited that I could not think of
sleep. So I left the house and awaited the
sunrise on the top of a rock.

7 Der Teil und das Ganze
by Werner Heinsenberg, 1969

Squeezed vacuum phase estimation and

sensing

This chapter is dedicated to a phase estimation and sensing experiment using squeezed vac-
uum states of light. The results of this experiment, we compiled into a manuscript titled
Deterministic quantum phase estimation beyond the ideal NOON state limit” by
Jens A H Nielsen, Jonas Schou Neergaard-Nielsen, Tobias Gehring and Ulrik Lund
Andersen. The manuscript was submitted to arXiv the day before the deadline of this thesis.
This chapter will introduce the basic ideas of quantum metrology and put them into the con-
text of this experiment. I will then give a short introduction to the experimental setup, before
including the manuscript as a whole, but reformatted to fit the format of this thesis. Finally, 1
will include a small section detailing the method behind the data acquisition and analysis that
went in to the figures featured in the manuscript. All sections of this chapter, not part of the
main manuscript, are submitted along the manuscript as supplementary information. Most of
the theory presented in this chapter is based on the detailed work by Adriano Berni, a former
PhD student of our group [87].

7.1 Introduction to quantum metrology

Phase estimation shares the same classical limitation as other optical metrology schemes, the
so-called shot noise limit (SNL). This limit arises from the random distribution of photons in a
classical laser beam - also called shot noise. This (Poissonian) distribution of photons limits the
sensitivity of the measurement [88]

1

m, (7.1)

OSNL =
where (f1) is the average amount of photons probing the sample, and M is the number of times
the measurement is repeated. The sensitivity of the measurement is the minimum detectable
phase shift, and using coherent states of light in conjungtion with homodyne detection will have
a sensitivity exactly equal to the right-hand side of equation (7.1).
Using non-classical states of light this scaling can be improved upon, and especially maxi-
mally entangled states such as the NOON state, [Yyoon) = 1/v2(|N,0) (0, N)), which, in
an interferometer setting, can achieve Heisenberg scaling
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1
g = 0,
NOON =5 /M (1)

where for NOON states 2 (i) = N as only half of the photons will pass through the phase-
shifting sample. Phase sensing using NOON states have been demonstrated in polarization [89],
spatial [90] and orbital angular momentum (OAM) degrees of freedom [91] (non-exhaustive
list), but generation of large NOON states is very difficult without photon resolved detection.
Furthermore, the sensitivity of NOON states (and entangled states in general) is severely limited
in the presence of loss [92]

(7.2)

1
2V M (1) n0)y2’

where 7 is the total efficiency of the system, and V is the fringe visibility at the end of the
interferometer.

(7.3)

OHS,imp —
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Figure 7.1: Top level schematic of a phase estimation protocol using squeezed vacuum states of light.

In a general phase sensing experiment, as sketched in figure (7.1), a probe state is prepared
with a known phase 6. In this experiment the probe state is a squeezed vacuum state po(0) =
|r exp{i0})rexp{if}|, where r is the squeezing strength. The probe interacts with a sample,
which transforms it according to p(0 + 8) = U(6)po(9)UT(6) by inducing a phase shift §. The
probe state is measured in a phase sensitive measurement, and in an optical phase sensing
experiment the preferred phase sensitive measurement method is balanced homodyne detection,
where the probe state is projected into the quadrature basis |[X)}X|. From the measurement
outcomes {z} a suitable estimator © is chosen and the total phase ¢ = 6+4 is estimated. In the
phase estimation experiment the total phase ¢ is estimated, but if the system is used for phase
sensing, the measured phase shifts would be small compared to the controlled measurement set
point 6, § < 6.

The starting point of most discussions of quantum phase estimation protocols is the analysis
of the bounds on the estimation sensitivity o(¢) - the smallest detectable phase shift giving an
SNR of 1 and using M independent samples (a smaller sensitivity is better)

cCR 1 qCR 1

(7.4)

where H is called the quantum Fisher Information and F(¢) the classical Fisher Information.
Starting from the first inequality, called the classical Cramér—Rao (cCR) bound, given a certain
estimator, the sensitivity will be larger or equal to the inverse of the the square root of the M-
sample, classical Fisher Information M F(¢), which is the maximal amount of phase information
that can be extracted from a given measurement of M samples.
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In this experiment, we use squeezed vacuum states as probes together with homodyne de-
tection as the measurement method. The homodyne measurement samples x will be distributed
according to the marginal probability distribution P(z|¢), which can be found by tracing away
the p-variable in the squeezed vacuum Wigner function

P@wwa/mmﬁxam,

2

—x

e 2(V_ cos2 (</>)‘-IH/+ sinZ(¢))

- \/QW(V, cos?(¢) + V4 sin®(¢)) '

(7.5)

For a pure squeezed vacuum state Vi = exp(£2r), and we can evaluate the classical Fisher
Information as

2

Fo) = [ arpielo)( ZETED )

_ 2sinh?(2r) sin?(2¢) (7.6)
(e=2r cos?(¢) + e2r sin2(¢))2 ’

where the last equality is for a squeezed vacuum state of squeezing strength r and measured at
a quadrature angle of ¢ [93]. For a constant squeezing strength, equation (7.6) has an optimal
measurement angle ¢, = arccos(tanh(2r))/2, where the Fisher Information is maximized F' =
2sinh?(2r).

If the probe is not a perfectly pure squeezed state, but has experienced some loss, then
it can be modelled as a thermal squeezed state with (f),, average photons mixed in and a
rescaled squeezing strength ry,. In this case the squeezed and anti-squeezed variances are Vi =
(2 (),;, + 1) exp{=£2ry,}, and the Fisher Information is modified as

2sinh?(2ry,) sin?(26)

F _ J
((b) (e*QTth COSZ(¢) + e27th Sin2(¢))2

(7.7)

which has the same form as equation (7.6) with a maximum at ¢+ = arccos(tanh(2r,))/2 and
maximal value F' = 2sinh?(2r;,). Both the thermal photons added and the re-scaled squeezing
strength can be obtained from the squeezed V_ and anti-squeezed V. variances (normalized to

shot noise).
1 v,
=g Og(\/w>’ 78)

VAV -1
2 )

(), = (7.9)

and we can calculate the total number of resources in the impure, squeezed vacuum state as
(h) = (), cosh(2ry,) + sinh(ry,)?. (7.10)

We return to equation (7.4), where the second inequality, known as the quantum Cramér-Rao
(qCR) bound, which given a certain measurement puts a lower bound on the sensitivity equal
to the inverse of the square root of the M-sample, quantum Fisher Information M H, which
describes the phase information contained in the probe state. The quantum Cramér-Rao bound
therefore describes how the maximal phase information extractable by a measurement is the
phase information contained in the probe state. For pure squeezed vacuum the quantum Fisher
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Information can be found to be H = 8((f) 4+ (f)?) [94]. In this case the sensitivity given M

measurement samples is
1 1
o> - , (7.11)
MH
54z \/ M8((ﬁ> + (ﬁ>2)

In the case of equation (7.11), the sensitivity shows a constant advantage compared to SQL at
low photon numbers, but Heisenberg scaling at large photon numbers. The quantum Fisher
Information for squeezed vacuum states represent the theoretically best sensitivity achievable in
the system, and is in fact the best achievable sensitivity among all Gaussian states.

In the case of pure squeezed vacuum, homodyne detection at the optimal angle is the optimal
meagsurement, saturating the quantum Cramér-Rao bound

F(¢opt) = 2sinh?(2r)
= 8sinh?(r) cosh?(r)
= 8(sinh*(r) + sinh?(r))
- 8(<ﬁ> + <ﬁ>2) ~H, (7.12)

since (fi) = sinh?(r) for pure squeezed vacuum. In the case of linear loss the quantum Fisher
Information is given by

(2 (), +1)°

2(n),, (2(R),, +1) + 2sinb’ (2rin), (7.13)

and as homodyne detection is no longer the optimal measurement, the QCR bound can no longer
be saturated.

7.1.1 Bayesian estimation

In order to saturate the classical Cramér—Rao bound, we need to choose a suitable estimator for
the phase. Figure (7.2) shows a shot noise normalized homodyne measurement of a squeezed
vacuum state with varying homodyne phase. We see the red line (X) is effectively zero indepen-
dently of the phase and would therefore be a bad estimator. The orange lines are the standard
deviation, which together with the variance <X 2> show a clear dependence on the phase. We
therefore choose to use X2 as our estimator to be plugged into a suitable estimation routine. The
two most famously able to saturate the classical Cramér-Rao bound are maximum likelihood
estimation (MLE) and Baysian estimation (BE) routines [95]. The choice of routine is arbitrary,
as MLE coincides with BE in the case of a uniform prior (which we use), but we choose to work
with the Bayesian estimation routine, as it does not depend on the convergence of a minimizer.

The Bayesian estimation routine utilizes Bayes’ law, which for M measured samples is given
by

P(ol{zta)P({z}a) = P({}0) P(6). (7.14)

As mentioned before, we assume the a priori probability distribution to be uniform, and as the
variance is only uniquely determined for phase angles in the range of ¢ = [0, 7/2], the uniform
a priori probability distribution is therefore P(¢) = 2/7.
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Figure 7.2: Homodyne time trace signal downmixed to the 5 MHz sideband frequency and normalized
to shot noise. The orange lines mark the standard deviation, and the red line marks the mean
value

P({x},,;) works as a normalization factor, and P({z},,|¢) is the probability of measuring
the homodyne outcomes {x},, given the phase ¢. This probability distribution is given by the
product of marginal distributions of individual homodyne samples equation (7.5)

M
P({z}y16) = [[ Pil9). (7.15)
i=1

The a posteriori phase probability distribution P(¢[{z},;) can therefore be found using ho-
modyne measurements and knowledge of the squeezed and anti-squeezed variances. The es-
timated phase is then found as the mode of the posterior probability distribution ¢eq =
arg max(P(¢|{z},,)), and the sensitivity is found from the width. The build-up of the pos-
terior distribution can be seen in figure (7.5)d together with a plot showing the converge of the
estimated phase towards a stable value. The grey area of the inset is the associated estimation
uncertainty.

7.2 Experimental setup

The squeezed light is generated in a doubly resonant optical parametric oscillator (OPO) using
a periodically-poled potassium-titanyl-phosphate (PPKTP) crystal as the non-linear medium.
The geometry and design parameters of the cavity are identical to that of [48|, and the OPO
has a threshold power of 4.7mW.

The experimental setup is sketched in figure (7.3). An NKT HARMONIK module pumped
by an NKT BOOSTIK E15 laser supplies the experiment with 775 nm light, which is used to
pump the OPO. The pump beam propagates through an electro-optical modulator (EOM) that
creates sidebands at 111 MHz to use in the Pound-Drever-Hall [40] stabilization of the OPO
length.

The laser also supplies 1550 nm light, which is used in a coherent locking scheme [45]. This
coherent locking field (CLF) is frequency-upshifted by 40 MHz by an acousto-optic modulator
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(AOM) and enters the OPO, where it undergoes difference-frequency-generation (DFG) by in-
teracting with the pump beam. The reflected beam, which contains the beat of the +40 and
-40 MHz sidebands, is detected and fed back to the AOM in the form of frequency modulation
allowing for stabilization of the relative phase between the pump beam and the CLF field at the
homodyne detector.

The 1550 nm light is also used as a local oscillator (LO) for the homodyne detector. This
LO is cleaned by a 1590 finesse, linear mode-cleaning cavity (MCC) before interacting with the
squeezed light and CLF field in the homodyne detector. The relative phase between the LO and
the squeezed light is stabilized by phase-locking the LO and CLF fields.

&

OPO 40 MHz

1550 nm

MCC

PBS

. /4
58 MHz @ E
[ ;;;‘iiﬁ?_J

Figure 7.3: Sketch of the optical layout. Orange lines represent the 775 nm mode, and the red lines
represent the 1550 nm modes. The dotted line represents the squeezed mode.
AOM: Acousto-optic modulator, BS: Beam-spitter, EOM: Electro-optic modulator, DBS:
Dichroic beam-splitter, FI: Faraday Isolator, MCC: Mode-cleaning cavity, OPO: Optical-
parametric-oscillator, PBS: Polarizing beam-splitter, PD: Photo-diode.

The squeezer performance as a function of pump power at 5 MHz sideband frequency and
as a function of sideband frequency at 3.6 mW pump power are shown in figure (7.5)b. The
squeezing generated in an OPO and measured with homodyne detection is given by

4/ s
P ‘s
Vi=1+n 5 1 (7.16)
()6
Vi(gbRMs)Q =~ V:E COSQ(QZ)RMs) —{—Vq% Sin2(¢RMs), (717)

where P is the pump power, P is the OPO threshold power, w = 27v is the angular
sideband frequency, and v is the decay rate of the OPO. n is the total efficiency of the system,
and ¢rars is the RMS phase noise between squeezed light and LO.
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The solid lines in figure (7.5)b are fits to equation (7.17) from which we extract n = 88.9(3) %
and ¢ryrs = 10(2) mrad. The main sources of loss are intra cavity loss, which limits the escape
effeciency to 96 %, the limited efficiency of the photo diodes of approximately 99 % and homodyne
visibility of around 97.5%. The phase noise mainly comes from the phase locks and the PDH
lock of the LO, which due to the relatively high finesse of the cavity adds some of phase noise.
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7.3 Deterministic quantum phase estimation beyond the ideal
NOON state limit

Jens A.H. Nielsen, Jonas S. Neergaard-Nielsen Tobias Gehring and Ulrik L. Andersen

Center for Macroscopic Quantum States (bigQ), Department of Physics, Technical University of
Denmark, Fysikvej, 2800 Kgs. Lyngby, Denmark

Abstract

The measurement of physical parameters is one of the main pillars of science. A
classic example is the measurement of the optical phase enabled by optical interfer-
ometry where the best sensitivity achievable with N photons scales as 1/N — known
as the Heisenberg limit [22,96-100]. To achieve phase estimation at the Heisenberg
limit, it has been common to consider protocols based on highly complex NOON
states of light [101]. However, despite decades of research and several experimental
explorations [89,102-107], there has been no demonstration of deterministic phase es-
timation with NOON states reaching the Heisenberg limit or even surpassing the shot
noise limit. Here we use a phase estimation scheme based on a deterministic source
of Gaussian squeezed vacuum states and high-efficiency homodyne detection to obtain
phase estimates with an extreme sensitivity that significantly surpasses the shot noise
limit and even beats the performance of an ideal, and thus unrealistic, NOON state
protocol. Using a high-efficiency setup with a total loss of about 11% we achieve a
Fisher Information of 15.8(6) rad~2 per photon unparalleled by any other optical phase
estimation technology. The work represents a fundamental achievement in quantum
metrology, and it opens the door to future quantum sensing technologies for the inter-
rogation of light-sensitive biological systems [21].

It is of fundamental interest and practical relevance to investigate the ultimate bounds on
the precision in estimating a phase [96,98]. According to classical (that is, approximate) theories
of light, phase estimation can in principle be carried out with an arbitrary precision, but due to
the inherent corpuscular quantum nature of light phase measurements will in reality be limited
in precision — a precision that depends on the probing quantum state of light. If non-entangled
states are used, the ultimate precision limit is the shot-noise limit (SNL) where the sensitivity
scales as 1/,/(f), with (@A) being the average number of photons traversing the sample. By
exploiting entangled states, it is possible to reach the ultimate Heisenberg limit with superior
scaling (see figure (7.4)a).

One of the most celebrated quantum states for reaching the ultimate Heisenberg limit —
often referred to as the optimal state for loss-free sensing — is the so-called NOON state [101]:
|Unoon) = 1/v2(IN)[0) + |0)|N)) which represents an optical state that is a superposition
of N photons across two optical modes. Although a large number of experimental realizations
on phase estimation with NOON states have been reported [89,102-107], as of today, only a
single experiment has been able to obtain a sensitivity that violates the SNL [89], and even in
this realization, the SNL was only beaten by using a probabilistic source of two-photon NOON
states. Due to the high complexity in generating the NOON state and their extreme fragility
to loss, it is unlikely that NOON states will be able to reach the Heisenberg limit, or even beat
the SNL, for high photon numbers.
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Figure 7.4: Principles and limits of quantum phase estimation. a) Schematics of three different phase estimation schemes.
A quantum state of light undergoes a phase shift which is measured with either a homodyne detector (HD) or a
NOON-state detector (involving photon counters) from which estimators are used to estimate the phase shift. Note
that the NOON-state scheme is based on a two-beam interferometer in which only half of the photons traverse the
sample. We therefore use the conservative sensitivity bound of 1/2 (i) (where N = 2 (1)) for the comparison to
our approach. b) The optimal sensitivities for the three schemes. c) Phase space pictures of a displaced squeezed
state and a vacuum squeezed state, and the resulting quadrature measurements as a function of the phase. The
phase is estimated using the estimators (X) or (X?2) for the displaced squeezed state and vacuum squeezed state,
respectively.

Sensitivity [rad]

It has been known for decades that the SNL can be more easily surpassed using squeezed
states of light [94,97,108,109], which by now has also been realized in several phase estimation
experiments [23,110-113|. However, in most of those experiments, squeezed light is combined
with a bright coherent state in an interferometric measurement by which the sensitivity is often
limited to /V_/(f1) (where V_ is the variance of the squeezed state quadrature normalized to
the variance of the vacuum state). Although being superior to the shot noise limit of 1/\/@,
the sensitivity is inferior to the Heisenberg scaling and thus does not reach the fundamental
limit of NOON states. In fact, it is often claimed that Heisenberg scaling with squeezed light
requires a highly complex measurement strategy [114]. However, in this Letter we show that by
employing squeezed vacuum as a probe and a simple quadrature detector as the measurement
device, phase estimates at the Heisenberg limit can be attained by evaluating the square of the
quadrature outcomes. In addition to a sensitivity scaling similar to that for NOON states, our
practical squeezed state estimation protocol is able to reach absolute sensitivities superior to
those of the ideal NOON states due to a favorable scaling factor of \/1/7 [94].

We also note that in contrast to previous NOON state realizations, our scheme is not based
on probabilistic sources of light or any post-selection of the measurement outcomes. The conven-
tional approach to squeezing-enhanced phase estimation is based on displaced squeezed states
undergoing phase shifts that are estimated using a phase-referenced homodyne detector. The
estimator, X, then yields an estimate of the phase with a quadrature uncertainty that depends
on the actual phase as illustrated in figure (7.4)b: The best phase estimate is achieved when
the response (derivative of (X)) is maximized and the noise is minimized which, in this case,
occurs mid-fringe (at the phases ¢ = nm where n = 0,1,2...). Using instead squeezed vacuum
as the probe, the measurement of X does not yield information about the phase since in this
case (X) = 0, but if we use X? as the estimator, the information is revealed. In this case,
however, the phase shift for which the response is the largest is not coinciding with the phases
with minimum noise (at ¢ = n7) and thus a trade-off needs to be found for which the sensitivity
is optimized. The trade-off is optimized for the phases ¢ = arccos(tanh 2r)/2 + nm at which the
Fisher Information is maximized; F' = 2sinh?(2r) where r is the squeezing parameter. From

the Fisher Information, we find the sensitivity oy, = 1/1/2sinh?(2r) which can be expressed in
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terms of the average photon number (see supplementary material):

1
Osqz = . (718)

8((R)” + (1))

Here we assume a pure squeezed state; for impure squeezed states see the Supplementary Mate-
rial. The expression in equation (7.18) exhibits Heisenberg scaling (for (fi) > 1), and moreover,
it saturates the quantum Cramér-Rao bound which means that the scheme with homodyne de-
tection of squeezed vacuum is optimal among all possible measurement strategies. In addition to
being optimal among all Gaussians, it is also clear that it beats the complex estimation strategy
of using non-Gaussian NOON states as 04, < 1/2 (1) for all ().

a) b)

------- Shot Noise
Squeezing
Anti-Squeezing

Pumpe=

Relative variance [dB]
o

=
o i

4 50 50

2 3 20 30 40
Power [mW] Frequency [MHz] d)

—— M=101
120 M =226

Data I ‘
—— Mean

o
N
=)

Estimated phase [rad]
o ©
-
o w

= {/

—— M=351

— M=476

80l — M=601

i —— M=726
! b R | — M =851 50050 250 500 750 1000

M =976

Data

Probability Density [1/rad]

0.25 0.30 0.35 .0.40 0.45 0.50 0.55 0.60 OAS 0.30 0.5 ‘0,40 0.45 0.50 0.55 0.60 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20
Time [s] Time [s] Phase [rad]

Figure 7.5: Experimental scheme and measurement method. a) Schematic of the experimental setup comprising an optical
parametric oscillator (OPO) for squeezed light generation and a high-efficiency homodyne detector with a control-
lable local oscillator. As the estimated phase shift is relative between the squeezed vacuum and the local oscillator,
in the experimental realization, we imposed the phase shift onto the local oscillator. b) Squeezed light spectrum and
noise power versus pump power at the sideband frequency of 5 MHz for the squeezed and anti-squeezed quadratures.
¢) Quadrature measurement outcomes and their squares. The data are acquired while slowly varying the phase of
the local oscillator, and down-mixed to a 5 MHz sideband frequency with a bandwidth of 1IMHz. d) An example of
a posteriori probabilities for the phase for different measurement trials and the associated phase estimates (inset).

A simplified schematic of the experimental setup is shown in figure (7.5)a (see Supplementary
Material for details). We employ type 0 parametric down-conversion in a high-quality optical
cavity to produce squeezed vacuum in a single spatial mode at the wavelength of 1550 nm. The
squeezed vacuum state then experiences a phase shift of ¢ (relative to a reference) before its X
quadrature is measured by a homodyne detector. At this detector, the squeezed mode interferes
with a phase-referenced local oscillator mode at a balanced beam splitter, the two outputs are
detected with high-efficiency photodiodes, and the resulting currents are subtracted, amplified
and fed to a computer for phase estimation and analysis.

By paying careful attention to the design and implementation of the source and the detectors,
the total absorption and scattering loss was kept below 11% including the loss associated with
the source, the propagation and the detector. As a result, we produce squeezed states with a
maximum of 9.0 dB of squeezing at a sideband frequency of 5 MHz (see figure (7.5)b). Due to
the absorption and scattering losses, the produced squeezed vacuum state is not pure, which
eventually leads to a deviation from Heisenberg scaling of the sensitivity.
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Figure 7.6: Quantum phase estimation results. a) The variance of the phase estimate based on 1000
quadrature measurements of a squeezed vacuum state with 11 photons. This is compared to
the SNL and the limit for an ideal NOON state with 2(fi) = N = 4. b) The variance of
the phase estimated for different average photon numbers represented in a polar diagram and
compared to the SNLs of the respective realizations (the curves are color-coded). It is clear
from these plots that the variance is minimized for certain phases. The minimal variances
and associated phases are presented in c) for different photon numbers and compared with
theory. d) The optimized sensitivities versus photon numbers are presented and related to the
theoretical predictions for the SNL, squeezed vacuum limit and the NOON state limit. We
include theoretical predictions for the ideal limits and the practical limits with 11% loss as
measured in our system.

To estimate the phase, ¢, and the associated uncertainty, we conduct M = 1000 quadrature
measurements for each phase setting, thereby producing a collection of 1000 data points, {x} ;.
An example of the measured quadrature, X, and the conversion to X? for different phases
are presented in figure (7.5)c. From these measurements, we find the likelihood of acquiring
the set {r}) conditioned on the phase ¢: P({z}r|¢) = O P(xi|¢). The individual mea-
surements are sampled from a Gaussian distribution, P(z|¢) = exp (—2?/2V(¢)) //27V (),
with variance V(¢) = V_cos?(¢) + Vi sin?(¢), where V, and V_ are the anti-squeezed and
squeezed variances, respectively. Using Bayes’ theorem, we find the probability distribution
for the phase conditioned on the measurement outcomes (the a posteriori probability distribu-
tion): P(ol{z}n) = P({x}n|o)P(p)/P({x}rr) where P({x}r) is a normalization factor and
P(¢) = 2/¢ is the a priori probability distribution of the phase (assumed to be flat in the range
[0;7/2]). In figure (7.5)d, we plot the a posteriori distribution for different values of M, illus-
trating the gradual Bayesian updating of the phase estimate. We then determine the estimated
phase as the argument of the maximum value of P(¢|{x}asr) (see inset in figure (7.5)d) and the
associated phase uncertainty by the width of the distribution. These results are summarized in
figure (7.6)a for (i) = 1.8 and in a polar plot representation in figure (7.6)b for different average
photon numbers. It is clear that the phase uncertainty decreases with increasing photon number
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(which we realize by varying the squeezing degree) and that it is optimized at specific phases (see
figure (7.6)c). The best operating principle of the system is thus to measure small phase shifts
relative to the measurement angle for which the phase variance is smallest. In figure (7.6)d,
we plot the sensitivity optimized over the phase for different photon numbers, and we clearly
observe performance beyond the ideal NOON state limit for photons up to around 3 as well as
beyond the SNL and the loss-adapted NOON state limit for photons up to around 40.

Since our states are being produced and measured deterministically, we are in a position to
perform real-time measurements of a dynamically varying phase with near-ultimate precision.
To do this, we probe an induced 3 kHz phase modulation as well as other low-frequency phase
noise components with our sensitive probe which in these measurements contains 6 photons
and preset (and locked with a bandwidth of less than approx 1kHz) to the optimal phase. The
frequency spectrum of the measured phase signal and noise is shown in figure (7.7)a and the
real-time estimate of the dynamically varying phase is shown in figure (7.7)b for M = 100. By
zooming into a certain time interval, the 3 kHz signal becomes visible (figure (7.7)c).

In summary, we have demonstrated phase sensing close to the ultimate limit, beating the
ideal NOON state phase sensing scheme — often viewed as the optimal phase sensing strategy
— with up to about 3 photons using solely squeezed vacuum and homodyne detection. To the
best of our knowledge this is the best sensitivity per resource achieved in any optical phase
sensing experiment: The directly measured Fisher Information per photon in our scheme is
15.8(6) rad=2 which should be contrasted to the Fisher information of the best NOON state
experiment of ~ 4.2rad~2? [89]. While we have demonstrated violations of the SNL and the
NOON state limit for only a small range of phases, it can be easily extended to phases covering
the entire range of [0; 7/2] by making use of an adaptive feedback approach [93]. We also note
that by combining our strategy with a multi-pass metrology protocol [115], the sensitivity can
be improved even further as in this case Heisenberg scaling will also apply to the number of
measured samples [116]. The development and realization of a practical and loss-tolerant phase
sensing scheme that beats the performance of any other current phase sensing strategy is not
only of fundamental interest, but is also of practical relevance in phase sensing scenarios, where
a low photon flux is needed to avoid the change of dynamics of the interrogated, potentially
light-sensitive, sample [117,118].
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Figure 7.7: Quantum-enhanced tracking of a phase signal. a) Estimated dynamically varying phase
signal using squeezed vacuum (with 6 photons) and Bayesian inference (inset) and the asso-
ciated frequency spectrum. A 3 kHz induced signal as well as some low-frequency noise are
apparent. b) Time trace of the same signal but bandpass-filtered at 3 kHz with a 2 kHz band-
width. The zoom of the time trace as well as the frequency spectrum clearly shows the 3 kHz
modulation.The y-axis A¢ is the relative phase shifts compared to the preset measurement
phase.
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7.4 Experimental method

The proof of principle experiment shown in figure (7.6) is done by slowly scanning the phase
of the local oscillator and recording the homodyne detector output in sets of 1 second with a
50 MSas~! analogue-digital-converter (ADC) acquisition card. To avoid aliasing, an analogue
10 MHz low-pass filter is placed before the acquisition. The electronic noise and shot noise is
also recorded in the same way.

The time traces are downmixed digitally to a 5 MHz sideband frequency by multiplying
the time traces with a 5 MHz cosine and applying a 1 MHz digital low-pass filter to remove
the double-frequency component. The data is also down-sampled to have the same sampling
frequency. The signal time traces are normalized to the shot noise standard-deviation, which has
had electronic noise subtracted. An example of a down-mixed time trace is shown in figure (7.2).

The variance is calculated from the time traces using sliding window of 1000 samples length,
and the squeezed and anti-squeezed variances are extracted to calibrate the estimation.

The time trace is divided into slices of M = 1000 quadrature samples for which the marginal
distributions are calculated equation (7.5). These 1000 marginal distributions are multiplied
together to calculate the posterior distribution, and from this distribution a single phase is es-
timated as the mode of the distribution, and the uncertainty is found from the the width. The
M-sample variance is plotted vs. the estimated phase in figure (7.6)a. It is in excellent corre-
spondence with the theoretical variance given by the inverse classical Fisher Information. The
photon expectation value in this trace is (fi) = 1.8 photons, and the SNL variance is calculated as

1/(4M (1)) and the NOON state variance is calculated as 1/M/(2V2n® (f) sin((f) <Z>))2 [89,92],
with 1/2N = (@) = 2, since (i) = 1.8 NOON states are nonphysical, ¥V = 1.0 and n = 1.0.
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Figure 7.8: Comparison between the estimation variance obtained using the Bayesian estimation rou-
tine (blue points), the error propagation formular (red trace) and the theoretical classical
Fisher Information (orange trace).

We note that the phase variance can be also deduced using the formula for error-propagation
_V&x?)
- ldX?/dg)?

where V(X?) is the variance of the estimator X2 and dX?/d¢ is the derivative of the estimator.
These values can be found directly from the measurements of X? presented in fig. 2c, and

Vi(9) (7.19)
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the result is presented in figure (7.8). It clearly has the same behavior as the one found using
Bayesian estimation (Fig. 3a) but the result is more noisy.

We extract the optimal phase angle and the corresponding variance and repeat this process
for different pump powers of the OPO (10 measurements per pump power to get some statistics).
This gives us the plots shown in figure (7.6)c, where the corresponding photon expectation value
has been calculated from the squeezed and anti-squeezed variances (equation (7.10)).

Finally, we can calculate the one-shot sensitivity by multiplying the variance with M = 1000
and taking the square root. The sensitivity as a function of photon number expectation value
is shown in figure (7.6)d. The imperfect NOON state has n = 0.89 to compare with our system.
We can also calulate the Fisher Information per photon number, which is shown in figure (7.9),
from which we can extract a maximum 15.8(6) rad 2.

For the phase sensing experiment shown in figure (7.7), we reduce the available squeezed
variance to —6dB (and 14 dB anti-squeezing for the chosen pump power of 3mW and sideband
frequency of 5MHz). The signal to be measured is a 3kHz modulation added to the phase-
modulator used in the LO path to lock the MCC.

The homodyne angle is locked to the optimal angle of 4°, which is given by the before-
mentioned squeezed and anti-squeezed variances. The homodyne signal is measured for 1 second
at 50 MSas~! sampling rate and again down-mixed at 5 MHz. We use M = 100 samples per
phase. The resulting estimated phase time trace is shown in figure (7.7)a together with the
corresponding power-spectral density plot.

We apply a bandpass filter with a bandwidth of 2kHz around the signal frequency at 3 kHz.
The resulting time trace is shown in figure (7.7)c.

Data
—— SNL
{ NOON

=
o
~

10!

Fisher Information/photon [1/rad?]

10° 10!
Average photon number

Figure 7.9: Plot of the Fisher Information per photon for our measurements (blue dots), the shot noise
limit (orange line) for with the Fisher Information per photon is constant 2rad 2 and for ideal
NOON states (green line).
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First Law:

A robot may not injure a human being
or, through inaction, allow a human
being to come to harm.

Second Law:

A robot must obey the orders given it by
human beings except where such orders
would conflict with the First Law.
Third Law:

A robot must protect its own existence
as long as such protection does not
conflict with the First or Second Law.

8 I, Robot
by Isaac Asimov, 1942

VQA assisted optimization of a

practical phase estimation probe

In chapter (7) I demonstrated how phase sensing using squeezed vacuum probes breaks the
standard quantum limit, performs better than celebrated entangled states such as NOON states
and is in theory the optimal Gaussian state to use for phase sensing (in terms of performance per
photon). These results were demonstrated in our highly advanced research laboratory, which
even with its imperfections, is the near optimal environment for conducting experiments with
quantum systems. In order to use quantum technology in practice, it needs to be taken out of the
laboratory and applied to the real world. The real world is far from perfect with loss and excess
noise of potentially unknown origin, and in these types of environments, squeezed vacuum might
not be the optimal probe. Calculating the optimal probe in such a system analytically is not
straight forward . In order to find the optimal probe state in a realistic noisy system, usage of a
quantum variational algorithm (VQA) has been proposed by our colaborators Johannes Jakob
Meyer of Dahlem Center for Complex Quantum Systems, Freie Universitdt Berlin and Johannes
Borregaard of Qutech and Kavli Institute of Nanoscience, Delft University of Technology [119].
This chapter is dedicated to an experimental demonstration of a phase sensing experiment with
an VQA optimized probe, which I built and conducted in the final months before my thesis
deadline.

I will begin the chapter by introducing the principle behind VQA algorithms. The intro-
ductory section is mainly based on a very nice review by Cerezo et al. [120]. T will then move
on to describing the setup used in the experiment, before detailing the algorithm used in the
experiment. I will present the initial results obtained only weeks before finishing this thesis, and
end this chapter with an outlook on the experiment.

The algorithm is adapted to our systems from an algorithm written by Kannan Vijayadharan
currently a research assistant at Eindhoven University of Technology. The adaptation was done
by Tummas Napoleon Arge, a PhD student in our group, who worked very hard on getting the
algorithm up and running in time for us to do the experiment before my thesis deadline. I owe
Tummas a great deal of gratitude for his hard work and can do attitude.
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CHAPTER 8. VQA ASSISTED OPTIMIZATION OF A PRACTICAL PHASE
ESTIMATION PROBE

8.1 Introduction

The variational quantum algorithm was first proposed in the form of a quantum variational eigen-
solver (VQE) for ground state and excited state estimation in quantum chemistry [121]. Since
then VQAs have been proposed for numerous other applications such as dynamical quantum
simulation, quantum circuit optimization, error correction, quantum metrology (which is the
application of interest to us) and many more. A VQA is a hybrid classical-quantum algorithm,
which takes advantage of classical machine learning and/or optimization algorithms and at the
same time take into account the limited performance of currently available Noisy-Intermediate-
Scale-Quantum (NISQ) hardware. In fact, quantum variational algorithms has been proposed
as the best candidate for demonstrating quantum supremacy in the NISQ era.

State preparation || Coherent evolution Detection

fp

Variational Quantum Algorithm

Oopt +— arg min C{f[p(6)]} C{f[p(0)]}

Cost function

Optimization .
P calculation

Figure 8.1: Top-level diagram of a typical variational quantum algorithm in the case of a single quantum
state.

Figure (8.1) shows a top-level diagram of a typical variational quantum algorithm. A num-
ber of quantum states >, ,00( ) parametrized by experlmentally controllable parameters 9 are

prepared. They undergo some coherent evolution p*(6) = U}, O(G)UL, the final state is mea-

sured and from the measurement result f [{p”k(g)}] a cost function C' is extracted. A classical

optimization algorithm then iteratively optimizes the experimental parameters by minimizing
the cost function. Depending on the application, the optimization algorithm can be supervised
or unsupervised.

In this experiment, we will prepare a parametrized input state (also called an anzats), have
it undergo a coherent evolution of a phase shift, and detect it in a homodyne detector. From the
expectation value and variance of the measurement, we construct a cost function and have a clas-
sical minimization algorithm do gradient descent in order to iteratively find optimal parameters.
The anzats we use is a general displaced, squeezed probe state |, ) = S(r, ¢, )D(cv, ¢o) |0) (the
squeezing parameter and coherent amplitude each have been split into amplitude and phase
for clarity). The measurement of the state is done in a homodyne detector with full control
of the measurement basis ¢gp The state is therefore parametrized by the four parameters
a,T, o, Or and ¢pp, but since it is only the relative angles that are of importance, we ignore
the squeezed parameter angle ¢,.

In the experiment, we have the opportunity to add a phase shift to be measured, however,
we will per default work in the small phase regime optimizing the system for small phase shifts
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around the set points given by § < ¢gp, dq-

The cost function to be minimized must fulfil certain requirements in order to be useful
for the algorithm. Firstly, it must be “faithful”, meaning a minimization of the cost function
corresponds to finding a solution to the problem at hand. Secondly, it must be efficiently
estimable by performing measurements on the quantum system (and with optional classical
post processing). Thirdly, the cost function should be “trainable”, meaning it can efficiently
minimized by optimizing the parameters. Finally, an optional requirement is that it should be
meaningful, meaning that a lower cost function corresponds to better performance of the system.

In quantum metrological applications, a cost function satisfying all these requirements is
the inverse of the quantum Fisher Information 1/H(6) [122], but this is not actually the best
candidate, since practical applications are not able to saturate the quantum Cramer Rao bound
and can therefore not guarantee that the information actually extracted is being optimized by the
algorithm. A better candidate is the inverse of the classical Fisher Information 1/F (¢, 6) [119],
since the classical Cramer Rao bound can always be saturated, and therefore the classical Fisher
Information does represent the amount of information that can be extracted. The classical
Fisher Information by itself is, however, a bit misleading, since it can be made arbitrarily large
by freely adding displaced photons to the state. It is of more interest to look at the optimal
probe state in the case of limited resources, and we will therefore modify the cost function to

—

be the inverse of the classical Fisher Information per photon C' = [F(QS, 8/ (n) (6) -

8.2 Setup

The quantum part of the VQA is sketched in the circuit diagram in the top of figure (8.2). A
vacuum state is squeezed and displaced, and a phase shift is encoded onto the quantum state.
The state propagates through a noisy quantum channel before being detected in a homodyne
detector. The experimental setup equivalent of this circuit is also sketched in figure (8.2) and
is identical to the setup of chapter (7) up to the OPO. From there the experiment has been
changed to allow for a displacement to be added to the squeezed mode.

This displacement is added by from the 1550 nm mode by tapping a bit of light before the
mode is split into CLF and LO modes. This tapped light is then coupled into a SM fiber and
transported to an GRIN collimator that coupled the light into free space again. In the fiber
the light propagates through a manual paddle polarization controller, a polarizer, a wave-guide
phase modulator, a waveguide intensity modulator working at quadrature point and a fiber
phase shifter. These modulators are needed to add the displacement to the correct sideband
frequency, and the phase shifter is needed to lock the phase between the squeezed mode and
the displacement mode (and control ¢, ). After being coupled into free space the displacement
is mixed with the squeezed mode on a 99:1 beamsplitter, where the 1% port is used to detect
and lock the phase, and the 99 % port is sent to be mixed with the local oscillator on a PBS.
Omne port of the PBS is used to lock the phase between squeezed mode and local oscillator (and
control ¢rp), and the other port is sent to the homodyne detector.

Before the homodyne detector the beams pass through a quarter waveplate and a half wave-
plate, which combined with the PBS that splits the light between the homodyne diodes allows
an arbitrary phase shift to be encoded between the squeezed light and local oscillator (the same
method used in [123]. The two phase locks use the CLF field as a reference to lock the phase as
described in sections (4.2) and (4.3).

The noisy quantum channel is added by the same function generators that adds the displace-
ment. This noise is generated by home made white noise generators, and should in principle be
added after the phase encoding, but since this noise is Gaussian, it commutes with the other
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operations and can be added together with the displacement.

Squeezed light Homodyne
generation Detection

() [| (ow) [ 6 "7 oup [Jx)(X?) (B),,

Displacement | |Phase encoding Noise Basis rotatition

Figure 8.2: Sketch of the setup used in the variational quantum algorithm experiment. The top of the
figure shows the circuit of the probe preparation, phase encoding and detection stages color
codes with the corresponding components matched in the setup sketch.

8.3 The algorithm and the parameter shift rule

As mentioned in section (8.1), the cost function of the algorithm is the inverse of the photon
normalized classical Fisher Information

S @) o

—

= F(¢,0)/ <n(0)> - fde<x|¢, 5) (ap(g¢¢,§)>2,

where the formal definition of the classical fisher information for a single mode is found in [87].
Since our system is Gaussian, equation (8.1) can be evaluated and we find

C = <n(§)> (8.2)

o N\ 20
(8<X)(¢,9)>2 141 1 do2(4,0)
99 a2(6.0) 2\ (s2(68))° 99
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where (X) (¢,0) is the expectation value of the homodyne measurement, and o2(¢,6) is the
variance. The algorithm is a fairly rudimentary gradient descent algorithm, which calculates
the gradients of the cost function with respect to the parameters and updates the parameters
according to

Oir1 = 0; — TV C(,6;), (8.3)

where 177 is a vector of weights deciding how sensitive each parameter should be to the gradient
of the cost function.

As can be seen from equations (8.2) and (8.3) in order to calculate the cost function and the
gradients, we need to calculate the partial derivatives of the expectation value and variance with
respect to the phase shift and the cost function with respect to the parameters. The gradient
can be approximated experimentally by using the finite differences method

Of(xo) _ flzo+s)— f(zo—s)
oxr 2s ’

(8.4)

where s is an infinitesimal change. This is, however, not a very good approximation and is
vulnerable to measurement uncertainty and system noise. A better method is the so-called
parameter shift rule developed by Xanadu for NISQ quantum systems [124]. According to the
parameter shift rule, the analytical gradient of the expectation value of a quantum variable can
be calculated via

9 {A) (wo)
or

s T

= s[(4) (@0 + ) = (4) (@0 - D). (8.5)

where s is this time a parameter dependent on the parameter to be shifted. The conditions for
being able to use the parameter shift rule in continuous variable systems is that the operation
encoding the parameter can be decomposed into basic Gaussian operations (squeezing, displace-
ment, rotation and beamsplitting) [119]. Since all our parameters obey this condition, we can
set up parameter shift rules for each of the basic Gaussian operations

0{A) (9 _ 1<<A) (¢ + g) —(4) (qﬁ - g)) (8.6a)

¢ 2
DA _ L((a) a+5) — (4) (- ). (8.6b)
d(A)(r) 1
Or  2sinh(s) (A4) (r+5) = {A) (r =), (8.6¢)

where s is now a finite, but not necessarily infinitesimal step. Higher order derivatives can be
evaluated by applying the parameter shift rule multiple times

O _ 2 (2 Ly 6+m - (9 0 (872)
P00 (21 60)
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L[ (o4 5 ats) — () (60— Toats) — (A) (64 5,0 —5) +(4) (o g,a—s()g}%b)

In short, this means that by tactically varying the parameters around the set values and doing
measurements, we can calculate the cost function and gradients of the cost function, and on the
basis of this, we can apply the gradient descent algorithm to our experiment. Equation (8.2) in
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principle requires the measured phase to be varied in order to calculate the cost function, but
since phases are relative, we use the homodyne basis angle ¢yp instead to calculate the cost
function

From section (8.2), it was described how we can apply squeezing, arbitrary displacement in
phase space and rotate the basis of the homodyne detection. Some of these parameters are more
practical to vary than others. The squeezing parameter is varied by changing the pump power in
the OPO, but since all the phase locks also depend a bit on the pump power, changing this would
not only change r, but also change a little bit the angles ¢, and ¢gp. We therefore decided on
keeping the squeezing parameter constant during each optimization run, but change it manually
between runs to still be able to investigate the behavior for different squeezing parameters.

The thermal noise nyy, is also changed dynamically between optimization experiments, as the
noise generator does not have a function to interface with the computer.

The displacement is done with both an intensity modulator and a phase modulator, but
this is redundant as varying the amplitude of both modulators not only varies the degree of
displacement «, but also rotates around phase space ¢, - a parameter already controlled by
changing the set point of the phase lock between the displaced mode and the squeezed mode.
We therefore ended up only using the intensity modulator.

In total we have three parameters we can change dynamically o, ¢, and ¢gp in the algorithm,
and two parameters r and ny,, which are changed manually between runs.

When the algorithm is started it sends initial values of the parameters to the equipment.
It then first applies the parameter shift rules and time trace measurements around the initial
parameters to estimate the initial value of the cost function. Each time trace measurement is
100 us with a 50 MSa/per/second acquisition rate. The time trace is downmixed to a 5 MHz
sideband frequency (this is the default choice of frequency), and the expectation value and
variance is calculated. From the parameter shifts of the expectation value and variance the
cost function is calculated, and the algorithm then proceeds to calculate the gradient of the
cost function by performing further parameter shifts, and once the full gradient is estimated,
the parameters are updated according to equation (8.3), and the process is repeated until it
(in principle) reaches the convergence condition that two consecutive cost-function values are
approximately the same.

8.4 Calibration of the system

The cost function equation (8.2) depends on the photon expectation value, which in turn depends
on the squeezing parameter r and displacement amplitude a. Since we manually change r and
dynamically change «, we need to know for all values the photon expectation value (n) (r,a) =
(M) gz (1) + () 4isp (). The function generators that drive the modulators use a scale of [0:1]
when changing the amplitude (where 1 corresponds to -9 dBm of RMS power), and we need to
map this scale to o and (n) disp (a) at a given sideband frequency. Similarly, we need to map the
pump power into the OPO to r and (n) . (r) at a given sideband frequency. Finally, we need
to be able to map the thermal noise added to the average number of thermal photons added in
the noise. We will begin with describing the calibration of the latter, then move on to describing
the calibration of squeezing and displacement.

8.4.1 Thermal noise calibration

This subsection will very shortly outline how we calibrate the thermal noise added to the system.
When we add thermal noise, we first do a shot noise measurement on the spectrum analyzer
around the frequency of interest (5 MHz in this case). We then add the thermal noise and
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compare the noise power to that of the shot noise. Since, per the definition set in chapter (2),
the shot noise variance is Vgny = 1, and the thermal noise variance is Vi, = 2(n),, + 1 per
equation (2.18), we can find the average photon number via

=3 (7 - 1) (53)

Vsn

8.4.2 Squeezing calibration
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Figure 8.3

The experiment had to be be constructed from the setup described in chapter (7) in a very
short period of time. Due to this time pressure, not a lot of time could be dedicated to optimizing
the squeeed light performance. In this experiment we therefore only have about 65 % efficiency,
which corresponds to around 4.5dB of squeezed light available. This was nevertheless enough
for us to perform the experiment, and in order to calibrate the squeezed light, the squeezed and
anti-squeezed variances were measured on a spectrum analyzer as functions of pump power and
sideband frequency. These measurements we then fitted to equation (5.9). The fit parameters
are summarized in table (8.1). The measurements and corresponding fitted model are shown in
figure (8.3a) as a function of sideband frequency and pump power.

From the squeezed and anti-squeezed variances we can estimate effective squeezing parameter
¢, and the average number of thermal photons nyy, . in the squeezed light via equation (2.23)

| v,
=1 _— .
T'th 9 og ( \/W) ) (8 9a)

VAV 1 (8.9b)

Nth,sqz = 2 )
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Parameter Value
Efficiency n 65.6(1) %
Phase nose ¢ras 17 5(5 )mrad
Pump threshold P | 6.7(1)m
OPO bandwidth ~ 65 9(1) MHz

Table 8.1: Table showing the fitted parameters of equation (5.9) to spectrum analyzer measurements.

The threshold is higher than the expected 4.7mW due to a slight temperature mismatch in the
double resonance.

and from these the squeezed photon expectation value as [87]

(1) gq» = Mun cosh(2ry,) + sinh(ry,) . (8.10)

The expectation value of the squeezed photon number is plotted as a function of frequency
and power in figure (8.3b). We now have a continuous model for the squeezed photon number
expectation value as a function of our system parameters.

8.4.3 Displacement calibration

The idea behind the displacement calibration is similar to the squeezing calibration. We record
a time trace while scanning the phase of the displacement beam. This gives us fringes as the
displaced mode is rotated around the phase space. We record 20 ms with a sampling rate of
50 MSas~!, and the time trace is downmixed to the frequency of the displacement and normal-
ized to a shot noise calibration. The top of a fringe is identified and fitted with a parabola shape
ax? 4 bx + c and the height of the top point is extracted as (X) (¢o = 0) = max(az? + bz + ¢).
This is done to get around the measurement noise and an example of this is shown in figure (8.4).
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Figure 8.4: Measurement of the displacement while scanning the phase. The orange trace is a fitted
parabola to extract the top of the fringe without noise.

Since we are still using Vgy = 1, the coherent amplitude can be calculated from equa-
tion (2.3a) as a = 1/2(X) (¢a = 0) and (n) 4, = la?. We extract o and (n)
values of the intensity modulator amplitude and frequency.

The extracted values of a and (n) ,, are shown in figures (8.5a) and (8.5b) as functions of

frequency and amplitude. In order to get a continuous model of «, we fitted the data with the
empirical function

disp fOr varying

o= (BV+C)A[M, (8.11)
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Figure 8.5

where B and C are fitting parameters, v is the sideband frequency and Arps is the modulator
amplitude. This fit model is superimposed the data in figures (8.5a) and (8.5b). We now also
have a continuous model for o and (n) which allows us to translate between the physical
parameters and system parameters.

disp’

8.5 Preliminary results

The data represented in this section are quite rough and represent the first measurements done
just weeks from the thesis deadline, while there are obvious problems with the data, I still believe
they show some interesting systematic behavior that is worth discussing. I will also discuss the
current known problems with the experiments and how these might affect the measurements.
I will present two experimental series of the VQA algorithm. The first has no thermal noise,
but varies the squeezing parameter by changing the power between 1 and 4.5 mW. The second
measurement series has constant squeezing (3 mW of pump power corresponding to around 4 dB
squeezing), but has varying degrees of thermal noise. These measurements are done at a 5 MHz
frequency sideband, and the alogrithm is allowed to run for 40 optimization steps before it is
terminated (due to systematic problems that will become apparent, the algorithm will never
reach the convergence condition). For both measurement the gradient weight vector 77 was set
to be 0.001 in all parameters.

8.5.1 Varying the squeezing parameter

For the variable squeezing series, we let the initial state with o = 0.5, ¢, = 1.5,0yp = 2.09.
This corresponds to the squeezed variance being aligned with the X-axis of the homodyne
measurement and with a small displacement slightly rotated approximately 33° away from the
X-axis. As mentioned above, we then let the algorithm run for 40 iterations (in the figures
called epochs). As mentioned above, the algorithm is never able to converge, and if we look at
the calculated cost function values for different values of pump powers shown in figure (8.6).
From figure (8.6) we can clearly see that cost functions change randomly, with the only clear
behavior being that the cost function might be acting more erratic with higher pump powers.
This is quite a big problem, as this seems to suggest that the cost function parameter space is
extremely noisy, and the algorithm will have problems finding minima (or even navigating) this
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Figure 8.6: Plot of the cost function as a function of iteration epochs for varying pump powers. Each
run for different pump powers has been displaced horizontally to increase clarity.

noise landscape. A possible reason for this can be seen in figure (8.7).
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Figure 8.7: Plot of the shot noise variance as a function of time (blue trace), and homodyne variance
as a function of time locked to the squeezed quadrature (orange, green and red).

Figure (8.7) shows time traces of the homodyne variance phase locked to the squeezed quadra-
ture. We clearly see that even though the variance should be locked to squeezing, some distur-
bance either in the locking system or after the lock causes the variance to take some very drastic
excursions from the lock point. During these excursions the lock never breaks, meaning in princi-
ple it should be keeping the phase stable, and no matter how I tried to vary the lock parameters,
this could not be fixed. The instability of the phase can also explain, why it appears as is
the cost function looks to be more unstable for higher pump powers, where the anti-squeezed
variance is higher.
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Based on the unstable behavior of the cost function, we might expect the parameters also
to show the same erratic behavior. This is however not quite the case. Even though the cost
function is very noisy, the system seems to be able to find some systematic gradients to follow.
This can be seen in figure (8.8), where ¢, ¢p and the difference between the two are plotted.
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Figure 8.8: Plots of the change in ¢y p (topmost figure), ¢, (center figure) and the difference between
the two ¢ p — do (bottommost figure) for different pump powers. Each run for different pump
powers has been displaced horizontally to increase clarity.

In figure (8.8) we see that there are two general behaviors of the angle parameters. The first
(which T call type 1) is where ¢gp very quickly and abruptly moves away from the squeezed
quadrature A¢yp = 0 and towards the anti-squeezed quadrature (integers of 7/2), putting
the relative angle also at integers of 7/2, meaning the displacement will be put into the P
quadrature. For this “type 1”7 behavior the displacement angle ¢, only varies very little.

The other type of behavior (type 2) is where ¢y p stays down around the squeezed quadra-
ture, and this time ¢, seems to move to put the relative angle be w/2 and the displacement into
the P-quadrature.

These two types of behavior seems to have some dependence on the pump power, with the
type 1 behavior happening more for higher pump powers and type 2 behavior happening more for
lower pump powers. As I was writing up this result, I discovered a bug in the code, which could
explain this dependence on the pump power. Equation (8.2), the inverse photon normalized
classical Fisher Information, is the cost function we want the algorithm to minimize, but the
bug, which sadly seems to have gone unnoticed through several iterations of the code, normalizes
the following cost function

1

<6<X>(¢f)>2 1,1 < 1 8o%<¢ﬁ)>2
9% o2(0.0)  2(n(®)) \ (o2(4,0))° 97

where we see that only the variance part of the cost function is penalized by the photon number.
This basically causes the variance contribution to the cost function be invisible to the algorithm
for high pump powers (and therefore high photon numbers). The algorithm incorrectly sees
only a coherent state, which it more or less correctly optimizes by putting the displacement

into P quadrature. For lowers photon numbers the variance contribution becomes visible, and
the algorithm seems to correctly identify the squeezed quadrature as the optimal, while slowly

Chug = (8.12)
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moving the displacement up towards the P quadrature, which we would expect to be close to
the optimal probe for sensing with a displaced squeezed probe.
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Figure 8.9: Plots of the total photon number (n) (rightmost figure), displacement amplitude « (center
figure) for different pump powers. The rightmost plot shows the final coherent amplitude value
as a function of pump power. The dotted lines are guides for the eye.

In terms of the displacement amplitude, in figure (8.9), we see that there is not the same
tendency to systematic movement of the amplitude, and the photon number is mainly dominated
by the squeezed photons. From chapter (7), we saw that ideally the displacement should be
removed in the case of no noise, but given the bug in the algorithm, the fact that this does not
happen is not surprising. The fact that te amplitude is not simply increased, however, is a bit
surprising, and I do not at this point in time have a good answer as to why.

8.5.2 Varying the thermal noise

In the experiment with thermal noise, the starting parameters were ¢, = 1.5, ¢gyp = 2.7 ,
meaning the starting quadrature is slightly off the squeezed quadrature with the displacement
at a 68° angle relative to the measurement quadrature. The displacement amplitude was o = 3
for the first 3 measurements, and then 5 and 7 for the last two runs for reasons that should
become clear. The thermal noise photon expectation value was varied between 0 and 2.

The cost function figure (8.10) shows the same random behavior, this time however with no
clear dependence on the thermal noise level. In terms of the phases in figure (8.11), not much
seems to happen either for most of the runs. The homodyne phase seems to stay around the
starting value or move closer to anti-squeezing, but it is not as clear as it was in figure (8.8).
The displacement angle also does not change much and the relative angle is kept close to /2
for most of the runs, making it look like the type 1 behavior mentioned above.
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Figure 8.10: Plot of the cost function as a function of iteration epochs for varying thermal noise level.
Each run for different pump powers has been displaced horizontally to increase clarity.
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Figure 8.11: Plots of the change in ¢y p (topmost figure), ¢, (center figure) and the difference between
the two ¢ gy p — ¢, (bottommost figure) for different thermal noise levels. Each run for different
thermal noise levels has been displaced horizontally to increase clarity.

For the last two runs with the highest levels of thermal noise, both angles change a lot
with ¢gp seemingly going towards zero which still corresponds to passing through the squeezed
quadrature and returning to the anti-squeezed quadrature. ¢g;s, curiously follows such as to
eliminate the relative phase between them, and I do not currently have a good reason for why
this happens.

When looking at the displacement amplitude in figure (8.12), we see the first three runs
with non-zero thermal noise (orange, green and red) start with the same amplitude, but pretty
quickly move apart. This seemed to suggest that increasing thermal noise leads to the algorithm
wanting to increase the displacement amplitude. Since it only runs for 40 iterations, I wanted
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Figure 8.12: Plots of the total photon number (n) (rightmost figure), displacement amplitude « (center
figure) for different pump powers. The rightmost plot shows the final coherent amplitude
value as a function of pump power. The dotted lines are guides for the eye, and the orange
line is a linear fit to the data.

to help the algorithm along, and this lead to changing the starting values of the final two runs.
This trend seemed to continue, and in the end there seems to be a tendency for higher levels
of thermal noise to lead to higher amplitudes of the displacement. This conclusion should of
course be drawn with some level of caution, as we know the algorithm has a bug that causes
the amplitude to not be penalized with increasing photon numbers, but the leftmost plot of
figure (8.12) seems to show a very nice linear dependence on the thermal noise average photon
numbers.

8.6 Conclusion and outlook

To finish this chapter off, I will conclude that we have built an experiment realizing a variational
quantum algorithm in order to optimize a general displaced squeezed probe for sensing small
phases. I have presented the absolute initial results of running this algorithm with different
values of the squeezing parameter and thermal noise photon numbers. While the experiment has
obvious problems in the form of phase instability and a very unfortunate bug in the algorithm,
the resulting optimized parameters show some interesting systematic behavior in an increase of
the displacement amplitude for increasing thermal noise levels and a general tendency for the
displacement to be moved into the P-quadrature.

The outlook of this project would be to diagnose and remove the source of the phase noise
and remove the bug in the algorithm. Besides these obvious points of improvement, a general
optimization of the experiment to be able to measure higher degrees of squeezing would be ben-
eficial. The algorithm itself also has a lot of parameters that can be investigated and optimized
(measurement time, parameter shift step size, gradient weight etc.).
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Besides changing the squeezing parameter and thermal noise levels, we can also change the
size of the phase shift encoded into the probe state.

Finally, the squeezing parameter can be semi-included as an optimization parameter, by
allowing the system to dynamically change the frequency at which the displacement is added
and the measurement is done. We know from figure (3.3) that the squeezed and anti-squeezed
variances change with frequency, and this can be modelled as a frequency dependent squeezing
parameter for which the parameter shift rule can be applied.
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Conclusion

In this thesis, I have investigated the generation of squeezed states of light, first theoretically
in chapter (3), where it was explained how the generation and measurement of squeezed light is
limited by optical loss and phase noise of the squeezed quadrature measurement. The generation
of squeezed light was also investigated experimentally in chapter (5), where we built a squeezed
light source with a small footprint producing around 9.3 dB limited in practice by phase noise.

If this project were to be continued, it would be of great interest to create a portable squeezed
light source by reducing the footprint even further and packing the source into a box with in-
tegrated electronics. I would also be nice to increase the performance a bit further. To do
this, the source of phase noise would have to be investigated and corrected. Finally, it could be
interesting to couple the squeezed light into a fiber in order to make the source more flexible and
practical (even though this would probably come with a penalty to the squeezed light variance).

In chapter (6) it was described, how a squeezed light source capable of measuring upwards
of 18dB would have to be designed with an extremely tight loss budget of 1.3% and phase
noise budget of 1 mrad RMS. It was also reported, how an initial attempt to built such a source
had to be postponed due to the initial design seemingly having too severe requirements on the
tolerances of the crystal manufacturing process.

The crystals have since then been redesigned, and are now ready for another PhD student
to try to finish the construction of the source.

In chapter (8), a variational quantum algorithm was implemented to optimize a general
squeezed phase estimation probe under noisy conditions, where the results from chapter (7)
would no longer be valid. The results presented in this chapter were only very early results and
far from ideal. The experiment had problems with phase noise, and there was an unfortunate
bug in the algorithm, but these initial results seemed to suggest that in the case of thermal noise
in the system, a displacement of the squeezed state could improve the performance of the phase
estimation.

A conclusion of this project would certainly be desirable, but in order to do this the algo-
rithm has to be corrected, the phase noise problem has to be fixed and the general parameters
of both the experimental system and the algorithm should be optimized.

In chapter (7) the results of a phase estimation and sensing experiment were reported. The
experiment, which involved using squeezed vacuum as a probe, showed an performance beyond
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the shot noise limit. The experiment also showed performance beyond the limit set by ideal
NOON states for low photon expectation values, and beyond comparable practical NOON states
for all average photon numbers. Furthermore, in terms of Fisher Information per photon this
experiment set, to the best of our knowledge, a new record of 15.8(6) rad =2 beating all previously
reported estimation protocols. This estimation protocol was also used successfully in a sensing
experiment, where a 3 kHz sine wave phase modulation added to the local oscillator was sensed.

As a continuation of this project, real spatial phase imaging of physical samples could be of
interest, but modifications would have to be made to the experimental setup in order to be able
to do these types of measurements.
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Calculation of transmitted field

variances

We start this appendix with the field fluctuations transmitted through the output coupler equa-
tion (3.18a)

~ T ~ T
~ out [7p + iw] Ny + gaN Sout
§X0 = \/2yout p —5x0 A.la
s,out ’Ys |g|2‘0é|2 + (,}/S + W — gﬁ) (’Yp 4 iw) 8,in ( )
R ~4
~ 4+ iw|] N, + gaN ~ou
5P:;tm _ /72%01“5 [’Yp INs +g P out (A.1D)

: 5P,
|92 + (75 + iw + gB) (yp + iw) s

We now calculate the variance of the operators, and as we assume the mean value to be zero,
we get o2 (6:&) = <5:&T5:&>. We assume all the noise terms to be uncorrelated noise. We start

with the easiest terms <5}N(0uﬁ5)~(om > and <5f’ouﬁ51~30m >

S,in s,in S,in S,in

S,in S,in

<5>~(°“”55(°“t y=1, (A.2a)

<515°““5f>"“t )=1, (A.2b)

s,in S,in

since we have defined the shot noise normalized to unity and assume there is only vacuum coming
from the output-coupler for the fundamental mode (the seed is inputted via the input-coupler).

The other terms are much less trivial to solve. We start with the terms proportional to <1<I;CTN§>
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and <NPT Np>

V279 [y — iw] V298 [y + iw)]
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: : : (N N>
!g\2|a|2+(ws—zw—gﬁ)(vp—w \g\2|a12+(%Hw—gﬁ)(vpﬂw< o

t z )
ou <N Ns> B 4,yout ('75 +’Y;HV§)
o 2|02 212,72 2112 2 212,127
[lebloPye 1y, — gp" + [ ahlabe]”  [lsblolye (o gp)" [ lablal]
(A.3a)
2724 [y — iw] V2724 [y + i) <Nm 1(11’>
|912[a]® + (75 — iw + gB) (9p — iw) [gl* |l + (vs +iw + gB) (1p +iw) \ °°

2 out <NpTNp>
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- 21|12 22012 21 |2 27
[ oy [P L P
(A.3b)

where we have allowed the seed entering from the input coupler to have excess noise in both
amplitude V¥ and phase V.

We now look at the terms proportional to <N;TN;> and <NPTNP>

2,}/0ut 2,}/0ut <NITNI>
912 |af? + (75 —iw — gB) (9 — iw) [g[?|al? + (vs +iw — gB) (yp +iw) \ P P
292]g%af* (N;'N;)
[lg|2[? + %vp —w? = 9By + [w (s + 7 — 9B
out|g| ‘Oé|2 (’Yp"" outvw)

= , (A.4a)
g [2lal? + vs7p — w2 — gBy)° + [w (Vs + 7 — 98)]?
29¢" ga

2y0ut g <NPT1“\’IP>
9% al? 4 (s — iw + gB) (vp — iw) |g|*|af? + (s +iw + gB) (vp +iw) \" P P

292922 (NN )
g [2lal2 + vs7p — w2 + gBy]” + [w (Vs + 7 + 98)]?
_ 2" lgPla® (v + 95 V8) (Adb)
lal2|al? + 757 — w2 + gB87)° + [w (s + v + gB)]>

where once again we have allowed the pump to have excess noise in both amphtude and phase.
Finally we have the cross terms proportional to <N 5XOUt > <(5XOUtTN > <N (5POUt > nd

s, /2 S,in

$,in
<6PoutT Np>

S,1Mn
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We put everything together and compute the full variance of the quantum fluctuations
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This is in theory the result we are looking for, however, we want to put equations (A.6a)
and (A.6b) on a more useful form. We do this by defining the escape efficiency of the squeezed
light 7jese = 79" /7s and use the fact that P,/Pi" = (98/7s)?. This gives us
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While complete, equations (A.7a) and (A.7b) can be simplified quite a bit by neglecting the
terms proportional to |g|*|a|?/ (7] + w?).

out ]I;i 4ﬁvx
~ Vs
02 (5X3,out> =1 + Nesc ;h 9 + Nesc - 2 9
P, P,
[1 - Ph} + [%} [1 - Ph} + 2]
4lgPlaf? |22 + £ vz
+ Nesc (A8a)

27
lg?|a?—w? l¥ 7
N ) e
4/ FRHRV
~out P, s /S
J2 (51)870%) =1 Nesc ;h - + e
w
[1+ V Pth:| T [I]
out
dlgPlaf? |22 + E=v]

2 2°
’YP |:9| !Yalj_wz + <1 + \/ Py, ):| +w2 |:1 + Pth + ’YZ:|

+ Nesc (A8b)

106 of 120



Plots of the 18 dB OPO optical

properties

This appendix will contain plots of the optical properties of the 18dB OPO as a function of
crystal length. The first section will be on the old crystal design, and the second section will be
on the modified crystal design. In the section on the modified cavity, I will only include figures
of properties that change drastically.

B.1 Old crystal design
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Figure B.1: Cavity waist vs crystal length
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Figure B.2: Cavity FWHM vs crystal length
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Figure B.3: Cavity FSR vs crystal length
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B.2 Modified crystal design
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