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Abstract

We present results of a search for the top quark decaying to a charged Higgs
boson (H) in pp collisions at /s = 1.8 TeV at the Fermilab Tevatron. Using
4.1 pb~! of data collected during the 1988-89 CDF run, we have searched for
evidence of tt production assuming that t— Hb and H— 7v,. We find no
evidence for this decay and are able to exclude regions in the (m,,my) plane
for different Br(H— 7v,). We also interpret these results for the two Higgs
doublet model.
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Chapter 1

Introduction and Theory

This thesis describes an experiment to search for the decay t — H*b — rvb
in pﬁcoﬂisions at +/s=1.8 TeV. The experiment was performed on 4.1 pb~?
of data collected by the CDF detector during the 1988-89 run at the Fermilab
Tevatron.

The top quark has so far eluded discovery. The conventional explanation
for this is that it has very high mass. The production cross-section is therefore
small, and the current limit is m, > 108 GeV [1]. However, this limit assumes
that the top decays within the minimal standard model to a weak charged
vector boson and a bottom quark, t — W*b. The minimal standard model
assumes a single neutral scalar Higgs boson. If the standard model is not min-
imal or new physics exists beyond the standard model, such as supersymmetry
or technicolor, then the Higgs sector becomes more complicated and a charged
scalar Higgs pair (H*) is introduced in addition to the neutral scalars. For cer-
tain (m,,my+ ) combinations it is then possible that the top will decay almost
exclusively to Htb rather than Wb !. Since the decay channels of the H*
and W are different it follows that the current top limits are invalid in this

scenario. We will begin by motivating the belief that the top quark exists and

Throughout this thesis we denote the charged Higgs by H' and the charged weak vector
boson by W+ but all statements should be understood to apply to the charge conjugate

particles H~, W~ and processes in which they are involved.




then describe the role of the Higgs sector and the constraints on its structure.
This will lead naturally to the possibility of a more complicated Higgs structure
with charged Higgs bosons. We will then describe the exact conditions under
which the decay t — H+b is dominant over t — W+b.

1.1 Evidence for the existence of the top quark

The SU(2) structure of the standard model has been consistently successful
in the study of weak interactions. The left handed components of quarks and
leptons are weak isospin doublets. The right handed components are singlets.
If the third quark family fits into this structure then the left handed b quark
is the lower component of an SU(2) isodoublet. This demands the existence of
the top quark as the upper component. The right handed b and t quarks are
isosinglets.

If the b quark is not part of an SU(2) doublet then it cannot decay by
emission of a W*. The only possible mechanism for its decay is then by
some form of quark mixing which induces flavor changing neutral currents
(FCNC). These give rise to large branching ratios of B decays to charged lepton
pairs: B(B — I*I"X)/B(B — ly) > 0.12 [2]. The Feynman diagrams for
these two processes are shown in figure 1-1. One can see that the ratio is
independent of the mixing mechanism since the coupling constants of the FCNC
would cancel. This prediction is three orders of magnitude greater than the
most recent experimental bound from UAl: B(B — I*I"X)/B(B — ly) <
5.0 x 1075 [3]. Additionally, if the b quark is not part of an SU(2) isodoublet
the theoretically calculated partial decay width of the Z to b quarks is an order

of magnitude less than the experimentally observed value [4].
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Figure 1-1: The Feynman dlagrams for the processes B(B — l*l X ), B(B —

lvy), which involve flavor changmg neutral currents.

We have shown that the b quark fits into the SU(2) structure of the standard
model. We next ask whether it is the up or down component of the SU(2)
doublet and whether it is the left or right handed components of the b that
are part of the SU(2) doublet. The recent experimental results from electron-
positron colliders allow us to determine the half-integer isospin assignments for
the left and right handed b quark. At 4/s = Mz there are two measurements
that are rather sensitive to these isospin assignments in the ete™ — bb system,
the forward-backward asymmetry, Arg, and the width of the Z decaying to bb,
I(Z — bb).

- 3Gp M3 3 2veae 2vpap
[(Z — bb) = Zﬂwz(vi + aﬁ) Arp = 4v2 + a2 vi+al

The vy, ap are given in terms of the left and right isospin components (15, 15),

the electric charge (e), and the weak mixing angle (sin?8w).
vp = (Ik + 1) — 2epsin®fw ap = (I§ —I}) — 2¢,

The measurement of I'(Z — bb)) defines a circle in the (I3, I}) plane with radius
R [5].

7+/2T(Z — bb) 1. 1,
G §sm2€fW (IR + é-smzﬁw )

The measurement of App defines a straight line in the (I5,IR) plane

R? = = (I§ +

3



1.
R+ %sin%wl =&+ gsm20w|

with the slope v given by

=1 4Afp v + a? 1+ 4Afp v2 +al?
3 2v.a. 3 2v.a.

The observed values of the variables in the above equations are listed in table 1-
1. Using these, we can plot the range of allowed values in the (I5,IE) plane
(figure 1-2).

Observable Reference Result

Arg at /s = Mz GeV (6] 0.126 + 0.022

Arp at /s = 35 GeV [7] -0.228 + 0.053

I'(Z — bb) (MeV) 8] 361 + 19

Mz(GeV) 6] 91.175 + 0.021

a? [6] 0.2492 + 0.0012 )
v2 (6] 0.0012 £ 0.0003

sinfw 8] 0.2327 £ 0.007

Table 1.1: Averages of Z decay data observables with references

The circle becomes an annulus, due to the experimental error, and allows two
possible half integer assignments (I},I}) = (0.0,-0.5) or (-0.5,0.0). The re-
gion between the two straight lines, from App, discriminates between the two
possibilities and allows only (I5,I}) = (-0.5,0.0). This inference is further cor-
roborated by data on App at /s = 35 GeV. The forward-backward asymmetry
at the 7Z resonance is due to the'coherent superposition of the vectorial and
axial Z currents. At the lower energy of /s = 35 GeV the asymmetry de-
rives from the interference between the vectorial 4 and axial Z exchange. This
lower energy is accessible at PETRA /PEP. The forward backward asymmetry
is given by

Aen = 3 —2ecepacapRex + 4vevpacas|x/|’
FB = 4 eZel — 2e.epv.ViRex + (v2 + a2)(vi + a} |x|?
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 4sin? fw cos? By s — MZ +iMzI' '

X:

The above expression for Arpp defines a conic section in the (I5,I}) plane, but
at /s = 35 GeV is reduced to a straight line.

Arp

I§:1§+§i—é§

The excluded region is then defined by two parallel straight lines as shown in
figure 1-2.

0.6
Allowed Region from
Ay 0t V 535 GeV
* *
Allowed region
0.4 from [{Z ~> bb)
0.2
R
3
0
-0.2
Aliowed region
from Ag ot M,
~-0.4
»
-0.6
-0.6 -0.4 ~-0.2 o} 0.2 0.4 0.6
L
3

Figure 1-2: Allowed regions of the (I}, 1}) plane, inferred from Z decay data.
The circular region allows two possible half integer assignments, (I§,15)=(0,-
0.5) or (-0.5,0). The allowed region between the intersecting straight lines
discriminates between the two possibilities and allows only (IY, I§)=(-0.5,0.0)
. This is further corroborated by a measurement of App at /s = 35 GeV
which allows the region between the parallel lines.




The experimental evidence strongly indicates that the b quark is the lower
component of an SU(2) doublet and implies the existence of the top quark as

the upper component.

1.2 The Higgs boson

2 In order to describe what the Higgs particle is, and what it does, it is ap-
propriate to use the language of quantum field theory. We will briefly describe
gauge symmetry and the central role it plays in current theories. This will
lead naturally to an explanation of the Higgs Boson. The Lagrangian for a free

Dirac particle (e.g. an electron) is
£ = iy, 0% — mipy

where 9 is a function of space and time (x). If the fields are shifted by a global

phase transformation.

b =Ty
the form of the Lagrangian is unchanged and therefore the physical processes
it describes are unchanged. This invariance implies a conserved quantity
(Noethers Theorem). In this case it is the electromagnetic charge, q. I we
now consider a local phase transformation (i.e § is a function of x) the La-
grangian is no longer invariant. The invariance can be restored by introducing

a vector field A# which transforms as
AP — AH 4 5M8

This introduction necessitates the addition of an interaction term to the La-
grangian

—qPyup A

2This treatment paraphrases several standard texts [9]




The vector field is associated with the photon and we add the appropriate free
field kinetic term to get the full Lagrangian.

1 - B} _
£=- ZFWFW + iY7,0%% — mypyp + —qpy, P A¥

This is the Lagrangian for electrons interacting with photons (QED). The lo-
cal phase transformation is known as a gauge transformation and requiring its
invariance in order to generate the interaction is known as the gauge princi-
ple. The significance of the gauge symmetry is that theories exhibiting this
type of symmetry are renormalizable. The local gauge invariance can also be
introduced by replacing the derivative in the free field Lagrangian with the
covariant derivative.

o* — D* = 9" + iqA”
Note that if the photon were massive then we would have to add a term

1
— §m2 A )uAH

which would break the gauge invariance.

The gauge principle applied with the appropriate gauge transformation on
the SU(3) colour symmetry of quarks generates the QCD Lagrangian which
is the theory of strong interactions. In this case the 8 massless bosons are
gluons and again the gauge principle is able to generate the correct form of the
interaction (couplings and the coupling strength).

If we now try to apply the gauge principle to the weak SU(2), isospin
symmetry we will generate 3 massless vector bosons (A#+, A¥° A#~). If we try
to associate the A* with the weak charged bosons W* and the A° with the
weak neutral boson Z there are two problems. First, the interactions generated
are all pure V-A whereas the neutral currents are not pure V-A. Second the
W=%,Z are massive. The correct iptera.ctions can be generated by expanding the
symmetry groﬁp to SU(2). ® U(1) where th'eASU(2)L is associated ﬁth weak
isospin and the U(1) with weak hypercharge. The gauge principle applied to

this symmetry group generates two charged massless vector bosons which are
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associated with the W%, and two neutral ma.ssless'vector bosons which are
associated with the Z and the photon. The couplings are now determined in
terms of q and the weak mixing angle sin?fy which are parameters of the
theory. The electromagnetic and weak interactions are unified in this model.
However, the bosons generated are still massless. This problem can be solved
by the mechanism of spontaneous symmetry breaking.

To illustrate the mechanism of spontaneous symmetry breaking we will
consider a way of introducing mass to the photon in QED. The same mechanism
can be used to generate mass for the vector bosons of the SU(2) ® U(1)
weak interaction theory above, but the U(1) case of QED is simpler and the
underlying physical idea more transparent. We begin by writing down the
equations of motion of QED which can be derived from the QED Lagrangian
by Hamiltons principle.

DAY — §8Y8,A% =j (1.1)

These are, of course, Maxwell’s equations in covariant form and ;¥ is the
electromagnetic current. They are invariant under the gauge transformation
A¥ — A*¥ 4 04f, and thus A¥ is the massless vector field of the photon. If we
now arrange for the current to be of the form j¥ = —m?A¥, the gauge invariance

is broken and equation 1.1 becomes
(0 + m?)A” — §¥8,A* =0

This is the equation for a free massive vector particle. This situation arises
commonly in solid state physics. For example, if an electromagnetic field is
applied to a superconductor, there are currents generated which themselves
generate an electromagnetic field which opposes the original applied field, i.e
j* = —m?A¥. This results in the screening out of the applied field. The A field
thus has a finite range which is equivalent to having a mass, but the gauge
invariance has also been broken. In the particle physics case we are considering
we will now postulate the existence of a complex scalar field everywhere in space

(i.e the physical vacuum) which will be analogous to the superconductor. The

8



scalar field, which has the same U(1) symmetry as QED is then postulated to
interact with the A field so as to screen it out and provide a mass. In doing so
however we must break the U(1) symmetry by a particular choice of phase of
the scalar field. The subtlety is that the U(1) symmetry is not lost but rather
hidden by a particular choice of phase (i.e gauge), and so the theory remains
renormalizable.

We introduce the complex scalar field ¢ = ;’}‘Eew(") = ¢; +1i¢,. This field
is globally U(1) invariant and the current term j* of equation 1.1 is the the

probability current expression from standard quantum mechanics.
I =i((¢(0"9) — (84)9) (12)

To introduce the interaction of the ¢ field with the A field we use the gauge
principle and make ¢ locally U(1) gauge invariant by introducing the covariant

derivative 0¥ — 0* + iqA* so that

ju — _q2h2 (Au+ Qﬁ)
q
Substituting this into equation 1.1
v v b 21,2 v 6&19
OAY — 8Y0,A% = —g“h” [ A +T' (1.3)

This equation in invariant under the gange transformations, A* — A¥* + 9#6
and ¢(x) — dexpi9%). If we now set the phase 6§ of the complex field to zero
or equivalently choose the gauge AY' = A + Qg, and in both cases associate h
with the constant vacuum expectation value of the Higgs field f = h =< 0|4|0 >,

then equation 1.3 becomes
OAY — 8"8,A* = —q*f*A¥ (1.4)

This is the equation of a free vector particle of mass m=qf. Equation 1.3 is
locally gauge invariant but equation 1.4 is not. The fixing of the phase of the
¢ field has broken the symmetry and generated the mass of the vector field.

Alternatively we can look at the degrees of freedom of equations 1.3 and 1.4.

9




Equation 1.3 has four degrees of freedom. A massless vector field has two
degrees of freedom (i.e the two polarization vectors of a massless photon) , and
there are two more from the complex ¢ field. Equation 1.4 also has four degrees
of freedom, three from the massive vector field and one from the ¢ field. A
degree of freedom has been lost from the ¢ field to give the A field mass. The
U(1) local gauge symmetry is not lost but hidden by the choice of a particular
gauge which is equivalent to fixing the phase of the ¢ field.

The ¢ field is an example of a Higgs field. The field has the local gauge
symmetry of the massless vector Lagrangian to which it is introduced. It
corresponds to the ground state of the Higgs potential V(¢) which is shown in
figure 1-3

V(g) = —2ulel” + Lol (1.5

2 212

This ground state is postulated to be the physical vacuum, with constant vac-
uum expectation value f, so that vector bosons propagating through this vac-
uum generate “vacuum screening currents” which in turn give the bosons mass.
This potential is displayed in figure 1-3. The local U(1) gauge invariance corre-
sponds to rotations around the minima. This rotation is one of the degrees of
freedom, while radial perturbations correspond to the other mode. Physically,
the rotational ﬁ&dom corresponds to massless Goldstone bosons. The radial
perturbations are massive Higgs bosons since there is a change of energy. The
mass of the Higgs bosons can be deduced. The minima of V(¢) is ¢ = 7%6“’0
and radial perturbations can be considered by substituting ¢ = -\}——2()? + p(x))
into the expression for V(¢).

2 2
V(#) = -+ + L1+ )"

and evaluating the p? coefficient .implies that the my+ = p. The Higgs mecha-
nism thus generates a massive vector boson with the mass expressed in terms of
the coupling constant and the vacuum expectation value m = qf, and a scalar
boson with undetermined mass p. The interactions of the Higgs field and the

vector boson field are also specified in terms of q and f.
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&,

Goldstone Bosan

Figure 1-3: The Higgs potential. The minima is the physical vacuum. Ro-
tational perturbations around the minima correspond to massless Goldstone
bosons. Radial perturbations about the minima correspond to massive Higgs

bosons.

We will now apply the mechanism of spontaneous symmetry breaking, which
was explained above for a U(1) symmetry, to the SU(2)r ® U(1) symmetry
of weak interactions. The mechanism is exactly the same except that the

appropriate Higgs field is more complicated because of the expanded symmetry.

The massless SU(2), @ U(1) Lagrangian is
1 pr 1 py 7ri »
£ = _ZW W — ZB By + ¢iy, D"y

where D* is the covariant derivative introduced by the requirement of gauge
invariance

D* = 8" +igW*. T + %g'B"Y (1.6)
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where T,Y are the generétors for the SU(2)L, and U(1) groups and g,g are the
coupling constants of the W = (W* , W° W) and B fields respectively. The

charged W fields W* are the charged weak bosons and the W° and B fields
| are linear combinations of the weak neutral boson field Z and the photon A

Wwe cosfw  sinfw Z
B '-«Sinéw 0059w A

The electric charge, hypercharge and weak isospin are related by

related by

1
q=T3+§Y

The coupling constants are given by

SR N
sinfw sinfw cosbw

Bwx =

In order to introduce mass to the W,Z fields while keeping the A field massless
we need to break the symmetry SU(2)y, @ U(1) to the U(1) symmetry associ-
ated with the massless photon. The simplest way of doing this is to introduce

a Higgs field with four degrees of freedom. That is, we introduce a complex

scalar SU(2),, doublet with Y=1.

( ‘;b_l*. +2¢’; ) — e(%.;:_a} ( 0 )
80 + i) 2(f + p(2))

The 7 = (01,02,03) are the three Pauli matrices that are part of a global
SU(2) rotation and & = (a;,a,a3) are fhree physical massless fields (Gold-
stone Bosons) . p is the massive field (Higgs Boson) associated with pertur-
bations about the minima of the Higgs potential given by equation 1.5. The
three boson masses can be generated by fixing the values of the three fields
to zero thereby breaking the symmetry. The masses can be derived by using
the covariant derivative in equation 1.6 on the free field Lagrangian. Alterna-
tively we can derive the vacuum screening currents that generate these masses

by using the covariant derivative on the expressions for probability current in
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equation 1.2. In addition this prescription will give the prescribed form for the

interactions. This then implies

gl M+ q
= M, = = .
2 z cosfw 8 sinfw (L.7)

Mw

To test these relationships we form the quantity p which is the ratio of the

neutral to charged current strength.

p= &,
(Mw+ )
If we define sin?6w appropriately
M2
« 2 w+t
sin“fw =1 — M2

then p = 1. We may then combine the constraint p = 1.0 with a measurement
of the three three parameters Mz,gw+,gz to predict Myw+ and compare it to
the measured Mw+. Rather than use Mz, gw+,gz we actually measure three
other parameters Gr, a, Mz which are directly related to Mgz, gw+,gz but are

more accurately measured.

1. The Fermi coupling constant can be measured in low energy muon ex-

periments (s < Mw+)

/22

Cr = 2z,

= 1.16639 + 0.00002 GeV~2

2. The mass of the Z boson has been accurately measured at LEP

Mz = 91.173 £ 0.020 GeV

3. The fine structure constant

2
q° 1
4w 137.0359895 + 0.0000081

a(s* =0) =
These are then combined to predict the W+ mass [10]

my+ = 80.2 £ 0.3 GeV (predicted)
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This can then be compared with the direct measurement of the W* mass by

the CDF collaboration [11]
my+ = 79.91 £ 0.39 GeV (measured)

This precise test gives strong support to the standard model and the mechanism
of spontaneous symmetry breaking for generating the gauge boson masses. Ad-
ditionally it confirms that p = 1, which will be used as a powerful constraint in
building models beyond the minimal standard model. However, there remains

a problem with the fermion mass terms. A mass term for fermions of the form

myyp = m(PLiL + YrYPr)

is not SU(2)L, ® U(1) covariant since it contains both a left and right handed
component. In this case the theory is non-renormalizable. A prescription
for making the mass terms SU(2), ® U(1) covariant is to introduce Yukawa
couplings of the fermions to the Higgs fields of the form

gr(PLddr + ProVL)

When the symmetry is broken by the phase choice

6 = 0
I 2
V2
the above expression becomes
f - -
%("/’L@ba +¥rYL)

so the fermion mass My = f}% Also couplings to the Higgs fields are introduced
with strength %*.

The strength of this mechanism is that, using the same Higgs fields, it
can generate the mass of both the bosons and fermion and keep the theory
renormalizable. The weakness is that one has to introduce a new coupling for
every fermion so that the mechanism provides no fundamental explanation of

the mass of the fermions as it does in the case of the bosons.
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1.3 Constraints on the Higgs bosons

The accurate predictions made for the gauge bosons which have been well tested

at LEP and other experiments lead us to believe that some scalar field must

cause symmetry breaking. However, there is no prediction of the mass of the

field or of its structure. It is natural to use the simplest possible field, namely

a complex doublet - i.e the minimal standard model. However it is completely

possible within the standard model that a more complicated structure may

exist. The constraints on the Higgs fields are

1.

It must be a scalar field since a non-zero vacuum expectation value of a

vector or Dirac field would not be Lorentz invariant.

. It must be an SU(2) representation in order to fit into the SU(2) structure

of the standard model.

. It must have at least four degrees of freedom so that it can give mass to

the bosons.

Only neutral components of the Higgs field should have non-zero vac-
uum expectation. Otherwise the electromagnetic U(1) gauge invariance

is broken and the photon is no longer massless.

The field must not destroy the p = 1 constraint since we have shown this

to be an experimental fact.

. Experimentally no flavor changing neutral currents have ever been ob-

served so the theory should not contain them.

The first four constraints lead to a general structure

Nl.SU(2)2 + NZ-SU(2)3 + N3.SU(2)4...

N,;.SU(2), denotes N; SU(2) doublets. With this structure the formula for p
is [12]

_ ZryAT(T+1) - Y| Viy[Cry
Ty 2Y?|Vry|?

15




where Vry is the vacuum expectation of each neutral Higgs field ,Cry is
1,0.5 for complex and real fields respectively, and T,Y are the isospin and

hypercharge assignments. The constraint that p = 1 for arbitrary V1 vy implies
2T +1)PF -3y =1

Assuming that only one field gets a non-zero vacuum expectation value, and

that T can be a half integer and Y an integer, the possibilities are

=1 Y==%1 doublets
T=3 Y=+24 sextuplets

A T=3 representation of SU(2) is a 7 component multiplet with charges as high
as +5 (Q = T3+ 1Y). This is generally discounted as being too complicated.
This constraint then leaves the possibility of several Higgs doublets.

In the minimal standard model with only one Higgs doublet, flavor chang-
ing neutral currents (FCNC) are naturally avoided. In models with more that
one doublet, FCNC’s are absent if all fermions of a given electric charge couple
to no more than one doublet [13] . The simplest extension of the minimal
standard model Higgs that can be made to satisfy this constraint is there-
fore a model with two Higgs doublets known appropriately as the “two Higgs
doublet model”(THD). The remaining constraints on such a model are purely

experimental searches for the Higgs bosons that result.

1.4 Naturalness and the Higgs Boson

We have just described how the constraints on the Higgs boson allow it to have
a more complicated structure than the single neutral scalar of the minimal stan-
dard model, though do not compel it to do so . However, there are additional
reasons why the structure may be more complicated due to the problems of
naturalness. In the minimal standard model the one loop correction to the
Higgs mass is quadratically divergent [14] with the consequence that the Higgs
boson is not naturally light. This problem originally motivated theories such
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as technicolor [15] and supersymmetry [16]. In supersymmetry the divergence
is canceled by the one loop diagrams involving the supersymmetric partners of
the particles contributing to the divergent loops, while technicolor solves this
problem by making the Higgs bosons composite particles. In supersymmetry
there must be at least two Higgs doublets in order to avoid anomalies which
make the theory non-renormalizable [17]. Additionally, in order to avoid flavor
changing neutral currents the two doublets must couple to the fermions in a
particular way (described in section 1.5). Models with more than one doublet
contain a charged Higgs and we now describe the simplest extension of the
Higgs sector, the two Higgs doublet model. However we note that supersym-
metry requires my+ > My+, which as we will show in section 1.9, is beyond

the experimental sensitivity of the experiment described in this thesis.
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1.5 The two Higgs doublet model

This consists of two complex Higgs doublets

4 = ¢° 4 = ¢%
- , =
é7 &5

The neutral members of the doublet acquire the vacuum expectation

) ()

and the expression for Mw is the same as equation 1.7 but with

f= /8 + 12 = 246 GeV

There are eight degrees of freedom in the Higgs field. Three are used to give
mass to the W,Z bosons and so there are five massive Higgs bosons. There
are two charged Higgs bosons H*, a pseudoscalar A° and two scalars H®h°.
The masses are independent and unconstrained at the tree level 3 as is the
parameter

f

t = —
anf3 i

The physical charged Higgs fields are given by

H* = ﬂ:—\}—f(fw% —f¢t)

and the Lagrangian for the interaction with fermions is of the form [19]
£ = (2v2Gr)?Ht (VimuA,iiDr + VimaAqur Dy + mAINLLg))
where
Vi = KM_matr'ix

U = up type quarks (u,c,t)

3At the one loop level Toussaint [18] has shown that radiative corrections to the W,Z
masses imply that the mass of the A should not be too dissimilar to the mass of the H*.
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D = down type quarks (d,s,b)
N = neutrinos (ve, vy, vr)
1 = leptons (e, g, 7)

The Kobayashi-Maskawa (KM) matrix is a matrix that gives the relative charged
current couplings between the u,c,t and d,s,b quarks. The empirically deter-

mined values are

Vud Vus Vub
Vij = Vo Voo Vo
Vie Vis Vi

0.9747 £ 0.0011 0.221 £ 0.002 < 0.011

= 0.20 &+ 0.03 0.979 £0.006  0.050 = 0.007
< 0.17 <0.13 0.9987 + 0.0004
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There are three couplings A,, Ag, A} which are determined by the arrangement
of quark and lepton couplings to the Higgs doublets. As stated previously, the
only constraint is to require that all fermions of a given electric charge couple
to only one doublet. This leads to four general possibilities which give different
assignments for A,, A4, A) (table 1.5).

Model | Couplings A, Ag A
I ¢ — u,c,t | cotf | —cotfB | —cotf3
$2 —d,s,b

652 e R, T
II ¢2 —u,c,t | cot@ | tanf tanf
¢1 —>d,5,b

1 e, T
III | ¢, »u,et |cotB | tanf | —tanf
¢ —d,s,b

$2 —e, p, T
IV | ¢ —u,c,t | cotf | —cotB | tanf
¢o —d,s,b

1 € By T

Table 1.2: The possible couplings of the Higgs doublets to fermions in the two
Higgs doublet model.
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The charged Higgs couples to the same fermion currents as the W, but with a
coupling strength ﬁroportional to the mass of the fermions. Figure 1-4 shows
the Feynman diagrams, and coupling constants, for both the charged Higgs and
W couplings to quarks. The coupling constant for the charged Higgs to the
lepton currents is the same except that m, is replaced by m;, my is replaced

by m,=0, and A, is replaced by A;.

W* H*
2= (Tu(1 = 7°) Vg o (mada + muAy)

—(mgAq — m, AL )Ys]

Figure 1-4: A comparison of the charged Higgs and W™ boson couplings for
quarks. U denotes the “up” type quarks u,c,t and d denotes the “down” type .
quarks d,s,b. The couplings of the charged Higgs to the lepton currents is
similar except that m, is replaced by m;, mq is replaced by m,=0, and 4, is

replaced by A;.

The coupling of the charged Higgs to fermions is significant for processes in-
volving very heavy fermions, in particular the top quark. Examples of this
are B — B mixing, in which the top quark appears in the propagator of the
box diagram in figure 1-5 , and in the decay of the top quark which is also
illustrated in figure 1-5.
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and then integrating over the available phase space of the final state. The
matrix elements for the t — H*b and t — W*b decay are similar for heavy
top quarks ( i.e of the order of the W* mass) and so it is the phase space
that is the determining factor. A two body final state will be a much faster
decay than a three body final state because of the extra phase space factor.
A two body final state will arise in the top decay if the H* or W is real, i.e
if my+ + m, < m, or my+ + m, < m,, while a three body final state arises
if the H* or W is virtual, i.e if my+ + m, > m, or my+ + m, > m,. In
particular, if my+ + m, < m, < my+ + m,, then the t — H*b decay will be
a two body decay and be much faster (i.e have a much larger width) than the
three body t — W*b decay. Consequently the t — H*b decay will dominate.
The expressions for the widths of the t — H*b, t — W*b decays are given
below. If my+ + m, < m,, the width of the top to real Higgs decay is [20]

r- ) = 5| (ade (2)°a2) (14 (2 - ()) + 42
() () -~

where

Ma,b,c) = (a® + b% + ¢? — 2ab — 2bc — 2ca)

If my+ + m, < m, the top decays to a real W+ and the width is
v wen) = 93| (1e (2)7) + (3" (14 (2)7) +2 (2]
x (1 (z) (32)")

If my+ + m, > m, the top decays to a virtual W+ and the width

dm%I‘(t — bX*)
't —bry) = 481r2 ./ (m%; — 24 (Pmy+)?

where Xt denotes an off-shell W+ and I'(t — bX“’”) is given by equation 1.9

(1.9)

with my+ — my+. Analogous formulas with color factors apply to t — bc3,

and the total width is
I'(t - Wtb) = I'(t — bes) + I'(t — 7v)
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Using these formula one can show, for example, that W+ decays are heavily

suppressed Model II if
my+ +m, < m, < Mg+ + m, tanf > 1.0 — 2.0

As my+ — m, the suppression is less since the phase space for t — H*b is
reduced. Also as m, — my+ the suppression is decreased because the W+
becomes “less” virtual. We will describe in more detail exactly which mod-
els and for which parameter value this suppression occurs after describing the
experimental constraints on these parameters. At this point we will reiter-
ate that it is possible that the assumption of previous top quark searches,
Br(t — W*b) = 1.0, is invalid if a charged Higgs exists. Since the resultant
final state signals are different the conventional top quark searches do not ex-

clude certain areas of the m,, my+,tanf space.

1.7 Experimental limits on m,, mg+, tang3

Experimental constraints on the mass of the charged Higgs and tanf have
come from a search for Z - H*H~ at LEP and from low energy ete~ — bb
experiments at CLEOQ. Constraints on the top mass independent of the top
decay mode have been reported by the pp experiments UA1,UA2,CDF. Also
UA1 and UA2 have conducted direct searches for the top quark decaying to

a charged Higgs and are able to exclude certain regions of m,, my+,tang for

model II.

1.7.1 LEP constraints
GIM3 /1 4m? :
THTY = MENMZ L a2 1 — ut
I'(Z - HH™) 6\/511'(2 31n3w)( (M%))
If the Higgs mass is my+=35.0 GeV the branching ratio of Z to H*H~ is 0.026.
In the 200,000 Z decays recorded by each of the LEP collaborations, during

the 1989-91 runs, one therefore expects ~ 500 Z — H*H™ events produced.
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H s,y
B — B mixing Heavy quark decay

Figure 1-5: The Feynman diagrams for B — B mixing, and for top quark decay
involving the charged Higgs. The dominant decay modes of the charged Higgs

are cs, TV,

In this thesis we will concentrate on the top quark decay mediated by a charged
Higgs. Since the Higgs couples to mass it follows that it will decay to the heav-
iest kinematically available lepton (H* — 7v,) or quark (H* — c5) current.
The relative branching fraction (H* — cs : Ht — 7, is a function of tanf

and therefore unconstrained. The branching ratio is given by [19]

I'(H' - 1v,)

+ _
Br(H* — 7v,) = T'(H* — c8) + (HY — 1v,)

mZA?
3|Ves[*(meAg + miAY) + m?A7

where

Br(Ht — 7v,) + Br(H* — c5) = 1.0

The dependence of the branching ratio on tanf depends on the arrangement of

Higgs-fermion couplings. Figure 1-6 shows this dependence for the four models.
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Figure 1-6: The branching ratio of Ht — 7v, for the two Higgs doublet model

If the top quark decay is mediated by a charged Higgs then the final state will

be either jets (c3) or Tv;.

1.6 The top quark decaying to a charged Higgs

In the previous section we considered the coupling strength of the top to the
charged Higgs and suggested that this decay maybe significant for large top
masses because the charged Higgs couples to mass. We now need to compute
the width of the t — H*'b decay and compare it to the width of the t —
Wb decay, for different my+,m,, since it is the relative widths that actually
determine the cases for which the t — H'b decay could dominate over the

t — W*b decay. The width is computed by calculating the matrix element
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Using similar analysis techniques [21] the four LEP collaborations (ALEPH,
DELPHI, L3 and OPAL) have searched for

Z - H'H™ — rvTv, Tves,cscs

o

BriH— Tv)

Figure 1-7: The excluded regions of the my+,Br(H* — 7v,) plane from L3
data at 95 % confidence limit

No events were observed. Limits can then be set in the my+,Br(H* — 71,)
plane (figure 1-7). The most recent results indicate that my+ > 45 GeV inde-
pendent of the branching ratio and thus independent of which model is used.

1.7.2 Constraints from low energy data (mixing and
CP violation)
BY — BY mixing, K — K mixing and the CP violation parameter € are all sen-

sitive to the charged Higgs through the box diagrams in figure 1-5. How-

ever, we note that theoretical calculations for these processes are fraught with
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uncertainty, and so the resultant constraints should be regarded skeptically.
The experimental data from these phenomena have been analyzed in terms
of the two Higgs doublet model by Barger,Hewett and Phﬂips [19] to yield a
set of constraints on my+,m,,tanf. The most significant contribution is from
BY — BY mixing. The constraints are independent of the the model and exclude
tanf < 0.2 for m, > 60GeV and my+ < 100GeV.

The charged Higgs can give sizeable contributions to BS — Eg mixing and
can account for the observed value of x4 [22] without requiring the top quark
to be heavy [23]. xq is the mixing parameter and is related to the B — BY

mass difference AM and the B meson width T.
xXa = AM / r

The contribution of the box diagrams containing the charged Higgs to AMp is
given by

G2 my+ m, m
AME = ZE 2 m2f2Be|Va VY [2n.g | cot H : >
672 wt BB BI tb tdl 7.8 53 Myt 3 Myt ’ Myt

where

fg is the B meson decay constant
Bg is the B meson bag factor
7 is a QCD correction factor

g (cotﬁ, Tt ——‘31”-—) is given in reference [19]

M+ ! Mg+ ? My +
The factor fBBg % is due to the short range hadronic contribution to the matrix

element and recent lattice computations estimate 100 < fsBY? < 180 MeV [24].

The calculated value may then be compared with the measured value
x4 = 0.73 £ 0.18

K — K mixing is exactly the same as B} — B} mixing except that the bot-
tom quark is replaced with a strange quark in the box diagram so that the

contribution due to the charged Higgs is
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Vi Viy|? ffmk

AME =
K [V V|2 fims

AME

Since the standard model calculation has considerable theoretical uncertainty

constraints are set by requiring that the
AME < AMZPT™ — +(3.5 + 0.014).10713GeV

The same box diagrams contribute to the € parameter in CP violation in
K — K system. The calculation is sensitive to the bag factor Bk which is not
well known. The expression for € in given in reference [25] and this can be

compared to measured value [26]

e = (2.2259 + 0.018).10°

1.7.3 Penguin decays of bottom quark

The b — sy may be mediated by the so called penguin diagram (figure 1-8).

H/ \H
b / uct N__ s

Figure 1-8: The Feynman “penguin” diagram for the process b — s+

The width of this decay for both standard model and charged Higgs contri-

butions is given below. The contribution is different for model I and model

II [27).

2
aGZim? . m; 2), My
Toosy = ﬁ Z Vis ;wa(;l";) + aGg) + COtzﬂG%)(m_mL)

i=u,c,t

where
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a = —cot?3 for model I

a = 1 for model 11

Gw is the standard model contribution.G%i1 ),Gg ) are the charged Higgs con-

tributions. and explicit forms for them are given in reference [19].

QCD radiative corrections are significant [28]. In reference [27] the above ex-
pression has been calculated including the radiative corrections. The radiative
corrections use a value of the QCD scale, A, so as to obtain consistency with
the measured value of a;(M2) at LEP [10]. The results in a standard model

contribution of
Br(b — sv) = (2.56 — 3.9!31:).1[]_4 90 < m, < 200 GeV

In model T there is only substantial enhancement for low values of tan83. In
model IT there is an enhancement for all values of tan3. The best published
limit is from CLEO [29]

Br(b — sv) < 0.84.107°

In model I this implies tan3 > 0.5 for m, > 60GeV and my+ < 100GeV. Sim-
ilarly in model II tan8 > 1.0 for m, > 60GeV and my+ < 100GeV.

1.7.4 Constraints on m,

The best decay independent limit on the top (i.e irrespective of whether it
decays to a charged Higgs or a2 W*) is given by the total width of the W+
decay (Note that the current best limit assuming the top decays exclusively
to the W+ is m, > 108 GeV [1]). The total width of the W+ is semsitive to
all of the Wt decay modes irrespective of whether they are observed or not.
In particular if the top mass is less that the W+ mass then W+ — tb will
contribute to the total width. This contribution will be the same irrespective

of how the top subsequently decays.

I = T'wevew + Tworps + Tworw + Tw oua + Twt es + T o
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Figure 1-9: The dependence of the total width of the W+ boson on the mass
of the top quark.

The width of the W+ decreases from 2.8 to 2.1 GeV as m, increases from 0 to
my+ (figure 1-9) because the contribution from W+ — tb decreases The total
width has been measured by CDF,UA1,UA2 [30]. If the results are combined
then

m, > 55 GeV
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1.7.5 Limits from pp experiments

90

a6

Mo > 45.0 (LEP)

M, GeV/c*

80

1

50 M, > 55.0 (T, COF+UA2+UAT)

Excluded by UAT B{H ~» 7v)>0.95

N

40

P e
80 90

!4Q.“ ‘50‘ “60““7'0"“
M, GeV/c’
Figure 1-10: The excluded regions of m,,my+ for Br(H* — 71,) > 0.95 from
UA1 experiment, at 95 % confidence limit. Also shown are the limits on mg+
and m, which are independent of Br(H* — 71v,) from LEP data. The region

in which W+ boson decays are suppressed m, < my+ + m,, my+ < m, — m, is

also shown

UA1 has reported results on a search for pp — W+ — tb — uvbb [31]. They
search for a muon plus two jets or dimuon plus jet signature. The analysis
is similar to the UA1 standard top search [32] except that the required P, of
the muon is lowered. They observe no evidence of this decay and are able to

exclude regions of the m,, my+ and my+,tanf planes for Model II (figure 1-10).
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Figure 1-11: The excluded regions of the m,, my+ plane for Br(H* — 7v,) >
0.5,1.0 from UA2 experiment, at 95 % confidence limit. Also shown are the
limits on my+ and m, which are independent of Br(H* — 7uv,). The region in
which W+ boson decays are suppressed m, < my+ + m,, mg+ < m, — m, Is

also shown

UA2 has also reported results on a search for pp — W+ — tb - 7ubb [33]
They look for a hadronic tau plus jet plus E, signature. . Again no signal is
observed and the authors set limits for model II for Br(H* — 7v,) =0.5,1.0
(figure 1-11).

1.8 Theoretical Constraints on m,, my+,tans

Some semi-quantitative constraints can be placed on my+,tan8 by requiring
that the H* width not be too wide and the tbH* coupling remain perturba-
tive [19]. The width and the tbH* coupling both increase rapidly with m, and
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so the theory may become non-perturbative for some values of the parameters.
However, this is not a physical limitation but rather a restriction on the theo-
retically calculable region. The definition of the boundary of the perturbative
region varies but the one adopted in reference [19] is to require that I'/m is not

too large for both the top and the charged Higgs. If my+ > m, + m, then

Ty+ - 3Gme

R 1.10
my+  4+/27tan? (1.10)
If we require I'y+ /my+ < 1/2 then equation 1.10 implies
m
tanf 2 ——— :
208 ~ L 00Gev (111)
If m, > my+ + m, then
I‘ 2
To  _3Grm; (1.12)

m, 8‘\/57!' tan? ﬁ
The requirement I',/m, < 1/2 implies a similar bound to equation 1.11. Ad-
ditionally, the requirement that the tbH* coupling be smaller that the QCD
coupling g; = 4wa,(m? ;) ~ 1.5 requires

m,

600GeV

The above constraints are valid for models I-IV. For the range of m,+, m, under

tang < (1.13)

consideration imply tan8 2 0.1. Also in models IT and ITI there are correspond-
ing upper bounds obtained from equations 1.11 and 1.13 by replacing m, — m,
and tan8 — cotB. This implies tan8 < 100 — 200. An analysis of the one
loop heavy fermion corrections to the Z — HTH™~ vertex [34] results in similar

bounds to equations 1.11 and 1.13.

1.9 CDF search region

It is only feasible to identify a t — H*b decay if the Higgs decays to a tau. This
is because a H* — jets signature is dominated by the large QCD background
in a pp environment. We will therefore only consider cases with a significant
tau branching ratio: Br(H* — 7v.) > 0.3. This is true for each of the models

as follows (figure 1-6).
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Model I - all values of tanf
Model I - tanB8 > 1
Model III - tan@ < 1
Model IV - tanf8 > 1

Next we need to consider the choice of parameters which suppress the standard
model decays. The branching ratio of the top to Higgs is given by

I'(t — H*Db)
I'(t - H*b) 4+ T'(t — W+b)

Br(t —» H*b) =

Using the expressions for the widths (equations 1.8, 1.9, 1.6) we can estimate

Br(t — H*Db) for each of the models.
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Model I
2
I'(t - H*b) « [cotz,@(l + (2—:-) ] + constant

1
e
0os
T
T - Model |
4. 08
[N——
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M, = 50 Gev
0.4 -
0.2
o N | i b N | 11 L i X I i i i i i | L
o} 2 4 6 8 10 12 14 16 18 20
tang

Figure 1-12: The Br(t — H*b) for m, = 70.0 GeV , my+ = 50 GeV for model
I of the two Higgs doublet model.

Figure 1-12 shows that Br{t — H*b) tends to a constant for tan8 > 5.0. The
highest Br(t — H*b) occurs for low tanf3. Figure 1-13 shows the values of the
branching ratio: Br(t — H*b), for tanf =0.5,5.0.
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Model II
2
I'(t — H*b) ox [cotzﬁ + tan®g. (%) ]
This has a minimum when

m,
tanﬁmin = —
my

1
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Figure 1-14: The branching ratio, Br(t — H*b), for m, = 80.0 GeV and

different m,+ showing the minimum at tanfnyin.

Figure 1-14 shows Br(t — H*b) for a particular case of m, = 80GeV vs tang3
and figure 1-15 shows the values of the minimum branching ratio: Br(t —

H*b), for m,, my+.
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Figure 1-15: The minimum Br(t — H*b) for m,,my+ at tanfmiy,.

Models IIT and IV have exactly the same Br(t — H*b) as models II and
I respectively. We can combine these observations on Br(t — H'b) and
Br(H* — 7v,) to see which models we are sensitive to. In each of the models
a substantial Br(t — H*b) is possible. In a search requiring a tau signature

we will have greatest sensitivity if Br(H* — 71,,) is large when Br(t — H*b)

is large.

1. Model I Largest sensitivity for tan3 < 1.0 since Bx(H* — 71,) is con-

50

M, Gev/c?

80

stant and Br(t — H*b) is largest for small tang.

2. Model II Br(t — H*b) is large for tanf < 2.0 and tanf > 4.0 (because
of the minima in figure 1-15). Br(H* — 7v,) is zero for small tanf and

large for large tang so we will be most sensitive in the region tang > 2.0.

3. Model III Br(t — H*b) is large for tan8 < 2.0 and tanf > 4.0 (because

of the minima in figure 1-15). Br(H* — 7v.) is zero for large tanf and
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constant for small tan@ so we will be weakly sensitive for tanf < 1.0.

4. Model IV Br(t — H*b) is largest for small tan8 and tends to significant
constant for higher tan3. Br(Ht — 7u.) is zero for small tanf and large

for higher tanf3. We expect to be sensitive at tan/ > 1.0 similar to model
I1.

In summary we will be sensitive to models II and IV for tan8 > 2.0 and
model I for tanB < 1.0. However, low energy data tends to exclude the second
possibility. Therefore the most interesting cases are model II and IV. Model
I also has the same Higgs structure as the minimal supersymmetric model.
However this model requires my+ > my+. This is a region where the standard
decays of the top are not greatly suppressed. There are many other models
which have a charged Higgs structure similar to the possibilities of the THD.
We will interpret our results in terms of Br(t — H*b), Br(H* — 7v,) (i.e in a

model independent way) and in terms of tanf for the THD.
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Chapter 2

The Collider Detector at

Fermilab

The Fermilab Tevatron collider provides the highest energy collisions ever ob-
served at a collider experiment. It collides equal energy beams of protons and
antiprotons at a center of mass energy of 1.8 TeV. The Collider Detector at
Fermilab(CDF') [35] is designed to study the most interesting of these inter-
actions. To maximize the utility of the detector, and hence the potential to
discover new physics, it is designed in the most general purpose way.

The detector consists of a variety of subsystems designed to complement
each other and provide flexibility. It is approximately cylindrically symmetric
with the axis defined by the proton-antiproton beams. The subsystems them-
selves are arranged schematically as a set of concentric cylinders centered about
the nominal interaction point. The detector is shown in figure 2-1. It is seg-
mented into two parts. There is the central region which can be moved in and
out of the collision hall, and the end caps (known as the forward/backward
regions) which are permanently mounted. Figure 2-2 shows the defined co-
ordinate system. The origin z = y = z = 0 is at the center of the detector.
The positiv'é z direction is that of the protons and the positive y direction is
up. ¢ is the azimuthal angle about the z axis (beam axis) with ¢ =0 being the

positive x axis. The polar angle 6 is defined with §=0 as the positive z axis.
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Frequently the polar co-ordinate is described in terms of the pseudorapidity,

7, defined as
7= ln(cotg-)

71 is equivalent to the rapidity, y, for a massless particle where rapidity is defined

_.11 (E+Pz)
YEM\ECD,

If E > m then 5 =~ y. Particle production in pp collisions is best described

as

in terms of y and P;. This is because, if the system is Lorentz boosted along
the z axis with a velocity u, then P is unchanged and y is a simple additive
quantity

Y = + Yboost

where

——llo (1+u)
yboost‘-'z 9 1 —u

This simplicity of the transformation is important because the scattered quark
system is often boosted in the z direction. This is because, although the pro-
ton and antiproton have equal beam energies, the constituent quarks do not
necessarily carry equal fractions of the proton and antiproton momentum. ¥For
this reason, we will often use 7 in describing both the detector geometry and
the particle kinematics.

The nominal vertex at = y = z = 0 is often referred to as the detector
vertex. The event vertex is the actual interaction point. In general, the event
vertex differs from the detector vertex because of the finite length of the proton
and anti-proton bunches. It is distributed in the z direction about z=0 and
with a width of approximately 30 cm.

In this thesis, almost all of the detector subsystems are used. The calorime-
ters are used to implement a missing fransverse energy trigger and also to
identify energy clusters from jets, taus and electrons. The finite resolution of
the calorimeters convolutes into a finite missing transverse energy resolution

which is significant since the cut on missing transverse energy is the dominant
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inefliciency in the analysis. The tracking is used to associate the tracks from
the taus and electrons with the calorimeter energy clusters. The tracking de-
tectors are used to find and associate tracks with the energy clusters and with
the event vertex. The reconstruction of the event vertex is important since this
again affects the calculation of missing transverse energy. The vertex is also
used to require that all the tracks associated with an energy cluster also come
from the primary interaction point. The final signal variable that we use is the
number of tracks associated with a tau calorimeter cluster. This is facilitated
by the extremely high track reconstruction efficiency that is possible with the
central tracking chamber. '

Erasn

;T8

o

EL-7108

Figure 2-1: The Collider Detector at Fermilab (CDF) showing the movable
central detector and fixed forward /background detector. Ouly half the detector

is shown. The other half is the mirror image of that shown.
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Antiprotons

Figure 2-2: The definition of a co-ordinate system for the CDF detector.

2.1 Tracking detectors

Figure 2-1 shows the two central tracking detectors, the Vertex Time Projection
Chamber (VIPC) and the Central Tracking Chamber (CTC) which both sit
inside a uniform magnetic field of 1.41 Tesla, generated by a superconducting
solenoid. The field is parallel to the beam axis so that the particles are bent in
the r-¢ plane. The functions of the tracking detectors are to measure accurately
the Py of the tracks and to reconstruct the event vertex. The event vertex is
needed to calculate the E; (in the calorimeter since E; = E.sin§). Additionally
it provides a measure of how well contained the event is in the detector. It
can also identify multiple interactions (i.e more than one vertex). The VTPC
is the innermost tracking detector and its primary function is to reconstruct

the vertex. A time projection chamber is used because it has good position
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resolution in three dimensions. It also has the capability to deal with many
tracks. There are typically 30 or more tracks with P, > 0.4 GeV in a pp
interaction at /5=1.8 GeV. Outside of the VIPC is the CTC which is a much
larger drift chamber designed to give excellent position resolution in the r-¢
plane and thus to accurately measure the P of the tracks. We now describe

in detail these two detectors subsystems.
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Figure 2-3: The vertex time projection chamber.
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2.1.1 The vertex time projection chamber

The Vertex Time Projection Chamber (VTPC) [36] lies immediately around a
thin beam pipe (500 pm). The beam pipe is made from berylium, a low mass
material, so as to minimize the probability of a particle interacting with it.
Similarly the VITPC is constructed of low mass materials. A time projection
chamber is a drift chamber in which the electric drift field is parallel to the
magnetic field. As an electron drifts it tends to wind about the electric drift
field lines. This minimizes the diffusion of the electron in the gas, enhancing the
position resolution. Figure 2-3 shows the construction of the VIPC. It consists
of eight octants each containing two drift chambers which cover the region -3.5
< n <3.5. The VTPC is 2.8 m long with an outer radius of 20 cm. The drift
field in each module is formed by a central cathode grid and two cathode grids
at either end. Outside the two cathode grids of each octant lie 24 sense wires
strung along chords of circles centered on the beam axis, and 24 cathode pads
segmented in phi. The cathode grids, sense wires, and pads form a proportional
chamber where the electrons avalanche and thus cause an aﬁ:tpliﬁcation of the
signal. The sense wires are instrumented with time to digital converters (TDC).
The TDC’s measure the time taken for the electrons to drift from the ionization
point to the sense wires, and hence give a z coordinate for the track path. The
pads are connected to flash analogue to digital converters (FADC) to give pulse
height information that can be used to measure the track ¢ coordinate. The
maximum drift distance, voltage and gas conditions determine the drift time.
These have been chosen so that the drift time is less than the 3.5 us interval
between two beam crossings when the collider is in six bunch mode. The gas
is a 50:50 mixture of argon and ethane, which is typical for drift/proportional
chambers. Argon is chosen because it gives good avalanche multiplication at
low fields, has high specific ionization, is inert, and is cheap. However, in pure
argon, excited atoms are formed during the avalanche process which can only
de-excite through emission of a photon. The minimum energy of the emitted

photon is well above the energy of the ionization of the metal of the cathode,
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and so photo-electrons are emitted. These can then cause a new avalanche
which quickly leads to continuous discharge. Ethane is added because it has
a large number of metastable excited states which can absorb the photon and
then dissipate the energy either by harmless elastic collisions or disassociation
into radicles. Additionally, because the ethane is so effective at absorbing
the energy of the gas, the effective temperature of the drifting electron in the
drift region is decreased. This causes a decrease in diffusion perpendicular to
the drift direction which enhances spatial resolution. Figure 2-4 shows the
hit distribution for a typical event. The vertex is identified by the following

procedure:

¢ Identify associated sets of hits in each octant and make linear fits. Each
candidate track formed and used in the vertex finding must pass the
following criteria
— Number of hits > 6
— Occupancy of track > 70 %

- x? <1000

Calculate the Z intercepts of each track and order in decreasing Z. Move
a window of 1.5 cm along 7Z axis until the point where the maximum

number of intercepts is found.

Calculate the Z mean of the intercepts in the 1.5 cm window

Iterate this procedure to find all candidate vertices.

Accept a vertex as a good vertex if there are more than 180 hits associated
with it.
e If there are two good vertices identify the primary vertex as the one with

the most number of associated hits.

The spatial resolution is typically 200-500 pm per hit which results in a z
vertex resolution of 2 mm. The ability of the VIPC to deal with a high track
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maultiplicity is demonstrated figure 2-4. The probability of multiple interactions

for a luminosity of 1.0 x 10%° cm ™2

sec”! is approximately 8 %. However, the
second interaction is almost always a minimum bias interaction and so this

interferes very little with the overall event topology.

Run 19199 Event12993 T, CCO631 vas1. 22FERS8Y 21:12:10 8-JAN-94

Figure 2-4: A typical event in the vertex time projection chamber. The recon-

structed track segments for the eight octants are shown.
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Figure 2-5: The superlayer structure of the central tracking chamber.

2.1.2 The central tracking chamber

The central tracking chamber (CTC) [37] is a 3.2m long cylindrical drift cham-
ber which accurately measures co-ordinates of charged particle trajectories in
the r-¢ plane and less accurately in the r-z plane. The inner radius of the CTC
is 0.55 m and the outer radius is 2.76 m. The CTC surrounds the VIPC and
sits inside a uniform 1.4T solenoidal magnetic field. The magnetic field bends
the trajectories in the r-¢ plane and thus provides an accurate measurement
of the track P,. Additionally the CTC is designed to give excellent two track
resolution which is important because of the high track multiplicity of a typ-
ical event. This feature is especially significant in this thesis since it enables
the identification of 2 hadronic tau lepton decays by means of a track mul-
tiplicity variable. The drift cells are arranged in concentric cylindrical layers

which are grouped into nine superlayers as shown in figure 2-5. Five of the

48




superlayers each contain 12 sense wire layers which are strung parallel to the
beam axis and this provides the r-¢ co-ordinate. The other four superlayers
are interleaved with the axial layers and have wires which are canted at 3° with
respect to the beam axis to provide a stereo measurement in the r-z plane. The
drift cells are tilted with respect to the radial direction to compensate for the
lorentz angle (3) and make the drift direction azimuthal. This simplifies the
time to distance relationship. Additionally it allows the cells to overlap which
helps resolve the left right ambiguity since the ghost track is rotated by an
angle § = tan™'(2tanf). The chambers use an argon/ethane/alcohol mixture
(ethanol is added to reduce agiﬁg effects due to polymerization of ethane).
They are run at an electric field strength that is sufficient to ensure that the
drift velocity v is independent of E. To measure a hit co-ordinate in a drift
chamber it is necessary to know the time at which the ionization occurred to,
and the drift velocity v. Then if t is the time at which the avalanche reaches

the sense wire, the position §.X is given by
6X = *v(t — to)

The ty are determined by demanding that the tracks be continuous as they cross
the plane of sense wires in a particular cell. The drift velocity is determined by
requiring that the tracks be continuous as they cross the boundary between two
r-¢ cells. The tilt of the cells ensures overlap and facilitates this calibration.
Drift velocity and ¢y are determined online during each run. The r-¢, r-z hit
coordinates can be determined to within 200 pm and 6 mm respectively. The
track P, is measured with a resolution of §P;/P2 < 0.002 for —1.0 < 5 < 1.0.
The two track resolution is 3.5 mm. Tracks with P, < 400 MeV curl up within
the detector. Tracks with Pr > 1.0 GeV and —1.0 < 5 < 1.0, and which are

reasonably well separated, are reconstructed with nearly 100 % efficiency.
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Figure 2-6: The 1 — ¢ segmentation of the CDF calorimeter. Also shown is the
size of a cone cluster with a 0.4 radius. This is the cone clustering radius used

in the analysis.

2.2 Calorimeters

The calorimeters, which measure the energy and position of leptons and jets,
cover almost all of the 4 # solid angle. They are segmented into towers of
0.1 units of pseudorapidity as projected from the detector vertex. All of the
calorimeters are of the sampling type using lead/scintillator or lead/gas for the
electromagnetic calorimeters and iron/scintillator or iron/gas for the hadronic
calorimeters. There are three regions, central (|| < 1.1), plug (1.1 < |g]| < 2.2)
and forward (2.2 < |5| < 4.2). The towers are segmented azimuthally by 15°
in the central and by 5° in the plug and forward as shown in figure 2-6.
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Figure 2-7: A CEM module.

2.2.1 The central calorimeters

The central ca.lorime"sers are constructed in 15° wedges and assembled into
arches which surround the CTC to give full azimuthal coverage. Figure 2-7
shows a central electromagnetic calorimeter (CEM) [38] module. It consists of
30 layers of 1/8 inch aluminium clad lead sheets with 31 layers of 5mm thick
polystyrene scintillator. Each tower is 18 radiation lengths which is sufficient to
contain most electron showers. The light from the scintillators is transmitted
to the photomultiplier tubes at the rear of each Wedgé by a wave shifter bar
followed by an acrylic light guide. Each CEM tower was calibrated using 50
GeV electrons from a testbeam. The calibration was then maintained to within

2.5 % by Cs'®" signals over several years. The overall energy scale is set by
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studying E/p for electrons. The measured energy resolution is

2 2
(%) = (%) +0.02?

A gas proportional chamber is installed at the shower maximum to accu-
rately measure the shape and position of electromagnetic showers. This cham-
ber consists of 64 wires along the z direction which provide the r-¢ co-ordinate,
and 1128 strips in the r-¢ azimuthal direction which provide the z co-ordinate.
The position resolutions is 2mm for 50 GeV electrons.

The central hadronic calorimeter (CHA) [39] sits outside the CEM and
has identical segmentation. The CHA (i*q! < 0.8) consists of 32 layers of 1.0
cm scintillator and 2.5c¢m of steel. The wall hadron calorimeter (WHA) (0.8
< |n| < 1.1) is constructed of 15 layers of 1 cm thick scintillator and 5 cm steel.
All of the CHA modules and two of the WHA modules were calibrated at the
testbeam with pion beams ranging from 10 GeV to 150 GeV and cross-checked

137

and maintained with Cs!®? sources.

2.2.2 Plug calorimeters

The plug electromagnetic calorimeter (PEM) and the plug hadronic calorimeter
(PHA) cover the region (1.1 < |g| < 2.4). The PEM is divided into four
quadrants, each of which consists of 34 layers of proportional tubes interleaved
with 2.5 mm sheets of lead. Each layer has a pad readout formed by etching
the projective tower geometry from copper plated G10 panels. Longtitudally
the pads are ganged together in each tower to form three depth segments. Ten
layers of the PEM near shower max have finely segmented cathode strips as
well as pads in order to provide more accurate position and shape information.
Each of the 2304 towers were calibrated with 100 GeV electrons in a testbeam.

The resolution was measured to be

28%

o
T~ \/E-iZ%

52




The PHA is divided into twelve 30° stacks of 20 layers of proportional tubes
interleaved with 5cin sheets of steel. The pads are also etched with the projec-
tive tower geometry and are ganged together longtitudally to form one depth
segment. The PHA is calibrated in a pion testbeam using the the central tower

of every 30° stack. The resolution for single pions is measured to be

o 86%
= = —2 4%
E JE

2.2.3 The forward calorimeters

The forward electromagnetic calorimeter(FEM) [40] and forward hadronic (FHA)
cover the region (2.4 < |p| < 4.2) . The-FEM consists of four quadrants of
30 layers of proportional tubes interleaved with 48 mm lead sheets. The pad
readout in each layer is etched with the projective geometry and the towers
are ganged into two depth segments. The FEM is calibrated with 20-200 GeV

testbeam electrons. The measured resolution for single electrons is

c  25%
= T/—E— + 0.5%

The response is linear up to 100 GeV and has a 10 % non-linearity at 200 GeV.
The FHA is also divided into four quadrants of 27 layers of proportional tubes
and 5 cm steel plates. The pads are ganged to form a projective tower with one
depth segment. The FHA has full azimuthal coverage only up to || < 3.6 since
it is built around the low beta quadrupoles of the accelerator. The resolution

for single pions is measured to be

5_140%
E  VE

2.3 The muon detectors

The central muon detector [41] consists of drift tubes mounted directly on the
CHA. It covers the region 0.03 < || < 0.63 and has full azimuthal coverage.

There are four layers of tubes. The sense wires, which are parallel to the beam
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axis, are aligned radially but with the wires from the second and fourth layer
offset by 2 mm in order to resolve the left right ambiguity. The z coordinate is
determined by charge division along the wire. The ¢ co-ordinate is determined
from the drift times. The tracks can be matched with the CTC tracks. Since
there were only 6 absorbtion lengths of material in front of the muon detector
the probability of pion punch through is quite high (40 % for 50 GeV pions).
The spatial resolution was 1.2 mm in 2z and 0.25 mm in ¢. The forward muon
spectrometers cover the regions from 2.0 < || < 3.6. Each spectrometer
consists of a magnetized steel toroid with three layers of drift chambers and

two layers of scintillation counters. The reconstructed tracks are matched to

the VTPC.

2.4 Trigger

At a typical tevatron luminosity of 103° cm~2 sec™? the collision rate at /s =
1.8 TeV is approximately 47 KHz. The rate at which the CDF is capable
of writing data to tape is 1 Hz. This requires a multilevel triggering system
to record only the most interesting events . The CDF has a four level (0-3)
triggering system [42] in which each level reduces the event rate sufficiently to

allow a more detailed examination of the interesting events by the next level.

2.4.1 Level 0 trigger

The Level 0 trigger uses information from the beam beam counters (BBC).
The BBC are a set of scintillators placed around the beam pipe in front of
the forward detectors, about 6 metres from the detector vertex. They cover
the region 3.24 < |p| < 5.89. The level 0 trigger required that at least 3 of
the counters on each side of the detector be fired and that the timing of these
hits be consistent with the bunch crossing. Almost all inelastic collisions will
satisfy this requirement and the decision time is small compared to the 3.5us

2 -1

between crossings. The event rate at a typical luminosity of 10°° cm—2 sec™! is
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approx 50 KHz.

2.4.2 Level 1 trigger

The level 1 trigger uses calorimeter information. The front end calorimeter
electronics contains two outputs. There is a fast analogue output used by the
trigger in order to make fast decisions. Thereis also an output which is digitized
by the data acquisition system (DAQ) and allows full charge integration. The
analogue signals are summed to form trigger towers which are .2 x 15°in 5 X ¢
throughout the calorimeter. There are separate sums for the electromagnetic
and hadronic calorimeters. The signals are normalized to be 1V for every 100
GeV. They are then each tested to see if they are above a programmed threshold
and the towers that pass are summed over the entire detector and compared t<:,1
a second programmable threshold. The trigger used in this analysis required 1
GeV single tower threshold and > E; > 18 GeV. The Level 1 decisions takes
7 ps which means that 1 bunch crossing is missed and leads to 2 17.5 % dead

time. The typical event rate at a 103 cm =2 sec™? luminosity is 5 KHz.

2.4.3 Level 2 trigger

The level 2 trigger is implemented by fixed ECL circuitry. It searches for
calorimeter clusters and matches these clusters to tracking and muon informa-
tion. At this level specific physics signatures involving jets, electrons, muons
etc. can be required. The sequence begins with cluster finding which uses a
simple adjacency algorithm. Towers which pass a seed or cluster threshold are
then identified and an ordered list of seed towers is made. The clustering be-
gins by finding all towers adjacent to the seed which pass the cluster threshold.
Towers which are adjacent to these towers and pass the cluster threshold are
then added to the cluster and the process continues until there are no more
adjacent towers. The E;, E,, E,, E; 7, and E; 5? are calculated for the cluster.
The ¢ of the cluster is compared with the track list from the fast tracker which
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has compiled the P, ¢ for CTC tracks, in order to match tracks to clusters. If
there are more seeds the clustering process continues until a complete list of
clusters is formed.

In the 1989 run there were several different types of clusters. General pur-
pose clusters with a seed and cluster threshold of 3.0 GeV, 1.0 GeV respectively
were formed along with electron clusters with 4.0 GeV, 3.6 GeV thresholds.
Also a pseudo-cluster was formed by summing all towers with E; > 1.0 GeV
in the detector to form the 3" E; and ¥,. Trigger decisions are then made on
quantities using a variety of algorithms. The entire process takes 30-40 s and
reduces the event rate from 5 KHz to 5 Hz. In this thesis a . trigger was used

and this will be discussed in section 3.3.

2.4.4 Level 3 trigger

The final and most sophisticated trigger decisions are made at level 3 by a
set of micro-processors which run fortran algorithms to select events. The
microprocessors are ACP nodes which are a set of Motorola 68020 processors
using the VME protocol. At this level the DAQ calorimeter readout is available
and so the offline calorimetry code is run with the most up to date constants.

The event rate is reduced from 5 Hz to 1 Hz.

2.5 Front end electronics and detector read-

out

There are nearly 100,000 channels in the CDF which are readout by the front
end electronics. The design requirements of the system were that it have a
large dynamic range of 100,000:1, be stable and accurate to 1 %, have very lit-
tle noise pickup, and be fast and reliable. To minimize the noise, all analogue
signals except for the trigger fast outs are digitized on the detector before be-

ing sent to the counting rooms which are above the detector. The calorimeters
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use a before and after sampling in which two storage capacitors sample the
amplified signal before and after beam crossing. The difference between the
two measures the signal size and removes the effects of charge build up be-
tween two events. This is implemented by the RABBIT [43] electronics system
which handles the front end amplification, sampling, digitization, multiplexing,
pedestal subtraction and calibration. RABBIT is an acronym for Redundant
Analogue Bus Based Information Transfer system and the RABBIT crates are
readout by MX scanners which are in the counting rooms. The redundancy is
due to the fact that the electronics is mounted on the detector and is inacces-
sible most of the time and so to ensure reliability back-up circuits are needed.
The signals from the tracking systems are shaped at the detector and sent to
FASTBUS TDC’s in the counting room which are read out by SSP scanners.
The signals from both calorimeter and tracking systems are digitized and read

out when the Level 2 trigger is passed. Each scanner can buffer 4 events.

Fastbus

Vox Cluster

Level 3 Trigger Buffer Manager

Event Builder

MX ond S3P Trigger
Scanners Supervisor

Level 1 + Level 2
Triggers

Front End Electronics

Figure 2-8: A schematic of the CDF FASTBUS based DAQ system.
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The data acquisition system, based on the FASTBUS [44] protocol , is shown
schematically in figure 2-8. The FASTBUS system was chosen because of its
ability to deal with large parallel data transfer at high speed. The Buffer Man-
ager, a microvax computer, controls the flow of data through the DAQ system.
The Event builder, a dedicated processor, collects the event information from
the various scanners and formats the data for use by the Level 3 trigger. From

the Level 3 trigger the event is passed to host VAX computers and written to

tape.
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Figure 2-9: The integrated luminosity delivered compared to the integrated

luminosity collected.

2.6 1988-1989 run

The data used in this thesis was collected over a 10 month period from Au-

gust 1988 to May 1989. During this period the peak luminosity was over
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2 x 10 em~? sec™! and the total integrated luminosity was 4.1pb!. 4 x 10°
events were recorded on 5500 magnetic tapes. Figure 2-9 shows the integrated
luminosity delivered by the accelerator as compared to the integrated luminos-

ity collected by the detector as a function of time.
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Chapter 3

Event Reconstruction and

Selection

In this chapter we first describe the conversion of raw data to energy and
tracks. This is followed by a discussion of the experimental top to Charged
Higgs signature since this motivates the particular physics objects we wish to
reconstruct. This signature involves B, hadronic taus and jets. We use a
hardware B trigger to collect the data used for this search. This constitutes
the most serious inefficiency in the selection requirements and so we discuss in
some detail the trigger definition and the estimation of its efficiency. At the
offline level the critical element of the analysis is the definition of a hadronic
tau algorithm. This is a difficult problem at a pp experiment because jets can
fluctuate to fake any hadronic tau signature that we define. We show that it
is possible to define a hadronic tau signature théa.t gives significant but finite
rejection of jets. The QCD multijet cross section is several orders of magnitude
higher than the predicted top cross section. This means that we must exploit
the particular event topology characteristics of the top to Charged Higgs events
to reject as much of the QCD cross section as possible before applying the
hadronic tau algorithm. We show that with the correct event topology cuts
and hadronic tau algorithm we are sensitive to top to Higgs events. We are also

able to demonstrate the existence of a W — 7v signature using our hadronic
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tau algorithm and use this as a consistency check of our techniques.

3.1 Event reconstruction

In this thesis we used full production data sets. Production refers to the
process of converting the raw data to energy and momentum quantities and
also to physics objects such as jets and electrons. Variations in the electronic
gain and pedestals are corrected online so that conversion of the calorimeter
ADC counts to energy requires multiplication by a scale factor. The TDC
counts in the tracking chambers are converted to drift times in the production
process, which then allows the reconstruction of tracks. The VITPC tracks can

then be used to reconstruct the event vertex.

3.1.1 Vertex reconstruction

The event vertex is reconstructed using VIPC tracks extrapolated to the beam
axis. There is a small probability of multiple interactions. This is dependent
on the luminosity and for a typical luminosity of 1.0 x 10%° em~? sec™! approx-
imately 8 % of events contain a multiple interaction. This does not present a
problem because in almost all cases the second interaction is a minimum bias
event and does not affect the event variables we use in the analysis. The only
impact is in the choice of primary vertex. We designate the primary vertex
as the one with the most hits associated with it (i.e the sum of the hits on
each track associated with the vertex) . The event vertex has an approximate
Gaussian distribution with =30 cm due to the finite size of the proton and
antiproton bunches . The event vertex is needed to reconstruct the transverse
energy in the calorimeter and derived quantities such as ¥;. Also we wish to

require that tracks come from the primary vertex.
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3.1.2 Energy reconstruction

The ADC data are converted to energies by multiplying by a detector depen-
dent factor. This scale factor is deduced from testbeam data and from run
dependent conditions such as gas gain which is affected by temperature and
pressure. Bad channels are removed. Events with readout errors are flagged.
Small pedestal drift corrections are applied to some channels. Some towers
have anode planes which were turned off due to broken wires and the energy in
these towers is corrected. After these tasks are accomplished we have an 7 — ¢
array of tower energies. Several types of noise are then removed before further
processing.

In the central calorimeters the phototubes can give a spurious energy mea-
surement. This may be due to high voltage breakdown in the phototube, or
Cerenkov light from particles showering in the light guide. However, since each
tower is read out by two phototubes, we can require energy in both to eliminate
this problem.

The main ring passes over the top of the CDF detector. When particles
in the main ring interact with the beam pipe a shower of particles through
the detector can result. This can cause false calorimeter triggers. During data
taking triggers were inhibited when main ring bunches passed over the detector
but a few events still rernained and necessitate offline filtering. The algorithm
to do this is based on the observation that these events will have a large amount
of out of time energy deposited. An event is rejected if more than 8 GeV of
energy is deposited in CHA or WHA towers whose TDC hit time was more
than 20 ns outside of the nominal beam crossing time. Less than 1 % of events
are removed since the trigger inhibition is very effective.

Cable noise in the PHA and FHA is caused by pickup from the ground
loops in the ribbon cables that connect the towers to the front end electronics.
This is removed offline by recognizing that each cable carries signals from 12
adjacent towers. A uniform signal in 12 adjacent towers with no corresponding

anode signal is indicative of pickup.
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In the gas calorimeters the low energy neutrons produced by hadromnic show-
ers can cause knock on of protons from the ethane gas or plastic walls of the
calorimeter. The protons are highly ionizing and loose all their energy in the
gas in a very short distance. This effect is identified by an algorithm which
looks for a large energy deposit in a very localized region. In addition localized
large energy deposits can be caused by high voltage leakage from the ends of
the PEM proportional tubes.

The array of tower energies can now be used to construct an array of trans-

verse energies using the relation
E. = E'.sinf

where E' is the energy is the tower and # is the angle between the event
vertex and center of the tower. From this we can reconstruct the global energy

quantities such as 3 E; and E;

3.1.3 Track reconstruction

There first task in converting the raw TDC data to drift times is to correct
the times for a number of systematic eflects. To convert these times to tracks
then involves pattern recognition of the hits associated with a track, fpllowed
by fitting the hits to a curve in order to measure the momentum.

The drift times must first be corrected for channel and time dependent
fluctuations. There are variations due to the different cable lengths which are
estimated using pulser calibrations. There are channel dependent variations
due the difference between calibration and chamber pulses which are corrected
using a large sample of tracks from minimum bias data. Additionally there are
time dependent pedestal variations in delays in the electronic circuits which
are again corrected using minimum bias data for each run. The drift velocity
varies with position because of field distortions near the sense wires. Minimum
bias data is used to measure the correction. After these corrections have been

applied the tracks can now be reconstructed by the following procedure
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An r-¢ seed track segment is required in a cell in the outermost superlayer.
This is defined by at least 5 hits from each wire plane with decreasing drift times
(the hit closest to the wire gives the shortest drift time). Adjacent cells are
searched until all the sense wires are tested and the segment is formed from
these hits. A circle is then defined by these hits according to the expected

trajectory of the track assuming it passes through the beam position.

o Hits are then searched for along this circle and the circle is refit using
these hits. If the fit is too bad the hit is dropped else it is marked so that

it not included in another seed track.
o Steps 1 and 2 are then repeated until there are no more 1-¢ seed tracks.

¢ The 1-¢ circle is projected onto the stereo layers and hits from these
layers are used to comstruct the best z co-ordinate and thus the best

three dimensional helical track fit.

e The above steps are repeated until there are no more track candidates.

At the end of this procedure we have an array of tracks associated with the
primary vertex, and with accurate position and momentum measurements.
Using the array of energies, the vertex, and the array of tracks we can now
construct physics objects with which to search for the top to Higgs decay. We
will now describe the experimental characteristics of this decay and the objects

we construct.

3.2 Top to Higgs signature

At \/Es) = 1.8 TeV the dominant production mechanism for top quarks is
tt production [49]. We will first consider the case Br(t — H*b)=1.0 and
Br(H* — 7v,)=1.0 so that the final state is

v, 7bb
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The b’s will produce jets. The neutrinos are undetectable and therefore cause
an imbalance of energy in the detector. The taus can decay to electrons,muons
or hadrons. We will require a final state that involves a hadronic tau decay
since we will be sensitive to a large fraction of the branching ratio ( B(r —
hadrons)=64 %). The final state signature is at least one hadronic taus plus
at least one jet jet plus an energy imbalance. In designing the event selection
criteria the first consideration is the trigger requirements. The trigger must
be designed to give good efficiency for the signal while rejecting as much of
the background as possible. The largest background to this signal is a multijet
event in which one of the jets is mismeasured so that there is an energy imbal-
ance and another fluctuates to look like a hadronic tau. Although this is a low
probability event the jet cross-section at /s = 1.8 TeV is approximately 10°
pb for events with a jet of E; > 15 GeV, while the tt cross-section for m,=70
GeV is of the order 10? pb. As we will show later, it is typically possible to
construct an algorithm using the production quantities (rather than trigger
quantities) that will reject 90 % of jets while accepting 50 % of taus. This type
of algorithm uses full tracking quantities that are not available at the trigger
level. It follows that an inclusive hadronic tau trigger would be dominated by
background, and similarly for any trigger involving b jets. However, we can
achieve large background rejection and good signal efficiency by considering the

energy imbalance. This we will define by using the missing transverse energy

(Bx)-

3.2.1 Other possible signatures

As an aside, we note that we might consider alternative signatures involving
an electron and/or a muon in the same fashion as the standard model top
search. This possibility arises because the tau can decay to an electron or a
muon. However, in the case of the standard model top, the lepton derives from
a W* decay and so has a high P;. In the charged Higgs case the lepton has

much lower P;. This is because there are two neutrinos in the leptonic tau
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decay and tau itself derives from the charged Higgs (we are considering the
case (mu+ < my+). In the 1988-89 run the lepton trigger thresholds were set
too high to make these signatures possible with an inclusive lepton data set.
Also we note that we would be much less sensitive to the total tt branching
ratio. In the case of an ep signature we would be sensitive to only 9 % of the
branching ratio. Requiring at least one hadronic tau is sensitive to 87 % of the

to tt branching ratio.

3.3 Missing transverse energy trigger

3.3.1 Description of the trigger

Missing transverse energy is defined by

2 2
E’r = \} ( E E’I‘ - sin ‘xétower) + ( z E‘r + COs ¢t,ower)

towers towers

with
Er = E x sin (8)

Missing transverse energy is used rather than energy imbalance because there
is energy loss along the beam pipe. The F; that we will use in the trigger is
different than the production (DAQ) E: and this will later affect our trigger
efficiency calculation. The trigger towers are different from the DAQ towers.
They are segmented into units [An| = .2 rather than the DAQ towers |Ag| = .1.
The E; of the trigger towers is computed using the detector vertex rather than
the event vertex used by the DAQ towers. The trigger towers are read out
differently from the DAQ for reasons of speed. This means that there can be
a difference between the trigger energy and DAQ energy due to fluctuations.
Finally, the thresholds for inclusion of the towers into the trigger E; sum and
the offline DAQ sum are different. The combination of these differences means
that the offline B, can be substantially different from the trigger E; and gives
rise to a slow trigger turn on. The E, trigger is defined by the following

requirements
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e Er > 25 GeV (with a 1 GeV tower threshold).

e The leading cluster be in the pseudorapidity range, || j 2.4 and must
have at least 8 GeV of EM energy (EST). The trigger cluster is defined
by a simple adjacency algorithm with a seed threshold of 3.0 GeV and
1.0 GeV shoulder threshold.

The electromagnetic energy requirement is added because the trigger was orig-
inally designed to select W — ev events. Since taus often contain a large
fraction of electromagnetic energy from the 7°’s in the hadronic decay this is
not an overly restrictive requirement but does introduce a small inefficiency.
Figure 3-1 shows the E; for a pp — tt — H*H~bb Monte Carlo and for
a sample of QCD jets taken from a jet trigger data stream. The generator
Monte Carlo used is ISAJET (described in detail in section 4.2). The events
are then passed through a detector simulation. The distributions of kinematic
variables from the Monte Carlo changes with the mass of the top and the
mass of the Higgs. We will use a top mass of 70 GeV and a Higgs mass of 50
GeV for illustrative purposes throughout this chapter. This choice is in the
middle of the search region defined in chapter 1. In the actual computation
of efficiencies we will use a different Monte Carlo data set for each my+,m,
combination within our search region. The jet data set comes from a trigger
requiring at least one calorimeter cluster with E; > 20 GeV anywhere in the
detector (JET20 trigger). We choose this data set because the jets in the top
to Higgs events are typically in this range. The figure also shows the By > 25
GeV cut in the trigger. The trigger was originally designed to observe W — ew.
The choice of a 25 GeV cut was motivated by the need to have high acceptance
for W — ev events, which typically have a much higher E; than the top to
Higgs events, and also by the need to reduce jet background. The trigger is
not optimal for the top to Higgs events since the Ey cut is too high but we still
have a reasonable efficiency with this trigger. We next describe the estimation

of the trigger efficiency.
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Figure 3-1: The E; for simulated (ISAJET) pp — tt — H*H bb, H* — rv
events (mg+=>50 GeV, m,=70 GeV) and for jets from a jet trigger data set.
The jet data set is formed by requiring a jet cluster with E; > 20 GeV. The
normalization of the two distributions is arbitrary. Also shown is the B trigger

efficiency.

3.3.2 Estimation of trigger efficiency

In order to calculate the efficiency of this trigger we will use two techniques. |
We will first use data from an independent trigger and then compare this to
an estimation from a Monte Carlo trigger simulation. In all of the Monte
Carlo data sets used for estimating signal and background the leading cluster
is almost always in the central or plug calorimeters (98%-99%) and so the

trigger efficiency needed is a function of two variables By and ES™
¢ = {(E) g(EST

f(E.) is the trigger efficiency as a function of F; independent of ES™ and vice-
versa for g(E'). To measure the trigger efficiency we use data from another

trigger which is independent of the trigger requirement we are trying to mea-

sure. We therefore require a data set that has been defined without making
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any Er requirement yet has substantial E,. Examples of this are an inclusive
electron data set in which there are W — er candidate events, and a jet data
set in which there are a small number of high E; events due to jet misniea—
surement or resolution fluctuation. We will use both data sets to compute the
efficiency of the E trigger requirement, since the top to charged Higgs events
contain both electromagnetic and hadronic energy. The inclusive electron data
set trigger requires that there be a central electron trigger cluster with E; > 12
GeV and a track associated with the cluster with Py > 6 GeV. Additionally we
require a good isolated central electron with E; > 20 GeV using the electron
quality cuts described in appendix A. The data set then contains a significant
number of W — er events which have substaptial Er. In all the data sets there
is a data bank in which the trigger quantities have been stored. In this data set,
for a particular value of reconstructed offline E;, we ask whether the trigger
F: is greater than 25 GeV. Since we have only a finite number of statistics we
must bin the data according to ofﬂiné E:. The appropriate bin width is chosen
by considering that the . resolution is given in terms of the total scalar 3 E;
by
G*ET = p.47 ZET

This estimation comes from figure 3-9 and the E. résolution is discussed in
section 3.4.2. Using the measured scalar 3 E; we find that the typical resolu-
tion is 4 GeV and so we use this as the bin width. Figure 3-2 shows typical
efficiency computed with the inclusive electron data set. Also shown is the
efficiency computed with data from a trigger that required a trigger cluster of
at least 60 GeV in the calorimeter. There are very few events with high missing
transverse energy and hence there are large errors for these bins. Similar curves
‘are obtained for jet triggers with 20 and 40 GeV, but there are even fewer high

F1.events and so we gain very little by using these in our calculation.
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Figure 3-2: The E. trigger efficiency from data. The two plots are from a)
an inclusive electron data set which required a 12 GeV electromagnetic trigger

cluster b) a jet data set which required a 60 GeV trigger cluster.

The agreement between the jet data and the electron data is quite good in
the relevant region (E;x > 25 GeV) but the jet data shows an earlier turn on
that the electron data. This is because the EM trigger energy is only 93 % of
the offline EM trigger energy while the hadronic trigger and offline energy is
equal [57]. We do not attempt to explain the efficiency curves for low E since
we make a cut of B > 25 GeV. The efficiency points are fit to parameterized
curves which we will subsequently convolute into our Monte Carlo calculations
as explained later. The F, requirement is approximately 50 % efficient at
the threshold cut of 25 GeV and achieves > 95 % efficiency above 40 GeV. If
these efficiency curves are compared to the typical B, distribution for top to
Higgs events in figure 3-1 then it can be seen that the slow turn on will have

a significant impact on the acceptance calculation.
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Figure 3-3: The trigger efficiency for the electromagnetic cluster requirement
of the E; trigger (ES™ > 8 GeV, |g| < 2.4) computed from a jet data data set
which required a trigger cluster with E; > 60 GeV. Only non-trigger clusters

were used to avoid bias.

In addition to the Fr requirement the ¥, trigger als_o requires an electromag-
netic cluster of at least 8 GeV in the pseudorapidity range Inl < 2.4. We now
estimate the efficiency of this requirement , g(ES®). In our top to Higgs Monte
Carlo this requirement is most often satisfied by a 7° from the taus or jets in
the event, rather than by an electron. We therefore use the jet data set which
required a cluster of E; > 60 GeV to compute the efficiency since the electro-
magnetic energy in the clusters in these events is most often from a 7°. We
then compare the trigger electromagnetic energy in the next to leading trigger
cluster with the associated reconstructed offline cluster. We use the next to
leading cluster rather than the leading cluster, which is the trigger cluster, to
avoid any bias. We use only clusters in the pséudorapidity range |7| < 2.4.
Figure 3-3 shows the efficiency estimated. At 8 GeV the trigger requirement
is very inefficient, but quickly rises to 50 % at 10.5 GeV and achieves better
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Figure 3-4: The E; trigger efficiency calculated with simulated data and com-
pared to electron and jet data. The simulation is ISAJET followed by a detector
and trigger simulation. The electron data required a trigger cluster with elec-
tromagnetic energy E; > 12 GeV. The jet data set required a trigger cluster
with Ex > 60 GeV

To gain further confidence in our efficiency calculation we compare the effi-
ciency curves from data to simulated data sets. We use the ISAJET generator
Monte Carlo in conjunction with a detector simulation [54] and a level 1 and
level 2 trigger simulation [53]. In figure 3-4 we compare simulated W — ev
data with the electron data set described above, and also simulated jet data
with the jet data set for the F efficiency. The W — ev simulation gives a very
good agreement, while the jet simulation is reasonable in the region of interest
(Er > 25 GeV). In figure 3-2 also use the simulated jet data to compare to the

ES? efficiency curve.
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Figure 3-5: The E5T trigger efficiency from simulation data compared to jet
data. The simulated data is ISAJET followed by a detector and trigger simu-
lation. The jet data required a trigger cluster with E; > 60 GeV.

We have computed the trigger efficiency curves in three different ways, with
W — ev data, with jet data and with simulated data. The motivation for
using both electron and jet data was that top to charged Higgs events would
in general contain both electromagnetic and hadronic energy. The efficiencies
are slightly different for both the W — er and jet cases due to the differing
relationship between the reconstructed offline energy and the trigger energy
for electromagnetic and hadronic energy. The simulation gave reasonable, but
not perfect agreement with these two cases. The most conservative way to
calculate the trigger efficiency for top to Higgs events from these studies is
to separately use the efficiency curves from each of the three calculations as
below. The efficiency is taken as the average of the three calculations and the
systematic error as the maximum deviation of any one of the calculations from

the average.
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e 1. Convoluting ¢ = f(B;).g(ES™) into the Monte Carlo data where f is

computed from electron data and g for jet data (&)

e 2. Convoluting € = f(B1).g(ES™) into the Monte Carlo data where f is
computed from jet data and g from jet data ()

e 3. Using trigger simulation (e3)

Then the efficiency(e) and error on the efficiency (o) are defined as below
€= £1 :tﬁaz:tﬁa

o. = maz(€; — €,€6, — €,€3 — €)

The trigger efficiency varies with mg+,m,, because the ¥, derives from the
neutrino in the Higgs decay. As the Higgs mass changes so will the average P,
of the neutrino. The trigger efficiency varies from 18-25 % over the range of
Higgs masses we are investigating. In the typical case of, my+ = 50 GeV, m,
=70 GeV, the efficiency is 23 % and the systematic error is 2 %. The trigger
is the largest ineﬁ'ivciency of the various cuts used in this analysis. We note
that the trigger was not explicitly designed for the selection of top to Higgs
events. The electromagnetic cluster requirement constitutes about 10-15 %
of this inefficiency. This was originally added to reduce noise when trying to
trigger on W — ev events, and should be removed if one were trying to create
an optimum top to Higgs trigger. Additionally, the E; trigger threshold of
25 GeV is too high as can be seen from figure 3-1 and so one would also like
to lower this threshold. However, as the threshold is lowered the background
from QCD events also increases and so one should couple the lowering of the
Er threshold with some form of loose tau requirement (eg. a narrow jet).
There is also a level 3 E; trigger but the quantities used by this trigger are
the reconstructed offline quantities and all the cuts applied are superseded by

cuts used in the definition of the data stream which will now be described.
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3.4 Data stream selection

After offline reconstruction the E; trigger data was filtered. In this filter we
endeavour to reduce the QCD multijet background while maintaining high
acceptance for top to Higgs events. To do this we exploit the different event
topologies of the two classes of events. Explicitly we reinforce the F, trigger
requirement with an offline ¥, cut and require that the ¥y is significant. We
also remove events with a dijet topology. We first describe the definition of a

jet at the CDF before defining these selection requirements in detail.

3.4.1 Jet clustering algorithm

The jet clustering algorithm [54] starts with the  — ¢ array of transverse
energies and uses a fixed cone clustering algorithm. A jet centroid is found and
all towers within a fixed cone are summed. This algorithm is chosen because it
most closely corresponds to the theoretical definition of jets and is free of the
clustering problems associated with unusual event topologies. There are three

steps

s Two lists are formed from the 77— ¢ array of transverse energies. The seed
list includes all towers with E; > 3 GeV and the candidate list contains
all towers with E; > 1 GeV. Preclusters are formed. These are unbroken
strings of adjacent towers with continuously decreasing E; as you move
away from the seed. Plug and forward towers are summed in ¢ so that

the segmentation is the same as the central.

e A cone of R=+v/A7n? + A¢?>=0.7 is formed about E; weighted centroid
of the precluster. Candidate towers inside the cluster are added to this
cluster. The centroid is recomputed and the process is repeated until the

cone is stable.

e There are some cases where towers belong to two clusters. If one cluster

includes another, the smaller is dropped. If the clusters are overlapping
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then an overlap fraction is defined as the E; shared by the clusters di-
vided by the overlap between the clusters. If this fraction is greater than
0.75 the smaller cluster is merged by the larger one. If the fraction is
less than 0.75 then each overlapping tower is associated with the cluster
whose centroid is closer. The centroids are recalculated and the process

is repeated until the cluster list is stable.

3.4.2 The data stream - event topology cuts

We use a . data stream that was one of several defined data streams in the
1988-89 run. This is further augmented by some additional more stringent
cuts. The cuts are summarized, with the efficiencies for top to Hlggs events,
in table 3.1. The are 250,000 events which pass the E; trigger and these cuts
reduce the data set to 29,000 events.

The E, data stream

The defined E; data stream filter requires
o B> 15 GeV
e Dijet veto

e The highest E; Jet cluster be Er > 15 GeV, || < 2.4, E-(EM)/E.(HAD) >
5%.

The offline B is calculated with the event vertex. The dijet veto is applied by
requiring that there be no cluster with E; > 10 GeV azimuthally opposite the
leading cluster |A¢| > 150°. Figure 3-6 shows this azimuthal angle for simu-
lated top to Higgs events and for a jet sample taken from a jet trigger data set.
Table 3.1 shows that the dijet veto is the most severe cut. The data set is re-
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Figure 3-6: The azimulthal angle between the leading jet and next-to- leading
jet for simulated (ISAJET) pp — tt — H*H bb, H* — 7v events (my+=50

GeV, m,=70 GeV) and for jet events from a data set which required a trigger

cluster of E; > 20 GeV. The normalization is arbitrary.

Additional event topology cuts

We make the following additional cuts
[ J E'I‘ > 25 GCV

. Zvertez < 60 cm

L] ET/VZET > 2.5

The more stringent E; cut is to complement the trigger cut of Br > 25 GeV.
Figure 3-7 shows the E, for the 129000 events and also for the simulated top

to Higgs data.
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Figure 3-7: The K. for a) the E; data set after the trigger and E, filter and
b) simulated (ISAJET) pp — tt — HYH~bb, H* — 7v events (my+=50 GeV,
m,=70 GeV) after the same cuts.

The Zyertez cut is to remove a small class of events that have a large Fr due to
a highly displaced vertex in the z direction. The effect of the displacement is
that jets pass through cracks in the detector, whereas if the vertex were at the
center of the detector the jets would traverse at least part of the calorimeter
due to the different angle of approach. These events are removed by requiring
that Zyertez < 60.0 cm. The vertex distributions for the B, data sample, and
for simulated top to Higgs events are shown in figure 3-8. The mean in the data
is offset slightly by a few centimeters due to incorrect tuning of the interaction
point while taking data. Table 3.1 shows that the vertex cut and the E; cut
cause only a small inefficiency and the F; data sample is reduced to 32000

events.
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Figure 3-8: The Zyerter for a.),ET data set events after the trigger and E. filter
cuts have been passed and b) for simulated (ISAJET) pp — tt — H*H bb,
H* — 7v events (mg+ =50 GeV, m,=70 GeV) after the same cuts.

The significance cut (E;/+/3 Br > 2.5) is to further reduce the QCD back-
ground. In many QCD events that remain in the data set the F; is due to
resolution fluctuations. The sampling fluctuations in the calorimeters cause
the measured energy of a jet to differ from its true energy. This can result in
spurious By due to the imbalance of energy. Figure 3-9 shows a plot of the
TR /V/3 Er versus 3 E; for minimum bias events in which one expects no true
E:. This illustrates that the probability of a fluctuation causing E. is propor-
tional to v/3 E;. To reduce the probability of the ¥ being due to fluctuations
we require that the significance be greater than 2.5. This is 4 standard devia-
tions away from the typical minimum bias signiﬁca.nce. Figure 3-10 shows the
significance distributions for both the data set and the simulated tt events. In

the data set 29000 events remain after this cut.
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Description Cut Efficiency for
t — H*b events

(my+ = 50 GeV,m, = 70 GeV)

Er > 25 GeV

Trigger Leading Cluster: 0.23
EM > 8 GeV, || < 24
Er > 15 GeV 1.00

Leading cluster:
Er > 15 GeV, |7| < 2.4 0.99
Defined Er(EM)/Er(HAD) > 5%
E*r Filter Dijet veto:

No cluster E1 > 10 GeV

with A¢ > 150° 0.68
from leading cluster
Additional | Er > 25 GeV 0.93
cuts Zyerter < 60 cm 0.94
E:/VEZEr >25 0.98
Total 0.13

Table 3.1: A summary of the data stream selection cuts and the efficiencies
for simulated (ISAJET) pp — tt — H*H-bb, H* — rv events (my+=50 GeV,
m,=70 GeV) . The efficiencies are calculated sequentially. The total is the
product.
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3.5 Defining a hadronic tau algorithm

Decay Mode CELLO World Average

Branching Branching
Ratio Ratio

T — U,V 18.44+ .9% 17.7+ .4%

T — pv v, 17.7+ .9% 17.8 £ 4%

T - T, 11.1+ 1.0% 11.0 £+ .5%

T Ku, T+.2% .68 +.19%

T - K, 1.4£.3% 1.6+ .2%

T - pvy 2224+ 1.7% 22.7+ 8%

T — 777%, 10.0+ 1.9% 7.5+ .9%

T — 7n%7%7%, | 3.2+ 1.4% | < 1.4% (theory)

T = TV, 8.7+ .8% 7.1+ .6%

7 — 70, 5.6+ .8% 6.7+ .7%

T — other 1.0+ .3% | < .8% (theory)

Table 3.2: Tau decay branching ratios

We will search for tan’s that decay hadronically. The basic requirement of a hadronic
tau algorithm is that it has a high efficiency for finding hadronic tau’s. However, we
must consider that jets can fragment to look like hadronic taus so that the algorithm
must give a good rejection of jets. Also since a tan decay can have a low momentum
track (n1) pointing at a cluster with a large component of electromagnetic energy
(w®), this can be confused with an electron that has bremstrallunged. We therefore
need to make sure that the algorithm also gives very good rejection of electrons.
Finally we must consider the event environment of the tau. For example, a tau from
a W — 7v event will have a higher P, and be more isolated that a tau from a
pp — tt » HYH bb,H* — 7v event. The P. is lower because we are considering
the case my+ < my+. The tau is more isolated because the only other final state
particle in the W — 7v event is a neutrino as opposed to a tt event in which we have

other tau’s and jets. These considerations affect the choice of P /E; thresholds
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and isolation variables. We begin the formulation of the algorithm by listing the

distinctive properties of a hadronic tau decay.

e With the exception of the 7 — Kv,,7 — K*», modes, which are only 2 % of
the branching ratio, all the hadronic decay modes contain both neutral (x°)
and charged (7%) energy and so will form a calorimeter cluster with both

electromagnetic and hadronic energy.
o The number of charged tracks in the decay will be one or three.

o The tau has a low mass (1.78 GeV) compared to the typical boost that it
receives in a tt event, which is approximately 20 GeV. The tau decay prod-
ucts will have a small momentum component transverse to the direction of the
boost, compared to the momentum component parallel to the boost. Conse-

quently the cluster will be narrow.

¢ The tau will often be isolated.

Qur algorithm will be a calorimeter cluster with associated tracks and some form of
isolation requirement. In addition we will define a cut to veto electrons. The algo-
rithm, which we now describe in detail, is summarized in table 3.4 with efficiencies
for taus from simulated (ISAJET) pp — tt - HTH-bb, H* — 7v events (m,+ =50
GeV, m,=70 GeV) .

3.5.1 Hadronic tau cluster requirements
‘We require a cluster with

¢ Cone radius R=0.4

s 01<yg/<1.0

¢ Ex > 15 GeV
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Figure 3-11: The reconstructed/generated energy for taus as a function of cone
cluster radius. The taus are from simulated (ISAJET) pp — tt — H*H™bb,
H* — 1v events (my+=50 GeV, m,=70 GeV) .

The CDF jet clustering algorithm (described in section 3.4.1 )} has been used exten-
sively at CDF and is well understood. We use this as the starting point in our tau
algorithm. We set the cone radius to be (0.4. Figure 3-11 shows the fraction of en-
ergy reconstructed for taus versus the cone radius. It can be seen that we will accept
most of the energy for a cone radius greater than R=0.2. However, we choose R=0.4
since this is also appropriate for jets in the event. This allows us to use previous
work on systematic effects associated with the choice of this cone size. Choosing the
cluster size to be 0.4 rather than 0.2 does not significantly affect the efficiency or
background rejection power of the hadronic tau algorithm.
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Figure 3-12: a) The generated 7 of taus in simulated (ISAJET) pp — tt —
H*H bb, H* — Tv events (my+=50 GeV, m,=70 GeV) . b) The generated P,
and reconstructed E; of taus with 0.1 < || < 1.0. All events are required to
pass the trigger and data stream requirements. Also shown are the selection

cuts 0.1 < |p| < 1.0, Ex > 15 GeV.

We require the cluster to be in the central region 0.1 < |p| < 1.0. This is because
we wish to associate tracks with the cluster. Tracks are reconstructed with high
efficiency when they pass through all layers of the central tracking chamber. This
defines the region |7| < 1.0. We exclude clusters in the region 0.1 < |n| because there
is a crack in the detector at 7 =0.0. Figure 3-12 shows the 7 distribution of taus
from simnlated top to Higgs events. The taus are predominantly central because the
tt system is produced predominantly in the central region. The acceptance of this
cut, if we require at least one hadronic tan from simulated (ISAJET) pp — tt —
HtH bb, H* - 7v events (m+ =50 GeV, m,=70 GeV)is 66 %. We consider clusters
with Ex > 15 GeV. Below this value the QCD background increases dramatically.
Figure 3-12 shows the generated Py and reconstructed E; of taus in the region 0.1
< |n| < 1.0 after trigger and data stream requirements. The reconstructed E; is
less than generated P, because of the neutrino in the tau decay. The acceptance of
this requirement for hadronic taus from simulated (ISAJET) pp — tt — HYH-bb,
H* - 7v events (m,+=>50 GeV, m,=70 GeV) is 65 %.
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3.5.2 Hadronic tau track requirements
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Figure 3-13: The maximum angle of tracks from tau cluster axis for taus in
simulated (ISAJET) pp — tt — H*H-bb, H* — 7v events (mg+ =50 GeV,
m,=70 GeV) . Also shown is the equivalent cone radius R.

We require that the tau cluster have
» A least one track with Pr > 2.5 GeV in a cone of 7.5% about the cluster axis.
s No tracks with P, > 1 GeV in an annulus of 7.5°-17.5° about the cluster axis.

The cluster axis is defined as a vector that points from the event vertex to the E;
weighted centroid of the cluster. We then form cones about this axis in which we
search for good tracks. The tracks are required to satisfy standard quality require-
ments [56] and to be associated with the primary vertex. Figure 3-13 shows the
maximum angle from the axis of all tracks with Pr > 1.0 GeV resulting from the
tau decay (recall that there can be 1 or 3 charged tracks). We search for tracks in a

7.5° cone about the cluster axis.
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Figure 3-14: a) Py of leading tau tracks for taus in simulated (ISAJET) pp —
tt — HtH bb, H* — 7v events (my+ =50 GeV, m,=70 GeV) . Also shown is
the same distribution for jets from a jet data sample. b) The P, of tracks in

minimum bias events

To set the track threshold we first consider the P of the leading track in the tau
decay. In Figure 3-14 we compare the leading tau track with the leading track in
a jet. The jet sample is chosen to have an E, spectrum similar to the taus. We
use a jet trigger data sample and consider only the non-leading jet to avoid trigger
bias. The spectrum is similar. This means that there is no optimum threshold cut to
maximize the rejection of jets. The next consideration is the probability of a track
from the underlying event falling within the cone. To maximize the acceptance for
taus we want to set the threshold as low as possible without being susceptible to
tracks from the underlying event. Figure 3-14 shows the track P; distribution for
all tracks in a minimum bias event. If we consider a minimum bias event to be
equivalent to the underlying event then we form a cone of angle 7.5° and ask what
is the probability is that a track from the underlying event lies within that cone.
Since this probability changes with 7 we scan the cone over 5. Table 3.3 shows this
probability. We require the leading track to be Py > 2.5 GeV. The probability for
a track with P, > 2.5 GeV from the underlying event to fall within the cone is less
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than 0.01 %. The efficiency of this requirement is for hadronic taus in siroulated
(ISAJET) pp — tt — H*H bb, H* — 7v events (my+=50 GeV, m,=70 GeV) is 81
%.

7 range Probability(%) of track | Probability(%) of track | Probability(%) of track
with Py > 2.5 GeV with P+ > 1.0 GeV with Py > 1.0 GeV
in 7.5 ° cone in 7.5 © cone in 7.5 °-17.5 ° annulus
0.1< || <03 0.023 | 0.41 1.7
0.3 < || < 0.5 0.029 0.46 1.9
0.5 < |n] < 0.7 0.033 0.49 2.2
0.7< |n|< 0.9 0.037 0.68 2.7

Table 3.3: The probability of a track from the underlying event with: P, >
1.0, 2.5 GeV lying in the 7.5 ° cone , P; > 1.0 GeV lying in the 7.5 ° -17.5 °

annulus.

The requirement that there be no tracks with Py > 1.0 GeV in the 7.5°-17.5° annulus
is to implement the isolation requirement. It is this requirement that significantly
rejects jets. The tracks from taun decays are typically much closer to the cluster axis
than the tracks associated with jets. This is because of the low mass of the tau. We
use a tracking isolation variable rather than a calorimeter isolation variable because
the hadrons in tau d;:cays form hadronic clusters which typically extend over several
towers. The consequence of this is that the taué and jets form clusters that are
less easily distinguishable with a calorimeter isolation variable. The Py spectrum of
tracks from jets is similar to taus and so we again wish to set the P, threshold as
low as possible without having a high probability for a track from the underlying
event to lie in the annulus. Table 3.3 gives this probability for tracks with P, > 1.0
Gev and it can be seen that this threshold causes only 1-2 % of taus to be rejected

due to overlap with the underlying event.
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Figure 3-15: The number of tracks with P, > 1.
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0 GeV in a 7.5°- 17.5% annulus

about the tau cluster centroid for taus in simulated (ISAJET) pp — tt —
H+H~bb, H* — 7v events (my+=50 GeV, m,=70 GeV) .

Figure 3.3 shows the number of tracks with P, > 1.0 GeV in the 7.5°-17.5° annulus

for both taus and and a sample of jets taken from a jet trigger data set as described

previously. Requiring no tracks in this region gives good rejection of jets. The

efficiency of this cut for simulated (ISAJET) pp — tt — H‘*‘H"bﬁ, H* — v events

(my+=50 GeV, m,=70 GeV) is 0.78 %.
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Figure 3-16: The fraction of the total cluster energy which is electromag-
netic for taus in simulated (ISAJET) pp — tt — H*H bb, H* — 7v events
(mg+=50 GeV, m,=70 GeV) .

3.5.3 Electron removal

The algorithm also has high acceptance for electrons since they form narrow, often
isolated, clusters with a track. An additional requirement must be added to the

algorithm to remove electrons. We use the following cut on the tau cluster.
EM/E < 1.0 - 1.0/(7TE/P)
where:

e E is the total energy of the tau calorimeter cluster. The total energy is
the sum of the electromagnetic energy EM and the hadronic energy HAD.
E=EM+HAD.

o P is the magnitude of the vector sum of all tracks with Pr > 1.0 GeV in the
7.5° cone. P=|Y pi.
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This cut is a hyperbola in the (E/P, EM/E) plane. At first glance this may seem a
rather complicated way of removing electrons. Electrons have a very high fraction
of electromagnetic energy. The obvious solution would be to cut on this quantity
and indeed a cut of EM/E< 0.8 would remove 100 % of electrons. However, it
would also remove 25 % of tau clusters. Figure 3-16 shows the EM fraction for taus.
EM/E is often high since the tau decays often contain one or more 7°’s which shower
electromagnetically. A 25 % loss of efficiency would have a serious impact on the
sensitivity of the analysis. A more efficient cut can be made by realising that a typical
tau decay has one or more 7°’s and one or more 7% (see table 3.2). This means that
when the 7° carries most of the parent tau energy the 7% will have very little of
the parent tau energy. The 7° showers electromagnetically and is well contained
within the EM calorimeter at a typical tau Py of 20-25 GeV. The 7% often begins
showering in the EM calorimeter but on average most of the energy is deposited in
the HAD calorimeter. However, we can also measure the 7% energy by measuring the
momentum of the charged tracks in the tau decay. To translate this into experimental
quantities for the tau cluster we define EM/E as the electromagnetic fraction of
energy in the calorimeter cluster, and P is the total momentum of the tau decay
tracks. We can then state that for a tau cluster: When EM/E is high (> 0.8),
E/P is high (> 1). We now compare this to an electron. We expect an electron
to shower electromagnetically with EM/E = 1.0. We also expect that the charged
track associated with the electron carries all the electrons energy so E/P = 1.0. This
means that the electrons and taus should populate a different region of the (E/P,
EM/E) plane. However, to define these regions requires some care because of the
effects of calorimeter resolution, charged pions that shower in the electromagnetic
calorimeter, leakage of electrons showers from the electromagnetic calorimeter into
the hadron calorimeter, and electron. bremsstrahlung. We first consider the case
where none of these effects occur. This is an ideal experiment. Figure 3-17 shows
that the electrons should be at a point in the (E/P,EM/E) plane. All the electron
energy is measured infinitely accurately by the EM calorimeter so EM/E=1.0. All
of the energy of the electron charged track is deposited in the calorimeter so E/P
=1.0.
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Figure 3-17: The electromagnetic energy fraction vs energy/momentum for

taus and electrons in an ideal experiment.

In an ideal experiment the taus should lie along a hyperbola. We can see this as

follows

EM+HAD=E

All the charged pion momentum is measured perfectly by the tracking chamber.
. All the HAD energy comes from the charged tracks and is measured perfectly so
HAD=P. Then substituting

EM+P=E

Then dividing by E throughout
EM/E =1-1/(E/P)

We now consider the effects in a real experiment which smear out these regions.

This is illustrated in figure 3-18. If the electron shower is not fully contained in the

EM calorimeter then EM/E < 1.0. For real electrons the EM/E distribution drops =

approximately exponentially to zero at about EM/E = 0.8-0.85. The EM calorimeter
also has a finite but low resolution (compared to the HAD calorimeter) so the point
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is also smeared slightly in the & E/P direction. If the electron bremsstrahlungs,
the radiated photon energy is measured in the calorimeter cluster along with the
electron, but the momentum of the measured charged track is reduced so E/P >
1.0. For real electrons the E/P distribution drops rapidly to a small value at about
1.5-2.0 but there is still a small but decreasing probability out to much higher value,
The two effects of leakage and bremsstrahlung are uncorrelated so that when EM/E
is low, E/P is unlikely to be high and vice versa. The electron populates the region
shown in figure 3-18.

08 b
0.8 |

0.7 F

EM/E

Real Experiment

Figure 3-18: The electromagnetic energy fraction vs energy/momentum for

taus and electrons in an real experiment from a toy Monte Carlo.

If we now consider the tau in a real experiment. First, if the charged pions deposit
energy in the EM calorimeter, E and P remain the same. EM/E is increased while
E/P stays constant. The taus are shifted in the +EM/E direction away from the
hyperbola. Second, the resolution of the HAD calorimeter is large. To illustrate the
effect we consider a set of points along the hyperbola. We then fluctuate the HAD
energy measurement and recalculate EM/E and E/P. The points are smeared out
as shown in figure 3-18. The line which bounds these points is still a hyperbola but

shifted. The appropriate choice of cut to separate the electron region from the tau
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region is then
¢ EM/E < 1.0 - 1.0/(7.E/P) taus
o EM/E > 1.0 - 1.0/(7.E/P) electrons

This cut is tuned by using real electrons and simulated taus. Figure 3-19 shows the
regions populated by unbiased electrons from Z decay data and taus from simulated
(ISAJET) pp — tt —» H*H~bb, H* — 7v events (my+ =50 GeV, m,=70 GeV).
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Figure 3-19: The electromagnetic energy fraction vs energy/momentum for a)
taus in simulated (ISAJET) pp — tf — HYH-bb, H* — rv cvents (my+ =50
GeV, m,=70 GeV) which have passed the tau cluster and track requirements.
b) Unbiased electrons from Z — ee events. The cut used to separate taus and

electrons EM/E < 1-1/(7E/P) is shown.

In the Z— ete™ sample we require one good central electron with the standard
electron cuts used in several previous analysis at the CDF (see appendix A). We
form the invariant mass of this electron with a tau cluster (i.e the other electron) as
defined above and require 80 GeV < M. < 105 GeV. The cut removes 98.0 + 1.5%
of electrons. This efficiency is also confirmed with simulated electron data. We use
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the simulated taus to estimate that 94 % of taus, which have passed the cluster and

track requiremnents of the tau algorithm, are accepted.

3.5.4 Summary of tau algorithm cuts

Description Cut Efficiency for
t — H*b events

(mg+ = 50 GeV,m, = 70 GeV)

Geometrical | At least one hadronic tau 0.66

acceptance 0.1<|n<1.0

Kinematic | Tau forms cluster 0.65

acceptance Ey > 15 GeV

Leading track P; > 2.5 GeV 0.81
Hadronic tau | Isolation:
algorithm No tracks Py > 1.0 GeV 0.79
in 7.5%-17.5° annulus
Electron removal: 0.94
E/P < 1-1/(TE/P)
Total 0.26

Table 3.4: A summary of the tau algorithm cuts and the efficiencies for simu-
lated (ISAJET) pp — tt — HTH-bb, H* — 7v events (my+ =50 GeV, m,=70
GeV) . The efficiencies are calculated sequentially. The total is the product.
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Figure 3-20: Number of tracks in 7.5° cone with Py > 1.0 GeV (Nirqek) a) taus
in simulated (ISAJET) pp — tt — H*H bb, H* — 7v events (my+=50 GeV,
m,=70 GeV) . b) Jets in a jet data set. The E; and 7 distributions of the jets
are the same as the tau sample. The taus and jets are required to pass all tau

algorithm cuts.

We summarize the hadronic tau algorithm cuts and the efficiencies in table 3.4.
This algorithm is 60 % efficient for taus with 0.1 < || < 1.0 which have formed a
cluster with E; > 15.0 GeV, and rejects 87 % jets with Ex > 15.0 GeV. Most of this
rejection comes from the isolation requirement. To distinguish between taus and jets
that pass the tau algorithm cuts we define a signal variable as the number of tracks
in the 7.5° cone with Py > 1.0 GeV (Nirqck) as shown in figure 3-20. Taus have a
characteristic one and three prong surplus. The distribution for jets is quit different.
The jet sample has been chosen to have the same E; and n distribution as the taus.
The jet data was taken from a sample which required a jet trigger to be passed. To
avoid trigger bias we use the non-leading jets. To verify the algorithm on real data

we now show that we can find a W — rv signal.
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3.6 Testing the hadronic tau algorithm

The algorithm in section 3.5 is based on that used in a previous CDF paper which
measured the ratio of cross sections o(pp — W — 7v)/o(pp -+ W — ev). This is
a test of lepton universality. If the SU(2)@®U(1) structure of the standard model is
correct then we expect the coupling of W* to 7v to be the same as the coupling
of W* to ev ie g, = g.. The CDF has measured g,/g. = 0.97 £ 0.07 [57]. The
algorithm used in this thesis differs from that used in W — 7v analysis because
it has been tuned for tt events as opposed to W — 7v events in the universality
measurement. The taus in tt events are less isolated as there is more jet activity.
Also since my+ < my+ the taus have lower E; . However we should be able to use
our algorithm to find a distinct one and three prong tau signature from W — v
events. We should further show that the number of taus estimated is consistent with

the W — rv analysis. Using the tt tau algorithm we require

¢ One hadronic tan ( defined in section 3.5)
e No other cluster with E > 10 GeV

o Br > 25 GeV, Zyertex < 60cm

. ——E—T—->2.5

V2Er
e E; trigger and E; filter passed

The Er requirements etc are just those of our E; data stream which is the same data
stream used for the previous W — 7» analysis. Figure 3-21 shows the distribution
of tracks in the signal cone for the 576 events that satisfy these requirements. Also

shown is the E; distribution.
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Figure 3-22: The E; and N4 for a sample of unbiased QCD jets, from a jet

data set, which pass the hadronic tau algorithm requirements

The one and three prong surplus is clear. However, note that even with the require-

ment of this quite distinct topology there is still significant background. To estimate
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the number of taus we must estimate the backgrounds. There are three significant

backgrounds.

¢ QCD - typically a dijet event in which one jet is miss-measured to give spurious

F: and the other jet passes the tau algorithm cuts.

e Residual Electrons. The electron removal procedure removes 98.5+1.5 %

events so we expect some residual electrons from W — ev.

¢ Z— 77 where the neutrino in the tau decay causes ET.

Figure 3-22 shows the track multiplicity and E, distribution of a sa.mpie of QCD jets
taken from a jet data stream. We use non-leading jets to avoid trigger bias. The jets
are required to pass the tau algorithm cuts described above and are selected so that
the E;, n distribution of the QCD sample is the same as the data. In figure 3-23 we
normalize the QCD background sample and compare to data.
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Figure 3-23: Nyocr for W — 7v candidate events from the F; data set, and

for a normalized QCD jet background sample taken from unbiased jets in a jet
data set

The normalization is done by recognizing that in the data the 2,4,5,6 track bins
are almost entirely jets while the 1 and 3 track bins contain jets plus taus. After
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subtraction we estimate a surplus of 223+22 events. The error is due to the binning
statistics. The systematic errors in this estimation due to 1.‘ variation in the E,
distribution of the background sample 2. the fact that some taus are 2 prong (see
figure 3-20) are negligible compared to this error. Of the 223422 we estimate that
39129 are residual electrons, by counting the number of electrons removed by the
cut in figure 3-19 and knowing that the efficiency is 98+1.5 %. We therefore estimate
184(36) taus. The contribution from Z— 77 is estimated using the ISAJET Monte
Carlo to be 18 events and so measure 166436 W — 7v events. One of these events
is shown in figure 3-24 and figure 3-25.

The tau algorithm used above is similar to that used in the previous CDF W —
7v analysis. In the above measurement of the number of W — 7 we use the same
trigger and the data stream cuts as reference [57]. The tau algorithm is different
(the cuts for the W — 7v analysis in reference [57] are given in appendix B). It
follows that the number of W — 7v events observed should scale with the relative
acceptances which can be estimated with an ISAJET W — 7v Monte Carlo data
set. In [57] 132114 taus are observed. We estimate that in our analysis we should
get approximately 15 % more taus and so we would expect 1521+16. We observe
166+39. The two results are consistent so that our algorithm produces a result
which is consistent with lepton universality. The difference is the algorithms is due
to the decreased size of the tau isolation cone and the lower track thre#holds which

give a higher efficiency for taus.
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Figure 3-24: A candidate W — 7v event. The central tracking chamber is

shown. The event contains a three prong W — 7v and large B, opposite the

candidate cluster.
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Figure 3-25: A candidate W — 7v event.

shown. The distinct “monojet” topology is apparent.
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3.7 Defining a top to charged Higgs signature

using hadronic taus E; and jets

We combine the previous sections to define a top to charged Higgs signature. We

require
¢ The . trigger be passed as described in section 3.3
e The P data stream cuts be passed as described in section 3.4.2
o There be at least one hadronic tau as described in section 3.5

o There be at least one other calorimeter cluster (R=0.4) with E; > 12 GeV
and |7| < 3.5.

The last requirement is because a tt event almost always has a calorimeter cluster

other than the hadronic tau. This cluster is one of the following

1. b jets
2. The other tau that did or did not pass the hadronic tau cuts.

3. a gluon jet

Figure 3-26 shows the E; and 7 of the highest E; cluster (R=0.4) other than the
highest E, tau candidate. This may be a tau that did or did not pass the tau
identification cuts, a jet from the b or a jet arising from initial or final state gluon
radiation. We require this cluster to be E; > 12.0 GeV and |7| < .1t.3.5. Requiring
this additional cluster gives an acceptance of 75 % of the events that pass all the
preceding cuts.
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Figure 3-26: The E; and 75 of highest E; cluster which is not a tau candidate,
for simulated (ISAJET) pp — tt — HYH-bb, H* — 7v events (my+ =50 GeV,
m,=70 GeV) .

3.8 Calculation of overall efficiency

‘We have tabulated the efficiencies of the selection cuts for simulated (ISAJET) pp —
tt - HtH bb, H* — 7v events (m,+=50 GeV, m,=70 GeV) in table 3.1, table 3.4

and above. In this case the expected number of events is
) / Ldt.A.;.K

A.¢ is the product of the quoted efficiencies. K is a small correction factor that
arises because some of the hadronic tau candidates are actually b’s or jets. In the
calculation of the efficiency we require the hadronic tau candidate be matched to a
generated tau. This removes the b jets and gluon jets that fake a tau candidate, and
is equivalent to the background subtraction that we use to remove jets fromn the tau
candidates in the data. For the example we are considering X=0.89. The expected

number of events is then 47. In chapter 4 we tabulate the expected number of events
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for the range of my+, m,, Br(H* — 7v,) in the search region defined in chapte: 1.

We also discuss the systematic errors associated with this estimation.
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Chapter 4

Computing the Expected
Number of Signal events and

the Error

In this chapter we describe the computation of the expected number of signal events
(Nexzpect). This calculation has three components, the theoretical tt production cross
section o, the total integrated luminosity [Ldt and the overall acceptancex effi-
ciency of the selection cuts A.ec. The expected number of signal events is then given

by

We first describe the theoretical calculation of o; and the uncertainties in the cal-
culation. The estimation of the overall acceptancexefficiency has been described in
detail in chapter 3. Here we briefly describe the ISAJET Monte Carlo that was used
extensively to estimnate the A.¢, and discuss systematic errors associated with this
estimation. Finally we tabulate the expected number of signal events and the error

for the range of my+,m, and Br(H* — 7v,) under consideration.
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4.1 Theoretical calculation of tt cross sections

In this thesis we use the next-to-leading order calculation of Ellis et al. [49]. We do
not attempt a detailed discussion of the calculation but rather a brief outline of the

technique with particular emphasis on the theoretical uncertainties involved.

4.1.1 Outline of the calculation

We begin by writing down the expression for top production using the QCD improved
parton model. The cross section o for a hard scattering with the characteristic
momentum scale ur = pr = q2, between a proton and an anti-proton with momenta

P1, P2 is
o(P1,Pa2, pr, pF) = f dx; dxofP (%, pr)fP(x1, pr) G55 (x1P1, X2P2, as(ER))
i

f? and f? are the parton structure functions for partons of type i,j with fraction x of
the protén(a.ntiproton) momentum. The short distance cross section j;, calculated
at the rescaled value of the incoming hadron momenta P,, P», is expressed as a per-
turbative expansion in powers of ag(gr). The mass singularities, which arise as a
result of the emission of collinear gluons, are factored from the short distance cross
section and placed in the parton distribution functions. The parton distribution
functions are then functions of the scale at which this is done, ug. The Egnormaliza—
tion scale pg is the scale at which ultraviolet divergences are subtracted.:..“'];he MS [50]
renormalization scheme is used with five active flavors. In top quark production the
typical scale of the momentum tré.nsfer @ is of the order of m, and this sets the
scales ur = pup = q2. The high value of q? ensures that the quarks are sufficiently
free and thus that perturbation theory is valid. The particular choice of values for
IR, gy should not in principle affect the result. In practice it does because we are
only able to calculate to a finite order in as(ur). The sensitivity of the calculation
to changes in the choice of ugr, ur is indicative of the contribution of uncalculated
higher order diagrams and is an important test for the validity of the perturbative
expansion.

Figure 4-1 shows the leading, and some next-to-leading order diagrams for heavy
quark production. The calculation is complete to next-to-leading order (as{ur)?).
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The total cross section is calculated by integrating the matrix elements over the
structure functions and the appropriate phase space factors. The form of the light
quark (u,d) structure functions is determined from deep inelastic scattering exper-
iments for x> 0.01 and gap < 15 GeV. The gluon structure function can not be
directljr measured and is inferred from these experiments. Figure 4-2 shows the total
cross-section as function of top mass. It can be seen that the cross section falls very
rapidly as the mass increases. The calculation also shows that the dominant part of
the tt cross section is from t and t quarks produced centrally, with a Py of the order

of m,, and close to each other in rapidity |Ay| = 1.

4.1.2 TUncertainties in the calculation

The uncertainty in the calculation derives from uncertainties in the choice of A,
the structure functions and the effect of uncalculated higher order graphs. A is the
QCD parameter in MS renormalization scheme with five active flavors. It affects the
running of the coupling constant since ag(ug) is given by

_ b'In(in(%/4%))
@siR) = S |~ biadud/A%) *]

To get an estimate of the uncertainty from A this parameter is varied in the range
100MeV < A < 250MeV
For a top mass of 100 GeV this implies a variation in as(ur) of
0.104 < ag(pr) < 0.118

The extraction of A from deep inelastic scattering is correlated with the form assumed
for the gluon structure function. This is because the data used to infer the gluon
structure function can be described by a stiff gluon distribution and a large A, or
a softer gluon distribution and a smaller A. The gluon distribution function itself
is the least well known structure function since it cannot be directly measured. To
estimate the uncertainty due to gluon distribution and the correlated A uncertainty,
three different sets of structure functions due to Diemoz et al. [62] are used with
values of A==100,170 and 250 MeV. The sensitivity of the the calculation to changes in

L = pr = pr gives an indication of the uncertainty due to higher order uncalculated

108




graphs. Figure 4-3 shows the variation of the cross section with g for the leading
and next-to-leading order calculations. It can be seen that the next-to-leading order
calculation is stabilizing with respect to the leading order calculation, i.e getting less
sensitive to changes in g. This gives confidence that the perturbation expansion is
valid. It also allows selection of an appropriate range over which to vary u to get a

measurement of the uncertainty from higher order contributions. The range used is

pl2<p<2p

The overall theoretical uncertainty is computed using the extrema of these variations.
The cross sections are given for the relevant top mass range, with the upper and lower
bounds, in table 4.1. We use the lowest values in the estirnation of the number of

signal events expected.
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m, GeV | low o(pb) | oyz(pb) | high o.;(pb)
40 7460 9628 11950
50 2507 3210 3882
60 1005 1274 1508
70 457 574 673
80 229 284 332
90 124 153 176

Table 4.1: The tt production cross sections at 1.8 TeV from Ellis et al., with

upper and lower bounds due to the theoretical uncertainty in the calculation
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m, = 60 GeV on the renormalization and factorization scale .
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4.2 The ISAJET Monte Carlo

We use the ISAJET Monte Carlo [47] to generate samples of
pp — tt » HtH™bb; H — +ty,  Ht — .

events for different (my+,m,) combinations. The charged Higgs is built into version
6.36 and only a small modification is required to take cate of the correct polariza-
tion of the tau from the Higgs decay [48]. ISAJET only calculates the production
cross sections to leading order. The Monte Carlo data sets are used to calculate
the acceptances and efficiencies of the various selection cuts. The calculations are
then normalized to the next-to-leading order theoretical cross sections described in
section 4.1. This is a valid procedure since the addition of the next-to-leading dia-
grams changes only the absolute cross section and does not significantly affect the
kinematics of the tt production.

ISAJET begins the process of generating tt events by convoluting the leading
order QCD cross sections with the parton structure functions. The parton structure
functions are evolved to the correct q® using the Altarelli-Parisi equations. The
EHLQ1 structure functions were used and the QCD scale is set to

o = 2stu
s +t2 +u?
where s,t,u are the Mandelstam variables for the hard scatter. This is equivalent
to the q> = m, scale used in the theoretical calculations. The initial and final
state partons are developed into parton cascades using the independent branching
approximation algorithm of Fox and Wolfram [58]. The essential feature of this
algorithm is that one may neglect interference between the amplitudes for successive
emissions and the spectra of the radiated partons are described by independent
probability distributions. The application of this algorithm to initial state radiation
uses a technique by Sjostrand [59]. The algorithm starts with the hard scattering
partons and successively reconstructs preceding branchings in a falling sequence of
q®. The advantage of this is that the Altarelli-Parisi equations can be recast in
a suitable form to make the algorithm numerically efficient. The next step in the
generation is to fragment the final state partons into hadrons and we briefly describe

the essential features of this process.
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In a q{ event the color charge of the q is exactly balanced by the color charge
of the §. As the q and @ recoil against each other they stretch the color flux lines
that bind them. Eventually the flux lines break, materializing q§ pairs, and the
various colored components that result regroup into colorless hadrons. The central
concept used in fragmentation models is that the regrouping into hadrons takes place
locally and so the properties of the quark jet depend only upon the quark (its color
charge, quantum numbers, and momentum). This implies that the process is not
affected by the initial state partons, which is a good assumption for the high energy
processes we are considering since the time scale of the hard scatter is much less that
the time taken for hadronization. This is known as the independent fragmentation
model [60]. Fragmentation is described by a set of fragmentation functions D(z)"
analogous to structure functions. D(z)" is the probability of finding a hadron h with
a longtitudal momentum fraction z of its parent.pa.rton. The longtitudal momentum
is the momentum along the parent parton direction of motion. The parameterization
of these functions is based on phenomenological arguments and comparison to data.

ISAJET uses the independent fragmentation model described above. In the
case of heavy quarks (c,b,t) the Peterson model [51] is used. This has been shown
to correctly model the fragmentation of the ¢ and b quarks. It is relevant to top
production, in the mass range considered, since the width of the top quark is small
enough that it fragments before it decays [52] (figure 4-4). This model is based on
the observation that a heavy quark does not have to give up much energy to pick
up a light quark travelling at the same velocity. Consequently, heavy quarks should

fragment into heavy hadrons with large z. This is described by a fragmentation

function of the form
K
1 €q

1_____2
z( z l—z)

D(z)? =

K is a normalization constant. ¢, is 0.8 GeV?/m2 for charm and 0.5 GeV?/m? for
top and bottom. Figure 4-5 shows the function for u,c,t quarks.

Independent fragmentation describes the fast hadrons in a jet, but violates
energy-momentum and flavor conservation. To restore energy-momentum conser-

vation the hadrons are boosted to the rest frame of the fragmented jets, the three-

115



momenta are rescaled by a common factor, and the energies are recalculated. After
fragmentation the final stage in the ISAJET generation is to add beam jets using a
modified scheme that describes beam jets in minimum bias data [61]. The modifica-
tion is to take account of the fact that the spectators interact more in hard scatter
events,

We generate a large number of Monte Carlo data sets in order to cover the
possible my+, m, combinations. However, before calculating the expected number of

events we describe the systematic errors associated with this calculation.
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Figure 4-4: The percentage of the tt cross section at 1.8 TeV which fragments
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Figure 4-5: The Peterson fragmentation fraction D(z)" for c,b,t quarks
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4.3 Systematic errors in Negpect

There are several systematic errors in the estimation of the expected number of
events. The systematics are in general a function of M+, m,, Br(HY - 1v,). We
will quantify the errors as a percentage of Nyper. The systematic errors are in
general a function of my+, m, and so we quote the range of each error in this section.

The values for each m,+, m, case are tabulated at the end of this chapter.

4.3.1 Uncertainty in energy scale (Ees)

There is a systematic uncertainty in the single pion response and an uncertainty in
the jet response. The single pion response has been studied both in a pion testbeam
and in sitv using a single track trigger [57). The jet response has been studied by
comparing the momenta of tracks associated with a jet to the calorimeter response
[68]. The uncertainty is in relating the generated parton E; to the reconstructed
Er. This has several components; the single pion, electron and photon response;
fragmentation tuning; the underlying event leaking into the jet cone; leakage through
cracks in the detector. When these uncertainties are convoluted into our Monte
Carlo they affect the E; of jets and taus and also the F; and combine to give a total

uncertainty of 7-14 %.

4.3.2 Modeling of gluon radiation (E,)

Since there are theoretical uncertainties that go into the modelling of initial and
final state radiation in ISAJET we need to understand whether the clusters required
in addition to the tau derive from b’s, and unidentified tau or gluon radiation.
Accordingly we recompute the acceptance using only clusters that are tagged as
taus or b’s. The difference in acceptance is is typically 10-30 %. We believe that
the exact probability of gluon radiation lies between zero and the value used in
ISAJET. However, we are unable estimate this probability with any certainty. A
reasonably conservative approach is to assume that the probability is half the value
used in ISAJET and that the uncertainty is comparable. We therefore reduce the
acceptance by half difference ie. 5-15 % and then set the systematic at half the
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difference 5-15 % [69]. This systematic is most significant when m, — my+ is small
since the b quark then has low P;. This means that the jet requirement E; > 12

GeV is more often satisfied by a gluon jet.

4.3.3 Uncertainty in tau branching ratio (F,,)

The measured tau branching ratios are listed in section 3.5. Each measurement has
some uncertainty and this can translate into an uncertainty in the overall acceptance.
For example, suppose that there is a particular mode with a branching ratio of 2042
%. We now compute our overall acceptance and find that in fact it is only this mode
that passes our cuts. The uncertainty in the expected number of events, expressed
as a percentage of the total number of expected events would then be 2/20 = 10
%. We have quoted all the acceptances and efficiencies after summing over all the
decay modes of the tau rather than tabulate for each particular mode. It turns
out that many modes contribute and so the systematic from the uncertainties in the
measured branching ratios is rather complicated. To estimate the systematic we first
generate a large sample of t — H*b events, so that there are many events of each
particular mode. We then pick a finite subset of these events (10,000) according to a
branching ratio table and compute the overall acceptance. This process is repeated
many times with a different branching ratio table each time. The branching ratio
table is selected by fluctuating each mode with a Gaussian random number. The
width of the Gaussian is the quoted error on the measured branching ratio. There
is a slight complication in that the sum of the branching ratios generated by this
procedure is not in general 1.0. In this case the remainder is divided up according
to current branching ratio numbers and added to each mode (i.e the remainder is
weighted by mode). After this procedure is repeated many times we end up with a
Gaussian distribution of the overall acceptance. We use the width of this distribution

as the systematic error. The overall systematic is estimated to be 4-6 %.

4.3.4 Monte Carlo statistics (F,..)

Since each of our Monte Carlo data sample is a finite size there is a statistical

uncertainty in the computation of acceptances. We have used a data set of 10000
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events for each (my+,m,) and this results in a 5 % uncertainty.

4.3.5 Uncertainty in trigger efficiency (F,)

There is a systematic uncertainty in the trigger efficiency of 5-7 % which is described

in detail in section 3.3.

4.3.6 Uncertainty in integrated luminosity (£;,)

There is a 7 % uncertainty in the integrated luminosity.

4.3.7 Uncertainty in Peterson fragmentation parame-
ter

The Peterson fragmentation function parameter (described in section 4.2) has been
varied from 0.5/ M2 to 1.5/ M2 [69] and the acceptance changes by 1 %.

4.3.8 Uncertainty in underlying event modeling

Since we require there to be no tracks in a cone about the tau cluster the presence of
tracks from the underlying event would decrease the acceptance. We take a sample
of 200,000 minimum bias events and compute the probability of a track of a certain
P, being in a.unit solid angle as a function of pseudorapidity. This probability table
is then conw;luted into our acceptance calculation to give an uncertainty of < 1 %.
This systematic is negligible as we would expect since the track thresholds in the
tan algorithm have been chosen so that the probability of an underlying event track
being in the track cones is < 1 %.

4.4 N.ppe for different mgi, m, for Br(HY — 7v,)
= 1.0, Br(t —» H'b) =1.0

The expect number of events with errors is given in table 4.2. The total integrated
luminosity of the data set collected with the B, trigger used in this analysis is
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J Ldt = 4.1 £ 0.3 pb~!. The systematic errors are added in quadrature. The total
systematic error is convoluted with the Poisson statistical error to give a total error

that is typically 25-30 %.

4.5 Negpect for different my+, m, for Br(H* — 71,) <
1.0, Br(t — H'b) < 1.0
If Br(t — H*b) < 1.0 then we have three possible final states.
1. pp — tt — HYH-bb
2. pp — tt — HtW-bb
3. pp — tt — WHW-bb

Suppose that Br(t — H*b) = Y then the fraction of the total branching ratio for

each of the above is
1. Br(HH) = Y?
2. Br(HW) = 2Y(1 -Y)

3. Br(WW) = (1 - Y)?
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Figure 4-6: Schematic of the total tt branching ratio in the case Br(t — H*b)
= Y. The areas represent the fraction of the total t¥ branching ratio for H+H™,
H*W-, H-W+, W+W-

This means that if we compute the acceptance for each of the three cases ey, egw, eww

then the overall acceptance ¢ for Br(t — H*b) = Y.
e=eguY:+eugw2Y(1-Y)+eww.(1-Y)?
However since Br(W — 7v) = 1/9 eww is very small so
e=egp.Y2+egw.2Y(1-Y)
If Br(H* — 7v;) < 1.0 we now have five possible final states (excluding WW)
1. pp — tt — HYH bb — r7vrvbb
2. pp — tt — HYH"bb — 7vesbb

3. pp — tt » HtH bb — cscsbb
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4. pp — tt - HYW~bb — 7vW bb
5. pp — tt - HYW-bb — csWbb
If Br(Ht — 7v,) = X then

1. Br(rr) = Y2.X?

2. Br(rces) = Y2.2X(1 - X)

3. Br(cscs) = Y2.(1 - X)?

4. Br(tW) = 2Y(1 - Y).X

5. Br(csW) = 2Y(1 - Y).(1 - X)

This means that if we compute the acceptance for each of the three cases €,r, £-cqy Ecscsy ErWs Ecs W

then the overall acceptance ¢ for Br(t — H*b) = Y. Br(H* — 7v,)=Xis

e = €.,..Y2X2
£res.Y2.2X(1 - X)
Eeses- Y 2.(1 — X)?
ew2Y(1— Y).X
Eesw:2Y (1 — Y).(1 - X)

+ o+ 4+ o+

Since we have no sensitivity to a multijet final state £cses =0.0 Also Br(W — 7o) =

1/9 so ecsw =0.0 so the final acceptance reduces to
€= 6,7 Y2X? 4 £, Y22X(1 - X) 4 £,w.2Y(1 - Y).X (4.1)

We therefore need three Monte Carlo data sets corresponding to cases 1,2 and 4
above. Tables 4.2, 4.3, 4.4 give the acceptances and errors for each case respectively.
The expected number of of events can then be computed for the most general case

using these tables and equation 4.1.

e. [Ldt.e = (N £ NT) 4 (Nye £ NT) + (Now &+ N°T,

= NN

where

N = (/(Ner)? + (Nzmp)? + (N7 )2
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Note that the highest acceptance is ¢,, while e,y ~ %e,-f and £, ~ %en. This
arises because of the decreased number of taus in the two latter cases and the fact
that jets from H have lower E; than from W since my+ < my+ and therefore are
less likely to satisfy the jet E, requirements. The much lower efficiency ¢,., implies

that the sensitivity of of the search will decrease rapidly as Br(H* — 71, ) decreases.
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me | mgs | X | ens N| MC | Eu|Ee | Ep | Eor | Eme | Br | Bim | Ero
GeV | GeV | pb % % % % % % % % %
85 80 168 6.5 | 44£11 | 10000 135 15 2 3 6 7 24
85 75 168 5.6 38419 | 10000 16 13 2 4 5 7 24
85 70 168 4.9 3448 6816 17 10 10 4 5 7 7 25
85 65 168 4.6 3248 | 10000 18 7 4 4 6 7 24
85 60 168 4.1 2847 | 10000 19 5 3 5 5 7 24
85 55 168 3.8 2647 | 10000 19 11 5 4 5 4 7 25
85 50 168 3.4 2446 | 10000 21 ] 5 3 5 5 7 25
85 45 168 3.1 2146 5756 22 10 & 7 7 2 7 27
80 78 229 5.7 54413 5000 14 5 15 5 5 5 7 24
80 70 229 4.8 45+11 | 10000 15 10 13 4 4 5 7 24
80 65 229 4.3 | 41410 | 10000 16 10 10 2 4 6 7 23
80 60 229 3.9 3649 5000 17 13 7 5 7 7 7 26
&80 55 229 3.6 3448 8352 17 10 2 6 5 7 23
80 50 229 3.1 2947 | 10000 18 5 0 5 8 7 23
80 45 229 2.4 2316 9418 21 6 6 H 7 26
75 70 323 4.6 | 60X15 | 10000 13 15 3 4 6 7 24
75 65 323 4.0 53413 9591 14 12 13 2 5 7 7 25
75 80 323 3.7 | 49412 | 10000 14 13 10 2 5 7 7 25
75 55 323 2.8 3749 | 10000 17 11 7 7 6 6 7 25
75 50 323 2.9 3849 7966 16 10 4 [} 5 7 23
75 45 323 2.5 3318 8713 17 4 6 7 7 23
70 60 457 3.2 | 60414 | 10000 13 13 3 5 7 7 24
70 60 457 3.2 | 6014 | 10000 13 13 3 5 7 7 24
70 58 457 2.8 48411 | 10000 15 10 6 6 8 7 24
70 50 457 2.5 46411 | 10000 15 13 3 6 9 7 24
70 45 457 2.0 3719 | 10000 17 11 5 7 5 7 24
65 60 678 2.8 | 77418 | 10000 11 9 15 2 & 7 7 24
65 55 678 2.6 | 71418 | 10000 12 11 13 [ 1 8 7 25
65 50 678 2.3 6315 5000 13 8 10 6 9 8 7 24
65 45 678 2.0 54413 9529 14 14 7 2 7 5 7 23
60 55 1005 | 2.4 97424 | 10000 10 12 15 3 [} 5 7 24
60 50 1005 | 1.7 70£18 | 10000 12 12 13 4 7 9 7 26
60 45 1008 | 1.6 | 66418 8002 12 17 10 3 8 7 7 27
58 50 1587 | 1.5 97125 | 10000 10 13 15 3 7 7 7 26
55 45 1587 | 1.3 84421 7602 11 11 13 4 g 8 7 25

Table 4.2: Acceptances and errors for pp — tt — H*H-bb — r++-bb
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m, myt | X Crw N MC | Est | Eco | Eqt | Evy | Bme | Btr | Bty | Eto
GeV | GeV | pb % % % % % % % % %
85 80 168 | 3.9 2746 | 5000 | 19 8 5 7 3 7] 24
85 75 168 | 3.0 21+ 6 | 5000 | 22 9 7 5 8 4 T e2r
85 70 168 | 2.7 19k 5 | 5000 | 23] 11 5 5 8 2 7| 29
85 65 168 | 2.3 195 | 5000 | 23| 11 5 5 8 2 71 28
85 60 168 | 1.9 13%4 | 5000 | 28| 13 3 5 10 4 7| 34
85 55 168 |16 | 11x4 [ 5000 | 30 5 3 5 11 6l 7] 34
85 50 168 | 1.4 10+ 4 | 5000 | 32 9 3 5 12 2 7| 36
85 45 168 | 1.4 104 | 5000 | 32 ] 3 5 12 9 7| 38
80 75 229 | 3.0 | 28+7 | 5000 | 19 9 8 5 3 7| 26
80 70 229 |22 | 21+e6 | 5000 | 22 5 7 5 3 7| 27
80 65 229 | 2.0 18+ 5 | 5000 | 23 & 5 5 10 3 7| 28
80 60 229 | 1.8 17+ 5 | 5000 | 25 6 4 5 10 7 71| 30
80 55 229 | 1.6 175 | 5000 | 25 6 4 5 10 7 71 ao
80 50 229 | 1.4 175 | 5000 | 25 6 4 5 10 7 7| a0
80 45 229 | 1.2 175 | 5000 | 25 6 4 5 10 7 7| 30
75 70 323 | 24 | 3248 | 5000 | 18 1 8 5 7 7] 24
75 65 323 [ 2.0 | 3248 | 5000 | 18 1 8 5 7 71 24
75 60 323 | 1.6 | 2146 | 5000 | 22| 13 5 5 11 7 7| 30
75 55 323 | 14 145 | 5000 27 11 4 5 13 5 7] 34
75 50 323 | 1.2 14+5 {5000 | 27| 11 4 5 13 5 7| 34
75 45 323 | 1.0 14+ 5 | 5000 | 27| 11 4 5 13 5 71 99
70 65 457 | 2.0 | 37x11 |s000| 17| 16 8 5 10 9 7| 29
70 60 457 1.9 3548 | 5000 | 17 7 5 10 4 7] 24
70 55 457 | 1.5 | 35k 8 | 5000 | 17 7 5 10 4 7| 24
70 50 457 | 1.0 | 19+ 6 | 5000 | 23 4 5 14 7 7| 30
70 45 457 | 1.0 1946 | 5000 | 23 4 5 14 7 7| 30
65 60 678 | 1.7 | 4712 | 5000 | 15 | 14 8 5 10 8 7| 26
65 55 678 | 1.4 | 47412 | 5000 15 | 14 8 5 10 8 71 26
65 50 678 | 1.1 | 47412 | 5000 @ 15 | 14 8 5 10 8 7| 26
65 45 678 | 0.9 | 47412 | 5000 | 15 | 14 8 5 10 8 7| 26
60 55 1005 | 1.2 | 48%14 | 5000 14 | 17 8 5 12 6 7| 28
60 50 1005 | 1.0 | 40%10 | 5000 @ 16 7 5 14 3 7 26
60 45 1005 | 0.9 | 40£10 | 5000 @ 16 7 5 14 3 7| 26
55 50 1587 | 0.9 | 56+20 | 5000 | 13 | 17 8 5 15 7 7| 36
55 45 1587 | 0.7 | 56120 | 5000 | 13 | 17 8 5 15 7 7| 36

Table 4.3: Acceptances and errors for
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m, my+ | X €res N | MC | Ex | Ecs | Eyt | Eor | Eme | Etr | Bty | Eto
GeV | GeV | pb % % % % % % % % %
85 80 168 2.8 19+ 6 | 2500 23 8 8 5 11 4 7 30
85 75 168 2.4 16+ 6 | 2500 25 23 7 5 12 2 7 38
85 70 168 1.9 13+ 5 | 2500 27 13 5 5 14 1 7 35
85 65 168 1.9 13+ 5 2500 28 13 4 5 14 7 7 36
85 60 168 1.4 13+ 5 | 2500 28 13 4 5 14 7 K¢ 36
85 55 168 0.9 6+ 3 | 2500 40 17 3 5 21 4 7 49
85 50 168 0.8 64+ 3 | 2500 42 21 3 5 22 7 7 53
85 45 168 0.8 54 3 | 2500 43 6 3 5 22 7 7 50
80 75 229 2.4 224 7 | 2500 21 15 8 5 12 4 7 31
80 70 229 1.8 17+ 5 | 2500 24 9 7 5 14 3 7 31
80 €5 229 1.9 18+ 6 | 1230 23 10 5 5 ) 20 7 7 34
80 60 229 1.7 16% 5 2500 25 6 4 5 15 1 7 31
80 55 229 0.8 8+ 4 | 2500 36 14 3 5 22 8 7 46
80 50 229 0.8 54 3 | 2500 44 3 5 -26 9 7 53
80 45 229 0.4 44+ 2 | 2500 53 3 5 32 8 7 63
75 70 323 1.7 22+ 6 | 2500 21 8 5 15 4 7 29
75 85 323 1.9 254+ 7 | 2500 20 12 7 5 14 1 7 29
75 60 323 1.4 194+ 6 | 2500 23 14 5 5 16 9 7 35
75 55 323 0.8 10+ 4 | 2500 31 10 4 5 22 10 7 42
75 50 323 0.8 8+ 4 | 2500 35 25 3 5 25 13 7 52
75 45 323 0.4 8+ 4 | 2500 35 25 3 5 25 13 7 52
70 65 457 19 36411 2500 17 17 8 5 14 3 7 30
70 60 457 1.2 2248 | 2500 21 18 7 5 18 5 7 35
70 55 457 0.6 11+ 5 2500 30 4 5 5 25 13 7 42
70 50 457 0.6 11+ 4 | 5000 31 17 4 5 18 1 7 41
70 45 457 0.4 8+ 4 2500 35 19 3 5 30 9 7 52
65 60 678 1.4 39410 | 2500 16 2 8 5 16 2 7 25
65 58 678 1.1 31+ 9 | 2500 18 10 7 5 18 3 7 30
65 50 678 0.5 14+ 6 | 2500 27 15 5 5 27 12 7 44
65 45 678 0.4 11+ 6 2500 30 23 4 5 31 8 7 51
60 55 1005 | 1.4 59416 | 2500 13 11 8 5 16 9 7 27
60 50 1005 | 0.8 34%13 | 2500 17 23 7 & 21 8 7 39
60 45 1005 | 0.2 94 5 2500 33 11 5 5 41 4 7 55
55 50 1587 | 0.7 47415 | 2500 15 14 8 5 23 2 7 32
58 45 1587 | 04 25411 2500 20 13 7 5 31 11 7 43

Table 4.4: Acceptances and errors for pp — tt — H*H~bb — rc3bb
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Chapter 5

Results

In chapter 4 we tabulated the expected number of events for different cases of
my+,m,, Br(H* — 7v,) using the signature defined in chapter 3. The signal
variable used is the number of tracks associated with the tau cluster (Nyrqck)
and we used it to demonstrate a W — 7v signature by virtue of the one
and three prong surplus ( see figure 3-23) and show consistency with lepton

universality. Recalling the signature definition for top to charged Higgs events:
one central 7 (Ey > 15 GeV) + E; + > 1 jet (Ex > 12 GeV)

We apply this definition to the data and first show the signal plot ( Nirqcx) with
backgrounds included and then describe and subtract each background.
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Figure 5-1: The aumber of tracks with P > 1.0 GeV in 7.5° cone. The
distributions for the 7 + Ex+ > 1 jet data sample and the pormalized QCD

background sample are shown.

5.1 Signal with background

Figure 5-1 shows Nirack for the tau candidates in events which satisfy the above

criteria. There are 391 events, with a large QCD background from multijet
events in which one jet is mismeasured to give spurious ¥ and another jet
fragments to look like a hadronic tau. There are also a small amount of residual
electrons due to the fact that our electron removal cut was only 98.0 +15%
efficient. In addition we expect a background from W — 7v + jet events in
which the jet derives from initial state radiation and the v and v satisfy the 7

definition and ¥, requirements respectively.
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5.2 Subtraction of QCD and electron back-
ground

The distribution for a normalized QCD background is also shown in the figure.

The normalization and choice of background data set is described in section 3.6.

A one prong surplus can be seen. We subtract the QCD background as before

to leave 41 + 16 events. To estimate the number of residual electrons we

remove the electron cut and this adds an additional 229 events. Since the

electron removal cut is 98 + 1.5 % efficient this implies that we have 5 4 2
residual electrons. We thus have 36 + 16 7 + Fr+jet events.

5.3 Estimation of vector boson background

There are two vector boson backgrounds
o Z — 17+ jets
o W — 1r+4 jets

The first we can estimate using ISAJET which is the standard simulation for z
.+ jet events. With a sample of 5000 events we used exactly the same analysis
path as described previously for the data sample and estimate a contribution
of 3 £ 1 events. The second is more problematic because of the theoretical
uncertainty in the absolute value of the cross section for W + jet production.
We can avoid this problem by recognizing that in our B, data set we also
have W — ev + jets. Since lepton universality is well verified [57] the cross
section for W — rv + jets is the same as for W — ev + jets. This means
that we can normalize our W — 7v 4 jets estimate to the measured W — ev
+ jets by estimating the ratio of acceptances for W — 1v + jetssW — ev
+ jets. The absolute cross section cancels, and since electrons are very well
understood in the CDF detector, we have the advantage of normalizing to a

reliable data set. Additionally, the ratio of acceptances (# W — ev + jets
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events):(# W — 7v + jets events) will be determined by the kinematics of the
tau decay and by detector effects and both of these can ‘be well modeled by
a Monte Carlo. We will use the VECBOS [70] Monte Carlo, which has been
demonstrated to model W — ev + jet events well [71], to create two data sets.
The first will be a W — ev + jets data set and in the second we will replace
the electron by a tau . The W + jet Monte Carlo data sets have been created

with the following criteria

o Lepton Pr > 12 GeV ,9p < 1.2

o Jet P> 8 GeV ,9 < 3.5

We pass the two Monte Carlo data sets through the same analysis path as the
data except that for the W — ev + jets data set we require a good central
electron Ex > 15 GeV using the standard quality cuts as defined in appendix A.
We find that the ratio of acceptances is

Ac(Worvijets)
Ae(Wrii]ets) 0.21 + 0.025

The error quoted is purely statistical. We must consider the systematic error
associated with this ratio. The only systematics we need to worry about are
those that affect the tau but not the electron efficiencies since these do not can-
cel. The first is the energy scale. This systematic is described in section 4.3.1
and causes an uncertainty in the ratio of 0.024. There is also an uncertainty
in the measured tau decay branching ratios described in section 4.3.3. This
systematic causes an uncertainty in the ratio of 0.014. We then have three
errors that we must combine, the statistical error from the finite size of the
Monte Carlo sample, the energy scale and the branching ratio. We combine
these errors, as percentage errors in the ratio, in quadrature. This then results

in a ratio

AeWorvijets)
A.(Woritlets) 0.21 £+ 0.035
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Events per 2 GeV

To demonstrate that VECBOS models W — ev+ jet events well we compare
the transverse mass of the data with simulated W — ev+ jet events. The

transverse mass myyanis defined as

Myran = \/2.Ef.ET(cosA¢)

Ef is the transverse energy of the electron. A¢is the angle between the electron
and the E; vector in the ¢ plane.

Figure 5-2 shows the transverse mass for W — ev + jet data where we have
made exactly the same cuts as for the tau + F; + jets except that we have
required a good electron (see appendix A) rather than a tau. Also shown is
the VECBOS Monte Carlo data set where the same cuts have been made. The

agreement is very good.
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Figure 5-2: The transverse mass of e + jets in a) Erdata events and b) simulated

(VECBOS) W — ev + jets events

Having now estimated the ratio of acceptances we now need to measure the
number of W — ev + jets eventsin the data. Again we make the same analysis
cuts as for the 7 + Er+ > jet data set, except that we require a good electron
rather than a 7. However in this case we must subtract the backgrounds.

There are four backgrounds; a QCD background in which a jet fragments to
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fake an electron; a background from W — 7v + jets, 7 — vv; a background
from Z — ee + jets in which one electron is mismeasuredg a background from
Z — 77 in which one of the s decays to an electron. . The QCD background
is estimated by relaxing the isolation [55] to be 3 events. The background from
W — 7v — evv is estimated to be 2 events using a VECBOS Monte Carlo
data set. The Z — ee background is 1 event and the Z — 77 background
is 1 event using ISAJET. After subtraction of these backgrounds we are left
with 156 W — ev + jets events. We then multiply this number by the ratio of

acceptances to estimate a W — Tv + jets background of 3317 events.

5.4 Final result

The 36 * 16 events can be fully accounted for by vector boson decays involving
7’s. After subtracting this contribution we are left with 0 + 17 event candidates
for the process pp — t — H+ H~bb in which one or both of the charged Higgs

decays to a 7.
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Chapter 6
Limits

. We have observed 0 + 17 candidate events for a top to charged higgs de-
cay. In chapter 4 we tabulated the expected number of events for different
my+,m,, Br(H* — 7v,). We can now use these results to exclude regions of
these parameter space. We first exclude regions in a model independent way,
Ji.e in terms of branching ratios. Then we exclude regions for different versions

of the two Higgs doublet model.




6.1 Model independent limits

In figure 6-1 the excluded regions for Br(t — H*b)=1.0 and Br(H* — 7v,)
=0.5,0.75,1.0 are shown. These limits are in terms of branching ratios and
are therefore model independent. The sensitivity decreases as the top mass
increases because of the diminished production cross section and also as the
charged Higgs mass decreases due to the lower neutrino and tau transverse
energies.
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Figure 6-1: The excluded regions for Br(t — H*b) = 1.0, Br(H* — rv,) =0.5,
0.75, 1.0 in the (mg+,m,) plane at 95 % Confidence Limit from CDF data
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6.2 Limits for the two Higgs doublet model

In chapter 1 we described the Two Higgs Doublet Model in which both Br(Ht —
7v,) and to a lessor extent Br(t — H*b) are functions of tan3. The explicit de-
pendence on tanf differed according to how the fermions coupled to the Higgs
doublets and led to four possibilities which we labelled as Models LILIILIV. It
was pointed out that we will have different sensitivities to the different models.

We now interpret our results for each of these different cases

6.2.1 Model I

90 1
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Figure 6-2: The excluded regions for model I in terms of tanf for the (my+,m,)
plane of the two Higgs doublet model at 90 % confidence limit

Figure 6-2 shows the excluded regions for model I. We have very little sensi-
tivity. This can be understood by recognizing that for this case Br(H* — 7u,)
= 0.3. The model independent limits (figure 6-1) show that we are very insen-
sitive for Br(H* — 71,) < 0.5. Note also that the model I limits are 90 % C.L
whereas figure 6-1 are 95 % C.L.
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6.2.2 Model 11
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Figure 6-3: The excluded regions for model Il in terms of tanf for the (mg+, m,)

plane of the two Higgs doublet model at 95 % confidence limit

The limits for Model II are quite restrictive and are a substantial improvement
on UAl and UA2 who both test this case. In this model Br{t — H*b) =
1.0 for all tan8 except in the region m, =~ my+ in which case it is only true
for large tanB ( > 10.0). This is because resonant production of W in the
decay Br(t — W*b) becomes competitive with the H mediated decay in this
region. Figure 6-3 shows the excluded regions for this model for the cases tanf
= 1.2,1.65,2.5,15.0 which corresponds to Br(H* — rv,.) = 0.5,0.75,0.95,1.0

respectively.

6.2.3 Model III

The limits are exactly the same as for Model I 6-2 because the only region
where both Br(H* — rv,) and Br(t — H*b) are significant is tanf < 1.0 (see
chapter 1) and in this region both Br(H* — 7v,) and Br(t — H*Db) are the
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6.2.4 Model IV
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Figure 6-4: The excluded regions of the (m,, my+) plane in Model IV for tanf
= 1.2, 1.65, 2.5 and tanfB > 5.0 at 95 % confidence limit. The sensitivity is a

maximum for tan =2.5 and then decreases to a constant value for tang > 5.0

Figure 6-4 shows the excluded regions for Model IV. The sensitivity rises to
a maximum at tan@ = 2.5 and then declines to a constant for tan8 > 5.0
This is because Br(H* — 7v,) rises as tanf increases (see figure 1-6) while

Br(t — H*b) decreases (see figure 1-12).
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Chapter 7

Conclusions

We have searched for pp — t1X — H* H-bbX, where at least one the charged
Higgs decays to a tau, in pp collisions at /s = 1.8 TeV. We find no evi-
dence for this decay in 4.1 pb™! of data collected during 1988-89 at the CDF
at the Fermilab Tevatron. We are able to exclude significant regions of the
my+,m,, Br(H* — 7v,) parameter space and also to interpret these results in

terms of the two Higgs doublet model.
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Appendix A

Electron Cuts

E’r > 15 GeV

|n| < 1.0 FIDELE passed

E/P <15

LSHR < 0.2

HAD/EM < 0.055 + 0.045.E/100.0

X strip match < 1.5 cm

6Z strip match < 3.0 cm

x? < 15.0

ISOL = (Ex(0.4) -E(ELES))/E,(ELES) < 0.1
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Appendix B

W — v analysis cuts

The cuts used in reference [57] to measure lepton universality are as follows

e F. trigger passed
s Er > 25 GeV
s Leading cluster have

1. By > 15 GeV
2. Inl <24

3. E=/Er(EM + HAD) ; 0.05

¢ B2/\/(TE:) > 2.4

.o A¢ between the highest E; jet cluster and other jet clusters with E; >
5.0 GeV be < 150°

» One tau with the tau defined as follows.

1. The algorithm begins with a track cluster requirement. Any track
with P; > 5.0 GeV is a seed track. Any tracks with P; > 1.0 GeV
within a 30° cone about the seed track are included in the cluster.
A calorimeter cluster is defined as a region with 2 towers in ¢ by 6

towers in 7 about the seed track.
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2. Require the tau cluster be in the central calorimeter and 15 GeV
< E; < 55 GeV

3. Count tracks with Pr > 1.0 GeV in 10° cone about the seed track.

Use as signal variable.

4. Require no tracks P > 1.0 GeV in 10° - 30° cone about seed track.

Use as isolation variable,

5. Reconstruct n° energy in tower as follows:

tracks
where Y, ., < Er > is the estimated energy deposit of charged
pions in the EM calorimeter. The E(x°) is then summed with

total momentum of the tracks in the 10° cone to form a 3° P. then

require
(a) =Py > 17.5 for 1 prong tau clusters

(b) = Pr > 20.0 for 2 prong tau clusters

(c) X P > 22.5 for 3 prong tau clusters
6. Electrons are removed by the logical or of two requirements

(a) The tau cluster HAD/EM ratio < .06 and the AZ between the
electron cluster track and the best strip chamber track be less
than 5 cm. If there are two electron clusters then the AZ must

be satisfied by at least one of them.
(b) The electron cluster E/P between 0.5 < E/P < 1.5
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