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Voor Opa & Oma



“A circle? What could it mean?” He let his thoughts flow. A perfectly round line, no beginning,
no end, no deviation. If expanded infinitely, it would become the universe. If contracted, it
would become co-equal with the infinitesimal dot in which his soul resided. His soul was
round. The universe was round. Not two. One. One entity - himself and the universe.

“Musashi” by Eiji Yoshikawa
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Introduction

Why do we study the properties of elementary particles? Because we understand that the
Universe we live in and all interactions that take place can be attributed to the existence
and properties of elementary particles and how they interact with one another. A great
deal of knowledge about these particles is collected by observing processes in our Universe
and studying its evolution, as well as by doing experiments like colliding particles head-
on at high energies to see if we can create new particles. A large part of this knowledge
is incorporated in what we call the Standard Model (SM) of elementary particle physics,
which was formulated as a fundamental theory in the "70s of the last century. Besides, de-
scribing the known particles at the current time, it also predicted the existence of particles
like the W and Z boson, which were discovered in the '80s. The Higgs particle is the last
missing piece of the SM and the bosonic particle discovered in 2012 with CERN’s ATLAS
and CMS detectors is a plausible Higgs candidate.

This thesis is about measuring the spin and parity quantum properties of the Higgs boson.
According to the SM, the Higgs is a scalar boson, meaning that it is spin-less and stays
invariant under parity or mirror operations. The spin and parity measurement can reveal
if the discovered Higgs-like particle in 2012 fulfils all criteria of a SM Higgs and thereby
completes the SM. However, if the measurement would confirm a different spin or parity
than the SM prediction, it would mean we are dealing with so-called beyond SM physics
(BSM) and opens up the possibility of new, non-SM, elementary particles and new types
of interactions. And even if the spin and parity measurement is in line with a SM Higgs
boson, small deviations from the SM expectations can hint to the existence of new BSM
particles.

For the measurement of the Higgs spin and parity, we will focus the analysis on the H —
WW — ev, uv, channel, which is one of the possible decay options for a SM Higgs boson.
Unfortunately, we can not measure Higgs bosons directly due to their instant decay into
other particles. However, spin and parity are conserved quantities and passed on to the
W bosons and subsequently to the charged leptons and neutrinos. The spin and parity is
conveyed in correlations found in the angular and momentum distributions of these final
state leptons and neutrinos. This thesis explains how to exploit these correlations in order
to measure the Higgs spin and parity.

The thesis layout is as follows:



I. Introduction

Chapter 1 Gives a theoretical overview of the Standard Model of elementary particles,
the processes involving the Higgs boson and conceptual problems with the SM. It also
introduces the Effective Field Theory (EFT) approach to describe unknown physics
beyond the Standard Model.

& Chapter 2 Describes physics at the LHC and the performance of the ATLAS detector.

Chapter 3 Presents simulation studies performed via the EFT approach. Personally, I
contributed to the comparison of LO and NLO ggF production processes. In addition
I studied whether the NLO processes could influence the spin/CP studies performed
in ATLAS.

Chapter 4 Describes an algorithm that allows to boost to the Higgs rest-frame. The
algorithm can be used in the decay of the Higgs to two W bosons, which decay each to
a charged lepton and a neutrino. The algorithm relies on solving a quadratic equation
to find the longitudinal momentum component of the dineutrino system and thereby
solves the Higgs boost vector. Further, variables of interest are introduced to study
the spin and parity of a SM Higgs and other BSM bosonic particles.

Chapter 5 Gives an overview of the event selection that will be used as input to the spin
and parity analysis. The SM Higgs prediction will be combined with the irreducible
background to give a precise estimate of the total expected events. Special attention
is paid to the reconstruction of the transverse momentum of the Higgs boson. It was
found that combining several independent methods into one combined method yields
a more precise reconstruction of the Higgs transverse momentum.

Chapter 6 Introduces the actual spin and parity analysis of this thesis. I introduce the
several alternative spin and parity models and construct a statistical model in order
to compare the alternative models with the SM hypothesis.

Chapter 7 Shows the results obtained from various spin-2 models and the compati-
bility of the data with the SM prediction is discussed.

Chapter 8 Shows the results obtained for several discrete spin-0 models. In the second
part the results are presented about a study on mixing the SM Higgs with BSM parity-
even or parity-odd Higgs particles.

Conclusion Summarises the analysis and results of this thesis and presents an outlook
for future analysis at the LHC.

Appendices Auxiliary material supporting the analysis and results chapters can be
found here.

Popular Summary At the end, a summary intended for a broad audience and written
in both English and Dutch.



Theoretical Overview

In this first chapter we introduce the Standard Model of elementary particle physics[1-
4]. The Standard Model (SM) is a fundamental theory that withstands the rigorous tests
that have been conducted the last couple of decades. It is remarkable how precise the SM
predictions agree with experiments for the electromagnetic, weak and strong interactions.
Nevertheless, the SM has conceptual problems when describing the constituents of our
Universe, as we will point out. New theories are proposed by theorists to describe physics
beyond the SM, also commonly referred to as Beyond Standard Model (BSM) physics and
some of these predict the existence of new fields and particles.

We will first describe the elementary particles of the SM and how they interact with one
another through the mediation of force carriers. The theoretical description is based on
introductory texts on particle physics such as Ref. [5-7]. After, the focus will be on pro-
cesses involving interactions with the Higgs boson, as this thesis is about the properties
of the Higgs boson. Next, we will introduce the various problems that arise when using
the SM to describe our Universe and the need for BSM. There are various types of BSM
physics, but for the purpose of this thesis the processes that affect the spin/CP properties
of the Higgs are discussed in detail. We end this chapter by introducing the Effective Field
Theory (EFT) to describe BSM physics and how this can be used as a way to probe New
Physics in the Higgs sector.

1.1 The Standard Model of Particle Physics

The Standard Model is a collection of fermions, with spin-1/2, and bosons, with spin-
1. The only exception is the Higgs boson, which is a scalar particle, having spin-0. The
fermions are the building blocks of all the matter in the Universe. The bosons are the
force carriers of three out of four fundamental forces in nature: the electromagnetic force,
the weak (nuclear) force and the strong (nuclear) force. These forces are responsible
for interactions between charged particles, radioactive decay and the stability of protons
and neutrons. The fourth force, gravity, is not incorporated in the SM. In the following
subsections we will describe the categories of fermions and the different types of spin-1



1. Theoretical Overview

bosons. All the elementary SM particles and their properties are summarised in Table 1.1
and 1.2. The Higgs boson will be described in the next section.

1.1.1 Quarks and Leptons

The SM fermions can be divided in two classes called the quarks and leptons. The main dif-
ference between these types is that the quarks have a property called colour, while leptons
are colourless particles. Both the quarks and leptons can be subdivided in three genera-
tions, increasing in mass. Within each generation their are two quark flavours and two
lepton flavours. A charged left-handed! lepton forms a pair with a left-handed neutrino
of the same type in a doublet. The other doublet is formed by combining a left-handed
up-type and a left-handed down-type quark. The right-handed lepton and quark flavours
are not combined, but remain singlets. The formation of doublets will become clear when
talking about the charged weak interactions. Table 1.1 lists all the SM fermions and their
properties. For each fermion there is a corresponding antiparticle with opposite quantum
numbers.

(Anti)Quarks can have one of the three (anti)colour charges: (anti)red, (anti)green or
(anti)blue. The quarks will form objects out of two or three quarks, called mesons and
baryons respectively. These are colour neutral and are obtained by combining quarks from
the three (anti)colours or combining a colour with its corresponding anticolour. There are
no free quarks in nature, but only combinations of quarks that are colour neutral. The up
and down-quarks from the first generation will form protons and neutrons and together
with the electrons they form the atoms and all the elements occurring in our Universe. The
quarks and charged leptons in the second and third generation will subsequently decay to
lower generation particles.

1.1.2 Fundamental Forces

In order for the fermions to interact with one another a bosonic particle is exchanged to
mediate the force. The type of force is defined by the type of boson being exchanged. In
general, forces act on the properties of particles. The electromagnetic force only acts on
particles with an electric charge and the exchange boson of this type is the photon y. The
strong force acts on fermions with a colour charge, which are the quarks. The boson being
exchanged is the gluon g and it ensures the stability of the proton and the neutron by
keeping its constituent quarks together. Due to the a special property related to symmetry,
gluons carry a colour charge as well and thereby interact with themselves. There are eight

LA fermion is right-handed/left-handed if its wave function is an eigenstate of the %(1:&)/5) projection operator.
All fermion wave functions can be decomposed in left-handed and right-handed components.



1.1 The Standard Model of Particle Physics

Generation | leptons Quarks

| Flavour  Charge (e) Mass (GeV) | Flavour Charge (e) Mass (GeV)

18 v, 0 <3-107 u(up) 2/3 2.3-1072
e -1 511-107° d(down) -1/3 4.8-1073

2nd Vy 0 <0.19-107% | c(charm) 2/3 1.275
u -1 113.4-107% | s(strange) -1/3 0.095

3rd Ve 0 <0.018 t(top) 2/3 173.21
T -1 1.777 b(bottom) -1/3 4.6

TaBLE 1.1: The properties of the elementary fermions of the SM. The masses are taken
from Ref.[9].

Boson | Charge (e) Mass (GeV) Interaction
Y 0 0 Electromagnetic
w* +1 80.385 +0.015 Weak
VA 0 91.188 +0.002 Weak
g 0 0 Strong

TaBLE 1.2: The properties of the elementary bosons of the SM, except the Higgs, and
which interactions they mediate. The masses are taken from Ref.[9].

types of gluons that can be exchanged. Photons do not carry an electric charge with them,
so there does not exist a self-interaction between photons.

The strong and electromagnetic forces do not change the flavour of a fermion. The weak
force on the other hand can change a fermion’s flavour. The charged weak interaction
works on left-handed doublets by letting an up-type quark or neutrino change in a down-
type quark or charged lepton, or the other way around. However, the quark flavour eigen-
states involved in the weak interactions are not the same as the quark mass eigenstates
measured in experiments. The flavour eigenstate is a mixed combination of mass eigensta-
tes. Effectively it means that the weak interaction can change the quark flavour between
different generations. The bosons being exchanged are the W* bosons and because of
their electric charge, they also change the charge of the fermions. There is also a neutral
weak gauge boson called the Z boson, but it does not let particles change flavour. It acts
on both left-handed and right-handed fermions.

The electromagnetic and weak forces can be combined in one electroweak force, which
takes care of the interaction of all charged particles and types of flavour. The strong force
can be described by the theory of quantum chromo dynamics, QCD, but will not be dis-
cussed in this thesis. For more information on QCD we refer to Ref.[8].



1. Theoretical Overview

1.1.3 Lagrangian Formalism

In order to predict the likelihood of particles interacting with each other, amplitudes of
certain process have to be calculated. A consistent way of constructing amplitudes is the
use of a Lagrangian formalism. A Lagrangian is the difference between the kinetic and
potential energy of a dynamical system, and is normally defined as density per volume:
L= f.,%dxd ydz. In order to find the interactions, the action has to be minimised: S =
f.%d“x, or equivalently, by solving the Euler-Lagrange equation:

o¥ o¥
3“[6(%)} "9 b

The action S has to be dimensionless, so the terms making up £ are not allowed to have
any other dimensions than four. From the terms in the Lagrangian ¥ we can couple
particles with each other by using the Feynman-rules and construct Feynman-diagrams.
The diagrams are then used to calculate amplitudes and enable us to predict cross-sections
for scattering processes and decay widths of unstable particles.

1.2 The Higgs Boson

Due to interactions with the Higgs boson, particles get their masses and the strength of the
coupling is proportional to the mass of the particle itself. The mechanism behind this is
electroweak symmetry breaking (EWSB)[10-15]. Below, only a simplified version is given
of EWSB, but a good introduction to this topic can be found in Ref. [7]. We will explain
which processes are involved in creating the Higgs boson and its subsequent decay to SM
particles, with a focus on decay to W bosons. We end this section by discussing the spin
and charge-parity properties in the H - WW — [v[v channel.

1.2.1 Scalar Interactions

The Higgs mechanism starts with a complex scalar doublet:

_ 1 (¢1+ig,
°= V2 (¢3 + i¢4) a2

The Lagrangian that describes these complex scalar fields is given by:

%Ly = (D'®)'(D,®)— V() (1.3)



1.2 The Higgs Boson

In this formula the covariant derivative is defined as:
.1 a .1
D, =8H—1g50aWH(x)—lg EYBH(X) 1.4

with a = 1,2,3. There are three gauges fields W;‘ with coupling strength g and one gauge
field B, with coupling strength g’. They belong to the SU(2) and U(1) symmetry groups
respectively and combined this covariant derivative is used for a SU(2) x U(1) symmetry
group. The o, are the Pauli-matrices describing the weak isospin and Y represents the
hypercharge. The complex scalar doublet in Eq.1.2 is chosen such that its weak isospin is
1/2 and it has a hypercharge of +1. The potential V in Eq.1.3 is given by:

V(@) = u?(@'®) + A(d7®)? (1.5)

with A > 0 and pu? < 0 as to get the desired potential (Mexican hat). The gauge fields WJ
and B,, are combined and rotated to obtain the W;, Z,and A, fields:

+_ 1 1172
WH = E(W‘u :FlW,u)
Z,= cos(QW)Wi —sin(6y)B,
A, = sin(@w)Wj + cos(6y)B, (1.6)

where 9, is the weak mixing angle, also known as the Weinberg angle.

The electro-weak vacuum is then broken by requiring the following:

L(%ﬂ%)wi( ° ) 1.7
V2 \ @3 +igy JV2\v+H+ip

The EWSB breaks the SU(2) x U(1) symmetry to a U(1) symmetry with electric charge as
the conserved quantity. The complex scalar doublet describes now a expectation for the
electroweak vacuum v and a field belonging to a scalar boson H. The complex field p can
be removed by letting it be absorbed as the longitudinal components of the weak gauge

bosons W and Z. The Lagrangian involving the Higgs after EWSB is written out as the
following:

1 2 1 . 1
Ly = E(HHH)(E}“H)+(V+H)2 [g:wu'w“ + g(g2 + g’z)ZILZ“:|—7Lv2H2—7LvH3—ZH4 (1.8)

Writing out the terms involving WJ W*# and ZZZ H gives us the W and Z boson masses:
My, = %vg and M, = %vw The terms involving H WJ W, and HZ pILZ ¥ represent the
HWW and HZZ vertices. The mass of the Higgs boson is parametrised as My = v2Av2
and the last two terms of Eq. 1.8 represent trilinear and quartic Higgs self-interactions.
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FiGure 1.1: Feynman-diagrams for Higgs production. Clockwise from top left: gluon-
gluon fusion Higgs (ggF), associated Higgs (VH), tt associated Higgs (ttH) and vector
boson fusion Higgs (VBF).

The only field that remains massless and does not appear in Eq. 1.8 is A, describing the
photon.

The complete SM Lagrangian is given by:
Ly = ZLew + Ly + Lyukawa + Lacp (1.9

where only % is written out in Eq. 1.8. The other terms are not discussed in this thesis,
but a comprehensive overview is given in chapter one of Ref.[16].

1.2.2 Higgs Production and Decay at Hadron Colliders

There are four main production processes to create a Higgs boson: in decreasing cross-
section, the gluon-gluon fusion (ggF)[17], the vector boson fusion (VBF)[18], the associ-
ated (VH)[19] and tt associated Higgs (ttH)[20] production modes. The corresponding
Feynman diagrams are depicted in Fig.1.1. In the ggF production modes the gluons fuse
together with the help of a top quark triangle, which then merges to a scalar particle. The
gluons can not couple directly to the Higgs, because they are massless. The other processes
involve either a heavy quark like the top or a heavy gauge boson as the W and Z bosons.
Fig.1.2 shows the production cross-sections in pp collisions of all the four different modes
as a function of the Higgs mass at a centre-of-mass energy of 8 TeV. It is clear that over the
whole mass range, the ggF production mode is several orders larger than the other three
modes.
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Ficure 1.2: Higgs production cross-sections as function of the Higgs mass for the pro-
duction processes shown in Fig.1.1 at /s = 8 TeV. Figure taken from Ref.[21].
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FiGURE 1.3: Left, the branching ratio for Higgs decay to SM particles as function of the
Higgs mass. On the right plot is the corresponding cross-section for Higgs production
times the branching ratio for a certain final state of decay products also as function of the
Higgs mass. Figure taken from Ref.[21].

After the production, the Higgs boson will subsequently decay to fermions or bosons, de-
pending on the mass of the Higgs. Fig.1.3 shows the branching ratio of the Higgs boson to
the other SM particles as function of its mass. The Higgs couples strongest to top quarks,
but because the top mass is large, the threshold for decay to top quarks is quite high. For
Higgs masses below 300 GeV the dominant decay modes are through W and Z bosons and
for masses below 140 GeV the decay to b quarks becomes kinematically favoured.

1.2.3 Discovery of a Higgs-like Boson

In 2012 both the ATLAS and CMS collaborations announced the discovery of a bosonic
particle with mass around 125 GeV[22, 23]. An excess was observed in the the ZZ, WW
and yy channels, significant enough to be not a part of other SM processes. The signifi-
cance was in the order of 5.1 standard deviations and thereby enough to claim a discovery.



10

1. Theoretical Overview

.

- : : : - : :
£ "F ATLAS 2011-2012 E:10 E ATLAS 2011 -2012
= F \5=7Tev: fLat=46-481" L 1*20 ]

5 [ Vs=8Tev:JLdt=5859f" — Observed 1

a LA Bkg. Expected 4

o L\

<

)

o

10"

CL, Limits
150 200 300 400 500
m,, [GeV]

-
B
o[

FiGURE 1.4: Plots that have been used for the discovery in July 2012. The plot on the
left shows the expected and observed upper limits on u = o /o, of a SM without a Higgs
boson as function of various Higgs masses. The observed excess of data is indicated by
the peak at 125 GeV. The plot on the right shows the local significance of any excess over
the whole Higgs mass range. Figures taken from Ref.[22].

Fig.1.4 shows the expected and measured 95% confidence limits on the Higgs production
cross-section as function of M, for the ATLAS data set of 2011 and the beginning of 2012.
The cross-section ¢ is normalised to the SM expectation: u = o/og,,. The excess at 125
GeV is clearly visible and the right plot in Fig. 1.4 shows the probability for the SM without
a Higgs boson to fluctuate towards the measurement in data.

After the discovery in 2012, the properties of the new bosonic particle were studied in order
to confirm it to be a Higgs boson from the SM. Fig.1.5 shows the result of the Higgs coupling
strength to fermions and bosons as function of the particle mass. The complete ATLAS data
set of 2011 and 2012 has been used and the observations are in good agreement with the
SM prediction. This confirms the generation of the particle masses through EWSB, but the
SM also predicts the resonance of the Higgs field to be a scalar boson. In order to put that
prediction to the test, the spin and CP of the resonance has to be measured.

1.2.4 Spin and CP in the H > WW — [v[v Decay Channel

The SM predicts the spin of the Higgs to be zero and to be CP-even. CP stands for the
combination of the charge (C) and parity (P) operations. The C operator changes the sign
of a particle’s charge and thereby creating the corresponding antiparticle. The P operator
mirrors the spatial coordinates (¥ becomes —X). The charge and parity operations have
the property that C? = 1 and P? = 1 and therefore eigenstates of C and P have eigenvalues
+1 and —1. This also applies to the eigenstates of the combined CP operation. A particle
is said to be CP-even if the combined charge and parity operation leaves the wave-function
of the particle untouched, indicating an identity operation. CP-odd particles get a negative
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FiGURrE 1.5: The coupling strength of the Higgs boson to fermions and gauge bosons as
function of particle mass. The complete ATLAS data set of 2011 and 2012 is used and
the observations are in good agreement with the SM expectation. Figure taken from Ref.
[24].

sign in front of their wave-function after the CP operation:

CP-even: |S) <5 +15) (1.10)
CP-odd: |S) <5 —|s) (1.11)

The CP operation can also be applied on interaction terms from a Lagrangian as in Eq.1.8.
CP-odd terms would receive a minus sign after CP.

Fig. 1.6 shows graphically what happens when performing a CP operation on an electron
and a Higgs boson. Because the Higgs has zero electric charge and no other conserved
quantum numbers, it is its own antiparticle. Combine this with the fact that a SM Higgs
has spin-0 and the CP operation will yield the same state, hence the Higgs is CP-even. Even
though only the parity operation P is relevant for the Higgs, we will refer in the remainder
of this thesis to the term CP.

We will explicitly investigate the consequences of the spin-0 nature of the Higgs boson in
the H - WW — [vlv channel. The W bosons are spin-1 particles and because the total
spin is conserved, the spins of the two W bosons have to align in such a way to add up to
zero. We measure spin by choosing an axis and measure the projection of the total spin on
this particular axis, also referred to as helicity. In the following we take the axis parallel to
the W boson momentum in the Higgs rest-frame. In this frame the W bosons are back-to-
back in order to conserve momentum. There are three possible directions the spin of a W
boson can have with respect to this axis: +1, —1 and 0, that is either parallel/antiparallel
to the W boson momentum or perpendicular tot it. These helicity states are referred to
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electron positron

FiGURE 1.6: The CP operation changes a right-handed electron to a left-handed positron.
The coloured arrows indicate the spin-orientation. A CP operation on the Higgs boson
yields the same particle. Figure is an adaptation from Ref.[25].

as transversely(+1/-1) and longitudinal(0) polarised W respectively. Fig. 1.7 shows the
three allowed W helicity configurations in order to ensure a spin-0 Higgs boson.

As long as the W bosons are in one of the three allowed helicity configurations, the decay
of the Higgs to W bosons has no preferred direction. The decay products are distributed
isotropically, and if it is not, it would indicate that the decaying particle was not a scalar
boson. So in principle, the absence of any angular correlation between the W momentum
axis and any other fixed orientation axis, is what we would expect from a spin-0 resonance.
However, in its decay a W boson couples only to left-handed fermions and right-handed
antifermions, a typical feature of the charged weak interactions. In the decay of the W,
its decay products can be assumed to be relativistic and the handedness of a fermion is
identical to its helicity, the projection of its spin along its momentum axis. The right-
handed fermions have helicity +% and the left-handed fermions have helicity —. The
decay products of the W therefore have a preferred direction with respect to the helicity
state of the W. Fig. 1.7 indicates the direction of the spin of the W bosons and its decay
products by thick blue arrows. In two of the configurations the charged leptons are aligned,
just as the neutrinos are. The nett effect is that for these two configuration we expect
small opening angles between the charged leptons. Only the third configuration with
longitudinally polarised W bosons yields an isotropic decay for the charged leptons. Note
that all the configurations stay the same after applying a CP operation and therefore ensure
the CP-even nature of the Higgs. We will show chapters 3 and 4 how to exploit this feature
of the charged leptons when testing particular hypotheses with a different spin or CP for
the Higgs.
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Ficure 1.7: All possible helicity states of the W bosons to ensure the spin-0 nature of
the Higgs boson. The thin black arrows indicate the momentum of the particles, while the
thick blue arrows represent the direction of the spin. Figure adapted from Ref.[16].

1.3 Higgs Physics beyond the Standard Model

The SM gives an elegant description of the electro-weak and strong forces and by including
the Higgs boson, it has a mechanism of how particles obtain mass. However, there are some
serious issues which can not be answered by the SM and it is, so to say, not the ultimate
theory of particle physics in our Universe. This section will state some of the general issues
that arise and to which the SM only yields poor results. We steer the focus to how physics
related to the Higgs, and especially the spin/CP nature of the Higgs, can give answers.

1.3.1 Problems with the SM

In the following we will list some open questions to which we have no satisfactory answer
yet:

* Can the gravitational force be included in the SM?

* Why is there a hierarchy in the fermion masses?

* What type of particles are dark matter?
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* What is dark energy?
* [s there more than one Higgs boson?
* Why is there almost no antimatter in the Universe?

* Can the strong and the electroweak forces be combined into one unified force?

The list is can be made longer, but we pick out the ones that influence the Higgs sector. The
question if there exist more Higgs bosons is obviously related to the topic of this thesis.
The other questions are related to gravity and the matter-antimatter asymmetry in the
Universe.

More Higgs bosons can be introduced in the theory of the SM by including a second com-
plex scalar doublet in Eq. 1.2 and thereby generating extra scalar particles. There are
several possibilities for the W and Z bosons to couple to extra Higgs bosons. There is a
wide variety of models that can achieve this by incorporating extra complex scalar dou-
blets, as discussed in the next section.

In the case that the Higgs boson is a spin-2 tensor, this will leave a clear signature in the
angular distribution of the charged leptons. As discussed before, a spin-O Higgs would
result in small opening angles between the charged leptons in the H » WW — [v[v decay
channel. For a spin-2 tensor the W bosons have to align their spins to add up to two,
leading to different helicity configurations than shown in Fig. 1.7. Large opening angles
between the charged leptons are now expected. If the observed particle has spin-2 it can
not be part of the SM, but would be an indication of BSM physics.

The matter-antimatter imbalance in the Universe and the possible relation to the Higgs
boson is a subtle issue. During the creation of the Universe, the same amount particles as
antiparticles were created. When particles interact with one another through the strong
and electromagnetic force, the total amount of particles and antiparticles is conserved.
However, there are processes involving the weak interactions where this balance between
particles and antiparticles is broken. It is related in how the weak interactions let particles
change from one generation to another[26, 27]. The main point is that for these particular
processes after applying a CP operation, the CP conjugate process yields different results.
This difference is known as CP violation and causes a preference of matter over antimatter
for the weak interactions. This CP violation is incorporated in the SM, but turns out to
be too weak to justify the abundance of matter in the Universe. CP violation in the Higgs
sector could resolve this problem by allowing new types of interactions where there is a
difference between the interaction and its CP conjugate counter part.
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1.3.2 2HDM

A model where more than one Higgs particle is introduced is the two-Higgs-doublets-model
(2HDM)[28, 29]. We shortly point out what the general structure of a 2HDM Lagrangian
is and focus on the coupling to W bosons.

All 2HDMs start with the introduction of another complex scalar doublet analogous to Eq.

1.2:
1 [P +ig, _
®,= = (¢’3+i¢4)a’a_ 1,2 (1.12)

One of the most general gauge invariant scalar potentials that can be made with these two
doublets is the following:

V(®,,®,) =m? &1d, + m2,818, — [m%,8]®, +h.c.]

+ %Al(dfiél)z + %Az(é“;@z)z +25(8]21)(2,8,) + A4(2],)(2]%,)

+ {%/15(@'{4»2)2 +[Ae(@]®)) + A (@) 0,) @l @, + h.c.} (1.13)
The variables m2,, A5, A¢ and A, can be complex, but a lot of models remove the A4 and A,
terms by imposing a &; — —&; symmetry. In order for this potential to be CP conserving

all coefficients have to be real, but this is not a necessity. Choosing for both doublets a
non-zero vacuum expectation value (vev)[28]:

_ bq B
q)a_((va""'?a'i‘ipa)/ﬁ)’a_l’z (1.14)

analogous to Eq. 1.7. Three out of the eight degrees of freedom from the two scalar
doublets in Eq.1.12 are absorbed in the longitudinal components of the W and Z bosons.
The remaining five degrees of freedom represent five Higgs bosons: two CP-even scalars h
and H, one CP-odd pseudoscalar A and two charged scalars H*. The masses of the charged
and pseudoscalar bosons can be obtained by diagonalising the mass matrices with the ratio
of the two vey, also referred to as:

tanp = 2 (1.15)

V2

where v? = vZ + vZ = (246 GeV)?. The mass matrices of the CP-even Higgs bosons can be
diagonalised by the angle a, which mixes the h and H states with each other. One of the
CP-even Higgses with the lowest mass is identified as the observed boson at 125 GeV.

With the addition of four extra Higgs bosons, there is a new set of couplings to SM particles
that can be constructed. For this thesis it suffices to focus only on couplings involving
W bosons. Using the doublet configuration of Eq. 1.14 and filling it in Eq. 1.13, yields
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terms that correspond to h(WW and HWW coupling terms with strength proportional to
sin(8 — a) and cos(f8 — a) respectively. The AWW term vanishes and tree level couplings to
a charged scalar boson are not allowed by conservation of charge. If the W bosons are not
completely decoupled from the h boson or the H boson, we expect that processes involving
hWW and HWW vertices interfere with each other. This interference might change the
kinematics of the final state particles.

There are 2HDMs that depart from the general potential in Eq. 1.13 and/or assume a
different vev scheme for the two doublets. This would then open a window to allow CP
violating terms and interactions. For example, observing a clear sign of processes involving
a non-zero AWW coupling, would indicate to explore additional terms than are expressed
in Eq.1.13.

We discussed the various problems that arise when imposing the validity of the Standard
Model and introduced Beyond Standard Model physics to cope with some of these prob-
lems. The main focus in this thesis is on BSM where we expect changes in interactions with
the Higgs boson, involving spin and CP. In the next section we will introduce a theoretical
tool to incorporate the effects of BSM physics in the Higgs sector in a general way.

1.4 Effective Field Theory

Going to physics beyond the SM introduces in general a lot of new free parameters. It
can be very difficult to determine the validity of any new model, because the parameters
can be tuned in such a way to fit with the current observations. Due to the great succes
of the SM it is a priori not clear where to look for hints for New Physics. The Effective
Field Theory (EFT) approach can be a helping hand. The main assumption is that New
Physics (NP) expected above a certain energy scale has effect on SM processes defined far
below this scale. This can be achieved by adding extra terms to the SM Lagrangian and
suppressing the relative strength of these new terms by dividing them with a cutoff scale
A. The larger the cutoff scale, the weaker the contribution to processes taking place below
this scale. The effects of NP manifest themselves by modifications of the cross-sections or
kinematics of SM processes.

In this section we will introduce an EFT related to couplings of the Higgs boson to the
other SM particles, but here we focus on the effects it has on the HWW coupling.

1.4.1 Higgs Characterisation Model

One convenient EFT to model BSM contributions into the SM Higgs interactions is the
Higgs characterisation Model described in Ref. [30]. For the spin/CP studies the Higgs
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characterisation model is a versatile tool for generating processes with new particles with
different spin and CP properties within the MADGRAPH5_AMC@NLO framework[31]. The
effective Lagrangian describes the part of all SM particles except the Higgs boson and a
part for the kinematics and interactions of a boson resonance X; with integer spin J:

gHC = =.4‘?51\/{,11 +ng, Wlth J = 0,1,2 (116)

The original SM Lagrangian is recovered when %y, is chosen to be a CP-even scalar with
the same coupling strength to the fermions and bosons as is predicted in the SM. The
complete definition of the Lagrangian %y can be found in Ref.[30].

In the next subsections we will describe the Lagrangian %y for a spin-0 and spin-2 res-
onance coupling to W bosons. The J = 1 hypothesis has been studied extensively and
resulted in the exclusion of spin-1 Higgs boson at more than 99% confidence limits when
combining the ATLAS H - WW™* and H — ZZ* analyses (see chapter 6 in Ref. [32]).
The spin-1 hypothesis has not been included in the analysis described in this thesis, and
therefore, will not be discussed further.

1.4.2 spin-0

The coupling of a general spin-0 resonance, X, to W bosons is described by the following
Lagrangian:

%W = {Ca Ksy 8uww WJW_“
11

- EK [Ca KHWW WJ—VW_HV +Sa KAWW WJVW_MV]

— % CaKpow (WHE, W+ h.c.)}XO (1.17)

The various k are used to set the strength of the corresponding coupling terms and the
¢, = cosa and s, = sina define the contributions from the CP-even and CP-odd parts
respectively with a mixing angle? a. The gy, is the SM coupling of Higgs to W bosons
and A a cutoff scale at which the NP is expected to arise.

W,,=0,W,—23,W, (1.18)

is the field strength tensor and the dual tensor is defined as:

. 1

w,

by = 5 Cuwpa W (1.19)

2Not to be confused with the mixing angle a for mixing CP-even Higgs bosons h and H used in the 2HDMs!
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F1GURE 1.8: Possible XWW couplings based on the spin-0 Lagrangian in Eq. 1.17. The
blobs indicate effective couplings and the corresponding k terms from the Lagrangian are
indicated as well.

Model Ksv  Kaww Kaww Kpow  cos(a)

SM 1 0 0 0 1
BSMO* 0 1 0 0 1
BSMO~ 0 0 1 0 0
Mix 1 #0 #0 #£0  #0

TaBLE 1.3: Settings for the x and cos(a) to get various model scenarios. In principle a
mixed sample has an non-zero combination of the four x terms and cos(a).

Setting kg, = 1, cosa = 1 and all other x to zero, yields the SM Higgs coupling to W
bosons. The kyyy and x,yy couplings are related to dimension-6 operators[33], while
the kp ;3 coupling is a derivative operator related to a contact interaction. By giving these
last three couplings non-zero values, BSM effects can be studied. Table 1.3 shows which
k and a settings have to be chosen to get back the SM prediction, BSM scenarios or a
mixture of SM with BSM. Fig.1.8 shows which types of vertices can be constructed when
using the coupling terms expressed in Eq. 1.17. The blobs in the diagrams indicate that
the coupling is an effective one. If multiple x terms are in use, multiple diagrams interfere
which each other and affect the cross-section and kinematic distributions of X, decay to
W bosons. We will show in chapters 3 and 4 how the kinematics of the final state leptons
are related to the underlying XWW coupling.

1.4.3 spin-2
The Lagrangian for a spin-2 minimal coupling is defined as:

1
ZED — K Th X (1.20)
p=V.f
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X2 X2
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FiGURE 1.9: The ggF (left) and qq (right) spin-2 production modes and subsequent decays
to W bosons.

ggF :qq HC settings
0.96 : 0.04 k,=Lk;=1
1.0 : 0.0 Ky = l,Kq =0
0.0 : 1.0 ke =0,k,=1

TaBLE 1.4: « values for the gluon and quark coupling to a spin-2 resonance, corresponding
to different fractions of gluon-gluon fusion and qgq annihilation at LO.

where Tk, is the energy-momentum tensor and V and f denote vector bosons and fermions.
A is again the cutoff scale. The Lagrangian is inspired by a Randall-Sundrum graviton sce-
nario[34]. There are two possible production modes for the spin-2 resonance: the ¢gq and
the ggF production modes. Fig.1.9 shows the diagrams for the two production modes and
subsequent coupling to W bosons. The spin-configuration of the initial gluons or quarks
is transferred to the resonance boson and passed on to the helicity configuration of the W
bosons. This is contrary to the spin-0 resonances, where the initial and final state helicity
configurations can be combined as a scalar product and in principle can be considered
decoupled. For the spin-2 processes the couplings are described by a product of matrices
that only allow certain combinations of initial and final state helicity configurations. It is
needless to say, that the production mode affects the possible final state configurations.
Therefore, the spin-2 resonance is tested by producing it only through ggF or qq and by
choosing a mixture between the two production modes. Table 1.4 shows which « values
from Eq. 1.20 correspond to what fraction of the ggF compared to qg production modes
when producing a spin-2 resonance.

The setting for which k, = x;, = 1 we define as the universal coupling (UC) scenario.
The Feynman-diagrams in Fig. 1.9 are at leading order (LO) and in order to improve the
accuracy when calculating the process, next-to-leading order (NLO) QCD diagrams are in-
cluded. The NLO QCD variants of the diagrams in Fig.1.9 would include extra possibilities
for the production as is indicated in Fig. 1.10, where the spin-2 boson is accompanied by
an extra gluon or quark in the outgoing states.
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q X5 g X5 g X5

F1GURE 1.10: The three NLO QCD spin-2 production diagrams, where the spin-2 reso-
nance is produced together with an additional quark or gluon in the outgoing state.

When «x, # k, we are dealing with a non-universal coupling (NUC) scenario. For LO ef-
fects the qg and ggF production processes are completely independent. However, the NLO
processes for NUC contain an extra gluon or quark and have diagrams that will interfere
which each other, because the initial and final states are indistinguishable from each other.
For example, this is the case with the first two diagrams in Fig.1.10. The matrix elements
for such processes contain a term proportional to (k, — «,)?, which grows with s*/m*A?
and leads to unphysical phenomena at high energies, also referred to as unitarity violation.
The onset of unitarity violation has large consequences for the shape of the Higgs trans-
verse momentum and some spin-sensitive observables when NUC scenarios are chosen. In
chapter 3 we will show what the differences are in kinematic distributions for spin-2 UC
and NUC models. For a more detailed discussion about the unitarity violation aspect of
spin-2 see section 4.1 of Ref.[30].

1.5 Summary

In this chapter we introduced the Standard Model of elementary particles and the inter-
actions these particles can have with each other. We described the coupling of the Higgs
boson to W bosons and how the spin properties are transferred to the final state leptons
during the W decay. The SM predicts the Higgs boson to be a CP-even scalar.

The SM predictions are very accurate, but nevertheless it can not be the ultimate theory of
particle physics. We introduced some of these problems and argued that BSM physics can
help to answers these. New Physics phenomena might manifest themselves in the Higgs
sector. 2HDMs would enlarge the Higgs sector by including four additional scalar bosons
and opening up the possibility for new couplings to W bosons. The kinematics of the final
state leptons would tell us more about the underlying coupling.

Lastly, we introduced the EFT approach to incorporate New Physics with dimension-6 op-
erators in a model independent way in the SM. The Higgs characterisation model allows
for modifications of the Higgs coupling to the other SM fermions and bosons by replacing
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the SM Higgs Lagrangian by an effective Lagrangian describing a bosonic resonance X
with spin J = 0,1,2. The focus in this thesis is on new spin-0 and spin-2 couplings to W
bosons.

In chapters 3 and 4 we will discuss the kinematics of the H - WW — [vlv process and
how the spin-0 and spin-2 variants affect the kinematics of the final state leptons. In the
next chapter we will describe the LHC complex and the ATLAS detector.






The ATLAS Experiment

The study of elementary particles required the construction of ever larger machines during
the last couple of decades. To test the Standard Model under extreme circumstances and
to discover possible deviations, the Large Hadron Collider, LHC, has been constructed at
CERN. Protons are accelerated to very high energies and collided head-on inside detectors
such as the ATLAS detector. This chapter will firstly discuss the LHC complex and its
machine parameters. Secondly, we will introduce the ATLAS detector and its components.
Finally, we will discuss the reconstruction of events and identify physics objects. We will
highlight the performance of the ATLAS detector.

2.1 The Large Hadron Collider

The Large Hadron Collider, LHC[35-38], is a 27 km circular accelerator situated at CERN
near Geneva. It is designed to accelerate and collide protons at a centre-of-mass energy of
14 TeV. Fig.2.1 shows the complex of machines that the LHC is part of. Protons begin their
journey at LINAC2, where they are accelerated to an energy of 50 MeV. Through a chain of
pre-accelerators as the Booster, PS and SPS, the protons are finally injected into the LHC
ring at an energy of 450 GeV. In the LHC the proton beams are tuned and accelerated to
the desired energy before collision. The collision energies that are reached are 3.5 TeV
(2010 & 2011), 4.0 TeV (2012) and 6.5 TeV (2015) and correspond to centre-of-mass
energies of 7 TeV, 8 TeV and 13 TeV respectively.

The protons are injected in bunches in both clockwise and anticlockwise directions. In
2012 the ring was filled with 1400 bunches during a collision run. Each bunch contains ap-
proximately 10! protons and the time interval between two bunches is 50 ns. In 2015 this
was further reduced to 25 ns. 1200 superconductive dipole magnets require the bending
power to keep the protons, which have approximately the speed of light, in their circular
orbit. The magnets produce a field of 8.3 Tesla in order to do that. The beams cross at four
interactions points and at these points the four main detectors are situated. ATLAS[40-
42] and CMS[43] are general purpose detectors that study a wide variety fundamental
questions. The LHCb experiment[44] focuses on the physics of B mesons and CP violation
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Ficure 2.1: Graphical representation of the LHC ring, its pre-accelerators and others
systems[39].

involving b quarks. The ALICE experiment[45] studies the formation and properties of
the quark-gluon plasma right after the Big Bang.

Besides the high collision energy, the second objective of the LHC is to have a high rate of
physics processes with small cross-sections and high mass. This rate dN/dt depends on

two crucial factors:
dN

dt
where L is the instantaneous luminosity and o the cross-section that depends on the
centre-of-mass energy +/s and the specific process as well. Increasing the luminosity or
the cross-section will increase the rate of the physics process. The LHC is designed to opti-
mise both the centre-of-mass energy and the instantaneous luminosity. The latter can be
expressed in terms of beam parameters as:

Lo 2.1

fr va n’
L=—2 (2.2)
4nor

where f,, is the revolution frequency, N, the number of bunches, n, the number of protons
per bunch and o the transverse beam size at the collision point. During a run the LHC
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FIGURE 2.2: Left, the average number of interactions per bunch crossing weighted with
the recorded luminosity for the 2011 and 2012 data sets. Right, the total amount of
integrated luminosity delivered by the LHC and recorded by the ATLAS detector over the
year 2012. Figure taken from Ref. [46].

tunes these parameters to optimise the luminosity. In 2012 an instantaneous luminosity
of 7.73 x 10¥cm™2s™! was reached. The amount of total collected data is expressed as the
integral of the instantaneous luminosity over time. The ATLAS detector has accumulated
f Ldt = 21.3fb™! during the 2012 run and from that, 20.3fb™" was good for physics
analysis. Fig. 2.2 shows this collection of data with the ATLAS detector during 2012 in
the right figure. On the left, there is the average amount of interactions for every bunch
crossing, also known as pile-up, in ATLAS for the years of 2011 and 2012.

2.2 The ATLAS Components

The ATLAS detector[40-42] is a cylindrical multi-purpose detector with an almost her-
metic coverage around the proton-proton interaction point to prevent particles escaping
detection as much as possible. Its design is symmetric in the forward, backward and trans-
verse directions. It consists of three magnet system and four main subdetectors, which
will be discussed below. Fig. 2.3 gives a cutaway view from the ATLAS detector with the
components indicated.

The coordinate system is defined as follows: the x axis pointing to the centre of the LHC,
the y axis pointing upwards and the z axis pointing along the beam pipe. Due to its
cylindrical design it is convenient to work with polar coordinates. The angle ¢ is defined
in the x — y plane with ¢ = 0 starting at the x axis and going clockwise. The angle 6 is
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the toroid magnets system[42].

with respect to the beam pipe, but normally the pseudorapidity is used instead:

n=-In (tan g) 2.3)

The advantage is that the difference in pseudorapidity between two object remains Lo-
rentz-invariant under boosts along the z axis. The total angular distance between to ob-

jects is defined as:
AR =1/(A¢)?+(An)? 2.4

2.2.1 The Inner Detector

The inner detector (ID) is the first subdetector that particles encounter after being pro-
duced at the interaction point. The main objective is to track particles without too much
disturbing the direction and minimising the energy loss due to multiple scattering with the
inner detector components. It is composed of three components:

* The pixel detector

¢ The semi conductor tracker, SCT

¢ The transition radiation tracker, TRT
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FIGURE 2.4: Cutaway view from the inner detector, showing the pixel detector, the SCTs
and the TRTs[42].

All three subcomponents are embedded in a 2 Tesla magnetic field pointing along the 2
axis, generated by the solenoid magnet that surrounds the whole inner detector. The field
ensures the curvature of charged particles and thereby enables the determination of the
momentum of the tracks. Fig.2.4 gives a cutaway view of the inner detector with its pixel,
SCT and TRT subdetectors. In October 2012 operational fraction of the pixel, SCT and
TRT channels was 95.0%, 99.3% and 97.5% respectively[47].

Pixel Detector

The innermost component and thereby closest to the beam pipe and interaction point is
the pixel detector. It consists of three concentric cylindrical layers in the barrel region
(In] < 1.7) and three discs on each end-cap side (1.7 < |n| < 2.5). The closest layer is 5
cm from the centre, while the furthest is 12 cm. The pixels are made out of silicon sensors
and by applying a bias voltage, traversing charged particles induce an electrical current
which can be read out. Because the pixel sensors are bombarded by a huge amount of
particles during each bunch crossing, they have to be radiation hard and be able to handle
high particle multiplicities. In order to reconstruct vertices all the pixels have a spatial
resolution of 10 um in the r — ¢ plane and 115 um in z. As of 2015, the pixel detector
was extended with a fourth layer in the barrel region, called the Insertable B-Layer (IBL).
With a radius of 3.2 cm it is the closest layer to the collision point.
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SCT

The next component surrounding the pixel detector is the SCT. It uses strips of silicon and
has a similar operation as the silicon pixel sensors. It has four cylindrical layers in the
barrel region and it has nine discs at each end-cap region. Each strip sensor is 6.4 cm
long and provides a two-dimensional measurement. Another strip sensor placed slightly
on top is rotated with respect to the lower sensor by 40 mrad and a three-dimensional
measurement can be obtained. The spatial resolution is 17 um in the r — ¢ plane and 580
ym in z.

TRT

The outermost layer is occupied by the TRT ranging from a radius of 55 to 108 cm. It
consists of many straw tubes with a diameter of 4 mm. The straws are aligned with the
beam pipe in the barrel region, while being perpendicular to the beam pipe in the end-cap
regions. Each straw contains a tungsten wire under high voltage in the centre and is filled
with a mixture of xenon, carbon-dioxide and oxygen. When a charged particle traverses
the straw tube, the gas is ionised. The freed electrons drift towards the wire in the centre
and the drift-time is directly proportional to the distance of the track. This distance can
be calculated with a 130 um accuracy. On average 36 straws are hit by a charged particle
from the interaction point.

2.2.2 The Calorimeter

Contrary to the inner detector, the calorimeter tries to maximise the amount of interactions
for traversing particles. The lost energy during these interactions is used to either ionise
electrons or excite special materials that emit photons, which are guided by waveguides to
photomultiplier tubes. The more ionised electrons or photons are produced, the more en-
ergetic was the particle. The inner part of the calorimeter, the electromagnetic calorimeter
(ECAL), is where the electrons and photons mainly deposit their energy, while hadrons
do that mainly in the outer hadronic calorimeter (HCAL). Both calorimeters are based on
an alternating sampling of an active and a passive material. Energetic particles interact
with the passive material and release their energy in the form of a cascade of new parti-
cles. When the cascade reaches the active material, its energy ionises electrons or excites
materials that emit photons and are guided to the readout channels. Fig. 2.5 shows the
different components of the ECAL, HCAL and the forward calorimeters (FCAL). The total
coverage is |n| < 4.9, but hadrons can leak in the gap region of 1.3 < |n| < 1.6, which
is used for service materials and cables. In October 2012 the operational fraction of the
ECAL, HCAL and FCAL channels was 99.9%, 98.3% and 99.8% respectively[47].
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FIGURE 2.5: Cutaway view of the ECAL, HCAL and FCAL components of the calorime-
ter[42].

Electromagnetic Calorimeter

The ECAL uses lead for the passive and liquid argon as the active material in the barrel
and end-cap region. Energetic particles ionise the argon gas and the freed electrons are
collected by applying a high voltage. The design of the lead layers has an accordion struc-
ture in order to prevent any dead spots in the detector. The argon has to be cooled down
to 87 K for its optimal use. In the barrel region its coverage is |n| < 1.475, while in the
end-cap regions it goes up to 1.375 < |n| < 3.2.

Energetic photons convert to e*e™ pairs and electrons and positrons emit photons through
bremsstrahlung when interacting with the lead in the ECAL. A cascade of electrons, po-
sitrons and photons is the result, referred to as a shower. The length of these showers is
described by radiation lengths X,, which is the distance an electron has to travel through a
material to loose 1/e of its energy. The ECAL is designed to optimise the energy absorption,
which comes down to a thickness of 22X, in the barrel region and 24X, in the end-caps.
The overall granularity is A¢ x AG = 0.025x0.025 and provides information of the shower
depth and shape.
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Hadronic Calorimeter

Hadronic particles typically start to deposit energy at the end of the ECAL and loose most
of their energy in the much denser HCAL surrounding the ECAL. It uses iron as a passive
material and plastic scintillators as active material. The scintillators are excited when
energetic particles pass through it and subsequently emit photons. In the tile barrel and
tile extended barrel the iron and the plastic material are structured as tiles in an alternating
sandwich. The size is chosen to be about 10A, where the interaction length A is the distance
for a hadron to travel in order to loose 1/e of its energy. This corresponds to a outer radius
of about 4.2 m in the barrel region and to a length of 6.1 m extending along the beam
axis on both sides. This size is small enough to accurately measure the energy of hadronic
particles and minimises the punch-through of hadrons into the muon system.

Due to high radiation the HCAL in the end-cap and the FCAL use copper and tungsten as
passive material and liquid argon as the active material. The tile barrel and tile extended
barrels covers a region of |n| < 1.7, the LAr hadronic end-cap covers a region of 1.5 < |n| <
3.2 and the FCAL goes up to 3.1 < |n| < 4.9. The overlap prevents dead regions.

2.2.3 The Muon Spectrometer

The outermost and largest part of the ATLAS detector is the muon system (MS) together
with the toroid magnets. It gives ATLAS its impressive size of 44 m in length and a diameter
of 25 m. Its purpose is to bend muons in the magnetic field created by the toroid magnets
and measure the direction, momentum and charge of the muons in the muon spectrometer.
Muons in the range of 0.1 to 10 GeV are minimum ionising particles and therefore leave
little energy inside the underlying calorimeter. A muon needs at least 3 GeV to reach the
muon system. Fig.2.6 gives a cutaway view of the several components of the muon system
and the magnets. Below we describe the three main components: the toroid magnets, the
precision chambers, and the trigger chambers.

Toroid Magnets

Charged particles follow circular trajectories inside magnetic fields and the more energetic
they are, the larger the radii of these tracks wil be. The toroid magnets are therefore crucial
in the determination of the momentum of the muons. In the barrel region there are eight
toroids with a length of 25.3 m, which corresponds to a range of |n| < 1.4, and generate a
field of approximately 0.5 T. In each end-cap region there are eight smaller toroids that fit
inside the barrel toroids and cover a range of 1.6 < |n| < 2.7. The magnetic field there is
approximately 1 T. Together, the barrel and end-cap toroid generate a cylindrical magnetic
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FIGURE 2.6: Cutaway view of the Muon System showing the toroid magnets, the MDT
and CSC precision chambers and the RPC and TGC trigger chambers[42].

field with the beam pipe as its central axis. This orientation is perpendicular to most muon
trajectories and ensures maximum bending power.

Precision Chambers

The majority of the muon system consists of stations with monitored drift tubes (MDT)
with the purpose of detecting traversing muons and provide hits as input to muon tracking
algorithms. Both in the barrel and end-cap regions the MDT stations are grouped in three
layers: inner, middle and outer. The orientation of the tubes in the stations is orthogonal
to most muon trajectories. Only in the inner layer of the end-caps closest to the beam pipe
the MDTs have been replaced by cathode strip chambers (CSC), because these can operate
at a very high data rate.

A MDT is an aluminium tube with a diameter of 30 mm and filled with a mixture of argon
and carbon-dioxide. In its centre there is a tungsten wire acting as anode when the tube
is put on high voltage. A traversing muon ionises the gas and freed electrons drift towards
the centre. The time it takes to drift to the centre is directly proportional to the drift radius
and each tube has a resolution of about 80 um to locate the traversing muon. The position
of the muon along the length of the tube can not be determined. Each MDT station has two
groups of multi-layers of three to four layers of MDTs, which means that track segments
in the station have a resolution of 35 um.
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The CSCs are a collection of multiple anode wires and two cathode strips with a gas mixture
in between the two planes. They are multi-wire proportional chambers and are able to
deal with a data rate of 1000 Hz/cm™!. Traversing muons ionise the gas and the freed
electrons induce charges on the anode wires. Due to a rotation of 90 degrees of the cathode
strips with respect to each other a three-dimensional measurement is possible. A CSC has
a spatial resolution of 40um x 5mm. The operational fraction was 99.7% for the MDT
stations and 96.0% for the CSC stations in 2012[47].

Trigger Chambers

The trigger chambers are used for fast muon identification in the trigger system, explained
in section 2.2.4. They have good time resolution, which is essential for triggering, and also
provide spatial information that can be used for track reconstruction. There are two types
of technologies used for triggering: resistive plate chambers (RPC) used in the barrel
region and thin gap chambers (TGC) for in the end-cap regions.

The RPCs consists of two plates separated by a 2 mm gap filled with a gas mixture. Travers-
ing muons ionise the gas and freed electrons drift towards the anode strips on the plates.
In each RPC station there are two RPCs that provide information of the ¢ and n angles of
the track respectively. It has a spatial resolution of about 10 mm and a time resolution of
approximately 1.5 ns.

The TGCs are multi-wire proportional chambers like the CSC and are installed in the end-
cap regions. The gap is so small that a 4 ns time resolution is achieved. The spatial
resolution is about 2-7 mm. The operational fraction of RPCs and TGCs was 97.1% and
98.2% respectively in 2012[47].

2.2.4 Trigger and Data Acquisition

With a bunch crossing every 50 ns, about 20.7 interactions per bunch crossing in 2012
and having on average 1.5 MB data per event, the ATLAS detector produces about 25
to 30 TB of data every second. This is rate is too large for processing and therefore a
selection procedure has to be implemented to reduce this amount by means of a trigger
system. The majority of the proton-proton interactions result in low energetic particles
and interesting processes such as Higgs production have very low rates. The ATLAS trigger
system is designed to make a fast selection of interesting collisions. It has some degree of
redundancy so in case an event is missed by one trigger it is selected by another and it is
efficient enough to select rare interesting processes. A schematic overview of the trigger
system and data acquisition is given in Fig.2.7. The system is made up out of three systems:
the L1 Trigger, the L2 Trigger and Event Filter (EF).
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FIGURE 2.7: Schematic overview of the ATLAS trigger system together with the data
acquisition. The numbers in the grey boxes are the 2012 performances[48].

L1 Trigger

The L1 trigger is the first level for data selection and needs to make very fast decisions. It
is hardware based and has 2.5 us to reduce the data rate from 20 MHz to 70 kHz. It uses
information from the triggers in the Muon spectrometer and in both calorimeters using a
reduced granularity. Simple algorithms look for areas with signatures of high-p; photons,
electrons, muons, jets or high missing E;, the so called regions of interest (ROI). With
the help of lookup tables the L1 checks if a ROI passes a certain momentum or energy
threshold and isolation criteria and during its decision the events are stored in pipeline
memories. After passing the required criteria, L1 sends the event together with the ROIs
to the readout buffers (ROB) in order to be processed by the L2 trigger.

L2 Trigger

The next step in the trigger system is software based and reduces the rate further to about
6.5 kHz in about 40 ms. The full detector granularity is used for each ROI and L2 applies
stricter criteria than L1. When an event passes the L2 criteria an event is send from the
ROB to the event builder, which reads out the complete detector information of an event.
This is then used as input for the EF. The L2 trigger forms together with the EF the High
Level Trigger (HLT) and as of 2015 these are completely integrated into one HLT system.
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FiGURE 2.8: The EF output rates of various physics streams during the 2012 data run[49].
The total output rate increased from approximately 330 Hz in April to more than 600 Hz
in December due to increased available computing power for the EF.

EF Trigger

Using the full detector information and granularity, the EF takes about 4 s for each event
from the event builder to make a final decision. The output rate of interesting events is
in the order of 1 kHz and the data is passed on to mass storage devices. Depending on
the triggers they pass at the L1, L2 and EF stages, events are assigned to different streams
related to the objects that have been identified in each event. Fig.2.8 shows the EF output
rate of several streams during the 2012 run. An event can be assigned to multiple streams
if it was selected by multiple triggers.

2.3 Simulating Physics in ATLAS

In order to compare a theoretical prediction with experimental data, the prediction needs
to contain a modelling of the interactions during the pp collision as well as a way to simu-
late the detector response when particles, originating from the interaction point, traverse
it. In high energy physics this relies on computer simulations, using a lot of CPU power.
The complete simulation can be split up into four consecutive steps:

* Event Generation: the processes that take place during the pp collision are modelled
with event generators that make use of Monte Carlo (MC) techniques for random
generation.

* Detector Simulation: particles that leave the interaction point traverse several com-
ponents of the detector and thereby different materials. Energy loss and scattering
influence the particles trajectory and have to be properly modelled.
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* Digitisation: the detector components that have been hit or contain energy deposits
should convert this information into an electronic signal. This process is called digi-
tisation and quantifies the response of the detector to traversing particles. From this
point onwards the real and simulated data are treated identically.

* Event Reconstruction: at this point, there is technically no difference between sim-
ulated and real data. Both undergo the ATLAS trigger software selections and are
fed to the reconstruction algorithms to reconstruct events and define physics objects.

After these steps, data and simulation can be compared with each other. Besides compar-
ing the theoretical prediction, MC simulations can also help to test the performance of the
ATLAS detector components and improve the overall understanding of the detector as a
whole. In section 2.4 we present the performance of the ATLAS detector and the physics
objects.

Event generation will be discussed in detail in chapter 3. The event reconstruction with
a particular focus the on the H » WW — ev, uv, events and relevant for the Higgs spin
and CP analysis presented in this thesis, can be found in chapter 5. The remainder of this
section focusses on the other three simulation steps involving detector modelling.

2.3.1 Detector Modelling

The modelling of the ATLAS detector is done by the GEANT4[50] software, which simulates
the detector geometry and the propagation of particles through the various materials. The
output of GEANT4 is then passed on to the digitisation software to model the detector’s
readout response.

The full simulation is very precise, especially the modelling of the calorimeter, and thereby
consumes a large amount of CPU time. Due to the large amount of events to be gener-
ated and time constraints, a speed-up of the simulation is developed. For this purpose
the AtlFast-11[51] package has been made and implements a simplified description of the
calorimeter. Instead of simulating the full calorimeter response, the particle showers are
parametrised. It has been compared to the full simulation and leads to similar results. A
full simulation of an event containing jets can take up to 45 CPU minutes, while AtlFast-II
reduces it to approximately 90 seconds[52]. The amount of simulation time is reduced by
factor of 10 to 20 without loss of accuracy.
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2.4 Reconstruction and Performance

During an event, particles inside the protons interact, new particles are created and inter-
act with the components of the ATLAS detector while leaving the collision point. These
interaction points are recorded electronically as hits and energy deposits. For event recon-
struction and object identification it is necessary to reconstruct tracks from the hits in the
ID and segments in the MS and create clusters from energy deposits in the calorimeters.
The information is then used to identify physics objects such as photons, electrons, muons,
taus and jets. Neutrinos can not be detected directly, but carry transverse momentum and
thereby cause an imbalance in the transverse momentum. This section will discuss how
the different components of an interesting physics event can be reconstructed and how the
ATLAS detector performs. The reconstruction of 7 leptons and photons are not relevant for
the spin and CP studies presented in chapter 6 and will therefore be omitted. Information
on tau and photon reconstruction can be found in Ref.[53] and Ref.[54] respectively.

2.4.1 Track and Vertex Reconstruction

Charged particles leave hits in the ID and due to the high multiplicity of traversing charged
particles, tracking and vertex algorithms have to be robust against pile-up conditions. A
high luminosity is good for the increase in rate of interesting physics, but it gives also
more pile-up. It makes pattern recognition more difficult, leads to more ambiguity when
assigning hits to tracks and leads to longer computing times. The track algorithm, called
NEWT[55], has been designed for this purpose.

Tracking

Track reconstruction starts with converting hits from the pixel detector, SCT and TRT to
space-points, which are used as input to two algorithms: inside-out and outside-in. The
inside-out combines 3 space-points from the pixel detector and first layer of the SCT into
a track seed. By using a Kalman-Filter[57] the seed is extrapolated to space-points further
outwards. The outside-in algorithm starts with hits from the TRT and extends inward to
the interaction point by adding silicon hits. It is used to reconstruct secondary particles
that originate from the decay of primary particles. Space-points that do not lie on the
track and reduce the fit quality are called outliers. Points where the track traverses and a
space-point is expected, but there is no hit, are called holes.

If a space-point is assigned to more than one track there is an ambiguity, which is resolved
by assigning the hit to the track with the best fit. The other track(s) is then refitted without
the overlapping hit. This procedure is repeated until all overlap is removed. The track
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FIGURE 2.9: Track reconstruction efficiency as function of the transverse momentum, p;
(left), and as function of the pseudorapidity, n (right). The efficiency is determined from
the ratio of matched Truth-level to reconstructed tracks[56].

candidates are than extended to the TRT and a refit is done. Finally quality cuts based
on the number of good hits, holes and outliers are applied to the candidate tracks. Only
tracks with at least nine hits in the silicon-based detectors, no holes in the pixel detector
and having a p; > 400 MeV are considered robust. This requirement significantly reduces
the amount of fake tracks, which are track candidates from wrong hits.

To determine the efficiency of the ID tracking, MC simulations are used and the results
are shown in Fig. 2.9 for minimum bias simulation at 4/s = 8 TeV. The fraction of truth
particles with p; > 100 MeV and |n| < 2.5 that can be matched with the reconstructed
tracks determines the efficiency. Only the tracks that are robust have been used.

Vertexing

The reconstructed tracks are used as input to the vertex finding algorithm[58]. The type
of vertices can be primary vertices, indicating the point of the hard scatter, and secondary
vertices, which are signs of decay of heavy short-lived particles. The tracks form a vertex
when they match a certain criteria in the interaction region. Other tracks are added in
several iterations. If a track is more than 7o incompatible with a vertex, it is removed and
used as a seed for another vertex. This process is repeated until the algorithm can not
make more vertices with at least two tracks. If there are multiple vertices in an event, the
one with the highest squared transverse momentum sum of its tracks, Y. pZ, is called the
primary vertex.

Fig.2.10 shows in the left plot the efficiency of the tracking reconstruction as a function of
the selected tracks. The efficiency is higher than 99% for vertices with at least four tracks.
The plot on the right shows the efficiency to reconstruct the hard-scatter interactions as a
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FIGURE 2.10: On the left, vertex reconstruction efficiency as function of the amount of
selected tracks[56] and on the right, the Efficiency to reconstruct the hard process as a
function of pile-up for the tt, Z — uu and Z — ee processes[59].

function of the average amount of interactions per bunch crossing, u. The three simulated
processes are tt, Z — uu and Z — ee. The vertex finding is very robust, because for all
pile-up conditions the efficiency of finding the right vertex stays above the 99%.

2.4.2 Electron Reconstruction

Electrons follow a curved trajectory in the ID and deposit their energy in the ECAL. There-
fore, a track from the ID has to be matched with an energy cluster in the ECAL. The
electron reconstruction starts by dividing the ECAL into a grid of towers, which have a
0.025 x 0.025 size in ¢ —n space. The estimated energy of a tower is the total energy sum
of all calorimeter cell within the tower. A candidate seed is a group towers with 3 x 5 units
in ¢ —n space and fulfilling the requirement of E; > 2.5 GeV. The creation of seeds is
done by a sliding window algorithm[60].

Next is the matching of the seed cluster with an ID track with p; > 0.5 G€V that is extrap-
olated to the middle of the ECAL. Due to bremsstrahlung electrons can loose a significant
amount of energy through photon emission and this has consequences for the electron
trajectory. Since 2012 a Gaussian Sum Filter (GSF) algorithm[61] has been included in
order to refit the ID track taking bremsstrahlung into account. There is a match with ID
track and seed cluster when the distances between the two are |¢| < 0.1 and |n| < 0.05.
For this candidate electron the four-momentum is calculated. The 1 and ¢ information is
taken from the ID track, unless there are less than four silicon hits, the 7 is taken from
the ECAL cluster. For the electron energy determination, the cluster is enlarged to 3 x 7
units. The total energy is an estimation of how much energy is deposited in front, within,
outside and beyond the cluster.
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FIGURE 2.11: Electron reconstruction efficiencies as function of E; (left) and 7 (right) by
using tag-and-probe electrons from Z — ee decays. The 2011 data set is indicated in red
and blue is for the 2012 data set. The dashed grey lines indicate the size of the used E;
bins[62].

With these criteria there are still various other objects that can be confused with an elec-
tron, such as converted photons or jets. In order to resolve this issue reconstructed electron
objects are classified into three main types with increasing background rejection: loose,
medium and tight[62]. The quality cuts are optimised into bins of E; and 7 as to take into
account the performance of the different zones in the detector. For the analysis presented
in this thesis, we used electrons of the type medium++ and tight++, which have extra
quality cuts optimised for high pile-up conditions. For example, the number of hits and
holes of the tracks in the ID is important and the full set of requirements can be found in
Ref.[60].

In order to determine the efficiency of the electron reconstruction, the tag-and-probe
method[60, 63] is applied. The method uses the leptons from Z — ee decay. One of
the electrons has to fulfil all criteria for electron reconstruction and forms the tag. The
other electron is associated with an object based on an EM cluster and forms the probe.
The efficiency is the ratio of probe electrons that also pass the criteria for electron re-
construction to the total amount of probe electrons. Both leptons are required to have
opposite charge and their invariant mass should be corresponding to M. Fig.2.11 shows
the efficiency as function of E; and 7 for the full 2011 and 2012 data sets. In 2011 no
GSF algorithm was used, but it was implemented in 2012. The use of the algorithm lead
to a significant improvement of the reconstruction efficiency in 2012.

Fig.2.12 shows the reconstruction efficiency of the three types of electron classifiers, using
either a cut-based or a Likelihood-based method. The tight electrons have the lowest
efficiency due to harder quality cuts, but have the highest purity. The efficiency as function
of number of primary vertices changes very little, indicating the robustness of the classifiers
against pile-up.
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FiGURE 2.12: The efficiencies for the electron classifiers, loose, medium and tight as func-
tion of E; (left) and number of primary vertices (right) for the 2012 data set. The dashed
grey lines indicate the sizes of the used bins[62].

2.4.3 Muon Reconstruction

Muons are identified by using the information of the ID and MS separately or combined.
The information of the calorimeter is mainly used for efficiency studies. The muon recon-
struction algorithms have a good momentum resolution for muons ranging from the GeV
to the TeV scale. Reconstructed muons are of four different types[64]:

* Stand-Alone (SA): Only information from the MS is used and it requires hits in at
least two layers of the muon stations in order to fit a curved trajectory. The track is
extrapolated inward to the ID to determine the closest approach to the beam pipe.
Energy loss in the calorimeters is taken into account. It is mainly used for the forward
region, 2.5 < |n| < 2.7, where the ID has no coverage.

* Combined (CB): Uses tracking information from both the ID and the MS and yields
the best momentum resolution of the four methods. It is also used for most physics
analysis. The coverage is limited to |n| < 2.5, the ID acceptance.

* Segment-tagged (ST): Track from the ID is matched to one segment in the MS,
either a MDT or CSC station. It is good for reconstructing low-p, muons and regions
with less muon chambers (1.1 < |n| < 1.3).

* Calorimeter-tagged: Track from the ID is matched to a calorimeter cluster, which
fulfils the criteria of a minimum ionising particle. It has a low efficiency, but helps
to recover CB muons in the region of |n| < 0.1, where there are less chambers due
to service cables.
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FicuUrE 2.13: Muon reconstruction efficiencies for data and MC simulations as function
of n (left). Various muon reconstruction types are tested[65]. On the right, the data
efficiency as a function of 1 and ¢.

The reconstruction is using three types of algorithms, also called Chains. Chain-I, or
STACO[66], statistically combines the track information from the ID and MS by using
covariance matrices. Chain-II, or MUID[67], uses the hits from the ID and MS and does
a global refit of the track. Chain-III, or the third Chain[65], combines the best practices
of STACO and MUID and will be the only method in Run-IIL For the analysis presented in
this thesis only CB muons reconstructed with Chain-I have been used.

The reconstruction efficiency has been determined by using the tag-and-probe method in
Z — uu decays and in J/¥ — uu decays for low-p; muons. The tag muon has to be
reconstructed as combined and triggered the event, while the probe muon is required to
be identified in the calorimeter. Furthermore, the muons should be oppositely charged,
be isolated from other objects in the detector and have an invariant mass close to M, or
M; . The probe is then checked if it can be reconstructed as ST or CB. The efficiency is
then given by the following product:

e(type) = e(typel|ID) - e(ID) (2.5)

where e(ID) is the ID efficiency and e(type|ID) the matching efficiency for the muon type
(ST or CB).

In the following we will use the notion of a scale factor defined as:
SF = edata/eMC (2.6)

For physics analyses it is important that the MC simulation can be compared very precisely
with the actual data. Any differences in efficiency when comparing simulation and data
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FIGURE 2.14: Muon reconstruction efficiency as function of p; (left) and number of inter-
actions per bunch crossing (right). The inset plot shows muons from J /¥ — uu decay. The
green and orange bands are the statistical and systematic uncertainties respectively[65].

are therefore corrected with the help of scale factors. By scaling the MC sample with the
efficiency scale factor discrepancies between data and simulation are reduced.

Fig.2.13 shows the muon reconstruction efficiency of various muon types for MC simulation
and data as function of 1 and the data efficiency as function of n and ¢. The gap for CB
muons around 1 = 0 is almost completely recovered by CaloTag muons. The data and MC
agreement is within the 0.5% level over most of the n coverage.

Fig. 2.14 shows the efficiencies as function of muon p; and pile-up. The efficiency stays
for the most part above the 99% level, but reduces at the per mille level for higher pile-up
conditions. Scale factors such as in Eq. 2.6 are used to correct the SM simulation to the
data for the precise comparisons in various physics analysis. The data/MC agreement is
on the per mille level for the muon efficiencies.

2.4.4 Jets

Quarks and gluons are partons that can not occur as single partons in nature and combine
into color neutral hadrons. During the pp collision, any involved parton that is a quark
or gluon will radiate off other gluons or quarks and thereby loose energy. Eventually all
the newly created particles combine into hadrons, which can propagate freely until they
decay. This shower of particles, that originated from one parton, is referred to as a jet.
These jets are complicated objects and the total energy of all its constituent particles is
related to the energy of the original parton. Jets leave large and wide deposits of energy
in the calorimeter, mainly in the hadronic part. For the analysis in this thesis we also
study the H - WW — lvlv channel with one jet in the final state. We will discuss its
phenomenology in more detail in chapter 3.
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Ficure 2.15: The systematic uncertainty of the JES as function of the jet p; (left) and n
(right). The data set contains the average pile-up conditions of 2012[68].

Reconstruction of jets starts with a topological clustering algorithm[69]. Cells in the HCAL
have to exceed a certain signal/noise threshold and will be used as seed clusters. The
neighbouring cells around the seed are added to the cluster if they also pass the sig-
nal/noise threshold. Finally, a ring of outer cells is added with a signal/noise ratio above
0. If there is more than one local maximum, the cluster is split. The cluster(s) is then fed
to the FASTJET jet reconstruction pacakage[70].

For the analysis in this thesis, FASTJET’s anti-k; algorithm is used[71]. It is infrared and
collinear safe, meaning that emission of soft or collinear gluons do not affect the jet re-
construction. It combines the distance and momentum of object i and j and the distance
between an object and the beam B:

2

AR?.
dyy = min(py?, pr)— (2.7)
dip = p72 (2.8)
Here ARl.zj = Ad)izj + Anfj, R is the jet size parameter, which is chosen to be 0.4, and the

pr the transverse momentum of the object. If d;; < d;z object i and j are merged into a
new object k. This procedure is repeated for all j # k objects, until no more objects can
be combined. The final object is a called a jet, and the procedure starts over with another
set of clusters. This reconstruction algorithm ensures that the distance between two jet
centres is at least 2R.

Due to the sampling of active and passive materials, the limited the calorimeter acceptance,
pile-up and other effects, some of the jet energy escapes detection. In order to restore the
true jet energy from the measured jet energy, a jet calibration scheme is applied[72]. The
ECAL and HCAL components have been calibrated based on electromagnetic and hadronic
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showers respectively. These are supplemented with corrections from MC simulation stud-
ies. The calibration and MC correction are referred to as the jet energy scale (JES). Fig.
2.15 shows the systematic uncertainty of the JES as a function of jet p; and n. The uncer-
tainty is less than one percent of a 1 TeV central jet and on average below the 4% level for
a 40 GeV jet.

Pile-up negatively affects the reconstruction of jets, so a method has been devised to make
it more robust for high pile-up conditions. Tracks inside the jet not originating from the
primary vertex are likely to be from other processes, such as pile-up. A variable known as
the jet vertex fraction (JVF)[72] is defined as the ratio of the scalar momentum sum Y. p
of all the tracks within AR < 0.4 of the jet axis and associated with the primary vertex
compared to the total track momentum sum in the jet:

all

PV
JVF:ZPT/ZPT 2.9

tracks tracks

A JVF of 0 would mean a jet is purely made up out of pile-up tracks. Jets with no associated
tracks get a JVF = -1 assigned to them. Fig.2.16 shows the fraction of Z — uu events with
an additional jet compared to the inclusive Z — uu events as a function of number of
primary vertices. In the left figure, no cut on JVF is applied and the fraction steadily rises.
On the right, a JVF > 0.5 has been applied and the fraction stays constant, indicating a
robustness against pile-up conditions. The analysis in this thesis also applies JVF > 0.5 for
reconstructed jets.

An important background to the H - WW — [vlv channel plus one additional jet is the t
channel, where both the top quarks decay to a bottom quark. Vetoing events which have
b-jets are therefore a useful criteria to get rid of tt background. Due to its relatively long
life time of 1.5 ps, a B meson is capable to travel several millimetres before decaying. The b
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FiGURE 2.17: The light-flavour rejection rate as a function of the b-jet efficiency of the
MV1 b-tagging algorithm[74].

decay products will therefore point back to a secondary vertex. There are several b-tagging
algorithms[75] that make use of the presence of secondary vertices. For our analysis we
used the MV1 algorithm[76], which is a neural network that weights the output of other
b-jet tagging algorithms. The MV1 output is a probability that a jet originated from a
light-flavour or a b quark. For an analysis a certain b-tag efficiency, also known as working
point, can be chosen. Fig.2.17 shows the light-flavour jet rejection as a function of the b-
tag efficiency. High light-flavour rejection power leads to a lower efficiency, but to a higher
purity of the b-tagged jets. The analysis in this thesis uses a MV1 working point at which
there is an 85% efficiency for b-jets in inclusive t¢ events. At this point the light-flavour
jet rejection rate is a factor 10.

2.4.5 Missing Energy

In pp collisions at the LHC, the longitudinal momentum of the proton constituents is not
known, but the transverse to the beam there is no net momentum ', so after the interaction
the momentum of the particles leaving the primary vertex have to be balanced in the
transverse plane. An imbalance in p;, also referred to as missing transverse energy (MET),
could therefore indicate the presence of neutrinos or even stable BSM particles that do not
interact sufficiently with matter to be detected. In the H > WW — [v1v analysis neutrinos
are present and thereby a large amount of p; imbalance is expected.

The calculation of the MET is relatively straightforward[77]:

Ers=—| > Ep+ > Ey (2.10)

objects sof't

IThe proton constituents do in fact carry a little bit of transverse momentum, but this is negligible compared
to the longitudinal component.
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FIGURE 2.18: Comparisson between data and MC simulation as a function of EI"** for
Z — uu events (left) and W — ev events (right)[78].

where the first sum is over all the hard objects that fulfil the minimum requirement for
object identification, such as photons, electrons, muons, taus and jets, while the second is
for all the soft objects that fail to fulfil any identification criteria. There are in fact two in-
dependent ways to determine the soft object: through energy deposition in the calorimeter
or by using track information from the ID. The MET from the former is commonly referred
to as EI", while the later is known as p*. In section 5.3 we will give a proper definition
of the two, but for now it suffices to state that the missing transverse energy is just the
negative vector sum of all hard and soft objects in an event.

The performance of E;?i” has been studied with Z — uyu and W — ev events. In the first
process no py imbalance is expected, so it is a good probe to test the amount of fake E;““
in an event. In later process we expect real EJ"** because of the presence of a neutrino.
Fig. 2.18 shows the comparison between data and MC simulation for both processes. All
the events have undergone a special pile-up suppression cut known as stvr[78]. The fake
E!. . is well modelled as can be seen in the Z — uu sample. The modelling in the W — e
is even after the sTvF cut slightly off. A possible reason for the discrepancy is that QCD
background is not included in the simulation.

Fig. 2.19 shows what the resolution of ET. and pI"* as a function of increasing pile-up
for events with zero jets on the left and one jet on the right. The p?l“("k) variable is a

simplified version of pJ'. It is clear that the pJ'** is very pile-up robust in the 0-jet events

compared to E"*. For the 1-jet events the p’"'** resolution steadily worsens with increasing

pile-up, due to the fact that the neutral components of jets do not leave behind any tracks
in the ID and make estimating the missing transverse energy harder.
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without any jets (left) and with one jet (right). p; is a simplified version of pT**[79].

2.4.6 Trigger Performance

Due to the high data rate and the rare occurrence of producing a Higgs boson, the trigger
system has the task to reject background without removing too many signal events. The
selection of the events for the H - WW — ev, uv, channel relies on a trigger requiring
either a single lepton or two leptons. Table 2.1 shows the minimum p; requirements for
the Level-1 trigger and the High-level trigger. Their efficiency is measured by using the
tag-and-probe method with a data set containing Z/y* — ee, uu candidates. For example,
Fig. 2.20 shows the Level-1 and High-Level efficiency for the single muon trigger in the
barrel (n < 1.05) and end-cap regions (n > 1.05), with respect to offline reconstructed
muons in the same regions. The trigger requirements correspond with that of the single
lepton trigger for the muon in Table 2.1. The triggers reach a plateau right after the p;
threshold. The end-cap region reaches about 85%, which is higher than the 70% in the
barrel region[80]. The drop in efficiency has to do with the reduced efficiency to measure
muons in the central region n = 0 in the muon spectrometer.

For the electrons, the single lepton trigger has an average efficiency of approximately 90%.
The advantage of the dilepton triggers is that it increases the acceptance of low-p; leptons.
Imposing a more stringent threshold on the lepton p; is then applied offline.

For the spin/CP analysis only the single and the dilepton trigger for e, u will be relevant,
as will be pointed out in chapter 5, where we discuss the selection criteria used for the
H—->WW — ev, uv, channel.
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Ficure 2.20: The efficiencies for the Level-1 and High-level single muon trigger as a
function of the muon p; and with respect to offline reconstructed muons using the tag-
and-probe method. The left plot shows the efficiency in the barrel region, which is lowered
compared to the end-cap region due to the drop in muon reconstruction efficiency in the
central region (n = 0). The right plot shows the efficiency for the end-cap region. The
trigger requirements are from Table 2.1. Figure taken from Ref.[80].

Name Level-1 Trigger High-Level trigger
Single lepton

e 18 or 30 24i or 60

° 15 24i or 36
Dilepton

e, e 10 and 10 12 and 12

u, U 15 18 and 8

e, U 10 and 6 12 and 8

TaBLE 2.1: The minimum p; requirements (in GeV) for the single and dilepton triggers for
the Level-1 and High-Level trigger for the data taking in 2012. The Level-1 u, u dilepton
trigger requires only a single muon. The “i” stands for an extra isolation criteria on the ID
tracks. The “or” and “and” are logical. Table taken from Ref. [79].

2.5 Summary

In this chapter we described the main components of the ATLAS detector and discussed
their performance to reconstruct events and identify physics objects. The performance is
adequate to measure the final state particles of the H » WW — ev, uv, channel with high
precision. This information will be crucial in order to determine the Higgs spin and CP by
looking at kinematic variables based on the charged leptons, the missing transverse energy
and additional jets. The next chapter will introduce some kinematic variables sensitive to
spin and CP defined in the laboratory frame.



Higgs Monte Carlo Simulations

In the previous chapter we have pointed out how the ATLAS detector measures the particles
that come from the pp interaction. This chapter will start with describing what actually
happens during the pp collision. The complex phenomenology requires several steps and
the use of dedicated generator programs. In the second part we focus which types of
generators can be used for the pp interaction. In the last section we present a MC study
for leading-order (LO) versus next-to-leading-order (NLO) QCD Higgs production. We
have generated events for the H - WW — ev, uv, channel by interfacing the HC model
from chapter 1 with the MADGRAPHS5 and AMC@NLO generators. We generated Higgs
samples for several spin and parity hypotheses and compared kinematic variables that are
sensitive to the Higgs spin and parity. With the AMC@NLO generator we can generate the
0-jet events at NLO QCD and compare the differences events at LO 0-jet events generated
with MADGRAPHS.

3.1 Proton-proton Phenomenology

Protons are composite objects consisting of three valence quarks, gluons and sea quarks
formed through quark-antiquark creation. All these partons carry a fraction of the total
momentum of the proton. This leads to complicated processes during a pp collision as is
indicated in Fig.3.1. The main process can be subdivided into several steps:

* Hard Scatter (HS): Two partons with a relatively large fraction of the total momen-
tum of each proton interact with one another and cause a large momentum transfer.
The energy is large enough to create heavy particles and therefore the HS is the most
important interaction for the creation of new heavy particles.

* ISR/FSR: Coloured particles radiate off gluons and, if electrically charged, photons.
Partons involved in the HS can radiate off particles before the main interaction, a
process which is referred to as initial state radiation (ISR). After the HS, the partons
can radiate off energetic particles as well, a process called final state radiation (FSR).
In principle the ISR/FSR is handled by the parton shower, but if the energy of the
radiated particle is high compared to the energies involved in the HS, it should be
included in the description of the HS as well.

49
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FiGURE 3.1: Schematic representation of a proton-proton collision at the LHC. The hard
scattering process (HS) takes up the most energy. The other processes are explained in
the text. Picture taken from Ref.[81] and the original version can be found in Ref.[82].

Parton Shower (PS): All the coloured particles have to combine into colourless ob-
jects due to confinement. Quarks radiate off gluons and energetic gluons can split
up in quark-antiquark pairs and loose energy. This process is called showering and
happens not only to the partons from the HS, ISR and FSR, but also to the other
partons in the protons that were not involved in any interaction.

Hadronisation and Decay: The parton shower will result in colourless hadrons
and photons, which form cone-shaped jets of particles. Hadrons with heavy quarks
subsequently decay to lighter and more stable hadrons.

Underlying Event (UE): All the interactions that can not be traced back to the HS
are called the underlying event.

PDF: A parton distribution function (PDF) describes the probability of a parton car-
rying momentum fraction x of the total proton momentum. It is used to calculate
the cross-section o,,_,y, as is explained in the next section.



3.1 Proton-proton Phenomenology

51

3.1.1 The Partonic Cross-section and PDFs

The flavour and momentum fraction that a parton carries inside the proton varies from
collision to collision. The momentum of all the partons have to add up to the total proton
momentum. In order to calculate the cross-section for the creation of a heavy particle X
from a pp collision, the cross-section for the HS has to be convoluted with the probability
of the partons carrying a certain momentum fraction. The cross-section can be written as
the sum over all partons and an integral of probabilities:

app—)X :Zf 6-ab—>Xfa(x19Qz)fb(x2aQ2)dxldx2 (31)
a,b

The sum is over the partons a and b that are involved in the hard interaction creating the
heavy particle X, the cross-section for the HS is indicated by &,,_,x and the last part are
two functions f(x,Q?) describing the probability of a parton having momentum fraction
x, also known as Bjorken-x[83], at a momentum transfer Q2. These two functions are
the parton probability distributions PDFs and describe parts of the pp interaction that can
not be calculated peturbatively. The HS, however, can be calculated peturbatively and
splitting the hard part from the soft part in Eq. 3.1 is known as factorisation. It allows to
calculate for example the ggF Higgs production during a pp interaction by using the ggF
Feynman-diagram in Fig.1.1 convoluted with the corresponding gluon PDFs.

Due to their non-perturbative nature, PDFs have to be determined from experiments. Deep
inelastic scatterings between electrons and protons, for example, are used for this purpose.
This process is well understood and by performing precision measurements the PDFs can
be extracted from the results. HERA’s H1 and ZEUS experiments for example did do such
measurements[84]. Dedicated groups such as MRST[85] and CTEQ[86] publish the PDFs.
Fig.3.2 shows the PDFs for quarks and gluons for momentum transfer scales Q% = 10 GeV?
and Q?> = 10* GeV? and parametrised by MSTW2008. The density of low momentum
fraction particles increases with increasing Q2. Sea quarks and gluons therefore become
more visible inside the proton at higher energies.

The cross-section &,;_,x, also known as the partonic cross-section, can be described by a
expansion series in «,, the strong coupling constant. The first order in a, is referred to
as the leading order (LO). It is defined at the lowest order in the coupling in which the
desired final state can be made. Often this consists of tree level diagrams, but not always:
Higgs production in gluon fusion happens at LO through a top quark loop. Higher orders
in a,, such as NLO and next-to-NLO (NNLO), include diagrams with more vertices (at NLO
this means for example one-loop diagrams as well as one-parton ISR/FSR diagrams) and
make the calculation of the cross-section more precise. However, the computations become
more extensive and complex, and also a, is becoming increasingly small at high energies.
Therefore, the contributions of higher order diagrams are becoming less important to the
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FI1GURE 3.2: PDFs for quarks and gluons inside the proton as a function of the momentum
fraction x. On the left, the momentum transfer scale is at Q> = 10 GeV? and on the right,
it is at Q> = 10* GeV2. The PDFs have been parametrised by MSTW2008 and the error
bars indicate the 68% confidence level[85].

calculation of the cross-section. For some processes the NLO calculations are so large that
instead, as a somewhat crude approximation, the LO processes are used and scaled with
so-called k factors, which is the ratio of the NLO/LO cross-sections. This is exact for the
total cross-section, by definition, but is at best a good approximation when applied to
differential distributions.

3.2 Event Generators

The processes involved in the proton-proton phenomenology have to be properly modelled
to make sensible predictions. Various types of event generators have been developed to
describe the different steps mentioned in section 3.1. The HS involves the calculation
of the matrix element (ME) and the outgoing partons have to undergo the showering,
hadronisation and decay steps. Almost all generators that model SM processes are also
capable to model BSM phenomenology. We describe below some of the generators that
have been used to generate MC events for the analysis. The full list is mentioned in chapter
5.

General purpose generators can do all the steps involved in generating events. Libraries
are used to extract precalculated ME for several SM and BSM processes. The HS involves
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processes of the type 2 — 2 or 2 — 1. The two most common general purpose generators
are PyTH1A[87, 88] and HErRwIG[89], which are very similar but vary slightly in colour
flow and parton showering scheme. The UE is characterised by low momentum transfers
and is mainly based on phenomenological models, which are implemented by generators
such as Jimmy[90]. Pile-up is included by adding separately generated events.

To include processes of the type 2 — n, with n > 2, other generators have to be used such
as MAapGRrAPH5([31] or ALPGEN[91]. These generators only calculate the ME and are also
referred to as ME calculators. In principle the processes of the type 2 — 3 and higher
are only at LO and to fully include all the NLO effects, diagrams with loops and external
partons have to be included as well. Special ME calculators which take the NLO virtual
contributions into account are AMC@NLO[92] and PowHEG[93]. In section 3.3 we show
how AMC@NLO addresses this issue. All the ME calculators have to be interfaced with
PyTHIA or HERWIG for the PS and hadronisation to obtain physical results.

During the PS, partons can radiate off other particles by means of ISR and FSR. One prob-
lem that can arise is that radiation of an extra particle during the PS has been taken into
account already by the HS. This is double counting and in order to prevent it, a scale is
chosen which defines the hardness of the process. If the particle’s energy (or transverse
momentum) is above the scale, the process is handled by the ME calculator and when it
is below the scale, it is passed on to the PS. The choice of the scale is done by the MLM
scheme[94] and it enables to merge processes with different final state multiplicities into
one inclusive sample.

3.3 MC Studies for Higgs Models

In this section we present a MC simulation study performed with the MAapDGRAPH5 and
AMC@NLO generators. The goal was to generate H - WW — [vlv events at LO and
NLO QCD level and study the differences in the kinematic distributions that are sensi-
tive to the Higgs spin and CP. The HC model introduced in section 1.4.1 was used to
select a scalar boson X with quantum numbers J* = 0%, 07, 1%, 1~ and 2* and coupling
to W bosons. As mentioned before, we will omit the results on the 1" and 1* hypoth-
esis, but shortly comment on the outcome at the end of this chapter. As of 2014 the
MaDpGRraPHS5 and AMC@NLO generators have been merged into one framework called
MADGRAPH5_AMC@NLO and is documented in detail in Ref.[95].
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FiGuURrE 3.3: Feynman diagrams for the production of a scalar resonance X, correspond-
ing to the HC model. The crossed blob indicates an effective coupling. The first diagram is
at LO, the middle a virtual NLO diagram and the last a real NLO diagram. It is the virtual
NLO diagram that AMC@NLO takes into account into its subtraction scheme to achieve
NLO accuracy for the 0-jet events.

3.3.1 NLO QCD Diagrams

Fig. 3.3 shows the generation of a scalar particle X, through the ggF process. Instead of
using a top-loop like in the ggF Higgs production diagram in Fig. 1.1, the loop has been
replaced by an effective coupling from the HC model. The diagram on the left is at tree
level, while the other two are a virtual and a real NLO QCD diagram. The MADGRAPH5
generator produces processes of the type 2 — n, with n = 1,2, 3, etc., meaning X, + n-1
external partons. The extra partons can be from the HS process in the ME calculation or
branch off from another parton during the PS. In order to make an inclusive sample, the
events with different parton multiplicities are merged. The MLM scheme is used to prevent
double counting. The calculations, however, are still at LO and did not include the virtual
NLO diagram in the ME calculation from Fig.3.3.

The AMC@NLO generator does include the virtual gluon diagram by using the MC@NLO
formalism[92]. In principle it gives a handle for the PS simulator to treat the hard emis-
sions from the initial state particles, by treating it as a NLO computation. The soft and
collinear emissions are still treated by the PS MC, so it allows for a smooth transition be-
tween the hard and soft emission regions. The tree level, or Born process, virtual and real
NLO diagrams are supplemented with negative terms related to these diagrams. With this
subtraction method the MC@NLO formalism can create infrared-safe observables to a NLO
accuracy. The full NLO result for all observables is obtained by expanding the MC@NLO
results in the strong coupling constant a,. The subtraction method leads to events with
negative weights, but this happens to only a small fraction of events and the number can
be reduced even further by proper tuning of the generator. It achieves NLO accuracy for
the phase space involving the HS, which is a difficult region for a LO PS. And it achieves
the accuracy of a LO PS in the soft emission region, where the NLO computation has to
resum large logarithms.
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The subtraction method has to know which type of PS MC is used (PyTHIA or HERWIG),
because it influences the backward evolution of the showering from the initial state parti-
cles, the dead zones for hard emission and the matching of local counter terms in the soft
region[92]. As soon as the PS MC is properly matched, events can be created with NLO
accuracy. We are now able to check if Higgs spin and parity sensitive variables change
when including NLO accuracy for the hard regions of phase space.

3.3.2 Generator Settings

For the Higgs MC studies samples of 200k events were generated for a scalar resonance
X with different spin and parity, coupling to W bosons with subsequent decay to leptons
and neutrinos. The MADGRAPHS generator calculated the ME for the following process:

pp = Xjor > WIW™ = e v, u™ ¥, + Ny, (3.2)

where, N,,, = 0,1,2 the number of external QCD partons from ISR and for J¢¥ = 0%,
07, 17, 1~ and 2" hypotheses were chosen. In Table 3.1 the corresponding HC settings
for the used hypotheses are displayed. The 2*mix model is a spin-2 UC model while, the
other spin-2 models belong to the NUC category (see 1.4.3) and are discussed in section
3.3.4. The AMC@NLO generator calculates the ME at NLO for the same X;c» production
and decay process for N,,, = 0. Higher parton multiplicities are due to the PS MC and
therefore at LO. The simulated pp collision are generated at a centre-of-mass energy of
v's =8 TeV and the mass of the resonance is set at My = 125 GeV.

The PDF set used by MADGRAPH5 was CTEQ6L1 and the merging scale was set at Q]‘,flf;l =40
GeV. AMC@NLO used the MSTW2008 NLO PDF set with the factorisation and normali-
sation scales uy = uz = My. The samples were showered with PyTHIA 6.4 p-ordered
using the CTEQSL set as PDF. After the PS, hadronisation and decay steps, the final state
particles have been clustered into jets with FASTJET’s anti-k; algorithm with AR = 0.4.

Reconstructed jets were also required to have p; > 25 GeV.

For the MC studies no kinematic cuts have been applied. The simulation is setup to fully
hadronise the partons with the PS and includes the decay of heavy quarks. No detector
acceptance cuts have been applied.

3.3.3 Kinematic Distributions

In this part we present the results of the MC studies by showing some spin and CP sensitive
variables from the events generated with the AMC@NLO generator and split up in a 0-jet
and 1-jet category. At the bottom of each distribution we show the MADGRAPH5 over
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Model | Spin-0 Spin-2

| Ksv  Kuww Kpow  Kaww  cos(a) | Ky Kq
0" (SM) 1 0 0 0 1 - -
0~ 0 0 0 1 0 - -
2+tmix - - - - - 1 1
27qq - - - - - 0 1
2" ggF - - - - - 1 0

TaBLE 3.1: HC model settings for the hypotheses used in the MC studies. The cutoff scale
A is set to 1 TeV for all models, but in the end all the models are normalised to unity in
order to compare the changes in shape of some kinematic distributions.

AMC@NLO ratio (MG/aMC) in order to compare the two generators. For the O-jet events
this means we can check the LO process versus the NLO process. For the 1-jet events it is
the LO process for both generators, so we expect similar results. For all the plots we only
show the results for the J°* = 0%, 0~ and 2*mix hypotheses and discuss the differences.
We will discuss the following kinematic variables:

* A¢;: The opening angle in the transverse plane between the charged leptons. As
discussed in section 1.2.4, we expect small opening angles for a spin-0 Higgs, while
a spin-2 boson will have large opening angles.

. plTl: The transverse momentum of the dilepton system. For the spin-O hypothesis
the leptons tend to be more collinear and therefore the momentum of the dilepton
system is high. For the spin-2 hypothesis the leptons tend to be more antiparallel
and results in lower momentum for the dilepton system.

* M;j;: The invariant mass of the dilepton system. The more collinear the leptons are
the lower the invariant mass for the dilepton system and vice versa. Therefore, the
spin-2 hypothesis tends to have larger M;; values compared to spin-O0.

* M;: The transverse mass[96] of the charged leptons and the missing transverse
energy vector Emiss:

My = /(B + Episo)2 — |BY + Episs|2 (3.3)

where (E})* = (p!))? + M2. This variable combines both lepton and neutrino kine-
matics and should in principle be sensitive to spin and CP. It has an endpoint at 125
GeV, because it is a projection of the mass of the resonance My, which is in our case
the Higgs with a mass of 125 GeV.

These variables are all defined in the laboratory frame and are the most commonly used
for spin and CP analysis in the H - WW — [vlv channel.
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FIGURE 3.4: Amount of events as function of jet multiplicity N,,,,. The events have been
normalised to unity. Bottom plot shows the MADGRAPHS over AMC@NLO ratio.

Fig.3.4 shows the amount of jets, N;,,,, reconstructed per event. The 0-jet and 1-jet events
take up more than 90% of the total amount of events, therefore we will omit the results for
the 2-jet and higher events. The statistical error bars are so small that for most bins they
are not visible. The spin-0 and spin-2 hypotheses lead to identical results so the number
of jets is not influenced by spin or parity. The rise in ratio versus the jet multiplicity for
MADGRAPHS is due to merging of samples with higher parton multiplicities from the ME
calculation. The PS produces softer jets than the ones produced with the ME.

0-jet Distributions

Fig. 3.5 shows the four kinematic variables for the O-jet events. The difference between
the spin-0 and spin-2 hypotheses we pointed out earlier are clearly visible and in line with
predictions. A¢,; and M, are the strongest discriminating variables. To separate 0% and 0~
hypotheses the A¢;; variable performs the best. There is virtually no difference between
the MADGRAPHS5 and AMC@NLO generators. We can therefore conclude that the NLO
corrections have no significant effect on the spin and parity sensitive variables in the 0-jet
events.

1-jet Distributions

Fig.3.6 shows the four kinematic variables of the 1-jet events. A noticeable difference with
Fig.3.5 is that the A¢;; and p!! variables perform less on discriminating spin-0 from spin-2.
The MADGRAPH5 versus AMC@NLO comparison shows that the generators only differ in
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Ficure 3.5: The four kinematic distributions for the 0-jet events. Events have been nor-
malised to unity.

the tail of p!! distribution. This can be attributed again to the fact that the merging of the
events with higher jet multiplicities for MADGRAPHS5 leads to a harder p; spectrum.

These studies confirm that the virtual NLO corrections from AMC@NLO have little to no
effect on the spin and CP sensitive variables for the 0-jet when compared to the LO events
from MaDGRAPH5. The 1-jet events are at LO for both generators and the spin and CP
variables are very similar for both generators. We can therefore safely generate events for
the H - WW — [vlv process for different spin and CP with the MADGRAPH5 generator.
This significantly reduces the amount of computation time (about a factor 10) needed to
generate the events. What we also see from these studies is that some variables like A¢;;
loose discriminating power in the 1-jet events. In Fig. 3.7 we can see that the Higgs p;
is significantly higher in the 1-jet events compared to the 0-jet. This can be attributed to
the recoil from the hard-emission of a gluon (or quark) from the incoming partons. The
higher the recoil and thereby the Higgs p;, the more boosted are the final state leptons.
This distorts the spin and CP sensitive variables and thereby reduces the discrimination
power. It is therefore recommended to boost to the Higgs rest-frame so distortions due to
boosts can be compensated for. In chapter 4 we introduce a method how to boost to the
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Ficure 3.6: The four kinematic distributions for the 1-jet events. Events have been nor-
malised to unity.

Higgs rest-frame for the H - WW — [vlv channel and define new spin and CP sensitive
variables.

The comparison of MADGRAPH5 and AMC@NLO for the 1* and 1~ hypotheses yielded
the same results as for the spin-0 and spin-2 hypotheses. No significant difference was
observed in the spin and CP sensitive variables comparing the LO to NLO processes.

3.3.4 Unitarity Violation in Spin-2 Samples

Finally, we have to address an important issue regarding the QCD NLO diagrams for creat-
ing a spin-2 Higgs boson. It is the onset of unitarity violation at high energies for the NUC
spin-2 models as was introduced in section 1.4.3. In this section we compare the spin-2
models from Table 3.1 related to Table 1.4 by generating events with the MADGRAPHS and
AMC@NLO generators.
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FiGuURE 3.7: The Higgs transverse momentum distributions for the 0-jet and 1-jet events,
normalised to unity. The MADGRAPH5/AMC@NLO difference can be attributed to the
merging of samples with higher jet multiplicities for MADGRAPH5. This results in a softer
pr spectrum for the O-jet, but a harder spectrum for the 1-jet events.
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FiGURE 3.8: Onset of unitarity violation for the spin-2 NUC models in the 1-jet events.
On the top left, the O-jet distribution for p! shows that both UC and NUC models behave
properly. In the 1-jet distribution on the right, however, the NUC models show unitarity
violating behaviour for high values of p¥. The bottom two plots show what effect the onset
of unitarity violation has on the A¢;, and p!! variables.
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FIGURE 3.9: A¢), and p!! variables for the spin-2 UC and NUC models for the 1-jet cate-
gory after imposing a p¥ < 300 GeV cut.

Fig. 3.8 shows on top the Higgs p; distributions for 0-jet and 1-jet events. The O-jet dis-
tributions shows that the UC and NUC models show similar behaviour. This is expected,
because the problems lies with the NLO diagrams with one additional external parton as
in Fig.1.10. The ME for these diagrams contains a term proportional to (x, — Kg)z, which
does not cancel and grows with s>/m*A2. This can be seen by the large (almost) flat tails in
the 1-jet p! distribution for the NUC models. The dip in the 0-jet MADGRAPH5/AMC@NLO
ratio for the gqg NUC model is because the MADGRAPH5 events are more prone to migrate to
the 1-jet and higher jet multiplicity samples during the merging into one inclusive sample.
The 1-jet distribution shows a regular exponential reduction of events with higher p! for
the UC spin-2 model. However, the NUC models have a nearly flat p¥! distribution over the
whole range. This is the onset of unitarity violation for high Higgs p; values and results
in unphysical phenomena. The unitarity violating effect is also clearly visible in the 1-jet
A¢y; and pY distributions at the bottom of Fig.3.8.

The 1-jet events have a significant amount of events compared to the other jet multiplicities
(about 25%) so it is preferable to include the 1-jet events for testing spin-2 UC and NUC
models. In order to prevent the onset of unitarity violation a cut on the Higgs p; is set
to cut away the part that causes the problem. Deciding where the cut has to be placed
depends on the cutoff scale A used for the EFT. For the spin-2 UC and NUC studies it was
set at A = 1 TeV, so at this scale the EFT breaks down. Setting the p; cut at one third
of the cutoff scale is well below the onset of unitarity violation. For the MC studies we
have chosen to set the cut at p¥} < 300 GeV. As can be seen from Fig. 3.8, the cut has no
influence on the 0-jet events and cuts away a minimal part of the spin-2 UC events for the
1-jet distribution. Fig.3.9 shows that the p!’ cut brings the NUC models closer to the UC
model.
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3.4 Summary

In this chapter we discussed the complex phenomenology involved in pp collisions and the
several types of MC generators that are used to model these processes. We also presented
the results of MC studies related to Higgs production and subsequent decay to W bosons
and leptons. Events generated with the MADGRAPH5 and AMC@NLO generators showed
that kinematic variables, which are sensitive to the Higgs spin and CP, were not affected
by the virtual NLO correction when compared to LO 0-jet events and the generators gave
similar results for the LO 1-jet events. However, we noticed that due to the Higgs transverse
momentum p¥, the distributions of the variables get distorted. It is therefore preferable to
perform spin and CP studies with variables defined in the Higgs rest-frame and that will
be the topic of the next chapter.



Higgs Rest-Frame Reconstruction

In order to test if the boson discovered in 2012 is in fact a SM Higgs boson, its spin and CP
properties are preferably measured in the rest-frame. Spin and momentum conservation
dictate the decay products to follow certain momentum and angular distributions charac-
teristic for the spin/CP nature of the Higgs. In a boosted frame these distributions are dis-
torted and, in general, loose discrimination power due to finite detector resolutions. Also
the orientation of the rest-frame itself is important to measure properties and there are
various well-known rest-frames used throughout history[97-99]. This chapter discusses
one of these rest-frame orientations, known as the Collins-Soper(CS) frame[99]. Firstly,
we will explain how it is defined and how to boost to it from the lab-frame. Secondly, we
introduce an algorithm necessary to reconstruct the z component of the dineutrino system
in the H - WW — [vlv channel. Without this component, we do not have enough infor-
mation to boost to a proper Higgs rest-frame. Lastly, we show the characteristic angular
and momentum distributions of the charged leptons in the CS-frame. These distributions
will form the cornerstones of the analysis described in later chapters.

4.1 Collins-Soper Frame

In 1977 John C. Collins and Davison E. Soper proposed a method to incorporate the trans-
verse momentum of partons in the Drell-Yan production of muon pairs[99]. In the Drell-
Yan model a virtual photon is created through the annihilation of a quark from one hadron
with an antiquark from another hadron[100]. The photon decays into two muons subse-
quently. At high enough energies the quarks are assumed to be collinear with the incident
hadrons and therefore the angular distribution of the muons is 1 + cos? 6, where 0 is the
angle between the beam axis in the lab-frame and the muon momentum in the dimuon
centre-of-mass frame. However, for large transverse momentum of the dimuon system, the
quarks are no longer collinear in the dimuon rest-frame and the muon angular distribution
does not only depend on the polar angle 6, but also on the azimuthal angle ¢.

Collins and Soper redefined the axes to which the angles 6 and ¢ are to be measured in
the dimuon rest-frame. When the momentum of the incident partons are expressed as P,
and pj in the dimuon rest-frame, the redefined z axis is the bisection of p, and —pz. Then
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FIGURE 4.1: Left, definition of the Colins-Soper frame based on the parton momenta p,
and pg. Right, the definition of the CS-angles for any particle.

0¢ is the angle with respect to this new z axis. The azimuthal angle ¢ is measured with
respect to a new x axis, which lies in the plane formed by p, and p; and pointing away
from the sum vector p,+ps. Fig.4.1 shows the definition of the axes in the CS-frame and
how the angles 6 and ¢ are defined for any particle in the CS-frame. Including the
azimuthal angle the Drell-Yan angular distribution is modified to:

dN

1 2
_ 2 - _ = 2
10 o< 1+ cos 9+(2 3cos 0)A,

1
+2cos 6sin 0 cos pA; + 3 sin? 0 cos 29 A, 4.1

The coefficients A,, depend on the momentum transfer and pseudorapidity and in the limit
of Q> — oo the Drell-Yan model predicts A, — 0 and thereby recovering the 1 + cos? §
relation.

To use the CS-frame for the H - WW — [v[v channel the Drell-Yan photon in the descrip-
tion above should be replaced by the Higgs boson, which will be at rest in the CS-frame.
The partons p, and pg as in Fig. 4.1 are the incoming gluons that fuse into a Higgs (or
the quark-antiquark pair for the gg production mode of a spin-2 tensor). We will then
define the angles 6% and ¢ for the charged leptons coming from the W decay. If there
is enough statistics, it is possible to make angular distributions of the charged leptons
parametrised as in Eq.4.1 and with their own coefficients Ag. These coefficients (for the
H — WW — [lvlv channel) can be fitted and can be checked for dependance on the Higgs
(transverse) momentum. The coefficients can also describe a non-SM Higgs with different
spin and parity.
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We conducted a small study with a SM Higgs sample and confirmed that the coefficients
Ail indeed have a dependance on the boost of the Higgs. However, the amount of statis-
tics for the SM Higgs signal is too low for the 2012 data set and the pp collisions at the
LHC do not give a clean enough environment to measure precisely these coefficients Ag.
Future accelerators like an e*e™ collider reaching energies of 1 TeV would be able to en-
sure a clean environment and an abundance of Higgs production, making it possible to
fit these coefficients Alnl. However, for the analysis presented in this thesis, boosting to
CS-frame gives us an advantage compared to the lab-frame for studying different spin and
CP hypotheses as explained in the next section.

To summarise, the reasons for using the CS-frame as the orientation for the Higgs spin and

CP analysis used throughout this thesis are the following:

* The frame is easy to reconstruct as soon as the Higgs energy-momentum vector is
reconstructed and has a fixed orientation with respect to the transverse component
of the Higgs.

* The frame has a fixed x and y axis.
e The frame is covariant under rotation about the z axis

* Itis straightforward to change to different reference frames, like the Gottfried-Jackson
frame[98], by just rotating the z axis.

4.2 Boosting to the CS-frame

To boost the Higgs boson from the laboratory frame to the CS-frame, we make use of a
boost matrix originally defined in Ref.[101]:

Qg Pr

0
E /e e V@ \(E
p _ _PrQg Xr 0 prQ; p
x = \/&XT \/& ‘\/&XT x (42)
Py 0 0 1 0 by
Pz /) ¢s —g—; 0 0 )Q(—j Pz J 1ap

where Q is the momentum of the Higgs boson, p; the transverse momentum of the Higgs
boson and X; = 4/Q%+ p2. We generated about 200k events for the H - WW — Ivly
channel with the AMC@NLO generator at parton level and showered subsequently the
events with PyTH1A6. External partons have been clustered into jets by using FAsTJET. No
acceptance cuts or smearing effect have been applied. At this point we have still full access
to the kinematics of the final state leptons and neutrinos, allowing us to fully reconstruct



66

4. Higgs Rest-Frame Reconstruction

the four-vector of the Higgs. We will therefore use the term “Truth Level” to indicate the
access to all the kinematical quantities in an event in the following figures.

Fig.4.2 shows the angular and momentum correlations between the charged leptons in the
CS-frame and the laboratory frame. There are clear correlations visible in the CS-frame,
but in the lab-frame these features are largely washed out due to the boost of the Higgs
system. This effect is especially strong for the 6 angles and the momenta. The correlations
in the 2D ¢ plane remain largely intact when going from the CS-frame to the boosted lab-
frame. The opening angle between the charged leptons, A¢;;, exploits this feature and
is mainly distorted by the Higgs transverse momentum. The events where the Higgs is
produced with one or more jets, the Higgs transverse momentum is high and weakens the
sensitivity of A¢;; even further[16].

Fig.4.3 shows the same 2D correlations in the CS-frame as in Fig.4.2, but for a spin-2 UC
and a pseudoscalar spin-0 hypothesis, which were generated from the EFT Lagrangians
Eq.1.17 and Eq.1.20. Compared to the SM Higgs, there are clear differences in the lepton
angular and momenta correlations. The spin-2 hypothesis mainly populates regions which
are depleted for the SM in the angular phase spaces. The 0~ model looks similar to the
SM hypothesis, but the momenta correlations are different.

In order to exploit the differences in correlations in Fig.4.2 and 4.3 we project the events
in the 2D correlation plots on the two diagonals. For 2D ¢ correlation plot, for example,
the first projection is defined as A¢; = ¢;7 — ¢;° and the second projection we define
as Yo = ¢;2 + ¢;°. The six projections have been plotted in Fig. 4.4 for the SM Higgs
together with the 0~ and spin-2 UC hypotheses.

The complete four-vector of the Higgs particle is lost if taking into account that the neu-
trinos can not be measured in any detector, but only information like missing transverse
energy is available. Determining the z component of the Higgs is a challenging task which
will be explained in the next section.

4.3 Reconstruction of the Dineutrino System
The true four-momentum of the Higgs is calculated by using the four-momenta of the final
state leptons and neutrinos:

py =M} =(E;+E,)*— By +DP.)° (4.3)

where Ej;,,, and py,, is the energy and momentum of the dilepton/dineutrino system.
The energy and momentum of the leptons in this equation are known, because the leptons
are fully reconstructed. For the neutrinos only the transverse components can be measured
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FIGURE 4.2: The 2D distributions of the charged lepton angular and momentum distri-
butions defined in the lab-frame(left) and for the Collins-Soper frame(right). ¢;+ versus
¢~ (top), 6;+ versus 6, (middle) and p;+ versus p;,- (bottom).
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FIGURE 4.4: 1D projections on the diagonals of the 2D distributions of Fig. 4.2 and 4.3,
but only for the variables in the CS-frame. The distributions on the left represent the
projection of the difference and the distributions on the right represent the projection of
the sum. The angular projections have been remapped to range from —r to 7.
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as EM and E;"”“ and the total transverse energy as EI'* = \/ (Emiss)2 + (Emis)2. The 2
component of the dineutrino system, p,, ., the total energy, E,, and therefore also the
invariant mass, M,, are left as undetermined. With this information the py , and py,
components are fixed, but in order to get the py, component, p,, . has to be estimated.
We do this by firstly rewriting equation 4.3:

M2 =2EE,,— 2By - B,, + M + M2, 4.4

Replacing E,,, = \/ M2 + (Ef)2+(p,,,)?* and writing out the momenta in their compo-
nents yields:

M2 = 24/ M2, + (EFS 2 + (D, )2 — 2Dy« BT = 2pyy , BT = 2Dy oDy + M + M2, (4.5)

By imposing constraints on My and M,,, the only unknown left in this equation is p,,, ,. My
is fixed to 125 GeV, since the aim of this study to measure the properties of the discovered
Higgs-like boson. The shape of the M, can not be used, because an alternative spin hy-
pothesis influences the M,,, distribution in a different way than a spin-0 Higgs. Therefore
M, is fixed to the mean value of its distribution M,, = 30 GeV, which is based on MC
simulation studies[16]. Although this leads to a small bias in the reconstruction, it does
not prefer a specific solution to equation 4.5.

The variables in Eq.4.5 that are known are combined into one expression, denoted as M?, :

M}, = Mj — M — M2, +2py (EJ™ +2py B (4.6)

Replacing the known variables in Eq.4.5 by M fz the equation can be rewritten as quadratic

ix?

in Pyygz:
a b <
2 2 2 2 1 4 2 miss\2 2
0= ((pll,z) - EU)(PW,Z) + Mfixpll,z Dyys T ZMfix _Ell((ET )+ MW) 4.7)

The two solutions to this formula are (—b++/A)/(2a), where the determinant A = b>—4ac.
The solutions can be either real, imaginary or coincide, corresponding to A > 0, A < 0 and
A = 0 respectively. For the cases where A = 0 the solution for p,,,, is trivial and unique.
For the other two cases the solutions for p,,, are not trivial and special procedures are
needed in order to get a unique solution.
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Solutions for negative determinants

Imaginary solutions to Eq.4.7 do not lead to valid values for p,, .. This happens when the
values of the input parameters deviate from their true values, especially for the parame-
ters M,,, and My. M,, and My are fixed, so for events with negative determinant their
values diverge too much from the true value. Based on MC simulation studies, events with
negative determinant have always a M,, < 30 GeV, so therefore Eq. 4.7 is solved again,
but by setting M,,, equal to zero. After this procedure the determinant becomes positive.

Solutions for positive determinants

A positive determinant leads to two distinct solutions for p,,,, and a specific method should
decide which of the two solutions yields the best result, that is, closest to the true value
of p,,.. In Ref. [16] this problem has been studied and it was shown that the solution
that selects the smallest value of | cos 91‘:15’1‘11’ | is preferable, where Gfls’lab is the angle of the
dilepton system in the Higgs rest-frame with respect to the z'*® axis as in the left figure of
Fig.4.1.

4.3.1 Effect of Reconstruction

Having devised a method to construct the p,,, component, the Higgs four-momentum can
be determined for each event. Now we are able to use Eq. 4.2 to boost to the CS-frame
and study the effects of the dineutrino p,, , reconstruction on the angular and momentum
distributions of the charged leptons. Variables that are constructed in the CS-frame having
the dineutrino system reconstructed with the algorithm from the previous section, will be
indicated with an asterisk sign, for example *A¢;;.

Fig.4.5 shows the effect of the dineutrino reconstruction algorithm on the 6 angles and
p® momenta. Due to the constraints on the invariant mass of the neutrinos, M,,,,, there are
constraints on the allowed lepton momenta and 0 angles. There is a depletion of events
in the 2D 6 correlation plot which is visible as a large dip in the center of the *X6;;
distribution. The constraint on the lepton momenta introduces a lower kinematic cutoff at
*Xp;; = 59 GeV. These two projection variables are the most affected of all six projection
variables. Nevertheless, the discrimination power to test several spin and CP hypotheses
still remains.
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FIGURE 4.5: The dineutrino reconstruction algorithm puts constraints on the 8 angle and
the momenta of the charged leptons. The effects are clearly visible in the sum projections
as a depletion around *%6, = 0 and a lower cutoff at *Xp;; = 59 GeV.

4.4 ATLAS Geometry and Acceptance

Up to this point, we have not taken into account the acceptance and the resolution effects
of an experiment like the ATLAS detector. Therefore we will apply acceptance cuts in
order to mimmic the ATLAS geometry and smear the missing transverse energy at Truth
Level to include detector resolution effects. For the acceptance we reject events where
the charged leptons have |n| > 2.5 and apply the preselection criteria from Table 5.3. The
transverse momentum of the leptons is at least plfp > 15 GeV and the invariant mass of the
dilepton system M;; > 10 GeV. The true value of E?‘i” is smeared to make it similar to the
reconstructed E7"** distribution. We then require E7"** > 20 GeV for all events. We also
reject events with two jets with pJ;t > 25 GeV or more, so effectively creating a sample
with events having zero or only one jet. We will refer to term “Reco Level” to indicate that

acceptance cuts and E"** smearing has been applied.
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Due to the smearing of EI"**, about 10% of the events have a negative determinant when
solving Eq.4.7, even when setting M,,, to zero. In order to obtain still real values for p,,, ,
the algorithm is slightly changed[16]. The My = 125 GeV constrained is dropped and
instead the value for p,,, is calculated that minimises the derivative of the Eq. 4.5 with
respect to p,,,: dM?/dp,,, = 0. The solution for p,,, is:

V (EFS)2 4+ M2
S (4.8)
Ell - (pll,z)z

The M,,, value is fixed to O in this formula and is only shown for completeness.

Fig.4.6 shows the 6 projections of Fig.4.4 using the dineutrino reconstruction algorithm,
including EI"* smearing, the ATLAS acceptance and the preselection criteria from Table
5.3. The discriminating features can be clearly observed and the variables are good to
use for studying spin and CP. The little bump at *%6 = 0 is due to the events where Eq.
4.7 had no real solutions and Eq. 4.8 is used instead. The two peaks visible in the *Zpj;
distribution for SM and 0~ models is when switching the M, constraint from 30 GeV to 0
GeV to obtain real solutions for Eq.4.7.

4.4.1 Resolutions

Fig. 4.7 shows the performance of the dineutrino reconstruction algorithm at Truth Level
and Reco Level in terms of resolutions. The 8 and momenta sum and difference variables
have a good resolution even after the EJ"** smearing. The sum projection *S¢7 is spread
over a large range.

4.5 Summary

In this chapter we expressed the needs for a proper defined rest-frame in order to opti-
mally measure the Higgs spin and CP properties. The Colin-Soper frame fits these criteria
and is used as reference frame. In order to boost to this frame, the z component of the
dineutrino is reconstructed with a dedicated reconstruction algorithm described in the
previous sections. When having applied the boost to the Higgs rest-frame, the kinematic
distributions of the charged leptons are shown for the different spin/CP hypotheses. The
effects of the reconstruction algorithm on these distributions were discussed in detail. An
alternative spin/CP hypothesis induces changes in the (di)lepton kinematic distributions
and are used to measure the spin and CP of the Higgs boson.
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FIGURE 4.6: Variables with smeared missing energy, ATLAS geometry acceptance con-
straints and the preselection criteria from Table 5.3. See text for details.
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Event Selection

In chapter 4 we discussed the kinematic variables defined in the Higgs rest-frame that are
sensitive to the spin and CP of the Higgs boson. These variables will be used as input for
the spin/CP analysis, which is the topic of the next chapter. But before the analysis can
start, we need to prepare the data sample in order to improve the signal sensitivity over
the background. Only when the background is properly modelled, we get an accurate
estimate of how the signal changes the yield and shape of the spin/CP sensitive variables.
This will be the main part of this chapter.

Firstly, we discuss the processes that contribute to the background of the Higgs decay to
W bosons and how to model them with MC simulations. Secondly, we introduce selec-
tion requirements, also known as cuts, to increase the spin and CP sensitivity of the signal
compared to the background. Thirdly, a method is introduced to improve the resolution
of the Higgs transverse momentum and thereby improves the dineutrino reconstruction
algorithm from 4.3. After applying all the selection requirements (see chapter 6 in Ref.
[16]), we create six kinematic variables in a signal enriched sample, known as signal re-
gion (SR). Lastly, we will show how to determine an accurate estimate of the yield of the
dominant backgrounds inside the signal region by means of dedicated background control
regions (CR).

5.1 Backgrounds

The final state of H > WW — ev, uv, will lead to events in the ATLAS detector with
an electron, a muon and missing transverse energy E7'*. The object definition and iden-
tification criteria has been discussed in chapter 2. The final state may also include in
addition one or more jets, when an event passes the jet selection criteria. There are mul-
tiple SM processes that can mimic the signal final state, because they have the same final
state particles or some of the particles are misidentified. The most dominant backgrounds
with non-negligible contributions to the signal for the O-jet and 1-jet categories are stated
below:
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* WW coming from SM processes other than Higgs decay forms an almost irreducible
background to the signal, because it has an identical final state. Only differences in
the invariant mass of the WW system and different shapes in the final state kinemat-
ics due to the W boson helicity configurations can help to distinguish this background
from signal.

* Z — 17 is the dominant Drell-Yan (DY) background process, where a Z boson or
virtual photon y* decays to a pair of 7 leptons. The subsequent decays of the T leptons
leads to EI" and, possibly, an electron and a muon, so mimicking the signal final
state. DY decays into a pair of electrons or muons, where one of the final state leptons
is misidentified respectively as a muon or electron, form a smaller contribution to this
background.

* Top background coming from top quark pair (tt) or single top production. A top
quark decays mainly into a W boson and a b quark, so tt production can lead to
final states with two leptons, E;'”'” and two b-jets. Single top production has E;T‘i“,
two leptons and one b-jet (Wt channel) or a jet is misidentified as a lepton (single ¢
channel). Due to the presence of jets in these final states, the top quark background
is mainly present in the 1-jet category.

* W+jets background leads to a final state with a lepton and EZ"*, when the W decays
leptonically, and a particle inside the jet is identified as a muon or electron. Also the
QCD multijet background, where more than one jet is misidentified as a lepton, is
included in the W +jets sample.

* Other VV is the remaining category of non-WW decays: Wy*, Zy*, WZ*, and ZZ*.
For Wy* the virtual photon is converted to a lepton pair, but one conversion lepton
is measured and oppositely flavoured to the lepton from the W decay. For the Zy*
process this is also the case, but one of the leptons from the Z decay escapes detec-
tion. This process is rare and forms a tiny contribution to the other VV background.
Finally, there are contributions from WZ* and ZZ* processes, where at least one
lepton escapes detection and causes E".

The evuv channel is the most sensitive channel of the leptonic decays channels of the W
bosons[79]. The same flavour channels evev and uvuv have large backgrounds that can
not be removed without greatly reducing the sensitivity to the spin and CP models[102].
Also the 2-jet and higher jet multiplicities are excluded from this analysis, due to the
increasing complexity to deal with the final state topology. In addition, the presence of
VBF Higgs in the 2-jet final state has consequences for the use of the EFT Lagrangian in
Eq. 1.17 as was pointed out in Ref. [103]. The contribution of VBF Higgs in the 1-jet
category turned out to be negligible and we therefore attribute the signal in the 0-jet and
1-jet categories only to the ggF Higgs production process.
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5.2 Data and MC Simulation Samples

The basis of an analysis is to start with a precise modelling of the signal and background.
For that purpose dedicated MC generators were used to model the signal and backgrounds
necessary for the spin/CP analysis in the H - WW — ev, uv, channel. In chapter 3 we
introduced the type of generators that are used and which part of the phenomenology of
the pp collision they can describe. Here we only shortly motivate which generators were
used for the signal and background samples mentioned in the previous section. A detailed
study on signal and background modelling using dedicated MC generators can be found
in Ref.[79].

5.2.1 Data at /s =8 TeV

For the spin/CP analysis in the H > WW — ev, uv, channel data from proton-proton
collisions at 4/s = 8 TeV was collected during the 2012 LHC run with the ATLAS detector.
The total data set corresponds to an integrated luminosity of 20.3 fb™*. The events that
were recorded relied on triggers which required either a single high-p, lepton or two
leptons (See section 2.4.6). The threshold for the single lepton trigger was set on p; > 24
GeV, both for electrons and muons. The dilepton trigger was set on p; > 8 GeV for the
muon and p; > 12 GeV for the electron. With these requirements the trigger efficiencies
for the signal events are 95% for events with a leading electron and a subleading muon and
81% for events with a leading muon and a subleading electron[79]. The efficiencies are for
events without jets, but the efficiencies are slightly larger for events with one additional
jet. Also data quality requirements have been imposed on the events in order to reject
events where the relevant components of the detector were not operating properly.

5.2.2 Background MC

Table 5.1 shows the backgrounds that have been modelled and the generator choice for that
particular purpose. Also the cross-section time branching ratio o - B is indicated for each
process calculated at 4/s = 8 TeV. In the calculation the t - Wb, W — lv and Z — Il were
included. The [ represents the e, u and 7 leptons and the v* indicates processes, where the
photon is not on-shell. Most samples have one generator calculating the matrix element of
the hard process, while the showering, hadronisation and underlying event are modelled
with another generator. PowHEG[93] includes NLO corrections in a,. ALPGEN[91] and
SHERPA[82] can provide better description up till five extra partons when higher multi-
plicities become important. ACERMC[104] and GG2VV[105] are LO generators and only
used for a few cases. PyTHI1A6[87], PyTHIAS8[88], HERWIG[89] or SHERPA[82] are used
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to match the matrix-element with the parton shower model, to perform the hadronisation
and simulate the underlying event. HERwIG is combined with Jimmy[90] to model the
underlying event. The PDF sets used are taken from CT10[86] for the POWHEG, SHERPA
and GG2VV samples and the CTEQ6L.1[106] PDF sets were used for the ALPGEN, HERWIG,
AceERMC, PyTH1A6 and PyTHIA8 samples. Only the Zy* DY sample uses a different PDF
set, namely MRST PDF set[107]. Pile-up was modelled with PyTH1a8 and the ATLAS de-
tector response is simulated with GEANT4[50, 108].

A MC generator that models a process at LO, can not give the most accurate prediction
of the cross-section when it is known at NLO level. There exist dedicated programs that
can calculate the cross-sections beyond LO and the last column of Table 5.1 displays the
normalisation to the required order and which specific generator is used for the calcu-
lation. mMcFM[109] is used for WW and some non-WW diboson production processes,
TOP++2.0[110] for the Top background and pynNLo[111] for the Drell-Yan backgrounds.

The non-WW diboson processes are generated using filters, which selects a specific phase
space that mimics final state of the H - WW — ev, uv, channel. These filters are in-
troduced to optimise the modelling in the different regions of phase space of the diboson
processes and are indicated in the “Filter” column in Table 5.1. Some of the diboson pro-
cesses are separately generated for different phase space regions and are merged together
to one full sample later on. Overlapping regions are then removed from one of the sub-
samples so the full sample has no overlap.

The W +jets and the multijet background do not have dedicated MC generators, but instead
use a data-driven method to get a better estimation. This will be discussed in section 5.6.5.

5.2.3 Signal MC

The signal samples mentioned in Table 5.1 are the SM Higgs, models where the Higgs is
a spin-2 or a non-SM spin-0 particle and models where the SM Higgs interferes with a
BSM spin-0 resonance. The SM Higgs is modelled with PowHEG and the parton shower-
ing/hadronisation is performed with PyTH1A8. The Higgs mass is set at M; = 125 GeV and
the used PDF set is CT10. The cross-section is calculated with NNLO accuracy and NNLL
QCD corrections and NLO EW corrections have been applied. The cross-section times
branching ratio o - B = 0.435 pb and the SM Higgs sample has been normalised to this
value. Furthermore, the p!! distribution of the SM Higgs sample has been reweighted to
the prediction given by the HRES2.1 program[113, 114]. It calculates at the NNLO+NNLL
level and gives a more precise description of the p/ distribution than the one generated
and modelled with POWHEG.

The other signal samples have been generated with the MADGrRaPH5_AMC@NLO genera-
tor using the Higgs characterisation model and showered with PyTH1A6 using the CTEQ6L1
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PDF set. The spin-2 UC and 0~ hypotheses have already been discussed in great detail
chapters 3 and 4. The exact choice for the k and A settings will be discussed in section
6.1 of the next chapter. We will also then introduce models with a BSM CP-even spin-
0 Higgs boson and SM interference models, where the SM Higgs interferes with a BSM
spin-0 particle.

5.3 Event Selection

The MC generators simulate the shape of the kinematic distributions of the signal and back-
ground processes. Based on the shape information we decide to apply selection criteria
on data in order to remove background and improve the signal over background sensi-
tivity. We first apply data quality cuts in order to remove events where relevant detector
components were not operating properly. After that, another set of cuts, known as the pre-
selection, will be applied to data sample. After the preselection, the sample will be split
up into O-jet and 1-jet categories and these will each have their own optimisation for the
selection of the signal. These are the final selection criteria. All the selection requirements
used for the preselection and final selection are presented in Table 5.3 and the motivation
for each cut is discussed in the subsections below. We end this section with Table 5.4,
known as cutflow table, where for each sample the amount of expected events is shown
together with the observed events from data after applying each cut from the preselection
and final selection for the signal region. Also the normalisation factors and event yields of
the background CR are shown and will be discussed in section 5.6.

5.3.1 Object Selection and Quality Cuts

The definitions of the objects occurring in an event and their reconstruction performance
are explained in detail in section 2.4. Here we will present and explain the requirements
of the objects used as input for the analysis.

Primary Vertex

The primary vertex for each event should have at least three tracks with p; = 400 MeV.
The selected primary vertex (out of the many vertices in an event) is the one vertex with
the highest ). pZ of its associated tracks.
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Leptons

For the analysis electrons within 10 GeV < E; < 25 GeV must satisfy the tight++ require-
ment[62], which reduces the backgrounds from light flavour jets and photon conversion.
The region E; > 25 GeV uses the medium++ selection criterium for the leptons, because
misidentification of background becomes less important. The muon selection uses only
the CB muons reconstructed with the Chain-I algorithm. Both the muon and electron are
required to have a p; > 15 GeV and a pseudorapidity of |n| < 2.5. Electrons that end up
in the transition region (1.37 < |n| < 1.52) are removed from the event.

Furthermore, the electrons and muons are required to originate from the primary vertex
and should be isolated objects. The first requirement is obtained by cutting on the longi-
tudinal and transverse impact parameters z, and d, respectively. The transverse impact
parameter is the distance d,, of the lepton track with respect to the primary vertex in the
transverse plane. This distance is then divided by its estimated uncertainty o4 . Both the
electron and muon have to fulfil |dy/o4 | < 3.0. The longitudinal impact parameter 2, is
measured along the z axis and the cut applied on |z, sin(6)|. More forward tracks have
longer projections on the z axis, so hence the sin in the formula. Electrons have to fulfil
|25 sin(6)| < 0.4 mm and muons |z, sin(6)| < 1.0 mm.

The second criterium, the isolation, is obtained by comparing the lepton energy and track
momentum with respect to the total energy and track momentum in a cluster around the
lepton. The track isolation takes the scalar sum of all momenta »_ p; in a cone of AR = 0.3
in n—¢ space around the lepton, but excluding the lepton p; itself. The tracks used in this
sum are all required to come from the primary vertex and have p; > 400 MeV for electrons
and p; > 1 GeV for muons. The ratio »_ p;/py is then used to determine the track isolation.
The calorimeter isolation uses a similar variable: sum all energies >_ E; deposited in the
electromagnetic and hadronic calorimeter in a cone of AR = 0.3 around the electron or
muon cluster, after removal of the electron or muon. The cells that are 0.125 x 0.175 in
1 x ¢ around the barycentre of the electron are removed from the calculation, while all
the cells within AR < 0.05 of the muon are removed. Table 5.2 shows all the track and
calorimeter isolation criteria used for different ranges in p; of the muon and electron.
Especially electrons and muons originating from jets tend to have higher >’ p;/p; and
> E;/Eq values.

Jets

Jets are reconstructed from energy clusters in the calorimeters by using the anti-k; al-
gorithm with a radius parameter R = 0.4[71]. Reconstructed jets are required to have
pr > 25 GeV and a pseudorapidity cut of |n| < 4.5. The cut on transverse momentum is
increased to p; > 30 GeV when the jet is in the forward region 2.4 < |n| < 4.5 to become



84

5. Event Selection

pr (GeV) Track isolation Y p;/p; Calo isolation Y. E;/Ey

Electrons

15—20 < 0.08 <0.24
> 20 <0.10 <0.28
Muons

15—20 < 0.08 <0.12
20—25 <0.12 <0.18
> 25 <0.12 < 0.30

TaBLE 5.2: Track and calorimeter isolation criteria for different ranges in p; of the muon
and electron candidates.

less sensitive to pile-up conditions. To reduce the jets coming from pile-up even more, a
requirement is imposed on the jet vertex fraction JVF, which is defined as the ratio of the
scalar momentum sum . p; of all the tracks within AR = 0.4 of the jet axis and associated
with the primary vertex compared to the total track momentum sum in the jet. A jet is
removed from the event when the fraction is below 50%, JVF < 0.50[115]. Because there
is no tracking in the forward region, the JVF cut can only be applied to jets with |n| < 2.5.

For the reconstruction of b-jets, all jets with a p; > 20 GeV and within |n| < 2.5 acceptance
are selected. These jets are subsequently fed to the MV1 algorithm[74], which is set at an
operating point of 85%. The misidentification of jets from light flavour quarks as b-jet is
then 10%.

Overlap Removal

After imposing all the impact and isolation requirements on the leptons and jets, it is still
possible for an object to be in close proximity of another object. These overlapping objects
are likely to originate from one object and therefore one of the objects is removed to end
up with only one. The overlap removal procedure follows a couple of steps in the following
order:

1. If there is a muon and an electron with AR < 0.1, the electron is removed.

2. If there are two electrons with AR < 0.1, the electron with the lowest E; is removed.

3. If there is an electron and a jet with AR < 0.3, the jet is removed.

4. If there is a muon and a jet with AR < 0.3, the muon is removed.
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Missing Energy/Momentum

Due to neutrinos escaping detection, we expect to see a momentum imbalance in the trans-
verse plane for the signal H > WW — ev, uv, process. The missing transverse momen-
tum[116] is calculated as the negative vector sum of all the objects that are reconstructed
and identified as leptons, photons and jets, and the remaining soft objects that have typi-

cally low p;:
miss _ __ e __ M __pcalo __pcalo
By =Py Pay Z Pay + Z Pxyy G.1)

jets,y soft

The calorimeter has a large coverage in pseudorapidity and can therefore be used to es-
timate the amount of missing momentum from neutral particles escaping detection. For
the calculation in Eq. 5.1 we use leptons selected by the analysis, photons and jets with
E; > 20 GeV and define energy clusters in the calorimeter not being assigned to leptons,
photons or jets as soft objects. The energy of the reconstructed objects are calibrated with
their own specific object calibration and also the soft objects are calibrated to the deposited
energy cluster. The resulting missing momentum is denoted as EI*** and more commonly
referred to as missing transverse energy.

Instead of extracting the soft component of Eq.5.1 from the calorimeter, another method
uses tracks from the inner detector for estimating the soft component. It takes the negative
sum of all the tracks from the inner detector with p; > 0.5 GeV and which originate from
the primary vertex. Tracks that are associated with leptons, but not from jets, are omitted
from the calculation. The resulting quantity is referred to as p'**:

A R DI SR N e 52

jets,y sof't,jets

5.3.2 Preselection

The first requirement for a candidate H - WW — ev, uv, event is the presence of an
electron and muon with opposite charge. To optimise the cuts on the lepton transverse
momentum, different energy thresholds are set for the most energetic lepton, known as
the leading lepton, and the less energetic subleading lepton. The cut of 15 GeV on the
subleading lepton reduces the amount of fake leptons at the cost of cutting in the charac-
teristic shoulder structure of the Ap;; for the 0~ model as can be seen when comparing
the Apj; distribution from Fig. 4.4 with the *Apj; distributions from Fig. 4.6. The lower
limit on Mj; is good at rejecting low mass DY events. Due to neutrinos in the final state,
we expect a significant amount of missing transverse energy and we can either decide to
put a lower limit on EJ™* or pf"*. DY and W +jets backgrounds tend to have lower pJ'*

T T

values compared to the signal pJ"™. The difference is larger than when looking at the
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Preselection

Variable Requirement

Quality Cuts = Dectector working properly

Niep = 2, e, opposite sign

péfp (leading) > 22 GeV

plTep (subleading) > 15 GeV

My, > 10 GeV

piiss > 20 GeV

0-jet Selection 1-jet Selection
Variable Requirement Variable Requirement
Njets = 0 Njets = 1
plt > 20 GeV b-veto = No b-jets with p; > 20 GeV
My, < 80GeV max M. > 50 GeV
Ay < 28 M., < |M;—25 GeV|
MT > 62.5 GeV Mll < 80 GeV
MT < 150 GeV A¢ll < 2.8
(p < 1250r 300 GeV) | My < 150 GeV
p! < 125 or 300 GeV)

TaBLE 5.3: Pre and final selection cuts to optimise the signal sensitivity over background
S/+/B. The brackets around the cut on p! indicate that it is only applied when testing one
of the NUC spin-2 models and the cutoff on the p¥ is required.

EI™ variables. Therefore we apply a cut of p'* > 20 GeV in order to reduce the DY and
W +jets background without affecting the signal too much. All preselection cuts are listed
at the top in Table 5.3.

5.3.3 0-jet Selection

After applying the preselection we split up the sample in a O-jet and 1-jet category. To
get the O-jet sample, we apply a jet-veto cut removing all events with at least one object
identified as a jet. This sample is dominated by the WW and Z — 71 backgrounds, con-
tributing 53% and 23% respectively to the total expected events. However, imposing only
the jet-veto results in a signal contribution of less than 2%, which is not sensitive enough
for spin and CP studies. The additional (final) cuts for this jet category are mainly focused
to remove the WW and Z — 77 backgrounds, without affecting too much the signal. A cut
on the transverse momentum of the dilepton system p¥ and a cut on the opening angle
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A¢y; are very effective in cutting away the WW and Z — 71 backgrounds. The muon and
electron are expected to be more anticollinear on average for these backgrounds, resulting
in lower p¥ and larger A¢;;. The last cut is on transverse mass M defined as Eq. 3.3 in
section 3.3.3 and mainly rejects on the WW and top quark background as can be seen in
Table 5.4.

The signal over background significance S/+/B is 2.3 when just imposing the jet-veto and
is increased to 3.5 when applying the final O-jet selection criteria. All O-jet cuts are listed
on the left in Table 5.3.

5.3.4 1-jet Selection

A 1-jet event has exactly one object identified as a jet. Events with more than one object
identified as jet are removed from the analysis sample. The 1-jet category is dominated by
more than 50% by top quark backgrounds after the preselection. Due to the expectation
of one or more b-jets in the event a b-veto is applied to reduce the Top backgrounds.
DY decay of Z — 77 in combination with jets, forms the second largest background to
the 1-jet category. The invariant mass of the 7t pair, m.., is expected to be close to the
Z boson mass resonance. The m_, variable is calculated with the use of the collinear
approximation[117], which relies on the assumption that the visible decay products of the
7 are collinear with the 7 flight direction and that all the EJ'™* is coming from the neutrinos
of the 7 decays. The m,, < (M, — 25 GeV) cut largely reduces the Z — 77 background.

The remaining cuts are applied on the variables MZT, My, A¢y and My. MZT is a variable
related to the transverse mass of the lepton:

ML= \/2plT - EMiss . (1—cos Ay pmis) (5.3)

where the A¢; g is the transverse opening angle between the lepton and the missing
transverse momentum. The DY and W +jets backgrounds have smaller transverse lepton
masses compared to the signal so a lower limit is set on the highest ML. M, and A¢), are,
as in the 0-jet category, good variables to reject WW and Z — ©7 backgrounds. Setting an
upper limit on M removes WW and top quark backgrounds.

The significance of signal over background S/+B after applying the 1-jet final selection
criteria is 1.9 and all 1-jet cuts are listed on the right in Table 5.3.
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|| g8F [125 GeV] WW  WZ/ZZ[Wy tt Single Top Z — €L +7y/jets Z — tT+7/jets W +jets Total Bkg. | Observed

Quality cuts 650.0 £ 3.3 10033.6+13.6 37822103 595151 +28.8 5683.8=7.2 11458=50.5 17787.4+532 18714.0%46.8 116661.7 +100.0 | 111442
plublleading . (15)92 Gev 513.7+2.9 9368.1+13.2 2769.2+16.1 55849.4+27.9 5320.6+6.8  349.1+£23.6 11523.9+426 72184277  92398.7 + 66.3 94686
Opposite sign leptons 5131429 93355+13.2 13850+ 11.5 58309.4+29.2 5524.7+68  226.8+23.0 11479.2+425 4288.6+21.6  90549.3 % 63.3 90893
My, > 10 GeV 513.1+2.9 93355+13.2 1385.0+11.5 58309.4+29.2 5524.7+6.8  226.8+23.0 11479.2+425 4267.0+21.5  90527.6 + 63.3 90893
P > 20 GeV 4232427 8553.9+12.6 1074.4+10.1 35368.4+227 4078.6+59  1465+19.7 7682.8+356 1937.8+13.2 588423 +51.4 60037
0j: Ny =0 2498+ 2.0 64362+11.9 5180+73 7693 £3.4 379.9+1.9 843+ 14.4 28368 £ 22.2 037.0+80  11962.2 %312 12133
0j: pl >20 Gev 2353+20 6155.1+11.6  492.7+7.1 737.3+3.3  366.8+1.9 65.5+10.8 1562.3 + 16.4 802.4+7.0  10182.1 %252 10338
0j: My < 80 GeV 230.7+2.0  2859.3+7.9  323.8%59 2405+1.9 137.3+13 454+7.8 13988+ 15.5 437.0+5.6 5442.1 + 20.9 5781
0j: Agy <2.8 217.7+1.9  27946+7.8  311.4+58 2354+1.9 1349+12 31.7+ 48 5135+ 9.1 365.6 + 4.9 4387.1 +15.1 4730
j: 62.5 GeV < my < 150 GeV 2160+1.9  23232+7.1  2947+57 1422+15  81.8+1.0 30.9 £ 4.8 512.4 £ 9.0 355.6 + 4.8 3740.7 + 14.6 4052
j: Z — 77 control region 193+06 862+13 182+13 8904 40+03 15.7+62 19164 £ 185 1282 £ 4.1 2177.6 £ 20.0 2198

: WW control region 46+03  21824+70  1165+3.3 286.1+2.1 143.1+12 14.0 £5.9 140.2 + 4.9 277.8+3.7 3160.1 +11.8 3170

o Ny = 1 1311+ 1.5 26454%72 4256%61 76/3.0%105 2106542 501+ 13.4 41957 + 24.7 7205 8.4 178257 £ 32.8 17888
j: b-veto 1136+ 1.4  23106+6.7  360.6+56  1473.5+4.6 504.2+22 49.6+12.4  3654.6 +22.8 580.6 + 7.3 8933.7 + 28.8 8947
j: max M} > 50 GeV 946+1.3  21835+65  3183%53 1414345 4847 +2.2 39.1+11.1  1552.2+15.2 393.4+5.5 6385.4 + 21.9 6467
i M. < |M; —25 GeV| 784+1.1  1597.4+56  233.7+46  10051+3.8 353.8+18 188 +5.3 547.0 £ 9.4 236.6 + 4.1 3992.4 + 14.3 4067
j: My < 80 GeV 77.4+1.1 805.1+4.0  1522+38 4655+2.6 175.0+ 1.4 12.1+3.6 5245+ 9.2 145.5 £3.5 2279.9 +12.2 2370
Ady < 2.8 72.6 £ 1.1 768.0+3.9  145.0+3.7 4512425 169.3+13 6.2+1.1 227.4+59 127.9 £3.2 1894.9 £9.1 2014

1j: My <150 GeV 71.8+ 1.1 554.8+3.3  131.4+3.6 267.2+1.9 1034+ 1.1 58+ 1.0 227.1+5.9 122.9 + 3.1 1412.6 + 8.6 1569
j: Z > 77 control region T48 %05 85413 20713 476+08 156%05 54+33  9383+115 541%2.7 11672 =125 1184
j: WW control region 1.9+02  1170.5+4.8  130.4+3.2 808.3+3.4 262.0+15 16.6 + 8.7 81.0+3.5 171.9 3.0 2640.7 +£12.0 2647
1j: Top control region 13.3+0.5 202.0 + 2.5 540+22  54521+89 1399.5+3.3 39+1.9 150.0 £ 5.2 88.1+3.3 7439.6 + 11.9 7422

TaBLE 5.4: Cutflow showing the expected event yields for all the MC simulation samples and the events observed in data for
each cut of the preselection, final O-jet and final 1-jet selection criteria for the signal region (SR) as in Table 5.3 and the various
background control regions (CR) as defined in Table 5.5. The backgrounds have been normalised according to Eq.5.12, except for

the W +jets estimate which is determined by a data-driven method. The quoted uncertainties are statistical only.
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5.4 Determination of the Higgs Transverse Momentum

Before we discuss the distributions of the kinematic variables in the Higgs rest-frame after
the final selection, we will focus in this section on the resolution of the Higgs transverse
momentum. We introduce two methods to reconstruct the p¥: the Calo-based method uses
E'T"i“ as in Eq.5.1; the Track-based method uses p?i“ as in Eq.5.2. Both methods combine
then the dilepton system with E7"** or p7"*** to reconstruct the Higgs transverse momentum.
The dineutrino reconstruction algorithm described in section 4.3 would benefit from a
precise reconstruction of p!. This can be achieved by merging the Calo- and Track-based
methods into one Combined method. We will show that the Combined method yields a
better resolution for p!! than the Calo- and Track-based methods separately.

For this study a MC sample was generated with POowHEG and showered with PyTHIA8 de-
scribing the production of a SM Higgs with a mass of 125 GeV at 4/s = 8 TeV. The showered
events have then undergone the GEANT4 simulation, digitisation and event reconstruction
steps to simulate the ATLAS response. The information of the Higgs transverse momentum
was stored right after the parton showering step and is used to test the performance of the
different p!! reconstruction methods.

5.4.1 Calo- and Track-based Method

The total transverse momentum of the Higgs boson is the vectorial sum of the transverse
dilepton and dineutrino components:

H 1l vy
b))+ G2)
p Y/ tot p y p Yy
For the Calo-based method the dineutrino vector is replaced by the missing transverse
energy EM** from Eq.5.1 scaled with a correction factor a.,:

H 1 miss’

)., (i) (e

H = il + I (5.5)
(py calo py E;“ss

DS =—pS), —pl, + D, P+ eator ), =Py (5.6)

jets,y soft

with

Because the information from the calorimeter is fully calibrated, the scale factor a 4, =1
gives the best results in estimating the total p£.
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The Track-based method uses a corrected version of the p™* from Eq.5.2 to get the p for

the 0-jet events:
H 1 miss’
Dy Dy p
( H) = ( ll) + ( )r;u‘ss’) (57)
py track,0j py py 0j

miss’,0j _ n ! 0j track
P = bl =l DL P A D (5.8)
Y

sof't

with

where afiack is the factor to scale the track component of pf"™ to get the total missing
transverse momentum and is determined from MC simulation studies. For this thesis we
found the best results when a?fack = 2.5 for all values of p*. There is a slight rise in this
scale factor when p7™* > 60 GeV, but this region has a large statistical uncertainty and

therefore the deviation from 2.5 can be neglected.

For the 1-jet events the Track-based method needs some slight modifications with respect
to the O-jet events. The jet component is subtracted in order to scale the soft component
and thereafter, the jet is added back again. The corrected p'** for the 1-jet events has the
following form:

miss’,1j _ e _ _p __pcalo
Pyjy T TPayy T Pyyy +Z Pyyy

jets,y

1j __ntrack jet | _ . jet
+ atrack Z px/y +px,y px,)’ (59)
soft,jets
aij is the factor to scale the track component of p™ for the 1-jet events. The Higgs
rack T

transverse momentum for the 1-jet events is defined then as follows:

H 1 miss’
p}’ track,1j py py 1j

From MC simulation studies o’

rrack = 2.2 gave the best results in terms of shape and reso-
rack
lution.

Fig. 5.1 shows the p!! distributions reconstructed via the Calo-based and the Track-based
methods, together with the p? created from truth information. The sample used to make
the distributions is the SM Higgs simulation sample. All the preselection and final selection
cuts from Table 5.3 have been applied, except for the cuts on My and p}. The size of the
MC sample is 228k events for the 0-jet category and 79k events for the 1-jet category.
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FIGURE 5.1: Higgs transverse momentum distributions from Truth level, from construc-
tion using the Calo-based method and from construction using the Track-based method.
All the preselection and final selection cuts from Table 5.3 have been applied, except for
the cuts on M, and p4.

5.4.2 Combined Method

The Calo-based and Track-based method can be merged to obtain a Combined method:

H H H
(p;;) = w-(pg) + (1—W)-(pg) (5.11)
p)’ comb,0j/1j p.y calo p}' track,0j/1j

Fig. 5.2 shows how the p¥ distribution from the Combined method compares to the true
p% distribution when W = 0.5. Especially for the O-jet category the Combined method
resembles the truth better than the Calo-based and Track-based methods do in Fig. 5.1.
In Fig. 5.3 the differences of the true pf versus the reconstructed p! per event for each
method are plotted. It is clear that the Combined method leads to a smaller bias and an
improved resolution for p¥ for both the O-jet and 1-jet categories. W = 0.5 gave the best
results in terms of shape and resolution and will be used for the analysis.

The p¥ from the Combined method will be only used as input for the dineutrino recon-
struction algorithm. For the cut on p¥ as stated in Table 5.3 the transverse momentum
from the Track-based reconstructed Higgs in Eq.5.7 is used. It turns out that for the NUC
spin-2 models replacing the cut on the p! from the Track-based Higgs by the same cuts
on the p¥ from the Combined method Higgs has a negligible effect on the event yields.
Therefore, from here on, any reference to the cut on p¥ for the NUC spin-2 models means
the cut on the transverse momentum of the Track-based Higgs as in Eq.5.7, unless stated
otherwise.
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FIGURE 5.2: Higgs transverse momentum distributions comparing the p¥ from the Com-
bined method with the truth p#.

I A R M RS RARAS LR RS RRRRE RARAS I U L I L L
Z 18 F Mean + RMS — Calo E Z"10 -Mean + RMS — Calo .
=] 16 F Calo: 4.6+15.0 — Track 3 =] [ Calo: 0.5+17.3 — Track ]
b5 F Track: 3.5 +14.4 — B B I Track: 3.2 +15.6 —_ B
2 14 Comb: 0.2 +11.1 comb 3 2 8[Comb: 0.1+ 13.1 comb 4
g 125_ - O-jet —f g . —_— 1-jet ]
S E . 3 S 6 Basens 7]
Z 10 - = z Tt - 1
¢ af = ER = ]
UEJ 6 ;— - :: _; E L —_ ju—— ]

4F =" == E 2F - = .
2 :_ _— __——___ _: L — ——_ J
SR T P PSS P P e St " = R B Sy . i

-40 -30 =20 -10 0 10 20 30 40 50 -40 -20 0 20 40
p1|:| _ p:,truth [GEV] p$ ~ p:,lruth [GeV]

FIGURE 5.3: Resolution of the Higgs transverse momentum for the Calo-based, the Track-
based and the Combined method.

5.5 Signal Region

In this section we will present the relevant distributions for the MC simulation and the data
in the signal region. All the distributions are organised in the same way. The events from
the simulated SM Higgs are indicated with red. Other colours represent the backgrounds,
which were discussed in section 5.1. The background event yields have been normalised
through dedicated CR, which will be discussed section 5.6. All the MC distributions are
stacked to give a prediction for signal+background. The total statistical and systematic
uncertainties are indicated by the shaded area. The observed data is represented by the
black dots and black error bars. All the distributions are also accompanied by a ratio plot,
where the observed data is divided by the total MC simulation. It serves as a diagnostic tool
to check if the modelling of the signal+background expectation agrees with the data. The
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yellow bands indicate the combined error of the statistical and systematic uncertainties,
which will be discussed more in detail in section 6.4.

We will show the p! distributions calculated with the methods described in section 5.4.
The other variables used for the pre and final selection in Table 5.3 showed good agreement
between MC simulation and the data and can be found in Ref.[112]. In the next section,
for the signal and control regions we will show the distributions for the spin/CP sensitive
variables (the projections as in Fig.4.4 and 4.6) for both the 0-jet and 1-jet categories.

5.5.1 p¥ Distributions

Fig. 5.4 shows the p!! distributions for the O-jet and 1-jet categories. It is immediately
apparent that the WW background dominates both jet categories, followed by Z — 77.
The top quark background is mainly contributing to the 1-jet category as expected. The
Calo-based method undershoots the data a bit around 10 GeV for the 0O-jet category. The
Combined method shows a good modelling of the 0-jet category, because the data and MC
show good agreement over the whole p? range. For the 1-jet category all the methods
perform well and show good agreement in the more populated regions of the distribution.
The tails have a lesser data/MC agreement, but there is a large statistical uncertainty in
this area.

5.5.2 Spin and CP Sensitive Variables

Fig. 5.5 and Fig. 5.6 show the SR 0-jet and 1-jet category for the spin/CP sensitive vari-
ables in the Higgs rest-frame with the Collins-Soper orientation. There is an overall good
agreement between data and MC simulation and no indication of mismodelling. These
plots are good to use for the input for the actual spin/CP analysis which will be presented
in chapter 6.

5.6 Background Estimation

Before finalising this chapter, we will discuss the method for estimating the background
contribution to the SR by means of measurements in dedicated CRs. It has two main
benefits: 1) By scaling to the SR from a measurement in the CR, the overall modelling of
the background in the SR will be improved. 2) The uncertainty on the background yield in
the SR can be reduced by using a CR with enough statistics. This second benefit improves
the sensitivity of the spin/CP analysis.
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FIGURE 5.4: PI; distributions for the Calo-based method (top), the Track-based method
(middle) and the Combined method (bottom) for the O-jet (left) and 1-jet (right) cate-

gories in the SR.
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FiGURE 5.5: Spin/CP sensitive variables defined in Higgs rest-frame for the 0-jet SR. The
superscript “CS” indicates that the Collins-Soper orientation is chosen for the rest-frame

definition.
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FIGURE 5.6: Spin/CP sensitive variables defined in Higgs rest-frame for the 1-jet SR. The
superscript “CS” indicates that the Collins-Soper orientation is chosen for the rest-frame

definition.
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Control Region | Selection
WW CR 0O-jet Preselection, p!! > 20 GeV and 80 GeV < M;; < 150 GeV
WW CR 1-jet Preselection, b-veto, M., < |M; —25 GeV]|,
ML > 50 GeV and M;; > 80 GeV
Z — 17 CR O-jet Preselection, M;; < 80 GeV and A¢; > 2.8
Z — 17 CR 1-jet Preselection, b-veto, MIT > 50 GeV,
M;; <80 GeV and M., < M, —25 GeV]|

Top CR 1-jet | Preselection, at least one b-jet and M, < |M;| —25 GeV]|

TaBLE 5.5: The various control regions and their specific selection criteria. The preselec-
tion is the same as in Table 5.3.

Each dedicated CR will have a specific set of selection criteria, which will make it orthogo-
nal to the SR and optimal for a particular background. However, the criteria can not be too
different from the SR selection in order to minimise the uncertainty on the extrapolation
from the CR to the SR. This is achieved by maintaining the preselection criteria as in Table
5.3, but only inverting some of the cuts from the final selection. In Table 5.5 the specific
selection criteria for each CR are shown and will be discussed in the following sections.

For each CR we will only show the A¢;; and A6 variables defined in the Higgs rest-

frame to give a general overview. The other variables have similar performance in terms
of modelling.

5.6.1 Extrapolation and Normalisation Factors

The expected background yield in the SR is estimated with the help of a CR:

cor __ pori other _ other ori
BSR _BSR ‘(NCR_BCR )/BCR —(NCR_BCR )‘ BSR /BCR (5.12)
—_———
normalisation 3 extrapolation a

where B stands for the MC estimate of the events of a particular background and Ny the
observed events in the CR. B, is the original expected event yield and By is the corrected
event yield in the SR, while ng‘” is the expected amount of other background processes in
the CR and therefore needs to be subtracted from N¢g. The error on B¢y is determined by
the statistical error on N and the theoretical error on a. With a large amount of statistics
in the control region CR and and a large enough MC simulation sample, the errors on Ngp
and a can be reduced and will then result in a significantly smaller error for BS)” compared

to B! In the tables that will follow from here on, we will only state the normalisation f3.
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5.6.2 WW Background

The WW 0-jet CR is obtained by applying all preselection cuts, the p} > 20 GeV cut and
inverting the SR cut on M;; to 80 GeV < M;; < 150 GeV. The WW background tends to have
larger M;; values compared to the Higgs signal. Fig. 5.7 shows the resulting distribution
for the WW CR with a purity of 69% WW events. The normalisation 3 extracted for the
0-jet WW CR is 1.17 £0.03.

The WW 1-jet CR also uses all the preselection cuts and, additionally, the b-veto, M. > 50
GeV and M;; > 80 GeV from the final 1-jet selection criteria. The WW purity of the sample
is 44.3% and the normalisation factor is 1.10 £ 0.05. From Fig.5.7 it is clearly visible that
the tt events have the second largest contribution to WW CR and together with the single
top background causes a 40% contamination. Therefore, a special extrapolation factor
from the 1-jet Top CR to the WW CR is used in this analysis to accurately estimate the top
quark contamination. Fig.5.7 also shows that the modelling of the WW MC sample has no
significant problems for both the O-jet and 1-jet categories. There were also extrapolation
factors used from the Z — 77 0-jet and 1-jet CRs to the WW 0-jet and 1-jet CRs. However,
the Z — 77 contamination in the WW CR is for both jet categories below the 5% level and
has little effect on the WW normalisation.

5.6.3 Z — t7 Background

The Z — 77 0-jet CR uses all preselection cuts, the jet-veto and M;; < 80 GeV criteria
from the final O-jet selection. Because the final leptons from the Z — 77 decay have large
opening angles, the related SR cut is inverted to A¢ > 2.8. The 1-jet CR also uses all the
preselection cuts, applies a b-veto, max M. > 50 GeV and inverts the 7 invariant mass
cut to [M,, —M,| < 25 GeV. The Z — 77 purity is 88% and 80% in the O-jet and 1-jet
CRs respectively. The high purity of the CRs is clearly visible in Fig. 5.8. The Z — 77
normalisation factors are 0.94+0.05 and 1.08+0.05 for the 0-jet and 1-jet categories. The
bins with enough statistics indicate that there is a good modelling of the Z — 77 sample.

5.6.4 Top Background

Top CR is only defined for the 1-jet events. All preselection cuts are used and there is
the requirement of exactly one b-tagged jet. There are no second b-tagged jets with 20
GeV < pr < 25 GeV allowed in the event. From the 1-jet final selection criteria only the
max M. > 50 GeV and the M., < |[M; —25 GeV| cuts are applied. Fig. 5.9 shows the
distributions for the 1-jet Top CR and it has a purity of 92%. The figure also indicates a
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FIGURE 5.7: WW CR 0O-jet (top) and 1-jet (bottom) categories.

good modelling of the top quark MC simulation compared to the observed data. The Top
CR normalisation factor is 1.00 = 0.04.

5.6.5 W+jets

The W +jets sample is the only background that uses a fully data-driven method to estimate
its contribution, because it leads to better results than by normalising to the MC sample.
The CR is obtained by requiring one of the leptons to satisfy all identification and isolation
criteria as explained in section 5.3.1 and the other has to fail these criteria, but satisfies
a looser selection criteria. These last leptons are marked as anti-identified and are for
the W +jets background mostly originating from a jet that is misidentified as a lepton or
contain a lepton coming from the decay of a heavy quark. The purity of the W +jets in the
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FIGURE 5.9: Top CR for the 1-jet category.
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CR is higher than 85%. The QCD multijet background has been included in the W +jets
sample as well. Its contribution is very small and due to large uncertainties on the W +jets
samples the differences between the two types of backgrounds are negligibly small.

To get the extrapolation factor to calculate the number of W +jets in the SR, a data sample
with Z+jets is used. The Z+jets sample has a high cross-section and a high selection
efficiency. To get a sample which mimics the W +jets background, one identified lepton
is removed and there has to be one anti-identified lepton in the event. We get then one
sample where all the leptons pass all the selection criteria and one that contains anti-
identified leptons. The extrapolation factors are then determined by looking at the ratio
of the two samples for each p; and 7 bin of the anti-identified lepton. Small corrections
due to the difference in the light flavour and heavy flavour jet contributions to the Z +jets
and W +jets samples have been applied based on MC simulation studies.

In Ref. [16] a validation study on the W +jets and non-WW diboson modelling has been
performed by using a validation region, where the leptons have the same sign. The results
from the validation region showed that both backgrounds were properly modelled and
assuring the modelling inside the SR.

5.7 Summary

In this chapter we have discussed which SM processes form the dominant backgrounds to
the H > WW — ev, uv, channel. The backgrounds are modelled and the cross-section
times branching ratio normalised with the help of dedicated MC generators. We then
explained how cutting on several kinematic variables could improve the signal over back-
ground sensitivities for the O-jet and 1-jet categories.

There are two methods to reconstruct the p!’: the Calo-based method uses mainly calorime-
ter information for the soft (low-p;) objects and the Track-based method using information
from the inner detector for the soft objects. The merging of the two methods into one Com-
bined method resulted in a better modelling and a better resolution of the p!/ compared to
the Calo-based and Track-based methods separately. The p¥ from the Combined method
is used as input to the dineutrino reconstruction algorithm.

After applying all the selection criteria the modelling of the SM signal plus background
were compared to the data. The spin/CP sensitive variables defined in the Higgs rest-
frame showed good agreement between MC simulation and the data. The backgrounds
have been normalised by using dedicated CRs and also the distributions of the CRs showed
good modelling of the data.
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We are now ready to discuss the actual spin/CP analysis. In the next chapter we will
define the exact setting of the alternative signal models and how to set up a statistical
model that will help us discriminate between the SM Higgs boson and an alternative BSM
Higgs boson.



Analysis Method

In this chapter we present the main analysis method. First, we summarise the spin-2
and spin-0 scenarios that are tested with respect to the Standard Model hypothesis. We
will show the settings of the MC generator used to generate particular models with cor-
responding «, cos(a) and A from the Higgs characterisation model, which is an effective
field theory (EFT) introduced in chapter 1. Second, we define the “Constructed Variables”
by using the kinematic variables in the CS-frame that will be used in a fit model to dis-
criminate between the SM and the alternative models. Lastly, we explain the use of toy
experiments to determine the probability of the fit result. Later, in the following two chap-
ters we will apply the described analysis method and discuss the outcome of the results
for the spin-2 and spin-0 models.

6.1 Selected Models

We generate a total of fourteen samples by choosing specific settings of the EFT Lagrangians
for spin-2 and spin-0 from Eq.1.17 and 1.20: five spin-2 models, three spin-0 models and
six models, where a BSM spin-0 coupling interferes with the SM Higgs coupling. All these
models are going to be tested with respect to the SM prediction and the results are pre-
sented in chapters 7 and 8.

Table 6.1 shows the settings for the spin-2 models. The first model at the top has the
universal couplings (UC) settings, whereas the other models have non-universal coupling
(NUC) and require an additional cut on the Higgs transverse momentum pi in order to
cut off the unitarity violating behaviour as discussed in chapter 3.

Table 6.2 shows the settings for the selected BSM spin-0, which have kg, = 0 and kg, = 1
(Kgwws Kaww OF Kgaw), and SM interference models, which have kg, = 1 and kgg,, =
1. For the interference models the choice of the cutoff scale A is based on a study on
the cross-section calculation with the MADGRrRAPH5_AMC@NLO generator, using the same
settings as for the AMC@NLO generator mentioned in section 3.3. The main process was
the following:

(6.1)

pp = Xo oW W™ —etv,uv,

103
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2* Hypothesis «, «, pj cutoff (GeV)
ucC 1 1 —
NUCg125 1 0 125
NUCg300 1 0 300
NUCq125 05 1 125
NUCqg300 05 1 300

TABLE 6.1: Ky, settings and upper limits for the Higgs transverse momentum for the spin-
2 models. The first model has the settings for universal coupling (UC). The other models
are non-universal (NUC) and require a cut on p¥ due to unitarity violating behaviour as
is explained in chapter 3. The letters g and q indicate which type of xgg,, is dominant in
the production.

The X,WW coupling is determined by the settings of kg, and A of the spin-0 EFT La-
grangian. In order to test each kgg), term separately, we set Kyyww, Kaww OF Kgaw t0 1
and all the others equal to zero, including kg,,. In the case of testing the k4,1, term also
cos(a) is set to zero. A is set at 1 TeV during these tests. The cross-section for each xggy,
test is proportional to (kg /A)?. Using these settings the following relation holds when
choosing two different A values:

o, (1/A
oy (1//\1,) (6.2)

Rewriting this equation the following the way:

Ao=Ay -V o,/0, (6.3)

and fill in for o, the total SM cross-section for the process in Eq.6.1, A, =1 TeV and for
o the value calculated with the MADGrRAPH5_AMC@NLO generator. The resulting value
for A, indicates that when setting the cutoff scale to this particular value and setting the
corresponding kg, term equal to 1, yields a cross-section equal to the SM cross-section
for this particular process. Effectively the sample is hereby normalised to the SM.

Table 6.3 shows the results of calculating the cross-sections studies for different settings
of the EFT. The A values in the last three rows were calculated with the help of Eq. 6.3.
As expected the cross-sections for these rows are similar to the SM cross-section. For the
interference models the ratio kg, /A decides the overall strength of the BSM coupling
compared to the SM coupling and indirectly the amount of interference between the two.
The choice of setting kg, = 1 and finding the corresponding A to yield a cross-section
similar to the SM, is an arbitrary but convenient one. Fixing A to a particular value and
looking for the right setting for each xgg,, term works just as well. In the end, it is the
ratio kgg, /A that drives the resulting cross-section.
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Hypothesis &5y Kaww  Kaww Kuaw  cos(a) A (GeV)

0~ 0 1 0 0 0 125.5
0*h 0 0 1 0 1 125.5
0+d 0 0 0 1 1 125.5
SM+0~ 1 1 0 0 V2 62
SM—0~ 1 -1 0 0 V2 62
SM+0*h 1 0 1 0 1 59
SM—0"h 1 0 —1 0 1 59
SM+0*9 1 0 0 1 1 143
SM—0%3 1 0 0 -1 1 143

TaBLE 6.2: Settings for kg, and kg, for the spin-0 models. At the top, the three models
with only one BSM spin-0 coupling and at the bottom, the six models where a BSM spin-0
coupling interferes with the SM. The choice of the cutoff scale A is based on cross-section
studies displayed in Table 6.3. At the chosen value of A, the calculated cross-section of
the BSM process, mediated by only one BSM spin-O coupling (Kyww, Kaww OF Kpaw),
approaches the SM cross-section.

o (fb) | ks A (GeV)  Kkyww Kuow Kaww cos(a)
33.92 £ 0.34 1 — 0 0 0 1
0.118 £ 0.002 | O 1000 1 0 0 1
0.686 £ 0.007 | O 1000 0 1 0 1
0.133 +£0.002 | O 1000 0 0 1 0
34.12 + 0.38 0 59 1 0 0 1
33.96 + 0.48 0 143 0 1 0 1
33.79 £ 0.42 0 62 0 0 1 0

TaBLE 6.3: Settings used for kg, and kg, of the EFT and the resulting cross-section and
error for the process in Eq. 6.1 calculated with the MADGrRaPH5_AMC@NLO generator.
The A in the last three rows are calculated with the help of Eq.6.3. For the SM calculation
the A is irrelevant, because all kg, are set to zero.

Fig.6.1 shows the o g, /0y Cross-section ratio for a scan of x .y, versus cos(a), where the
Kgww coupling interferes with the SM Higgs coupling and o), the corresponding cross-
section. The kg, is fixed to 1, A is set 59 GeV, and the a fine grid of 100 by 100 is chosen
for kg w in the range of [—1;1] and cos(a) in the range of [—1;1]. The scan shows some
interesting features: large constructive interference for positive kyy, While for negative
Kyww destructive interference reduces the o4, to almost 50% of the og,,. Also for positive
Kyww values, the ratio is almost proportional to (kg + Kww)? as expected. Inspecting
the change of the ratio with respect to cos(a), we see that the cross-section vanishes for
cos(a) values around zero as was expected. Similar results have been obtained making
scans of x5y, versus cos(a) and K 4y, versus cos(a) (see App.A).
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FIGURE 6.1: The o, /0, ratio for a scan of xpy,y, versus cos(a). kg, is fixed to 1 and
A is fixed at 59 GeV.

Fixing A to their specific values for each kg, as in Table 6.2 and 6.3 lead to large interfer-
ence effects in the range of kg, between —1.0 and +1.0. It turns out that these settings
also have large effects on the shape variables. This will be discussed in more detail in
chapter 8.

6.1.1 Generation of the Models

The creation of the samples for the spin-2 models from Table 6.1 and the 0~ model is done
by generating H + 0,1,2 partons at LO with the MADGRAPH5_AMC@NLO generator and
subsequent showering with PyTH1A6 (see Table 5.1). The samples for the CP-even BSM
spin-0 models and SM interference models from Table 6.2 are created from only one MC
sample at LO by using a matrix element reweighting technique described in Ref. [112].
This sample had for its parameters the following HC settings: xgy; = 1, Kayw = 2, Kyww =
2, kyaw = 2 and cos(a) = 0.3. It has been generated with the MADGrRAPH5_AMC@NLO
generator at parton level and showered with PyTHIA6. The reweighting technique has
been validated and studied in detail in Ref.[32].

6.2 Constructed Variables

Having defined the models in the previous section, a final discriminating variable is con-
structed from of the kinematic distributions defined in the CS-frame.
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6.2.1 The Discriminating Observables

The variables used for the analysis are the momenta, 6 and ¢ angles of the charged leptons
in the CS-frame. From these the sum and difference variables, as in Fig. 4.4 and Fig. 4.6,
are constructed:
Agf =it -4
AB; =07 -6
(e —p)-m
62.5 GeV
29 = 9f; + 97"
0y =0 +6°
(P +pf —59.3GeV) - nt

Spes = 6.
Pu 42 GeV 6.4)

Apy =

All variables have been remapped to range between —n to ©. Only the Xip;} variable
ranges from O to 7, because the region below 0 is not populated due to the effect of the
dineutrino reconstruction algorithm explained in chapter 4. These are the same variables
as presented in Fig.5.5 and 5.6, but without the remapping of A6, X6, Ap;} and Xpj;.
The corresponding remapped distributions can be found in App.B.

The next step is to bin the variables from Eq. 6.4 and construct a single histogram with
all bins together. We call this histogram the “Constructed Variables” in which each event
appears six times, one at a time for each of the six variables from Eq.6.4. This Constructed
Variable is going to be used to test the SM versus an alternative hypothesis. Table 6.4
shows over which bins the variables are being distributed. In principle, the total range of a
certain variable is divided over the total amount of bins. However, some variables have low
statistics in the first and last few bins and this causes problems later on when doing the fit
to data. In order to cope with this problem, we constructed an underflow and overflow bin
for some variables as indicated in Table 6.4. The central region of the range is described
by a finer binning and hence more sensitive to shape modulations in the variable.

Fig.6.2 shows the resulting histograms of the Constructed Variables for the 0-jet and 1-jet
SM and spin-2 signal samples as an example. It is clearly visible that the ranges containing
the A¢;’, A6 and Xpj; distributions contain the most discrimination power between
these particular models, as was expected from the simulations in chapter 4.
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Range [Rad]

Variable
Starts at bin Ends at bin Bin total Coverage binwidth Underflow Overflow

Ayt 1 15 15 [—m; 7] 0.419 - -
AGF 16 30 15 [—2.2;2.2] 0.293 [-m;—2.2] [2.2;7]
Apyy 31 45 15 [—2.2;2.2] 0.293 [-m;—2.2] [2.2;7]
Top 46 60 15 [—m; 7] 0.419 — —
M“@am 61 75 15 [—2.0;2.0] 0.267 [—m;—2.0] [2.0; 7]
p;; 76 90 15 [0;2.2] 0.147 — [2.2; 7]

TaBLE 6.4: The sum and difference variables from Eq. 6.4 are arranged into Constructed Variables with 90 bins in total. The
numbers are indicated where the variable starts and ends in the Constructed Variables distribution. The ranges are defined such
that each bin has enough statistics. The dash sign in the last two columns indicates that there is no need for overflow and underflow

regions.
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Constructed Variables Constructed Variables

FIGURE 6.2: Distributions of the Constructed Variables used for the analysis. The SM
and spin-2 UC signal hypothesis are compared with each other for the 0-jet(left) and 1-
jet(right) categories. The errors are small compared to the expectation and are therefore
not drawn. The shapes for the background processes can be found in Fig.5.5, 5.6, B.1 and
B.2.

6.3 Likelihood Function

The statistical analysis is based on the use of likelihood functions[118]. For the test of the
SM versus the fourteen alternative hypotheses, the likelihood function will be constructed
from the Constructed Variables as shown in Fig. 6.2. Firstly, we explain the basics of
likelihood construction with and without normalisation factors. We will then introduce a
parameter to test different hypotheses. After that we will show how to include systematic
uncertainties into the likelihood. Lastly, an example is shown for the SM hypothesis fit to
data.

6.3.1 Statistical Model

The probability to observe N events during the data taking of an experiment, can be cal-
culated by making use of a Poisson distribution:

e AN
P(N|us+b)= —— (6.5)
N!
where A = us + b, the expected amount of events, and N the observed events in data. The
distribution itself describes a probability density normalised to unity and integrating over
a certain range will return the probability of the experimental outcome to be within that
particular range. The expected amount of events consists of the background b and signal
s times a the strength parameter u. This parameter u is needed when beforehand it is not
entirely certain how big the signal contribution will be. This is relevant for the spin-2 and
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spin-0 models that are going to be tested, because the cross-section is not straightforward
to predict for these models. After observing N events, the value u can be changed in order
to get the highest probability, without having to change b and s. In this case the Likelihood
function, £ = P(N|us + b), only depends on u and for u one maximises the likelihood.

The situation gets more complicated when also the expected background b has an uncer-
tainty. An auxiliary measurement in a control region, where no or almost no signal is
expected and mainly consists of background events, can be used to estimate the yield of
the expected background in the signal region. The likelihood function will change in the
following way:

Z(u, bcr) = P(N|us + crb)P(Negltcrber) (6.6)

It is almost the same equation as Eq.6.5, but now an extra parameter ug is introduced to
indicate the yield of the background contribution in the signal region. The auxiliary mea-
surement is also included in the likelihood, by adding the Poisson probability to measure
N¢g events in the control region while expecting uczbcr background. The main assump-
tion here is that the amount of expected background b in the signal region is directly
proportional to the expected b,y in the control region. This proportionality is indicated
by the parameter u.y (in principle this is § from Eq.5.12). Maximising the likelihood will
now also entail finding the best value for ucg, besides that of u. The parameter ucy is
known as a nuisance parameter and u-g belongs to the category of normalisation factors
in this example.

The general way of including nuisance parameters in the likelihood function is the follow-
ing:

Niys Ncr

£(u, ficr, 8) = P(N|us(8) + b(F, fic)) x [ [AG16) x [ [PWerst | eri bery) (6.7
j 1

The likelihood depends now on multiple nuisance parameters written as a vector 8, all
with their own probability function A(éjlej) based on auxiliary measurements, and nor-
malisation factors written in the vector ficg from Ngg control regions. The 6; here means
the measured 60, and could be, for example, the measurement of the energy resolution
of the calorimeter. Also the signal s and background b become functions of the nuisance
parameters and maximising the likelihood involves finding the best values not only for u,
but for all 6; and ucg;-

In order to test two different signal hypotheses s; and s, and include them into the likeli-
hood we introduce the parameter of interest (POI) e:

s=es;+(1—¢€)sg (6.8)



6.3 Likelihood Function

111

Setting ¢ = 1 will select the s; signal hypothesis, while setting ¢ = 0 will select s,. The
likelihood will now depend on the parameter € as well, and by either fixing it to 0 or 1
(conditional fit), one particular signal hypothesis can be tested. It is also possible to set ¢
as a free parameter (unconditional fit) and find the value that maximises the likelihood,
é. A fitted € between 0 and 1 indicates that contributions of both hypotheses are needed
to get a good fit to data, while values above (below) 1 (0) would indicate that the data
prefer stronger s; (sy) features, which separate it from the s, (s;) hypothesis.

We have now the ingredients to use the histogram of the Constructed Variables from the
previous section to construct a likelihood function. Each bin is described by a Poisson
distribution so the likelihood will become the product of the distribution belonging to
each bin for each jet sample:

g(e:.uuu’CRf 0 ) =
Njels Npins

[ [P(Ne 11Ce Sspa, 5(B) + (1= €) S (8)) + By (8 i) 69

Niys Ncgr

xUm%meMmmmmmm

J

Setting ¢ = 1 will select the SM signal hypothesis, while € = 0 will select the alternative
signal. The total contributions from all the different backgrounds is indicated by B, all
systematic uncertainties are included with A(6]6) and all normalisation factors from the
different control regions are included through P(Nglucrbcr). Notice that here the pa-
rameter u is treated as a nuisance parameter, while in the previous example it was the
POL

Eq.6.9 would be the likelihood of choice, if only the following assumption holds: the sum
of entries in the Constructed Variables histogram has to reflect the amount of available
data from the measurement. Unfortunately this is not the case, because the histogram is
made out of six distributions, so each event appears six times. The statistical uncertainty
is therefore reduced by a factor of /6. This would especially influence the uncertainty of
the signal strength parameter u. To circumvent this problem, another normalisation pa-
rameter is introduced, called u,,,, together with a new control region which is the signal
region. The w,,,» normalisation factor is only applied to the signal region for the Con-
structed Variables and absorbs the reduction factor v/6 into its error. The rate parameter
u becomes a free parameter that will be constrained by the newly defined control region
(SR in fact) and thereby receive the right error. This leaves us with our likelihood function
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of choice:

g(e: WUslnorms ﬁCR) 0 ) =
NjEfS Nbr'ns
l_[P(Ni,j | YUnorm,j (M (e SSM,i,j(e) +(1—¢) Salt,i,j(e)) + Bi,j(e,ﬁCR)))
j i
Nsys NCR

x| A(O16,) x l_[p(NCRs,l | ucri beri)
k I

(6.10)

For each jet channel the likelihood receives one u,,,.,, normalisation factor and control
region. For all the fit results presented in the next chapters we show also the best fit-values
for u,,.m>» Which is expected to be close to 1 and having a small error.

6.4 Systematic Uncertainties

There are three kinds of systematic uncertainties that influence the final result of the like-
lihood fit, namely theoretical, experimental and MC statistics. The theoretical uncertain-
ties come from the uncertainties on the QCD scale, the parton density functions and MC
modelling. Experimental uncertainties are related to the precision and resolution of the
detector components. The MC statistic reflects that we have finite computing resources
in particular to generate large background samples. These uncertainties effect either the
normalisation or shape of the Constructed Variables distribution used to distinguish the
different models.

The uncertainties enter the likelihood as nuisance parameters, as in Eq.6.10, where they
are constrained according to the probability density function of their uncertainties. This
could be a Gaussian centred at the expected value 6, with a width of o,. The uncer-
tainty, for example, the energy resolution is modelled by using 3 template histograms:
the nominal and +o histograms, where the uncertainty is set to the nominal value and
+0 respectively. The fit is allowed to interpolate/extrapolate between the 3 template
histograms to find the best value for the nuisance parameter. This technique is called tem-
plate morphing[119] and is especially useful when it is difficult to determine a priori the
effect of a certain systematic on the discriminating variables.

The main assumption of factorising the nuisance parameters in the likelihood of Eq.6.10
is that there is no correlation between them. The likelihood fit has the potential to im-
prove the initial knowledge of the systematic uncertainty. The fit could pull the nuisance
parameter to a value that would lead to a better data/MC description, or reduce the error
with respect to the initial input error.
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Nuisance parameters are neglected when their corresponding systematic uncertainty has a
negligible impact on the Constructed Variables. For the normalisation the parameters are
neglected if an effect of less than 0.1% is observed and no bin in the distribution changes
by 5% or more.

6.4.1 Theoretical Uncertainties

Table 6.5 summarises the theoretical uncertainties on the extrapolation factors a explained
in section 5.6.1. The WW background is the most dominant background for the analysis
and special extrapolation factors from the Top and Z/y* — 71 backgrounds for the WW
control region are included to get a better estimate of the sample purity. The different
components that contribute to the total uncertainty are described below.

* Determining uncertainties of the QCD scale are done by varying the renormalisation
and factorisation scales up and down by a factor of 2 and taking the largest difference
as the o uncertainty.

e PDF uncertainties are taken from the CT10 PDF error set with difference between
the central values NNPDF2.3 and CT10[120].

* For the parton shower (PS) and generator modelling (UE) uncertainties the dif-
ference between respectively HERWIG versus PyTHIA and POWHEG +HERWIG versus
AMC@NLO+HERWIG were taken.

For the spin-0 samples an additional Higgs transverse momentum reweighing was applied
to match the POWHEG +PyTHIA8 p distribution in order to prevent any differences due to
the MADGRAPH5_AMC@NLO generator versus POWHEG. No p? shape uncertainty is con-
sidered for the spin-2 samples, because it is negligible compared to effect of the required
p% cut for the non-universal coupling samples.

The PDF and scale uncertainties turned out to be negligible for the shape and are there-
fore only included as normalisation uncertainties. The PS and generator modelling had a
significant effect on the shape, so bin-by-bin uncertainties are applied for these.

6.4.2 Experimental Uncertainties

The most important contributions to the experimental uncertainties come from the jet
energy scale, jet energy resolution and b-tagging as shown in Table 6.6. Detailed studies
on the experimental uncertainties can be found in Ref.[79].
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Category | QCD Scale PDF Gen EW UEPS  prg Total (%)
WW background

SR 0O-jet 0.9 3.8 6.9 —0.8 —4.1 - 9.0
SR 1-jet 1.2 1.9 3.3 —2.1 —3.2 - 5.5
Top background
SR 1-jet —0.8 1.4 1.9 - 2.4 - 3.5
WW CR 1-jet 0.6 0.3 —2.4 - 2.0 - 3.2
Z |y* — tt background
SR O-jet 7.1 1.3 - - —6.5 19 21.3
SR 1-jet 6.6 0.66 - - —4.2 - 7.9
WW CR 0-jet —11.4 1.7 - - —8.3 16 21.4
WW CR 1-jet —5.6 2.2 - - —4.8 - 7.7

TaBLE 6.5: Theoretical uncertainties in terms of percentages for the extrapolation factor
a for the WW, Top and Z/y* — 77 backgrounds. The SR label means that the extrapo-
lation is from the control region to the signal region, while the label WW CR means the
extrapolation from the control region to the WW control region. The sign indicates if the
uncertainty entails an increase or reduction of the background signal yield. Summing all
uncertainties in quadrature is displayed in the last column as the “Total”. Table is taken
from Ref.[112].

The bias and pull of the theoretical and experimental uncertainties, as well as the impact
they have on the fit’s POI ¢, will be discussed in detail in the next two chapters.

6.5 Example Fit Results SM

Fig.6.3 shows the resulting histograms of the Constructed Variables after a fit of the like-
lihood defined in Eq.6.10. The best values for the normalisation factors for the different
backgrounds are applied, the nuisance parameters are constrained, and ¢ is fixed to 1
making this a SM test with respect to data. In order to quantify the difference between
data and MC, Fig. 6.4 shows the pull for each bin from Fig. 6.3. No significant deviations
are observed and the y2 over the degrees of freedom is displayed in the figure, indicating
a good agreement between data and the SM hypothesis.

6.6 Model Testing

The outcome of the fit result by using the constructed likelihood function from the previ-
ous section gives in general a good indication if the data prefers a model or not. However,
due to the complexity of the constructed likelihood in Eq.6.10, the fit to data for several
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FiGURE 6.3: The data (red crosses) compared to the SM (blue line), which is scaled to
yield the best fit result, for the O-jet (left) and 1-jet (right). € is fixed to 1 and u is a used
as a free parameter in the fit. Errors on the MC are not shown to prevent overcrowding.

hypotheses is very hard to interpret and therefore it is necessary to perform toy MC stud-
ies. We introduce a test statistic, which is a powerful mathematical tool to compare the fit
results of different models with each other. For each hypothesis we generate pseudodata
and calculate the corresponding test statistic. This procedure will yield a probability den-
sity distribution for the test statistic, from which it is possible to calculate the probability of
the fit result. However, this method has its limitations when two models are very hard to

Source of uncertainty Treatment in the analysis and its magnitude

Jet energy scale 1—7% in total as a function jet  and py

Jet energy resolution 5—20% as a function of jet  and pr
Relative uncertainty on the resolution is 2 —40%

b-tagging b-jet identification: 1 —8% decomposed in py bins
Light quark jet misidentification: 9 —19% as a function of 1 and py
¢ quark jet misidentification: 6 —14% as a function of pr

Leptons Reconstruction, identification, isolation, trigger efficiency: below 1%
except for the electron identification: 0.2 —2.7% depending on n and p
Momentum scale and resolution: < 1%

Missing transverse momentum | Propagated jet energy and lepton momentum scale uncertainties
Resolution (1.5 —3.3 GeV) and scale variation (0.3 — 1.4 GeV)

Pile-up The number of pile-up events is varied by 10%

Luminosity 2.8%[121]

TABLE 6.6: Sources of experimental systematic uncertainties taken from Ref.[112]
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o

FiGURE 6.4: Pull distributions of the 0O-jet (left) and 1-jet (right) distributions in Fig.6.3.

distinguish from each other. Therefore we will apply the CL; method to prevent spurious
exclusions.

6.6.1 Definition of the Test Statistic

For the definition of the test statistic we use the g observable:

(e =0, 0o, Aj,e:O)
2(6 = 1’ Aaezl: Aj,e:l)
=—2ALL (6.11)

g=-—2In

It is the logarithm of the likelihood ratio between two models, or difference between the
logarithms, each with their own & and éj estimators set to maximise that particular like-
lihood. The quantity q is known as the test statistic and indicates the preference of the fit
for one hypothesis or the other. With the above definition, large positive values of ¢ mean
a stronger preference for the e = 1 hypothesis, while for large negative values the data
agrees more with the alternative ¢ = 0 hypothesis. g values close to 0, indicate that the
data does not have a clear preference for either model, but more for something in between.

Having defined the meaning of the possible values the test statistic g can have, we need to
estimate which g values can be expected assuming that nature is described by one of the
hypotheses. In order to do that, a technique to generate pseudodata or toy experiments is
applied. One toy experiment can be seen as a new data set generated from the discrimi-
nating variable of one particular hypothesis. From each bin of the discriminating variable
a random pull is done, based on the expected value from the hypothesis for that bin and
taking into account the statistical and systematic uncertainties in that bin. The result is a
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FIGURE 6.5: Definition of the p values for the used hypotheses. On the left, the expected
sensitivity and on the right, the observed p values for a hypothetical measurement.

new generated histogram describing the discriminant variable, but for a virtual data set.
Doing this procedure multiple times, is known as generating toys. For each toy experiment
the test statistic from Eq. 6.11 is calculated and with enough experiments it results in a
distribution for q. Fig.6.5 shows a typical example of what to expect for the g distribution
assuming two arbitrary but different hypotheses. The blue distribution assumes the e =0
hypothesis to be true and yields more negative values for g, while positive values are more
compatible with the red distribution indicating the ¢ = 1 hypothesis.

The probability of some g value for a hypothesis assuming the alternative hypothesis is
defined as the expected exclusion limit:

exp

9Ho
Pey =J f(gle =1)dgq (6.12)

and "
pio = | flqle=0)dq 6.13)

any

where f(q) is the probability distribution for g, g;;y the median for the HO hypothesis and
q;; the median for the H1 hypothesis. Fig.6.5 displays a possible outcome for the expected
limits from Eq.6.13 and 6.12. The expected p values correspond with the coloured areas,
and the smaller the area the better the exclusion. When doing the measurement on data,
the outcome of the test statistic is called q,;,, and the observed exclusion limits can be
calculated. In principle that is done by replacing g;;; and q;;¢ in Eq.6.12 and 6.13 by q,;.
However, the rule is always to do the integration towards the median or expected value of
the tested hypothesis. For example, if the observed test statistic would be higher than ¢*'!

exp
the integration limits in Eq.6.12 will change to the range from q,,, to infinity.
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FIGURE 6.6: A case of spurious exclusion, the HO hypothesis would be excluded in the
conventional sense, however, the observed g lies in a region that is not so likely for the H1
hypothesis either.

In some cases, the discrimination between two models is very difficult, due to the lack of
statistics or if the models have weak unique features to separate them from each other.
A classic example is when a very weak signal is expected on top of a dominating back-
ground. The signal+background hypothesis is almost identical to the background-only
hypothesis. This would result in f(g) distributions as in Fig.6.6. The exclusion limits can
still be calculated, but the following problem can occur: measuring less events in data
than is expected from the background-only hypothesis would result in higher probabilities
to exclude the signal+background hypothesis, while the analysis is in fact not sensitive
enough to discriminate between the two. A method to prevent these spurious exclusions
is known as “CL; method”[122], where CL; is defined as:

CLy=— 6.1
>~ Clu 6.14)
where CLy, = pgf;] as in Eq.6.13 and the denominator is defined as:
oo
Cly = f(gqle =1)dq (6.15)

9obs

Note that the integration range for Eq. 6.15 always stays the same, regardless the value
of qg(lp. Technically speaking, Eq. 6.14 is not a probability, but a probability ratio. By
definition, the denominator is always bigger than the numerator (unless HO = H1) so
the outcome will always be between 0 and 1. The net effect is that the p value for HO
hypothesis is increased, making the exclusion less likely and the result more conservative.

In Fig.6.6 the CL, value would be the ratio between the coloured areas.
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6.7 Summary

We made a selection out of five spin-2, three BSM spin-0 and six SM interference models
that will be compared to the SM hypothesis. Table 6.1 and 6.2 display the settings used for
the EFT in order to generate these. From the kinematic variables of the charged leptons
we defined Constructed Variables, which settings are in Table 6.4.

We introduced to concept of a likelihood function, Eq.6.10, and explained how that can be
used to test the SM hypothesis versus an alternative hypothesis. The inclusion of theoreti-
cal and detector systematics uncertainties into the likelihood as nuisance parameters, has
been briefly discussed. Lastly, we motivated the need for toy MC studies and the definition
of the g observable, as in Eq.6.11, that will be used as a test statistic. A distribution for ¢
will put the outcome of the fit into perspective by calculating the expected and observed
exclusion limits. For the case of spurious exclusions, we introduced the “CL, method” and
it will be used when presenting the results. In the next chapter we will discuss the results
of the analysis applied to the spin-2 models. The chapter thereafter will discuss the results
of the BSM spin-0 and SM interference models.






Results Spin-2 Analyses

In this chapter we will present the results of the SM hypothesis compared to the spin-
2 models defined in Table 6.1 from the previous chapter. First an overview is given of
the fit results displaying the normalisation factors, the signal yield i and the parameter of
interest (POI) é. We parametrised the Standard Model with € = 1, whereas any alternative
hypothesis corresponds to € = 0. Subsequently, we show the results of impact studies that
quantify the effect of the nuisance parameters on the final fit result. What follows is the
toy MC studies to interpret the fit to data. Several cross-checks of the analysis will be
presented as well as a y2 compatibility test to quantify the difference of the MC shape
distributions and the data. Lastly, we will compare the results obtained in this thesis with
the outcome of other analyses, performed within the ATLAS collaboration, that also tested
spin-2 Higgs models.

7.1 Model Fit to Data

The data has been fit to the Constructed Variables as defined in section 6.2 for the SM and
the selected spin-2 hypotheses. Fig. 7.1 shows the pull for each bin of the Constructed
Variables for the 0-jet and 1-jet categories after doing a spin-2 UC (e = 0) fit on the data.
The SM fit (e = 1) is indicated by the red dots and put in for comparison. For the fit
results on the POI € the 0-jet and 1-jet categories have been combined and all fit results
are displayed in Table 7.1. It shows the best fit for €, the signal strength u for various e
(conditional or unconditonal fit) and in the last three columns the ALL of the different
hypotheses.

The [i values are the best fit values for the signal yield and a value of 1 corresponds to the
expected SM signal yield. For both the conditional and the unconditional fits, the signal
yield is higher than 1, so more signal events give a better fit to the data. The fits to all
spin-2 models give a higher signal yield {i._, than the fitted SM signal yield [i._; when
doing the SM fit. The reason why it is higher for the spin-2 models, is due to the cut on
Ad)lll“b < 2.7 in the selection of events. This cuts mainly in the sensitive region for the spin-
2 models and therefore a higher signal yield is needed to compensate for this effect. The
spin-2 UC and NUCg models have the largest difference for ALL when compared to the
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Hypothesis | é e feey Qoo ALL | ALLS ) ALLEZ]
2+, UC 0.24+0.21 | 1.69+£0.09 1.23+024 1.71+0.11 | 2.46 0.41 -2.05
2+, NUCgl125 | 0.23+0.17 | 1.64+£0.09 1.20+£0.21 1.64+0.09 | 2.69 0.41 -2.28
2+, NUCg300 | 0.21 £0.18 | 1.68 £0.09 1.23+0.22 1.67+0.09 | 3.14 0.34  -2.80
2*,NUCq125 | 0.49 £0.18 | 1.48 £0.09 1.19+0.18 1.52+0.11 | 0.94 1.42 0.48
2+,NUCq300 | 0.44 +£0.19 | 1.55+0.09 1.23+0.20 1.57+0.11 | 1.23 1.22 -0.01

TaBLE 7.1: Outcome of the fit results, including all the theoretical and detector systematic uncertainties, for the SM compared to
all the spin-2 hypotheses. ¢ indicates the preference of the data for the SM or the alternative model. (& indicates the signal strength
to be used for the best fit. The last three columns show the ALL: the first two are the fits with e fixed compared to the unconditional
fit and the last one is the SM hypothesis compared with respect to the alternative model.

Ev&uOﬁTmmﬁm _ .t\:oﬁs.o.w \ws\s\b_. \wwaﬁo.w _ Inoz‘:&. \ws\s\v: \,.WN,E..L_. EHEFC.

2%, UC:e=0 1.0100 £ 0.0101 1.18+£0.01 0.94+0.03 | 1.0200 £ 0.0109 1.08 £0.03 1.05+0.04 1.01+0.01
2%, NUCg125: e =0 | 1.0200 = 0.0108 1.17+£0.01 0.93 £0.04 | 1.0200 + 0.0106 1.08 £0.03 0.97 +0.07 1.00 + 0.02
2%, NUCg300: e=0 | 1.0100 &+ 0.0097 1.18 +£0.01 0.94 £0.03 | 1.0200 + 0.0103 1.11 £0.02 0.98 £0.06 1.00 +0.01
2%,NUCq125: e =0 | 1.0200 = 0.0147 1.17+0.01 0.92+0.04 | 1.0300 + 0.0120 1.06 £0.02 0.96 +0.07 1.00 + 0.02
2%, NUCq300: e =0 | 1.0100 &+ 0.0217 1.18 £0.01 0.93 £0.04 | 1.0200 + 0.0135 1.10 £0.02 0.98 +0.08 0.99 + 0.02

2%, UC:e=1 1.0100 £ 0.0080 1.17+0.03 0.94+0.05 | 1.0200 £ 0.0113 1.10+0.05 1.08+0.05 1.00+ 0.04
2%, NUCg125: e=1 | 1.0100 + 0.0073 1.17 £0.01 0.95+0.02 | 1.0300 £ 0.0125 1.06 £0.03 1.07 £0.05 1.00 £ 0.01
2%, NUCg300: e =1 | 1.0100 + 0.0125 1.17+0.03 0.95+ 0.04 | 1.0200 + 0.0116 1.10+0.02 1.08 +0.09 1.00 +0.01
2%,NUCq125: e=1 | 1.0100 + 0.0077 1.17 £0.01 0.95+0.03 | 1.0300 £ 0.0114 1.06 £0.02 1.07 £0.07 1.00 £ 0.01
2*,NUCq300: e =1 | 1.0100 + 0.0109 1.17+0.02 0.95+0.03 | 1.0200 + 0.0117 1.10+0.02 1.08+ 0.10 1.00 +0.01

TaBLE 7.2: The best fit values for the normalisation u,., and the normalisation factors 8 for the WW, Z — 77 and Top control
regions after doing the conditional e = 1 (SM) and ¢ = 0 (spin-2) fits including all theoretical and detector systematic uncertainties.
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FiGuURE 7.1: Pull for each bin of the Constructed Variables when doing a spin-2 UC (e = 0)
fit to the data. On the left, the 0-jet and on the right, the 1-jet categories are presented.
The red dots drawn on top are the points from the SM fit (¢ = 1) from Fig.6.3, but without
error bars. As can be seen from the pull figures, there are no large difference between the
SM and spin-2 UC hypothesis.

SM hypothesis fit. The best fit é and ALL tell us that these spin-2 hypotheses are preferred
with respect to the SM hypothesis. Section 7.1.2 will show how significant this preference
is. For the spin-2 NUCq models the fit prefers values for é closer to 0.5, which is in between
the SM and alternative hypothesis, and thereby not preferring either hypothesis above the
other.

Table 7.2 shows the best fit values for the normalisation u,,,,, and normalisation factors
p from the control regions for the signal yield, WW, Z — ©7 and Top backgrounds after
doing the fit with all the theoretical and detector systematics. The fits are done for keeping
€ fixed to 1 and O to do the SM fit and spin-2 fit respectively. The normalisation factors
are overall very similar for each hypothesis test and the normalisation u,,,,, is close to 1.
This consistency when switching hypotheses ensures the reliability of the normalisation
factors.

Table 7.1 and 7.2 show that there were no problems when performing either the con-
ditional or unconditional fits. The SM hypothesis and alternative spin-2 hypotheses show
each good fit results. Before we discuss the significance of the spin-2 UC and NUCg models
above the SM, we will present the impact of the systematic uncertainties on the fit.

7.1.1 Impact of Systematic Uncertainties

Fig.7.2 shows the pulls and impact of the theoretical and detector systematic uncertainties
on the POI ¢ after doing a fit with both jet channels combined for the spin-2 UC model.
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The x axis is divided in an upper and a lower x axis, which are normalised to the impact on
the POI and the pulls respectively. We will describe the interpretation in the two sections
below.

The lower x axis shows the pull of a nuisance parameter, that is, the difference of the
best fit value 6 compared to the nominal value 6, divided by the expected error A8 for
that nuisance parameter. The fit will be biased when the pull will be significantly larger
or smaller than 0. The red bar indicates the expected 1 standard deviation for 6, while
the black is the calculated 1 standard deviation from the fit. When both overlap and the
bias is 0, the nuisance parameter is properly modelled. However, when the fitted error is
much smaller then the expected error it can indicate two things: 1) the fit in the signal
region is better at constraining the nuisance parameter then the auxiliary measurement
for that particular parameter; 2) there are correlations between certain nuisance parame-
ters causing the errors to be more constrained. The first case can happen when expected
fluctuations due to the nuisance parameter in the signal region are not supported by the
data[123]. The likelihood changes more rapidly with an increasing deviation from the
nominal value than is expected beforehand. The second case occurs when there are cor-
relations factors between parameters not taken into account in the likelihood expression
Eq.6.10 or if the model is not detailed enough. In the last case, more nuisance parameters
have to be included to give a more accurate description[124].

The upper axis of Fig. 7.2 shows the change in the POI é, when varying one nuisance
parameter at a time. This is done in the following way: first the POl is set floating between
-5 and 5, and an unconditional fit is performed with all the the nuisance parameters set to
float. After this fit, all but one nuisance parameter are set fixed to their best fit value and
the POI is set to floating. The fit is redone and the up and down standard deviations for
the nuisance parameter that was set to float are extracted. The next step is to fix this one
nuisance parameter to £+ 1 standard deviation and redo the fit. By extracting the POI for
the two fits and comparing this to the fitted POI from the first unconditional fit, gives the
prefit impact of the particular nuisance parameter on the POL The last step is again to fix
this particular nuisance parameter, but this time to + the up and down standard deviations
extracted from the fit, where only this nuisance parameter and the POI were set free to
float. The change of the POI acquired this way is the postfit impact. As is clear from
the procedure, the pre and post indicate that the nuisance parameter was varied up and
down by the standard deviations extracted from before and after the fit. This procedure is
repeated for all nuisance parameters. In the figure the nuisance parameters are ordered
with decreasing impact on the POL

Fig. 7.2 shows that most of the nuisance parameters show the expected behaviour, as the
pulls are close to 1. The parameters related to the Z — 77 modelling seem a little bit over
constrained, but this can be attributed to the clear features of the Z — 77 contribution to
the signal region. Slight changes would have large impact on the shapes of the kinematic
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FIGURE 7.2: Pulls of the main systematic uncertainties (see section 6.4) and their impact
on the POI ¢, when doing the unconditional fit of the spin-2 UC model compared to the
SM hypothesis. The nuisance parameters are ordered with decreasing impact on the POL
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variables and thereby constrain the allowed fluctuation of the Z — 7t background. The
largest impact on the POI comes from the fake rate estimation (jets misidentified as lep-
tons) and causes a change of 0.08 on the POI. Nevertheless, this change is small compared
to the impact due to the statistical error of 0.21, indicated in the brackets besides Aé and
taken from Table 7.1. The fit result is therefore dominated by the statistical uncertainty.

The pull and POI impact studies show similar results for the spin-2 NUC models: the
nuisance parameters show the expected behaviour and the fit result is dominated by the
statistical uncertainty. It is important to note that none of the systematic uncertainties has
a large enough impact to bias the fit result in favour of any of the spin-2 hypotheses. As
Table 7.1 shows that the spin-2 UC and NUCg models have an € around 0.24, the strongest
nuisance parameters have an effect of 0.08 on é. To go from e = 1, the SM hypothesis,
down to the best fit of 0.24 would entail approximately 9 standard deviations for the
strongest nuisance parameter. Therefore the spin-2 UC and NUCg preference of the data
can not be attributed to one or more (possibly underestimated) systematic errors.

With the proper modelling of the systematic uncertainties, we can proceed to look at the
combined effect of the statistical and systematic uncertainties on the fit results. This is
done by performing toy MC experiments and their result follows next.

7.1.2 MC Toy Distributions

In Fig. 7.3 the distributions of the test statistic ¢ of the SM versus all spin-2 hypotheses
are shown. For each hypothesis 5000 toy data sets were generated. The red solid line
is the SM expectation for the test statistic and the red dashed line is the median of the
distribution. The blue solid lines represent the alternative spin-2 hypotheses and the blue
dashed lines represent their medians. The expected limits are calculated with respect to
these medians, as explained in section 6.6. The fit results to the data shown in Table 7.1
correspond to the black lines. Comparing the SM hypothesis with the spin-2 NUCq models,
the fit to data ends up in between the distributions, preferring neither of the hypotheses.
The preference of the spin-2 UC and NUCg models is evident, because the data fit is well
within the spin-2 distributions, while being in the lower tail of the SM expectation.

Table 7.3 shows the expected and observed exclusions based on the test statistic distri-
butions in Fig. 7.3. The table also shows the observed significance Z,,, for the observed
Dobs- There is no spin-2 model that can be excluded with 95% confidence level or more.
The observed exclusion limit of the SM hypothesis for the spin-2 UC and NUCg models is
below 2.5% and the highest significance for these exclusion limits is 2.4. In order to state
a significant deviation from the SM hypothesis in favour of the alternative hypothesis, this
significance has to be at least 3.0. The fit to data therefore shows no significant deviation
from the SM expectation.
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FiGcure 7.3: Distributions of the test statistic q for the SM hypothesis and all spin-2 mod-
els. For each distribution 5000 toys have been generated, assuming either the SM hypoth-

esis or one of the spin-2 models as input. The data line in black corresponds to the fit
values in Table 7.1.
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Hypothesis pf)’c"; pg)l(; pS put  zsM zdt ) 1 —CL,
2+, UC 0.002 0.005 0.021 0.207 2.0 0.8 78.8%

2*,NUCg125 | 0.001 0.003 0.011 0.224 23 0.8 | 77.3%
2*,NUCg300 | 0.001 0.002 0.008 0.256 2.4 0.7 | 74.2%
2*,NUCql125 | 0.004 0.002 0.123 0.050 1.2 1.6 | 94.3%
2%, NUCq300 | 0.004 0.003 0.082 0.071 1.4 1.5 | 92.3%

TaBLE 7.3: Expected and observed exclusion limits for the SM and all spin-2 hypotheses.
The numbers are based on the test statistic distributions from Fig. 7.3. The last column
shows the exclusion limits for the alternative hypothesis based on the CL; method.

Even though not significant enough, the preference of the data for the spin-2 UC and
NUCg models asks for a closer look on the input variables used for the analysis. If all input
variables have a preference for the alternative spin-2 models, it is not surprising that the
Constructed Variables will also reflect this preference. If that is indeed the case, a future
analysis including a larger data set would possibly make the SM deviation significant.
However, if the input variables do not show a consistent preference for the SM or spin-
2 hypothesis, the question arises if the measured spin-2 preference is due to a statistical
fluctuation of the data. In order to cross-check this, we do a y? compatibility test of the
MC shapes with respect to the data which is the topic of the next section.

7.2 Data Compatibility Test

The results from the MC toy distributions indicate a preference for the spin-2 UC and NUCg
models, which is remarkable because if the result would be significant (Z fé‘f > 3.0) the SM
Higgs boson hypothesis would be in serious trouble. Therefore, this section will focus
on the data compatibility test of the SM and spin-2 UC hypothesis by means of applying
a y?2 fit to the distribution of the Constructed Variables. It will mainly serve as a cross-
check for the goodness of fit to data. We will perform the y2 test to the toy MC data as
well, so we obtain the expected y? distributions for the SM and spin-2 hypothesis. With
these distributions we can calculate the p value of the observed y? for each hypothesis
and thereby validate the goodness of fit. Besides that, the values of the y? tests gives us
valuable insight which hypothesis results in a better fit to data.

Secondly, we will perform the SM and spin-2 UC compatibility test on the six kinematic
variables from Eq. 6.4 for each jet category separately, resulting in two times twelve y?2
measurements and the same amount of distributions when doing the y? test on the toy
MC data.
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1-jet (right) categories the y?2 values are well within the ranges of the distributions.

7.2.1 y? Results of the Constructed Variables

Fig.7.4 shows the outcome of the y? fit of the SM hypothesis to the toy data set generated
from the SM hypothesis (red) and the y? fit of the spin-2 UC hypothesis to the spin-2 UC
toy data (blue). The black and brown lines are the observed y? values from the fit to data
assuming the SM and spin-2 UC hypothesis respectively. The tests are performed on the
0O-jet and 1-jet categories separately. The results are well within the probability range of
the distributions. The y? fit for the O-jet results in similar values for the SM and the spin-2
alternative, but there is a noticeable difference between the two models for the 1-jet fit.
The spin-2 model has a lower y? value compared to the SM, indicating a data preference
for spin-2. This preference is expressed as the Ay? in Table 7.4.

Table 7.4 shows the outcome of the y? fit result, p values and the Ay? for the SM and all
the spin-2 hypotheses. The p value is defined the following way:

p=f F(x*)dy* (7.1
X

2
obs

where F(x?) is the distribution as in Fig.7.4 and y?, is obtained after the fit to data. None
of the values indicates an incompatibility of the SM hypothesis with the data, because all
of its p values are above 25%. The Ay? values show that the spin-2 UC model fits better
to the data with respect to the SM for the 1-jet category and that both the 0-jet and 1-jet
categories give a bit better fit results for the spin-2 NUCg models. For the other cases, the
SM and spin-2 hypotheses have similar fit results. None of the Ay? values is significant
enough to prefer any of the spin-2 models above the SM hypothesis and the other way
around.
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Xsu Xaie Ay? Y pak
O 4 | o 1 | o Y| o 1| 0 1
2%, 0C 89.2 896|886 86.2|-05 -34|036 0.27|0.38 0.37
2*,NUCg125 | 89.1 86.7 | 87.5 839 | -1.6 -2.8|0.36 033|041 041
2*,NUCg300 | 89.2 89.0 | 874 850 |-1.8 -4.0|0.37 0.30 | 041 041
2*,NUCql125 | 89.1 86.7 | 90.1 86.4 | 0.9 -03|0.36 0.33]|0.33 0.34
2*,NUCq300 | 89.2 89.0 | 89.9 87.7| 0.7 -1.2|0.37 0.29 | 0.35 0.33

Hypothesis

TaBLE 7.4: The measured y?2 values for the O and 1-jet categories for the Constructed
Variables when assuming the SM hypothesis or any of the spin-2 models. Ay? is obtained
by subtracting the corresponding y? value of the SM from the y2 value of the alternative
hypothesis. The p values are calculated with Eq. 7.1 and based on the distributions as in
Fig.7.4.

7.2.2 x? Results of the Kinematic Variables

The results of the shape compatibility tests for the six kinematic variables for the SM and
spin-2 UC hypothesis are shown in Fig. 7.5 and 7.6 for the O-jet and 1-jet categories re-
spectively. Table 7.5 shows the observed y2, Ay? and p values of the six variables for each
jet category. We point out the following things:

* O-jet A¢;; and Yp;; have a SM preference with respect to the spin-2 UC hypothesis
(Ay? = 1.6 and 1.7 respectively).

* O-jet Ap{; and £¢{ have a slight spin-2 UC preference (Ay? = -0.4 and -0.7 respec-
tively).

* The observed y? values for the £¢ ¢ variable for the 0-jet category are in the tail of
the distribution for both the SM and the spin-2 hypothesis.

* O-jet AO] and X6, show no preference for either model.
* 1-jet AB} shows a spin-2 UC preference (Ay* =—2.7).
* l-jet Apf, ¢; and Tp;; prefer spin-2 UC (Ay? = -1.3,-1.3 and -1.0 respectively).
* 1l-jet A¢;; and X6, have no preference for either model.
The p values for each distribution indicate that all results for the SM are well within ex-
pected limits, with only the 0-jet X¢; as exception to be in the tail of the distribution.

However, its p value for both the SM and the spin-2 hypothesis is not large enough to
indicate a significant deviation.
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FIGURE 7.5: O-jet category of the y? distributions of the 6 kinematic variables used to
construct the Constructed Variables. The distributions are obtained after generating 5000
toy samples from the SM (red) and spin-2 UC (blue) distributions and subsequently doing
a y? fit of the SM and spin-2 UC hypothesis to the samples. The black and brown lines are
the y? fit of the data to the SM and spin-2 UC hypotheses respectively.
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FIGURE 7.6: 1-jet category of the y? distributions of the 6 kinematic variables used to
construct the Constructed Variables. The distributions are obtained after generating 5000
toy samples from the SM (red) and spin-2 UC (blue) distributions and subsequently doing
a y? fit of the SM and spin-2 UC hypothesis to the samples. The black and brown lines are
the y? fit of the data to the SM and spin-2 UC hypotheses respectively.
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Xim Yo Ay? Py Py

O L | o 1 | o | o 1| o

2+,UC, AgS | 11.0 13.7 | 12.6 140 | 1.6 0.2 | 0.58 0.35 | 0.45 0.34
2+,UC, A0S | 86 183 | 84 156 |-02 -27|081 0.14 082 026
2+,UC, ApS | 169 164 | 164 151 | -04 -1.3|0.18 023|021 0.32
2+,UC, Z¢s | 219 186 | 21.2 17.3 | -0.7 -1.3|0.07 0.15 | 0.08 0.20
2+,UC, 265 | 154 9.6 156 95 | 01 -0.1|0.25 072|024 0.73
2+,UC, 5p% | 122 134|139 125| 1.7 -1.0 | 048 0.39 | 0.35 0.47

Hypothesis

TaBLE 7.5: y2, Ay? and p values for the distributions in Fig.7.5 and 7.6.

The preference for the spin-2 UC model with respect to the SM hypothesis taking the
Constructed Variables is not reflected consistently in the distributions of all the kinematic
variables. The O-jet A¢;; and Xp;; have a spin-0 preference, but the other four variables
do not prefer the spin-0 above the spin-2 hypothesis. Most of the 1-jet variables have a
little spin-2 preference.

In App. C the toy distributions of the test statistic g for all the spin-2 hypotheses are split
up for each jet category. Also the p values and exclusion limits for all spin-2 models are
shown there. From these figures and tables it becomes clear that there is a preference for
the alternative hypothesis for the 1-jet category when testing the SM versus any of the
spin-2 models. Choosing to combine both the 0-jet and 1-jet categories of the six variables
results in a spin-2 preference. The underlying distributions for the six kinematic variables
for all jet categories are compatible with both the SM spin-0 hypothesis as well as the
spin-2 UC hypothesis. A larger data set is necessary to be able to significantly discriminate
between the two models. It would be interesting to see if the spin-2 preference trend in
the 1-jet events would persist.

7.3 Other Analysis

To put the obtained results for the spin-2 models in a wider perspective, we present the
results of two other studies on the Higgs spin and CP in the H - WW — ev, uv, channel
performed within the ATLAS collaboration.

The first analysis makes use of kinematic variables in the lab-frame and by optimising a
BDT classifier[112]. The variables are A¢!®®, My, M; and pY are used to train the BDT
classifier and the same selection procedure for the events as described in chapter 5 has
been applied, except for the cut on M for the 0-jet category. Five spin-2 models are tested
with the exact same settings as in Table 6.1 and Table 9 in the respective paper shows
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FiGURE 7.7: Distribution for the test statistic comparing the SM hypothesis with the spin-
2 UC model. 5000 toys have been generated using the SM or the spin-2 as input. A BDT
classifier based on kinematic variables defined in the lab-frame has been used to optimise
the discrimination between the two models and is used in the likelihood fit. The fit to
data falls in between the two models and the exclusion limit for spin-2 is set at 84.5%
confidence limit. The figure is taken from Ref.[112].

the exclusions to be above 92% confidence level for the spin-2 NUC models. The spin-2
UC model exclusion limit is set at 84.5% confidence level and its test statistic distribution,
displayed as Fig. 15 in the paper, has been reproduced here as Fig.7.7. The data falls in
the middle between the expected spin-2 UC and the SM hypothesis. The variables used
to train the BDT classifier are mainly related to the correlations in the azimuthal angles
¢ and the momenta of the charged leptons and Fig. 7.5 and 7.6 shows that these lead to
mixed preference when testing the SM hypothesis with respect to the spin-2 UC model.
Both the BDT analysis and the Constructed Variables analysis lead to similar results when
testing the SM hypothesis versus the spin-2 UC model. The expected sensitivity for the
BDT studies is also displayed in Table 9 of Ref.[112] and shows that the expected p values
for the spin-2 hypotheses are between 3.3% and 0.4%. From Table 7.3 we can see that the
expected p values for the spin-2 hypotheses remain below 0.5% by using the Constructed
Variables.

A noticeable difference of the BDT analysis compared to the analysis described in this
thesis, is the effect of the Higgs transverse momentum in the lab-frame. The p% spectrum
for the spin-2 NUC models induces shape changes for the A¢!®* and p! distributions on
which the BDT classifier is trained, but the p¥ effects are mitigated for large part due to
the boosting to the Higgs rest-frame. Due to this effect, the additional information on
the specific p}/ shape is not propagated to the kinematic variables used in the Constructed
Variables. Therefore, the BDT analysis performs better in excluding the spin-2 NUC models
than the analysis with the Constructed Variables presented in this thesis.
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The second analysis follows the same event selection procedure as described in this thesis,
uses the dineutrino reconstruction algorithm as described in chapter 4 and boosts to the
Higgs rest-frame[16]. It uses the lab-frame coordinates for its orientation, while in the
analysis presented in this chapter we rotated to the CS-frame. The analysis makes use of
mainly two variables to test the five spin-2 models which correspond to the ones presented
in Table 6.1. The variables are a combination of the lepton and neutrino energies E;  and
the opening angle of the charged leptons in the r —z plane A+, described in section 5.5
of Ref. [16]. The E; = variable can be related to the Yp;; variable from this analysis and
the Ay}, can be mapped one to a linear combination of the A¢;; and A6 variables in the
CS-frame. As can be seen in Fig. 7.5 and 7.6 combining these variables leads to a mixed
preference. Taking this into account it is surprising to see that the analysis described in
Ref.[16] excludes all the spin-2 models with more than 96% confidence level. Its expected

p values for the spin-2 hypotheses are between 9.1% and 7.3%.

Depending on the choice of the kinematic variables, either a spin-0 or spin-2 preferred
result can be obtained. We have seen that for the kinematic variables the 0-jet distributions
tend to prefer a spin-0 hypothesis, while the 1-jet distributions are more prone for the
alternative spin-2 hypothesis. But overall there is no strong spin-0 or spin-2 preference
and the data is compatible with both hypotheses. Ref.[16] is able to exclude all the spin-2
models from Table 6.1. The BDT analysis from Ref. [112] uses for the training a set of
variables with mixed spin-0/spin-2 preference, resulting in a lower exclusion limit for the
spin-2 UC model. However, the BDT classifier is also trained on the p!, yielding better
exclusion limits on the spin-2 NUC models than the Constructed Variables.

7.4 Summary

We have presented the results of the SM compared to the spin-2 models from Table 6.1.
A fit to maximise the likelihood resulted remarkably in a preference of the data for the
spin-2 UC and NUCg models with é around 0.24 + 0.2 statistical uncertainty. However,
for the NUCq models the fit showed no preference for either the SM nor the alternative
hypothesis. The best fit values for the normalisation factors and studying the impact of
the nuisance parameters on the fit results, indicated that there were no problems with the
outcome of the fit and that the results are dominated by the statistical uncertainty. Toy
MC studies have shown the probability of the fit result and none of the spin-2 models can
be excluded at a 95% confidence level, neither is there a significant deviation from the SM
hypothesis. Also an additional y? compatibility test of the data with the SM and spin-2
UC hypothesis showed that the data is compatible with either model.

The spin-2 results presented in this thesis were compared to two other analyses on Higgs
spin/CP within the ATLAS collaboration using the same data set and similar selection
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criteria. One analysis trains a BDT classifier on kinematic variables defined in the lab-
frame. It obtains similar results compared to the Constructed Variables when testing the
spin-2 UC hypothesis, that is, not showing any preference for either the SM or spin-2 UC
hypothesis. The BDT also uses the shape of the p¥ distribution for the spin-2 NUC models
and it is therefore more sensitive in excluding these models than the Constructed Variables.
The other analysis also makes use of kinematic variables in the Higgs rest-frame. However,
the chosen variables for that particular analysis have a mixed spin-0/spin-2 preference for
the used data set and it is surprising to see it excludes all spin-2 models at 96% confidence
level.

We can conclude that the presented analysis shows that the data is compatible with both
the SM and the spin-2 hypotheses. More data in the H - WW — ev, uv, channel is needed
in order to confirm spin-0 or spin-2 when using the Constructed Variables. Especially, it
is interesting to see if the trend for a spin-2 preference continues in the 1-jet distributions
for the new data sets.



Results Spin-0 and CP Mixing Studies

In this chapter we present the results of the analysis on the spin-0 models with respect to
the SM hypothesis. The fit results and the normalisation factors will be discussed, followed
by the studies of the impact of the nuisance parameters on the final result. Three samples
with a BSM spin-0 resonance and 6 samples, where the SM interferes with a CP-even or
CP-odd spin-0 coupling, were used and their settings are defined in Table 6.2. We present
the results of the toy MC studies and set exclusion limits on the tested BSM spin-0 and
SM interference models by using the data. Further on, we compare these results to other
spin and CP studies performed within the ATLAS collaboration. Lastly, in the context of
CP mixing studies, we introduce an analysis that performs a scan of CP-even and CP-odd
spin-0 couplings interfering with the SM HWW coupling. For several points along the scan
we fit the likelihood and study how it changes.

8.1 Fit Results

For the final spin-0 fit results on the Constructed Variables for the 0-jet and 1-jet categories
have been combined and the results on the normalisation factors, signal yield ( and POI
¢ are displayed in Table 8.1 and 8.2.

In Table 8.1 the normalisation factors are displayed for each control region when fixing
€ to the SM (e = 1) or the alternative spin-O (e = 0) hypothesis. The background nor-
malisation factors Sy, Bz.. and By, are consistent for all the different hypotheses. Also
the normalisation factor u,,,, is very close to its nominal expectation of 1 for all the fits.
Therefore, we can conclude that the normalisation factors are handled properly during the
fit and do not bias the result in any particular way.

Table 8.2 shows the best fit for the POI ¢, the signal strength [ for various e and in the last
three columns the ALL of the different hypotheses. We can conclude three things from the
respective table. 1) All the results are compatible with the SM hypothesis. 2) All the fits
for é prefer the SM hypothesis above the alternative BSM spin-0 models. 3) We can predict
that two models will be excluded with respect to the SM hypothesis when doing the toy
MC studies, namely the interference models SM — 0*h and SM — 073. The values for é

137



8. Results Spin-0 and CP Mixing Studies

Hypothesis Pnorm,0j Bww o Bzzz0f Unorm, 1j Bww 1 Bzzzj Brop,1j

07:e=0 1.0000 £ 0.0180 1.17+0.01 0.94+0.03 | 1.0300 £ 0.0232 1.09 +£0.07 1.08+0.04 0.99 +0.01
0Oth: e=0 1.0000 £ 0.0118 1.17+0.03 0.94+0.05 | 1.0300 £0.0116 1.11 £0.02 1.09+0.03 0.99 £0.03
0"9: e=0 1.0000 £ 0.0066 1.17+£0.01 0.95+0.03 | 1.0200 £ 0.0139 1.10+0.02 1.08+0.03 1.00+0.01
SM+0":e=0 0.9990 +£ 0.0103 1.17+0.01 0.94+£0.02 | 1.0200 £ 0.0147 1.10£0.04 1.09+0.03 0.99 +0.01
SM—0":e=0 1.0000 £ 0.0068 1.17£0.01 0.94 +£0.02 | 1.0200 £0.0145 1.10+0.03 1.08+0.03 1.00+0.01
SM+0*h: e=0 | 1.0000 £ 0.0105 1.17+£0.02 0.94+0.04 | 1.0200 +£0.0123 1.11+0.02 1.09 £0.03 0.99 + 0.02
SM—0*h: e=0 | 1.0300 £ 0.0559 1.18 £0.03 0.91 +£0.04 | 1.0400 + 0.0228 1.08+0.03 1.04 +£0.06 0.99 + 0.02
SM+0*t3: e=0 | 1.0000 £ 0.0066 1.17 £0.01 0.94+0.02 | 1.0200 +£ 0.0163 1.10+0.02 1.09£+0.03 1.00%+ 0.01
SM—0%9: e=0 | 1.0100 £ 0.0361 1.17+0.01 0.93+0.04 | 1.0300 £ 0.0222 1.06+0.08 1.04+0.07 1.00 % 0.02
0 :e= 1.0000 £ 0.0063 1.17+0.01 0.94+0.03 | 1.0200 + 0.0118 1.10+0.04 1.08+0.03 1.00=+0.01
0*h: e = 1.0000 £ 0.0066 1.17 £0.02 0.94 +£0.04 | 1.0200 £0.0123 1.10+0.02 1.09+0.03 0.99 £0.01
0t9:e=1 1.0000 £ 0.0066 1.17+£0.01 0.94+0.02 | 1.0200 £ 0.0106 1.10+0.02 1.08+0.03 1.00+0.01
SM+0:e=1 0.9990 + 0.0063 1.17+0.01 0.94+0.02 | 1.0200 £ 0.0106 1.10+0.02 1.09 £0.03 0.99 +0.01
SM—-0":e=1 1.0000 £ 0.0063 1.17+0.01 0.94+0.02 | 1.0200 + 0.0104 1.10+0.02 1.08+0.03 1.00=+0.01
SM+0*th: e=1 | 1.0000 £ 0.0063 1.17£0.01 0.94+0.02 | 1.0200 £ 0.0118 1.10+0.02 1.09£0.03 0.99 +0.01
SM—0%h: e=1 | 1.0100 £ 0.0506 1.17 £0.02 0.95+0.05 | 1.0200 £ 0.0248 1.11 +£0.04 1.09 £0.07 1.00+ 0.01
SM+0%t3: e=1 | 1.0000 £ 0.0065 1.17 £0.01 0.94+0.02 | 1.0200 £ 0.0100 1.10+0.02 1.08+0.03 0.99 +0.01
SM—0*3: e=1 | 1.0100 £ 0.0158 1.17+0.01 0.95+0.03 | 1.0200 £ 0.0176 1.10+0.10 1.08+£0.08 1.00 % 0.03
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TaBLE 8.1: The best fit values for the normalisation ., and the normalisation factors 8 for the WW, Z — 7t and Top control
regions after doing the conditional ¢ = 1 (SM) and € = 0 (BSM spin-0 or BSM/SM mixture) fits including all theoretical and
detector systematic uncertainties.
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FiGuURE 8.1: The Constructed Variables for the 0-jet category for the SM hypothesis com-
pared to SM interference with positive/negative k,, terms (left) and SM interference
with positive/negative x,, terms (right). Due to the destructive interference between
the SM coupling xg,, and the negative xyy/Kysw terms, some of the kinematic variables
get significant shape changes.

are 0.79 £0.18 and 0.73 + 0.28 for each unconditional fit respectively. Firstly, due to the
relative small error it shows the good discrimination power between the SM and these two
interference models. This is also reflected in the ALL values in the last column. Secondly,
¢ is for both fits more than two standard deviations away from e¢ = 0. With the toy MC
studies presented later on, we can indeed show that we can exclude these two interference
models with more than 95% confidence level. The discrimination power between the SM
and the other 7 models is not strong enough to set exclusions. Nevertheless, the values for
¢ and ALL prefer more SM-like features.

It is interesting to take a closer look at the good separation power between the SM and
models where the SM interferes with negative terms of Ky and x5y, . As noted in sec-
tion 6.1 and based on Fig. 6.1 and App. A, the negative kv and x4y, terms interfere
maximally destructive with the xg,, coupling yielding low cross-sections. Another conse-
quence of this destructive coupling is displayed in Fig.8.1, where the Constructed Variables
are shown for the SM together with the SM interference models with positive and negative
Kpww and kyay terms. For the negative kyyy and ky,y terms, the A¢;7 and Xp;; get
significant shape changes. Other variables like A0, and Apj; also change shape, but in
lesser amounts.

8.1.1 Impact of Systematic Uncertainties

The bias and pull of the nuisance parameters as well as their impact on the POI for the 0~
model are shown in Fig.8.2. The definitions of the bias, pull, postfit and prefit are given in
section 7.1.1. From the figure there is no indication that any of the nuisance parameters is
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biased or over-constrained. It is also evident that the statistical uncertainty on é is much
larger, about one order, than the largest impact of the nuisance parameters, making the fit
result dominated by the statistical uncertainty.

The impact studies on the other BSM spin-0 models and SM interference models give
similar results, so also there the fit results are dominated by the statistical uncertainty.
This is also the case for the SM—0"h and SM — 079 models, where there is the strongest
separation power compared to the SM hypothesis. Therefore, the nuisance parameters
do not bias the final fit result and behave as expected for all the BSM spin-0 and SM
interference models.

8.1.2 MC Toy Distributions

Fig. 8.3 and 8.4 show the distributions of the test statistic of the SM and the three BSM
spin-0 and six SM interference models respectively. For each hypothesis 5000 toy data
sets were generated. One immediate feature of both figures is that the best fit for the data
prefers values for the test statistic that are more SM-like. The distributions for 0~ and
07" h are still distinguishable from the SM distribution, while the 079 distribution is almost
identical due to the low discrimination power between the two models. Also, most of the
SM interference models are very much on top of the SM distribution, besides the SM—0*h
and SM — 0% 9 distributions, as was expected from the results of the likelihood fit. The
data is very close to the SM expectation and strong exclusion limits can be set on these
two particular models.

8.1.3 Exclusion Limits on Spin-0 Models

Table 8.3 displays the expected and observed p values for the SM hypothesis and the spin-0
models based on the distributions in Fig.8.3 and 8.4. The last column shows the confidence
level on the exclusion for the alternative model with respect to the SM. The strongest
exclusion limit can be set on the SM—0"h model with 99.9% confidence level, followed by
the SM — 0% 2 model with an exclusion at 98.4% confidence level. The other BSM spin-0
models and SM interference models are well below the 95% limit and can not be excluded
with the analysis presented in this thesis.

In App.C, the toy distributions of the test statistic g and the exclusion limits for the spin-0
results are split up for each jet category. It is worth to notice that for almost all distributions
there is preference for the SM hypothesis, except for the 1-jet distributions where both the
SM—0*"h and SM — 0*2 interference models are tested with respect to the SM. For these
cases there is a preference for the alternative model, but the very strong preference for the
SM in the O-jet overrules this result when the 0-jet and 1-jet are combined.
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FiGURE 8.2: Pulls of the main systematic uncertainties and their impact on the POI é,
when doing the unconditional fit of the 0~ model compared to the SM hypothesis. The
nuisance parameters are ordered with decreasing impact on the POI. The statistical un-
certainty on ¢ is also indicated at the top in the brackets.
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the SM hypothesis or one of the BSM spin-0 models as input.

Hypothesis | pSt  poy,  Pow Poy  Zow  Zow | 1—CL
0~ 0.117 0.119 0.417 0.081 0.2 1.4 80.7%
0*th 0.218 0.186 0.172 0.039 0.9 1.8 77.1%
0to 0.394 0.390 0.275 0.190 0.6 0.9 31.0%
SM+ 0™ 0.381 0.388 0.384 0.281 0.3 0.6 26.8%
SM—-0" 0.363 0.357 0.458 0.322 0.1 0.5 29.7%
SM+0"h 0.292 0.283 0.210 0.085 0.8 1.4 59.5%
SM—0%h 0.002 0.000 0.382 0.001 0.3 3.2 99.9%
SM+0%9 0.427 0.416 0.330 0.254 0.4 0.7 23.1%
SM—0%9 0.007 0.003 0.329 0.011 04 2.3 98.4%

TaBLE 8.3: Expected and observed exclusion limits for the SM, the alternative spin-0
and the SM interference models based on the Fig. 8.3 and 8.4. The last column displays
the exclusion limits for the alternative hypotheses based on the CL; method (See section

6.6.1).
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FiGURE 8.4: Distributions of the test statistic q for the SM hypothesis and the six spin-0
SM interference models. For each distribution 5000 toys have been generated, assuming
either the SM hypothesis or one of the SM interference models as input.

8.1.4 Other ATLAS Results

We compare the obtained exclusion limits presented in this thesis with two other analysis
studying the spin and CP of the Higgs performed within the ATLAS collaboration. One
uses a BDT discriminant of lab-frame kinematic variables, described in Ref.[112] and the
other one uses variables defined in the Higgs rest-frame, described in Ref. [16]. Section
7.3 gives a more detailed description of these two analyses. Not all the BSM spin-0 models
studied in this thesis are studied in the other two analysis. The study performed in Ref.
[16] only sets a limit on the pseudoscalar Higgs with 98.2% confidence level (expected
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Scan Over Ksv  Kaww Kuaw  Kaww a tan(a) A
Kaw/Ksu 1 0 [-9;9] 0O 0 0 143

TaBLE 8.4: Settings used for the CP mixing studies. Only one BSM spin-0 coupling is
allowed to mix with the SM «kg,,. The brackets indicate the ranges from which the grid
points are chosen for the scan. Note the similarity of the settings with the ones from Table
6.2.

p value of 11.5%) and no SM interference models are studied. The study with the BDT
discriminant sets limits on the pseudoscalar Higgs and a BSM spin-0 model (0*h) at 96.5%
and 70.8% confidence level respectively, while their expected p values are 3.2% and 28.7%
respectively. The derivative operator model, 0*2 is not taken into account.

8.2 CP Mixing Studies

This section will describe a study performed on the mixing of CP-even or CP-odd BSM
spin-0 coupling interfering with the SM HWW coupling. The used settings are exactly the
same as the SM interference models defined in Table 6.2, but for the CP mixing the BSM
couplings kgww, Kuaw and the mixing parameter a are allowed to vary. For the CP-even
mixing, a scan over positive and negative values of K,y and x4y is performed, while
interfering with xg,,. For the CP-odd scan the x4y, and kg, terms are fixed, but the
parameter « is varied from values between 0 and 7. For each variable parameter a certain
range is chosen and along this range several grid points are selected, for which we do a fit
to determine the likelihood. The likelihood will then be compared to the SM likelihood,
resulting in a scan of the likelihood over the respective range. For the grid points only the
theoretical systematic uncertainties are included. As pointed out in the section 8.1.1, the
statistical uncertainty is dominating, therefore, the detector systematic uncertainties can
be left out without compromising the results. Only one BSM spin-0 coupling at a time was
chosen to interfere with the SM.

The settings for CP mixing studies are displayed in Table 8.4. The BSM spin-0 couplings
are normalised with respect to the SM coupling «g,,, even though this one is fixed to 1.
The reason for this is to show explicitly that the ratio kg, /ksy iS important to quantify
the degree of interference between the two terms (given a fixed A and a). It gives the
freedom to pick arbitrary values for kg, and kg,,, but the result will always be the same
if the ratio is kept fixed to a certain value.
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The sensitivities of the results along the scan are estimated by using the asymptotic ap-
proximation, which is simpler but less time consuming than the toy experiments[125]. For
each scan point a fit is performed and the likelihood extracted. This is then compared to
the likelihood from the SM prediction in terms of the quantity -2ALL, which is just the test
statistic q as defined in Eq.6.11. The SM prediction has a -2ALL = 0, because the numer-
ator and denominator in Eq.6.11 are then the same. The SM also predicts that this will be
the minimum value for the test statistic of the scan, because any interference with xgg,
can only increase the test statistic, indicating more discrepancy with the SM expectation.
Note that for the previously presented results for spin-2 and BSM spin-0 models there was
no such prediction for the minimum of the test statistic a priori. When we do the fit to
data, there is no restriction to the minimum of -2ALL. For instance, a point along the scan
with a negative value for the test statistic means a preference of the data for this particular
point above the SM. The values -2ALL = 1 and -2ALL = 3.84 correspond respectively to
the 68% and 95% exclusion limits with respect to the SM hypothesis.

It should be pointed out that the six SM interference models from Table 6.2 represent fixed
points along the scans used for the CP mixing studies. The scans can give us information
how the sensitivity of the analysis changes when moving around these points. To put it
another way, the results of the SM interference models from Table 8.3 can be considered
as cross-checks for the corresponding points along the scans.

8.2.1 CP-even Mixing Scans

For the CP-even mixing gy and ks, a range is chosen starting from -9 to 9 and the
amount and the places of grid points are chosen such to capture the changes in the like-
lihood with a high enough resolution. The SM coupling g, and cos(a) are set equal to
1 for each grid point, so only at the point where kyy and kg, are 0 would yield the
SM expectation. The cutoff scale A is chosen in accordance with Table 6.2, so a maximal
interference with the SM is expected at —1 for kg OF Kgay @S Was pointed out in section
6.1 and visible in Fig.8.1. At the border of the range, the BSM couplings are so strong that
the interference sample can effectively be considered as a pure k1 OF kg Sample and
similar results for the ALL can be expected as in Table 8.2.

Fig.8.5 and 8.6 show the expected (blue) and observed (black) results of the xyyw/Ksu
and K5y /K gy Scans in terms of -2ALL. The peak in the distributions of the SM expectation
around xyww/ksy = —1 and kpaw/Kkgy = —1 are due to the strong shape changes with
respect to the SM as discussed before. For more negative or positive values of kyyw/Ksy
and k5, /Ksy the expected sensitivities are very low, because there is almost no discrim-
ination power between the SM hypothesis and these scan points. In the observed results
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FIGURE 8.5: Scan over Ky /kgy as defined in Table 8.4. Only the statistical and theo-
retical uncertainties are included. The result is expressed in terms of -2ALL with respect
to the SM. The blue line and dots are the SM expectation, while the black line and dots
are the observed data. Also the 68% and 95% exclusion levels are shown with respect to
the SM. On the right, a close up of the peak structure and the minima.
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FIGURE 8.6: Scan over xp;y/Kgy as defined in Table 8.4. Only the statistical and theo-
retical uncertainties are included. The result is expressed in terms of -2ALL with respect
to the SM. The blue line and dots are the SM expectation, while the black line and dots
are the observed data. Also the 68% and 95% exclusion levels are shown with respect to
the SM. On the right, a close up of the peak structure and the minima.

we see as well large peaks around x /x5y = —1 and k5 /K5y = —1, but the sensitiv-
ity is not as strong as expected. The observed x /K5y SCan, shows to be more sensitive
overall than would be expected and is in general consistent with the expectation.

The 68% and 95% exclusion lines in Fig.8.5 and 8.6 are with respect to the SM. Table 8.5
shows the observed best fit values and which ranges are expected and which are observed

to be excluded at 95% confidence limit. The observed scans show that the best fits are at

Kgww/Ksy = —0.37030 and ko /K5y = —0.7759. The up and down errors are chosen to

be the points, where the black observed line crosses the 68% line. The oo sign indicates
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that this 68% line is never crossed. This is not so strange, considering the fact that the
analysis almost has no sensitivity to discriminate the SM hypothesis from the 0* 8 model as
can be seen from the toy distributions in Fig.8.3. Even though the data prefers a different
minimum in the Kyyw/Ksy and Kyaw/Kgy scans than the SM predicts, the discrepancy of
the SM with respect to these minima are about one standard deviation (-2ALL &~ —1.0).
Therefore, the CP-even mixing scans confirm the overall compatibility of the data with the
SM hypothesis and the scan points in the close proximity of the SM prediction.

The CP-even scan results for the 0-jet and 1-jet have been done separately as well and the
corresponding figures can be found in App.C. It is interesting to point out that the observed
scan result for the O-jet category is very much in line with the SM expectation. The 1-jet
on the other hand, shows large dips around xyyw/xsy = —1.0 and ks /x5y = —1.0,
indicating a preference for these scan points above the SM. Also the 1-jet toy distributions
of the test statistic q for the SM—0*h and SM—0" 9 (as well in App.C) show a preference
for the SM interference model above the SM expectation. The preference disappears when
combining the O-jet and 1-jet categories, but it would be interesting to see if the trend in
the 1-jet scan continues in future data sets and becomes more significant.

8.2.2 CP-odd Mixing Scan

For the CP-odd mixing a scan was performed over tan(a)-K yyw/Ksy With tan(a) to be in
the range from —9 to 9. kg, kavw and A are defined in Table 8.4. The amount of grid
points are chosen such to get a good resolution of the -2ALL shape. The expected (blue)
and observed (black) results are shown in Fig. 8.7. The observed scan agrees well with
what is expected, but there is a small shift in the observed minimum as can be seen in the
zoom-in of the scan on the right of Fig.8.7. The observed minimum is at tan(a)-K ayyw/Kspm
= —0.3, but its value of -2ALL is barely different from the SM. The minimum of the SM
expectation is shifted to tan(a)-xuyw/xsy = 0.25 and is supposed to be at 0. The fit
is having problems to properly discriminate points to which the analysis has almost no
sensitivity. Seen the very small impact this has on the value of -2ALL it is no reason for
concern.

The CP-odd mixing scan is not sensitive enough to set limits at 95% confidence level. The
best fit value for the data is at tan(a)-kayw/xsy = —0.37270 and is displayed with all the
CP-mixing results in Table 8.5. The up and down errors are the points where the black
observed line crosses the 68% line. In App.C the tan(a)-xyw/Ksy Scan results are shown
for the O-jet and 1-jet categories separately. The observed data shows, contrary to the
expectation, a maximum at the SM expectation of tan(a)-kayw/ksy = 0.0 for the 1-jet
events. From the 1-jet toy distribution of the test statistic q for testing the SM versus the

BSM 0™, we can see that there is a very small 0~ preference. The grid points become
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FIGURE 8.7: Scan over tan(a)-K 1 /Kgy as defined in Table 8.4. Only the statistical and
theoretical uncertainties are included. The result is expressed in terms of -2ALL with
respect to the SM. The blue line and dots are the SM expectation, while the black line and
dots are the observed data. Also the 68% exclusion level is shown with respect to the SM.
On the right, a close up of the minimum.

Best fit value 95% CL Exclusion regions
Scan Over
observed Expected Observed
Kuww/Ksum —0.3%0:30 [-1.30;—0.50] [—9.00;—2.80] & [—1.20;—0.70]
Kiow/Ksu —0.7+3, [—1.03;—0.85] [—1.00;—0.93]
tan(a)-kayw/Ksy ~ —0.37270 - -

TaBLE 8.5: The observed best fit values and expected versus observed ranges for the CP-
even and CP-odd scans that can be excluded at 95% confidence level with respect to the
SM. The oo sign indicates that the interference sample can effectively be replaced by a
pure BSM CP-even coupling.

gradually more 0~ like when moving away from tan(a)-K 4y /xsy = 0.0 and causing the
observed line to go down.

8.3 Summary

In this chapter the results have been presented for the analysis on spin-O Higgs models.
Three samples with a BSM spin-0 resonance and six samples where the SM interferes with
a CP-even or CP-odd spin-0 coupling were created and were defined in Table 6.2. The best
fit values for the normalisation factors and the impact studies of the nuisance parameters
indicate that the results are reliable and are dominated by the statistical uncertainties. The
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results for fitting the POI € and signal yields [i are displayed in Table 8.2. It shows that all
results are compatible with the SM hypothesis, that the data has an overall preference for
the SM and that the SM —0*h and SM — 073 models can be excluded with respect to the
SM hypothesis.

Toy MC distributions have been generated to put the spin-0 fit results into perspective.
The toy MC studies confirm the results of the fit and the SM —0*h and SM — 0% 2 models
have observed exclusion limits at 99.9% and 98.4% CL respectively. The other BSM spin-0
and SM interference models can not be excluded at the 95% CL, but there is an observed
preference for the SM hypothesis in all cases.

The results of the 0~ and 0"h models have been compared to two other analysis performed
within the ATLAS collaboration. One uses a BDT discriminant[112] and the others kine-
matic variables defined in the Higgs rest-frame[16]. The former analysis sets limits on the
0~ and 0*h models at 96.5% and 70.8% CL respectively. The later analysis only studies
the 0~ model and sets an exclusion limit at 98.2% CL.

Furthermore, in the context of CP mixing studies samples were created with CP-even or CP-
odd BSM HWW couplings interfering with the SM HWW coupling at various strengths.
Scans have been performed over kyww/Ksy and xyaw/xgy to test the CP-even mixing
and a scan over tan(a)-k4yw/Ksy tested the CP-odd mixing. Along the scans a likelihood
fit was performed and compared to the SM likelihood fit in terms of the test statistic -
2ALL. The set of grid points was chosen such as to get a good resolution of the -2ALL
distribution. Exclusions on the CP mixing have been obtained by setting limits at the 95%
CL with respect to the SM expectation. For the k1w /Ky scan the fit to data excludes the
[—9.00;—2.80] and [—1.20;—0.70] regions at 95% CL. For the x4y /kg) scan the fit to
data excludes the region [—1.00;—0.93] at 95% CL. For the CP-even scans the data has the
best fit at kyyw/Ksy = —0.37350 and kpyaw/Ksy = —0.775, where the oo sign indicates
that the SM interference sample can effectively be replaced by a pure 0*9 sample. The
minima are about one standard deviation of the SM expectation, so there is no discrepancy
with the SM hypothesis. For the tan(a)-x4yw/kgy scan there are no regions that can be
excluded at the 95% limit. The best fit at tan(a)-k gy /K5y = —0.37579 is compatible with
the SM hypothesis.

It is interesting to see that there is preference for the SM—0"h and SM—0*2 models above
the SM expectation when looking at the 1-jet events. This preference is also reflected in
the kgww/Ksy and kyzw/xsy Scans when there is a maximum destructive interference
around —1.0. More data from the future runs of the ALTAS detector should point out if
this is a significant trend or not.



Conclusion and Outlook

In this thesis I have presented the spin and parity measurement in the H - WW — ev, uv,
channel in combination with zero or one jet. The goal was to test if the discovered
Higgs-like boson is compatible with the SM prediction, which states that it is a parity-
even spin-0 particle. For the analysis we used the full 2012 data set of 20.3 fb™*, which
was collected with the ATLAS detector from pp collisions at an energy of /s = 8 TeV.
The analysis was performed by reconstructing and studying the charged leptons from the
H —» WW — ev, uv, channel in the Higgs rest-frame. The dineutrino system had to be re-
constructed first in order to find the Higgs boost vector. The algorithm that reconstructed
the dineutrino system is sensitive to the resolution of the missing transverse energy. We
introduced a method to improve the transverse momentum of the Higgs boson by combin-
ing information from ATLAS’s calorimeter and inner detector. The improved resolution in
p¥ resulted in a better performance of the dineutrino reconstruction algorithm.

Hypotheses have been tested where the spin can be different from zero or whether it is
compatible with a parity-odd boson. By means of a statistical analysis, we compared the
SM prediction with fourteen alternative spin/CP scenarios: five spin-2 bosons, three BSM
spin-0 bosons and six SM interference models, where a SM Higgs boson interferes with
a BSM spin-0 particle. Three mixing-studies were performed and limits were set on the
mixing of a SM Higgs boson with a BSM CP-even or CP-odd spin-0 coupling.

The results of the analysis indicated that the data have a preference for two of the five
spin-2 models with a significance of 2.4 o when comparing to the SM hypothesis. We
could trace back the spin-2 preference to the 1-jet events, while for the O-jet evens the
data preferred the SM hypothesis. A data compatibility test showed that the SM is still
compatible with the measurement for the 1-jet events. All the spin-2 results are displayed
in Table 7.3, Table 7.4 and Table 7.5.

The results for the three BSM spin-0 and the six SM interference models enabled us to
exclude two SM interference models with more than 95% confidence level. In these mod-
els a SM Higgs boson destructively interferes with a higher dimensional spin-0 coupling
or a spin-0 derivative operator. However, we observed that the 1-jet events showed a
slight preference for the excluded SM interference models. Only when combining the O-
jet events, resulted in the exclusion of these models. The analysis was not sensitive enough
to exclude the three BSM spin-0 models and the other four SM interference models, but the
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data shows a preference for the SM hypothesis. All the BSM spin-0 and SM interference
results can be found in Table 8.3.

The BSM CP-even and CP-odd mixing studies showed that the SM hypothesis is compatible
with the measurement from data. When mixing with a higher dimensional operator or a
derivative operator, we were able to exclude certain regions for the mixing parameter with
more than 95% CL. For the CP-odd mixing, we were not able to exclude regions. The results
of all mixing studies can be found in Table 8.5.

Other ATLAS spin and parity analyses performed on the H — WW — ev, uv, channel
and using the 2012 data set of 20.3 fb™*, are able to put higher exclusion levels on the
spin-2 and spin-0 models and even exclude some of these models at the 95% CL[16, 112].
However, only one of them is able to exclude the spin-2 model with universal coupling.

The combination[102] of H - WW — ev, uv, channel with the H — yy and the H —
ZZ — 4l channels results in exclusions at 99.9% CL for five spin-2 models and the two
BSM spin-0 models, with a pseudoscalar spin-0 coupling and a higher dimensional spin-0
coupling. The BSM spin-0 derivative operator has not been tested for the combination.
Also the CMS collaboration confirms the compatibility with the SM prediction when com-
bining several Higgs decay channels for the spin and parity measurement[126-128].

As of 2015, the LHC is collecting data for Run-II. Even though the combination of several
Higgs decay channels excludes all the tested spin-2 models, it is important for analyses on
the Higgs spin and parity to monitor the 1-jet events of the H - WW — ev, uv, channel.
It would be very interesting to see if the data preference for spin-2 and SM interference
models as observed in this thesis would persist in the 1-jet events. A data set similar in
size as the one obtained in 2012 and a similar analysis as presented in this thesis would
be enough to give a definite answer. Seeing the excellent performance of the LHC at the
moment of this writing, we should be able to answer that question at the end of 2016.



EFT Cross-section Studies

Appendix A

In this appendix we show the results of the cross-section studies with the AMC@NLO gen-
erator. The process was the following:

pp =X =W W™ et v, u™v, (A1)

where the X,WW coupling is determined by the x from the effective field theory La-
grangian defined in Eq. 1.17 from chapter 1. In order to explain Fig. A.1 and A.2 we
will slightly redefine Eq.1.17:

£ = {Ca Ksm 8aww W;W_“

1 KHWW 1174 147—uv Kaww o+ 17—y
_EI:CQA—IWHVW +SaA—2W“vW
K
—cq % (wra,w— +h.c.)}X0. (A.2)
3

where A; =59 GeV, A, = 62 GeV and A; = 143 GeV. The three A do not represent three
cutoff scales, but convenient choices for which we can expect maximum interference from
the kgww, Kgaw and x4y terms when setting them to -1.0. These settings correspond to
the A values in Table 6.2.

In Fig.A.1 and A.2 it visible that certain settings of the xg,, in combination with xg,, lead
to large positive or destructive interferences. For the cross-section studies we led single or
multiple kg, terms interfere with kg,,, while for the analysis presented in the main text
we only allowed for one xgg,, term to interfere with the SM coupling.
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FIGURE A.1: Cross-section scans of kg, interfering with ,, as a function of &y
versus cos(a). xpsw and K,y can be either set to -1, 0 or 1, causing extra interference
effects. The plot without x;,, and k4, interference (top, left), shows the destructive
interference at xy,, = -1 and also shows that the cross-section then recovers and quickly
rises for the more negative values of k. Settings are in accordance with Eq.A.2
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Ogam ! Ogy (Ksy = 1, Ky =0.0, K gy = 0.0, aMC@NLO) Ogsm /| g (Ksm = 1, Kpyww =0.0, K pyny = 1.0, aMC@NLO)
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FIGURE A.2: Cross-section scans of kg, interfering with x;,,, as a function of k4, ver-
sus cos(a). Kyww and k,yw can be either set to -1, 0 or 1, causing extra interference
effects. The plot without xp,y, and k4, interference (top, left), shows the destructive

interference at k53, = -1 and also shows that the cross-section then recovers and quickly
rises for the more negative values of k. Settings are in accordance with Eq.A.2






Remapped Distributions

Appendix B

Fig. B.1 and B.2 show the distributions of the remapped variables from Table 6.4 in the
signal region for the 0-jet and 1-jet categories. The variables A¢[; and %¢;; did not have
to be remapped and are therefore not shown here (see Fig.5.5 and 5.6).
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FiGURrE B.1: Remapped A6, %6, Ap;; and Zp;; distributions for the Signal Region
0-jet category. Preselection cuts and O-jet final selection cuts have been applied.
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FicUure B.2: Remapped A6, 20, Apj; and Xp;; distributions for the Signal Region
1-jet category. Preselection cuts and 1-jet final selection cuts have been applied.



Results per Jet Category

Appendix C

In this appendix we split up the results of the toy MC studies of all spin-2 and spin-0
hypotheses into the O-jet and 1-jet categories. First we show the distributions of the test
statistic g, followed by tables with the p values and CL, exclusion levels. At the end, we
show the CP-even and CP-odd mixing scans split up into their O-jet and 1-jet categories.
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Ficure C.1: Toy distributions for the SM versus the spin-2 UC (top) and spin-2 NUCg
(bottom) models. For the O-jet (left) distributions the data prefers neither the SM nor the
spin-2 alternative. For the 1-jet (right) distributions the data has strong spin-2 preference.
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C. Results per Jet Category
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Ficure C.2: Toy distributions for the SM versus the spin-2 NUCg (top) and spin-2 NUCq
(middle and bottom) models. For the 0-jet (left) distributions the data prefers neither the
SM nor the spin-2 alternative for the spin-2 NUCg model. For the spin-2 NUCq models
the 0-jet distributions show a slight preference for the SM hypothesis. For the 1-jet (right)
distributions the data has strong preference for the spin-2 NUCg model. The 1-jet dis-
tributions for the NUCq models show small preference for the alternative above the SM
hypothesis.
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Ficure C.3: Toy distributions for the SM versus the pure BSM 0~ (top), 0*h (middle)
and 0% (bottom) hypotheses. The 0-jet (left) distributions show a preference for the SM
hypothesis. For the 1-jet (right) distributions the SM is very difficult to distinguish from
the alternative spin-0 hypothesis. However, the data in the 1-jet 0*h and 07 9 prefers more
SM-like features.
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Ficure C.4: Toy distributions for the SM versus the SM interfering with positive signs of
k values for 0~ (top), 0*h (middle) and 0*2 (bottom). Both for the 0-jet (left) and 1-jet
(right) distributions the SM is very difficult to distinguish from the alternative hypotheses.
The data prefers for both jet categories more SM-like features.
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Ficure C.5: Toy distributions for the SM versus the SM interfering with negative signs of
k values for 0~ (top), 0*h (middle) and 0% (bottom). Both for the 0-jet (left) and 1-jet
(right) distributions the SM is very difficult to distinguish from SM-0~ hypothesis. How-
ever, the discrimination power for the SM-0*h and SM-0" 8 hypothesis is very strong. It is
interesting to see that here for the 0-jet distributions there is a very strong preference for
the SM hypothesis, while for the 1-jet distributions there is a preference for the alternative
hypotheses.
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C. Results per Jet Category

Hypothesis pf)’c"; pg)l(; pS put  zsM zdt ) 1 —CL,
2+, UC 0.006 0.004 0.134 0.062 1.1 1.5 | 92.8%
2%, NUCg125 | 0.004 0.005 0.082 0.094 1.4 1.3 | 89.7%
2%, NUCg300 | 0.004 0.004 0.087 0.101 1.4 1.3 | 89.0%
2%, NUCql125 | 0.009 0.004 0.182 0.040 0.9 1.8 | 95.1%
27, NUCq300 | 0.008 0.006 0.184 0.044 0.9 1.7 | 94.6%

TaBLE C.1: Expected and observed exclusion limits for the O-jet distributions from Fig.C.1
and C.2. The last column shows the exclusion limit for the alternative hypothesis based

on the CL,; method.

Hypothesis ng, pg)l(; pS) pat zsM zdt | 1 —CL,
2+, UC 0.050 0.118 0.009 0.229 24 0.7 76.9%
27, NUCg125 | 0.056 0.119 0.014 0.280 2.2 0.6 | 71.6%
2%, NUCg300 | 0.032 0.082 0.008 0.273 24 0.6 | 72.5%
2%, NUCql125 | 0.105 0.130 0.135 0.437 1.1 0.2 | 49.5%
27, NUCq300 | 0.071 0.113 0.070 0.498 1.5 0.0 | 46.5%

TaBLE C.2: Expected and observed exclusion limits for the 1-jet distributions from Fig.C.1
and C.2. The last column shows the exclusion limit for the alternative hypothesis based

on the CL, method.
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Hypothesis pff("}’) pg)lfp s pdt  zSM zalt | 1—CL,
0~ 0.124 0.110 0.333 0.047 0.4 1.7 85.8%
0*h 0.190 0.176 0.321 0.087 0.5 1.4 73.0%
0*d 0.375 0.374 0.475 0.349 0.1 0.4 26.5%
SM+0™ 0.375 0.359 0.360 0.233 0.4 0.7 35.2%
SM—0" 0.317 0.323 0.432 0.265 0.2 0.6 38.7%
SM+0%h 0.254 0.244 0.371 0.156 0.3 1.0 57.9%
SM—0%h 0.004 0.000 0.455 <0.01 0.1 3.5 | >99.9%
SM+ 03 0.394 0.387 0.484 0.400 0.0 0.3 22.4%
SM—0*3 0.021 0.007 0.376 0.002 03 29 99.5%

TaBLE C.3: Expected and observed exclusion limits for the O-jet distributions from Fig.
C.3,C.4 and C.5. The last column shows the exclusion limit for the alternative hypothesis

based on the CL, method.

Hypothesis pf}’g) pg‘fc; p3M pae  zsM o zdt | 1—CL
0~ 0.310 0.308 0.340 0467 04 0.1 29.2%
0*h 0.381 0.352 0.079 0.033 14 1.8 58.3%
0to 0.418 0.412 0.080 0.050 1.4 1.6 | 38.2%
SM+0™ 0.435 0.435 0.390 0.322 0.3 0.5 17.6%
SM—-0" 0.408 0.405 0486 0417 0.0 0.2 18.9%
SM+0"h 0.402 0.385 0.087 0.041 1.4 1.7 | 52.2%
SM—0"h 0.036 0.056 0.085 0.329 14 04 | 64.1%
SM+0"2 0.426 0.414 0.125 0.084 1.1 1.4 32.6%
SM—0*d 0.064 0.107 0.042 0.409 1.7 0.2 57.3%

TaBLE C.4: Expected and observed exclusion limits for the 1-jet distributions from Fig.
C.3,C.4 and C.5. The last column shows the exclusion limit for the alternative hypothesis

based on the CL, method.
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C. Results per Jet Category
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FIGURE C.6: Scans over Ky w/Ksy (top), Kyaw/ksy (middle) and tan(a) Ky /K5y (bot-
tom) split up in the O-jet (left) and 1-jet (right) categories. Only the statistical and the-
oretical uncertainties are included. The SM expectation is indicated by the blue line and
dots, while the black line and dots are the observed data. Notice the difference between
the observed 0O-jet compared to the observed 1-jet lines. The 68% and 95% exclusion

levels are with respect the SM expectation.
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Summary

As of today, we know that our Universe is composed of elementary particles, like quarks,
gluons and electrons. Elementary means that these particles are not composed of even
smaller particles. The quarks and gluons form the protons and neutrons of an atomic
nucleus and the electrons orbit around it. We know of 17 elementary particles that can be
described by the so-called Standard Model, SM for short, which is a mathematical model
and it can make very precise predictions on how these particles interact with each other.
Up till now, a great amount of SM predictions were experimentally confirmed, but there
are clues that not everything can be explained by the SM. From observations of distant
galaxies we know that all particles from the SM can only describe about 4% of the total
mass in the Universe. The other 96% is referred to as dark matter and dark energy and
in order to describe these, we need mathematical models that go beyond the SM. We
indicate these type of models with New Physics (NP), which predict the existence of more
elementary particles besides those from the SM. Science has the responsibility to keep
testing the SM through new experiments. A significant deviation from the SM prediction
during a measurement could be a sign of the presence of NP particles. It is also possible
to observe something that is outside the scope of the SM.

In this thesis, ’'m on the lookout for deviations in the SM by looking at the spin and parity*
of the Higgs boson. Spin is something like the rotation-momentum of a particle and parity
compares a particle with its mirror image. The SM predicts the Higgs boson to be a spin-0
parity-even particle, in other words, it has no rotation-momentum and it is identical to its
mirror image. Figure S.1 gives an example of the parity operation, a.k.a reflection, applied
on a particle with spin and a Higgs boson. The orientation of the spin is indicated with the
red and blue arrows for the particle with spin. After reflection, de spin orientation is turned
around and therefore we call this type of particle parity-odd. To give another example: if
you have a birth mark on your left cheek, your mirror image has the same birth mark, but
on the right cheek. The Higgs boson stays identical under reflection so it is parity-even.

There are various NP models that predict the Higgs boson to have a spin different from
zero or it can be parity-odd. There are as well NP models that predict more than one Higgs
boson and these new bosons can be parity-even or odd. These extra Higgs bosons could

T Actually I'm looking at the CP operation, which is a combination of the C operation that changes a particle’s
charge and a parity operation P. The Higgs boson does not have an electric charge so only its parity quantity
remains.
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FIGURE S.1: A parity operation executed on a left-handed particle with spin (top,[25])
and on the Higgs boson (bottom). The orientation of the spin changes sign and the left-
handed particle becomes right-handed. Because of this, it is called parity-odd. The Higgs
boson stays identical under this mirror operation and is therefore called parity-even.

influence the measurement when we want to test spin and parity. I tested a total of 14
different scenarios, where either the spin or parity is different from that of the SM Higgs,
and are described in chapters 1 and 6. The main purpose is to check whether the SM
prediction can withstand the test or if any of the 14 models can give a better description
and opens up the possibility to NP.

In order to produce a Higgs boson, a lot of particles have to collide head-on at very high
energies. The Large Hadron Collider (LHC) at CERN accelerated protons to an energy
of 4 TeV (4,000,000,000,000 electron volt) and collided these head-on at four different
locations. One of these locations houses the ATLAS detector. It is the largest LHC detector
and in 2012 it recorded the collisions at a total energy of 8 TeV. Even with the large
amount of proton-proton collisions (about 20 million every second), the production of a
Higgs boson is very rare (about 1 in every 200 milliard collisions). On the 4th of July 2012,
about a thousand-billion collisions were analysed by the ATLAS and CMS experiments to
finally announce the existence of a new particle with a mass of about 125 GeV (milliard
electron volt). To check whether this new particle is indeed the Higgs boson of the SM,
various tests have to be performed, like the measurement of its production cross-section,
its exact mass, its coupling to other particles and finally, its spin and parity properties.

After its production, a Higgs boson lives very shortly. It almost immediately decays to
lighter SM particles. During the decay, the spin and parity of the Higgs are passed on to
its decay products. For the analysis in this thesis, I studied the H > WW — ev, uv, decay
channel, where the Higgs boson decays via two W bosons to finally an electron (e), a
muon (u) and two neutrinos (v). This decay channel is schematically drawn on the left in
figure S.2. It is challenging to measure the spin and parity in this channel, but in chapters
3 and 4 I explain that spin and parity are preferably measured in a configuration where
the Higgs is at rest. The spin and parity can then be measured by looking at the angles
and the energies of the decay particles. One of these angles is the opening angle between
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FIGURE S.2: Left, a schematic overview showing Higgs decay to two electrically charged
W bosons, which subsequently decay to a positron (e*), a muon (u~) and two neutrinos
(v, and v,). The opening angle, indicated with A¢,;, is between the positron and the
muon. Right, there are three distributions for A¢;;, one for a SM Higgs (0"), a parity-odd
Higgs (07) and a spin-2 boson (27).

the electron and the muon, indicated with A¢;;. The prediction for a SM Higgs boson is a
distribution for A¢;; that has a maximum around zero. For a different spin, this maximum
is found at higher values, something I explain in chapter 1. Figure S.2 shows on the right
which A¢;; distributions are expected for a SM Higgs (blue), a parity-odd Higgs (red) and
a spin-2 boson (green). In total, I created six different variables such as A¢;, each of them
sensitive to the spin and/or parity of the Higgs boson. The description can be found in
chapter 4.

In order to make distributions such as A¢;; in figure S.2, a lot of statistics is needed. For
the spin and parity measurement, I used the complete ATLAS data set of 2012 with a
centre-of-mass energy of 8 TeV. To select the collisions where a Higgs boson is produced,
is a complicated matter. However, in chapter 2, I explain that the ATLAS detector is well-
qualified to do just that. In chapter 5, I discuss in detail what the selection procedure is to
obtain as many collisions, where a Higgs is produced, as possible. In the end, a data set
remains with about 300 signal collision events, which belong to the H » WW — ev, uv,
decay channel, and about 5000 background collision events. It is of utmost importance
to understand these background events in order to have a successful measurement on the
spin and parity.

In chapter 6, I explain how the six spin and parity sensitive variables, introduced in chap-
ter 4, can help to distinguish several models from each other. That will be done with
a statistical method that takes into account the expected signal as well as the expected
background. It enables us to assign signal events to the Higgs boson from the SM or to,
for example, a spin-2 boson form a NP model. The predictions will then be compared
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Ficure S.3: A statistical method to compare two models, indicated as H1 in red and HO
in blue. The test statistic q gives the amount of preference for the HO model with respect
to the H1 model. The black dashed line gives a possible measurement from experiment
and is indicated as q°*. The red and the blue areas indicate the probability, given a certain
q°%, that respectively HO or H1 is more likely.

with the measurement from the experiment. Figure S.3 gives an example. The blue and
red lines each represent a separate model and on the x axis the likelihood of the models
is indicated by the variable q. More to the right (positive q) means the red model (H1)
is more likely, while more to the the left (negative q) prefers the blue model (HO). The
dashed black line represents a hypothetical measurement (q°%*), so a possible value for g
that can be obtained during a measurement. The red and blue dashed lines give the most
probable value for q according to the red and blue model respectively. The red and blue
coloured areas indicate the probabilities for each model. The bigger the area, the more
likelier the respective model describes the measurement. However, if the observed q is too
far from the model expectations (red and blue dashed lines), then both models give a bad
description of the measurement. In the figure, the black dashed line is an example where
the measurement falls right in between and neither prefers the red nor the blue model.

Figure S.4 shows the results from the 2012 ATLAS data for the test statistic for 2 of my 14
spin and parity scenarios. On the left, the SM (red) versus a spin-2 model (blue) and it
looks like the measurement (black) prefers the spin-2 model. This is remarkable, because
this measurement could confirm a spin-2 particle and thereby announce the end of the
SM. In chapter 7, I focus more deeply on this result and introduce a thorough statistical
analysis. The data is split up into collisions without any jets? (0-jet) and collisions with

2jets are sprays of particles originating from quarks or gluons that remain after the collision. Quarks and
gluons have the tendency to emit other gluons or quark-antiquark pairs and thereby eventually create a spray of
particles. The H > WW — ev, uv, decay channel can have such a quark or gluon remnant, originating from the
the gluons needed to make the Higgs boson.
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FIGURE S.4: Two results of the test statistic just as in figure S.3. On the left, the SM Higgs
is compared to a model with a spin-2 particle. It looks like the data (black line) prefers the
spin-2 model. On the right, the SM Higgs is compared to NP model with multiple Higgs
bosons. In this case it is clear that the data prefers the SM prediction.

exactly one jet (1-jet). In the end, it turned out that the events without any jets are in
good agreement with the SM prediction, but the events with exactly one jet prefer mostly
the spin-2 model. However, the results are, statistically speaking, not significant enough
and more data is necessary to confirm if the observed boson is either a spin-0 or a spin-2
particle.

The right figure of S.4 shows the SM (red) versus a NP model (blue) which predicts multi-
ple Higgs bosons. It is clear that the data (black) prefers the SM prediction above the NP
model. In chapter 8, I present this result together with the results of the other NP mod-
els where the Higgs is parity-odd or which have multiple Higgs bosons. For most of the
cases, the SM is preferred above the NP models or the analysis is not able to discriminate
sufficiently between them.

From the 14 tested NP models, only two are so unlikely compared to the measurement
that they can be excluded at 95% confidence level. The NP model tested in the right figure
of S.4 is one of these excluded models. For the other 12 NP models, more data is needed
to make a similar statement. All results can be found in tables 7.3 and 8.3 of chapters 7
and 8.

Finally, in chapter 8, I present a couple of other studies in which I let the SM Higgs boson
mix with a NP spin-0 particle®. It is similar to mixing two types of paint having each a
different colour. If the SM Higgs is represented by blue paint and the NP spin-0 particle
indicated with green paint, then during a measurement I try to see if the data paint is
100% blue or if it has traces of green in it. The more green, the more of the NP spin-0
particle is present in the mixture. For the (colour)measurement, I make use again of the

3Actually, I let the SM HWW coupling interfere with a non-SM spin-0 coupling by making use of an effective
field theory, but to explain that goes beyond the scope of this summary and for a detailed explanation I refer the
interested reader to section 1.4.
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F1GURE S.5: Result of a study where the SM Higgs is mixed with a NP parity-odd Higgs
boson. In the middle, at zero, there is no mixing, so a 100% SM Higgs. The more away
from the middle, the more parity-odd Higgs is added to the mixture. The blue dots and
dashed line give the prediction for the SM, while the black dots and line represent the
measurement. On the y axis, the discrepancy of the measurement with respect to the
mixing variable. It is clear that around zero, there is the least discrepancy with the data,
so a preference for 100% SM Higgs without any mixing.

six spin and parity sensitive variables introduced in chapter 6. Figure S.5 shows the results
of one of the mixing studies, in this particular case the mixing of a SM Higgs boson with
a NP parity-odd Higgs boson. On the x axis, the SM prediction is at zero (100% blue, 0%
green) and the further away you go, the more the contribution of the parity-odd Higgs
(blue: green, — 95%:5%, 90%:10%, etc.) until only parity-odd Higgs remains. On the
y axis of the same figure, the amount of discrepancy of the data with respect to mixing
variable is displayed. The more discrepancy, the more unlikely the particular mixture. In
the figures it can be seen that the 2012 ATLAS data (black dots and line) are a little bit
shifted with respect the the SM expectation (blue dots and dashed line), but the difference
between the two is minimal and not significant. Therefore, the SM prediction is in good
agreement with the data for this mixing study.

In total, I conducted three mixing studies, where the SM Higgs boson was mixed with a
NP spin-0 particle. For two of these three studies, the data prefers a light mixture, but it
turns out that a pure SM Higgs sample, so no mixing, is still in good agreement with the
data. In these same two studies, I was able to exclude certain mixtures at more than 95%
confidence level. However, these mixing studies are not sensitive enough to exclude more
mixtures at the same level. More data is needed to do just that. All results of the three
mixing studies are presented in table 8.5 at the end of chapter 8.
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Since the beginning of 2015, the LHC is colliding protons as scheduled and the ATLAS
detector is collecting more data. The new data supplement the data collected in 2012 and
enable us to measure the Higgs spin and parity with an even higher precision and thereby
put tighter constraints on NP models. My analysis was able to exclude certain NP models,
but I also observed tensions with the 2012 measurement with respect to the SM prediction
for Higgs production with one additional jet. A similar analysis as the one I presented
would be able to definitely confirm or reject this result with the newly collected data from
the ATLAS detector. Maybe the discovered boson mixes with other Higgs bosons, just as
in my mixing studies. I'm curious to find out.






Samenvatting

Voor zover wij weten is ons Heelal opgebouwd uit elementaire deeltjes, zoals quarks, glu-
onen en elektronen. Met elementair bedoelen we dat ze de kleinste deeltjes zijn en niet
zijn opgebouwd uit nog kleinere deeltjes. De quarks en gluonen vormen de protonen
en neutronen in een atoomkern en daaromheen bevinden zich de elektronen. Er zijn in
totaal 17 elementaire deeltjes bekend en die worden beschreven door het zogenaamde
Standaard Model, kortweg SM, wat een wiskundig model is en zeer precieze voorspellin-
gen kan maken over deze deeltjes en hun interacties. Tot nu toe zijn er een groot aantal
voorspellingen van het SM uitgekomen, maar er zijn aanwijzingen in ons Heelal te vin-
den dat het SM niet alles kan verklaren. We weten uit observaties aan sterrenstelsels dat
alle deeltjes uit het SM maar slechts 4% beschrijven van het totale Heelal. De overige
96% wordt aangegeven met termen als donkere materie en donkere energie en om die te
kunnen beschrijven zijn er wiskundige modellen nodig die verder gaan dan het SM. Deze
modellen worden ook wel aangeduid met Nieuwe Natuurkunde (NN) en voorspellen ook
extra elementaire deeltjes naast de deeltjes van het SM. Het is de taak van de wetenschap
om het SM te blijven toetsen door middel van nieuwe experimenten. Een significante af-
wijking van de SM voorspelling bij een experimentele meting kan een teken zijn van de
aanwezigheid van NN deeltjes. Ook kan er iets geobserveerd worden dat buiten het SM
valt.

In dit proefschrift ben ik op zoek gegaan naar afwijkingen van het SM door te kijken naar
de spin en pariteit' van het Higgs deeltje, ook wel Higgs boson genoemd. Spin is zoiets
als het draai-moment van een deeltje en met pariteit vergelijkt men een deeltje met zijn
spiegelbeeld. Het SM voorspelt dat de Higgs spin-0 en even-pariteit heeft, wat wil zeggen
dat het geen draai-moment heeft en dat zijn spiegelbeeld identiek is aan zichzelf. Figuur
S.1 geeft een voorbeeld van een pariteit-operatie, oftewel spiegeling, op een deeltje met
spin en een Higgs deeltje. Voor het spin-deeltje is de spin-oriéntatie aangegeven met de
rode en blauwe pijlen. Na een spiegeling verandert de spin van het deeltje van oriéntatie en
daarmee heeft het spin-deeltje een oneven-pariteit. Om een ander voorbeeld te geven van
oneven-pariteit: als je een moedervlek op je linkerwang hebt dan heeft jouw spiegelbeeld

n feite kijk ik naar de CP-operatie, wat een combinatie is van de C-operatie die de elektrische lading van
teken laat veranderen en een pariteit-operatie P. Het Higgs deeltje heeft geen elektrische lading dus blijft allen
pariteit over.
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Ficuur S.1: Een pariteit-operatie uitgevoerd op een linkshandig deeltje met spin (bo-
ven,[25]) en het Higgs deeltje volgens het SM (onder). De spin-oriéntatie keert om en
het spin-deeltje wordt rechtshandig. Het heeft daarmee een oneven-pariteit. Het Higgs
deeltje blijft identiek onder spiegeling dus heeft daarmee een even-pariteit.

een moedervlek op de rechterwang. Het Higgs deeltje blijft identiek na de spiegeling en
heeft dus een even-pariteit.

Er zijn verscheidene NN modellen die voorspellen dat het Higgs deeltje een andere spin
dan 0 kan hebben of bijvoorbeeld oneven-pariteit. Er zijn ook NN modellen waarbij er
meer dan één Higgs deeltje wordt voorspeld en die nieuwe Higgs deeltjes kunnen zowel
even- als oneven-pariteit hebben. De extra Higgs deeltjes kunnen invloed uitoefenen op
de meting als er gekeken wordt naar spin en pariteit. Ik heb in totaal 14 verschillende spin
en pariteit-scenarios getest, die worden beschreven in de hoofdstukken 1 en 6. Het doel
is om te kijken of de SM voorspelling stand houdt of één van de 14 modellen een betere
beschrijving kan geven en daarmee de deur opent naar NN.

Om een Higgs deeltje te kunnen maken, moeten we heel veel deeltjes op elkaar botsen
bij zeer hoge energién. De Large Hadron Collider (LHC) van CERN versnelde in 2012
protonen naar een energie van 4 TeV (4.000.000.000.000 electron-volt) en botste die ver-
volgens op elkaar op 4 verschillende plekken. Op één van die plekken staat de ATLAS
detector. Dit is het grootste experiment van de LHC waar in het jaar 2012 botsingen bij
een energie van 8 TeV plaatsvonden. Ondanks de grote hoeveelheid proton-proton bot-
singen (ongeveer 20 miljoen per seconde), was het produceren van een Higgs deeltje vrij
zeldzaam (ongeveer 1 per 200 miljard botsingen). Er moesten ongeveer een quadriljoen
(1 met 15 nullen) botsingen door het ATLAS en CMS experiment worden geanalyseerd om
op 4 Juli 2012 het bestaan van een nieuw deeltje met een massa van ongeveer 125 GeV
(miljard electron-volt) te bevestigen. Om na te gaan of dit daadwerkelijk het Higgs deeltje
van het SM is of een ander exotisch NN deeltje, moeten er verscheidene dingen gemeten
worden zoals, de werkzame-productie-doorsnede, de precieze massa, de koppelingen aan
andere deeltjes en tenslotte ook de spin en pariteit.
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Ficuur S.2: Links, een schematische weergave hoe Higgs vervalt naar twee elektrisch
geladen W deeltjes, die op hun buurt vervallen naar een positron (e*), een muon (u~) en
twee neutrinos (v, en v,). De openingshoek aangegeven met A¢,; is tussen het positron
en het muon. Rechts, zijn de drie distributies voor A¢; voor een SM Higgs (0*), een
spin-0 oneven-pariteit Higgs (07) en een spin-2 deeltje (21).

Nadat het Higgs deeltje geproduceerd is, leeft het maar zeer kort. Het vervalt vrijwel di-
rect in lichtere SM deeltjes. Tijdens dat verval wordt de informatie van de spin en pariteit
overgedragen op de vervaldeeltjes. Ik heb voor mijn proefschrift het H - WW —ev, uv,
vervalkanaal bestudeerd, waarbij een Higgs deeltje via twee W deeltjes vervalt naar een
electron (e), een muon (u) en twee neutrinos (v). Dit vervalkanaal is schematisch weer-
gegeven in de linkerfiguur van figuur S.2. Het is een lastig vervalkanaal om de spin en
pariteit te meten, maar in hoofdstukken 3 en 4 leg ik uit dat de spin en pariteit het beste
gemeten kan worden door terug te gaan naar een configuratie waarbij de Higgs stilstaat.
De Higgs spin en pariteit is dan te meten via de hoeken en energién van de vervaldeeltjes.
Eén van die hoeken is de openingshoek tussen het electron en het muon, aangegeven met
A¢y. Voor een spin-0 Higgs uit het SM is de voorspelling dat de distributie voor A¢;
een maximum bij nul heeft. Voor een andere spin hypothese ligt dat maximum bij hogere
waardes, iets wat ik uitleg in hoofdstuk 1. Figuur S.2 geeft in het rechter plaatje aan welke
waarden je voor A¢y; krijgt voor een Standaard Model Higgs (blauw), een oneven-pariteit
Higgs (rood) en een spin-2 deeltje (groen). Ik heb in totaal 6 verschillende variabelen ge-
maakt zoals A¢y;, die elk gevoelig zijn voor de spin en/of pariteit van het Higgs deeltje.
De beschrijving daarvan is te vinden in hoofdstuk 4.

Om distributies zoals die van A¢;; in figuur S.2 te kunnen maken is het nodig om veel
statistiek te hebben. Voor de spin en pariteit-metingen heb ik gebruik gemaakt van de
complete 2012 data set van ATLAS bij een massa-middelpunts-energie van 8 TeV. Om juist
die botsingen te selecteren waar een Higgs deeltje wordt geproduceerd, is een complexe
zaak. Echter, in hoofdstuk 2 vertel ik dat de ATLAS detector uitermate geschikt is voor
deze taak. In hoofdstuk 5 bespreek ik in detail de selectie procedure om zoveel mogelijk
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FIGUUR S.3: Een statistische methode om twee modellen, aangegeven als H1 in het
rood en HO in het blauw, met elkaar te vergelijken. De test-statistiek q geeft de mate
van voorkeur aan voor HO ten opzichte van H1. De zwarte stippellijn geeft een mogelijke
experimentele meting aan, aangeduid met q°*. Het rode en blauwe gebied geven aan hoe
groot de kans is, gegeven uitkomst q°*, dat HO respectievelijk H1 het meest waarschijnlijk
is.

botsingen te selecteren waarbij mogelijk een Higgs deeltje is geproduceerd. Uiteindelijk
blijft er een data set over met 300 signaalbotsingen, welke afkomstig zijn van het H —
WW — ev,uv, vervalkanaal, en ongeveer 5000 achtergrondbotsingen. Het is daarom
zaak om ook deze achtergrondbotsingen goed in kaart te brengen om de spin en pariteit-
meting tot een succes te maken.

In hoofdstuk 6 leg ik uit hoe je via zes spin en pariteit-variabelen, welke zijn uitgelegd
in hoofdstuk 4, het beste modellen met elkaar kunt vergelijken. Dat wordt gedaan met
behulp van een statistische analyse die rekening houdt met zowel het verwachte signaal
als de achtergrond. Het stelt ons in staat om de signaalbotsingen toe te kennen aan een
Higgs deeltje uit het SM of bijvoorbeeld een NN model met een spin-2 deeltje. De voorspel-
lingen worden vervolgens vergeleken met de experimentele data. Figuur S.3 geeft daar
een voorbeeld van. De blauwe en rode lijnen geven elk een model aan en op de x-as geeft
de variabele g aan welk model waarschijnlijker is. Meer naar rechts (positieve q) bete-
kent dat het rode model (H1) waarschijnlijker is, terwijl dat geldt voor het blauwe model
(HO) voor meer naar links (negatieve q). De zwarte stippellijn geeft een hypothetische
meting (q°*) aan, dus een mogelijke waarde voor q tijdens een experimentele meting.
De rode en blauwe stippellijnen geven de meest waarschijnlijke waarde voor g volgens
het rode respectievelijk blauwe model. De in blauw en rood gekleurde gebieden geven de
waarschijnlijkheid weer hoe juist respectievelijk het blauwe en rode model is. Een groter
gekleurd gebied betekent een grotere kans dat het model van de desbetreffende kleur de
juiste is voor een bepaalde meting. Echter, als de observatie zich te ver van de verwachte
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FicuuRr S.4: Twee uitkomsten voor statistische vergelijkingen zoals in figuur S.3. Links
wordt het SM Higgs vergeleken met een spin-2 deeltje model. Het ziet ernaar uit dat
het spin-2 model wordt geprefereerd door de data (zwarte lijn). Rechts het SM Higgs
vergeleken met een NN model met meerdere Higgs deeltjes. Hier is duidelijk dat de data
het SM prefereert.

g-waarden bevind (rode en blauwe stippellijnen) dan beschrijven beide modellen de data
slecht. In de figuur is in het zwart een voorbeeld-meting te zien waarbij de meting precies
in het midden valt en noch het rode model noch het blauwe model prefereert.

Figuur S.4 geeft de resultaten voor de 2012 ATLAS data voor de statistische analyse van
2 van mijn 14 spin en pariteit-scenarios. Links is de test van het SM (rood) versus een
spin-2 (blauw) deeltje model en het lijkt erop dat de gegevens (zwart) het spin-2 model
prefereert boven het SM. Dit is bijzonder, want deze meting zou wel eens de bevestiging
van een spin-2 deeltje kunnen zijn en daarmee het einde inluiden van het SM. In hoofd-
stuk 7 ga ik dieper in op dit resultaat en doe een grondige statistische analyse. De data
werd opgesplitst in botsingen zonder jets? (0-jet) en botsingen met exact één jet (1-jet).
Uiteindelijk bleek dat de botsingen zonder jets goed overeenkwamen met de SM voor-
spelling, maar dat vooral de botsingen met precies één jet een spin-2 deeltje prefereren.
Echter, het resultaat is statistisch gezien (nog) niet significant genoeg. Er zijn dus meer
meetgegevens nodig om definitief vast te stellen of het geobserveerde boson een spin-0 of
een spin-2 deeltje is.

In de rechterfiguur van figuur S.4 wordt het SM (rood) vergeleken met een NN model
met meerdere Higgs deeltjes (blauw). Het is duidelijk dat de meting (zwart) het SM sterk
prefereert boven het NN model. Dit resultaat presenteer ik in hoofdstuk 8 samen met
de resultaten van de andere NN modellen met oneven-pariteit Higgs of meerdere Higgs
deeltjes. De uitkomst is in de meeste gevallen dat het SM geprefereerd wordt of dat de
analyse niet gevoelig genoeg is om het SM van het NN model te onderscheiden.

2jets zijn sproeiers van deeltjes die afkomstig zijn van quarks of gluonen die overblijven na de botsing. Quarks
en gluonen hebben de neiging om andere gluonen en quark-antiquark paartjes uit te stralen en creéeren daarmee
uiteindelijk een deeltjessproeier. Voor het H - WW — ev, uv, verval-kanaal kan een quark/gluon overblijven
als restant van de gluonen die nodig waren om een Higgs deeltje te maken.
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S. Samenvatting

3.5 e
ﬁl (s =8 TeV, 20.3 fb’ —e— Observed
& SF H-wwin<iep e SM. =i
2.5F Theo. Uncert. only --- 68% CL
2

HH‘HHXHH‘HH‘HH‘HH‘HH

O\\\\\\\\\\\\\\\\\\ o T T T Ty
-8 6 -4 -2 0 2 4 6 8

K
% tan(a)

Ficuur S.5: Uitkomst van een studie waarbij het SM Higgs wordt gemixt met een NN
oneven-pariteit Higgs. In het midden bij 0, is er geen mixing, dus 100% SM Higgs. Hoe
meer er naar buiten wordt gegaan, des te meer oneven-pariteit Higgs er wordt toegevoegd
aan de samenstelling. De blauwe bollen en stippellijn geven de verwachting weer voor
het SM, terwijl de zwarte bollen en lijn de gemeten data voorstellen. Op de y-as staat
de discrepantie van data ten opzichte van de mixing-variabele. Er is duidelijk de minste
discrepantie vlakbij 0, dus zo goed als 100% SM Higgs zonder mix.

Van de 14 geteste NN modellen zijn er twee waarvan de meting aangeeft dat ze zo on-
waarschijnlijk zijn dat ze kunnen worden uitgesloten met een 95% zekerheidsniveau. Het
NN model in de rechterfiguur van figuur S.4 is er daar één van. Voor de overige 12 NN
modellen is meer data nodig voor een soortgelijke uitspraak. Alle resultaten zijn terug te
vinden in tabellen 7.3 en 8.3 in hoofdstukken 7 en 8.

Als laatste, in hoofdstuk 8 presenteer ik nog een paar extra studies, waarbij ik het SM
Higgs deeltje laat mixen met een ander NN spin-0 deeltje®. Dit is te vergelijken met het
mixen van twee verschillende kleuren verf. Als het SM de blauwe verf zou zijn en het NN
spin-0 deeltje de groene verf voorstelt, dan doe ik een meting aan de kleur van de verf om
te kijken of de kleur 100% blauw is of tinten groen heeft. Hoe meer groen, des te meer
het NN spin-0 deeltje aanwezig is in de samenstelling. Bij de (kleur)meting maak ik weer
gebruik van de eerder genoemde 6 spin en pariteit-variabelen. Figuur S.5 geeft het resul-
taat van één van die mixing-studies weer, in dit geval het mixen van het SM Higgs deeltje
met een ander NN oneven-pariteit Higgs deeltje. Op de x-as bij 0 is de SM voorspelling
(100% blauw, 0% groen) en hoe verder je daarvandaan gaat hoe meer de oneven-pariteit
Higgs gaat bijdragen (blauw: groen — 95%:5%, 90%:10%, etc.) tot uiteindelijk er al-
leen het oneven-pariteit Higgs deeltje overblijft. Op de y-as van diezelfde figuur wordt de

3In feite laat ik de SM HW W koppeling interfereren met een niet-SM spin-0 koppeling door gebruik te maken
van een effectieve veldentheorie, maar de uitleg hiervan is te ingewikkeld voor deze samenvatting en ik verwijs
naar sectie 1.4 voor de geintereseerde lezer.
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mate van discrepantie met de data weergegeven. Hoe groter de discrepantie, des te on-
waarschijnlijker is de betreffende waarde voor de mixing-variabele. In de figuur is te zien
dat de meetresultaten aan de 2012 ATLAS data (zwarte bollen en lijn) een klein beetje
verschoven zijn ten opzichte van de SM verwachting (blauwe bollen en stippellijn). Het
meetresultaat ligt iets onder de SM verwachting (bij O in het midden), maar dit verschil
is miniem en niet significant. Het SM geeft daarmee een prima voorspelling voor deze
mixing-resultaten.

Ik heb in totaal drie mixing-studies gedaan waarbij de SM Higgs werd gemixt met een
ander NN spin-0 deeltje. Bij twee van de drie studies geeft de data een voorkeur voor een
lichte mixing, maar het blijkt dat een pure SM Higgs, dus geen mixing, nog steeds overeen-
komt met de data. Bij diezelfde twee studies kon ik bepaalde mixing-verhoudingen met
meer dan 95% zekerheidsniveau uitsluiten. Echter, de mixing-studies zijn niet gevoelig
genoeg om meerdere regio’s uit te sluiten bij dit zekerheidspercentage. Daar is meer data
voor nodig. Alle resultaten voor de drie mixing-studies staan vermeld in tabel 8.5 aan het
eind van hoofdstuk 8.

Sinds begin 2015 vinden er weer, zoals gepland, proton-proton botsingen plaats bij de
LHC en verzamelt ATLAS nog meer data. De hiermee behaalde resultaten vormen een
aanvulling op de data uit 2012 en stellen ons in staat de Higgs spin en pariteit nog precie-
zer te meten en dus nog scherpere limieten te zetten op NN modellen. Met mijn analyse
kon ik bepaalde NN modellen uitsluiten, maar ik zag ook spanningen tussen de metin-
gen aan de 2012 data en de SM voorspelling bij de botsingen waar Higgs werd gemaakt
in combinatie met één jet. Een soortgelijke analyse als de mijne kan dit resultaat, met
de nieuwe gegevens die ATLAS verzamelt, de komende jaren definitief bevestigen of ont-
krachten. Misschien mixt het Higgs deeltje met meerdere Higgs deeltjes, zoals in mijn
mixing-studies. Ik ben benieuwd.



“Because we do most things relying only on our own sagacity we become self-interested, turn
our backs on reason, and things do not turn out well. As seen by other people this is sordid,
weak, narrow, and inefficient. When one is not capable of true intelligence, it is good to
consult with someone of good sense. An advisor will fulfil the Way when he makes a decision
by selfless and frank intelligence because he is not personally involved. This way of doing
things will certainly be seen by others as being strongly rooted. It is, for example, like a large
tree with many roots. One man’s intelligence is like a tree that has been simply stuck in the
ground.”

Yamamoto Tsunetomo - Hagakure, The Book of The Samurai
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