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Precise measurements of electroweak parameters, such as the W-boson mass and the weak mixing angle,

offer an important handle for testing the Standard Model at hadronic colliders. The Drell-Yan processes,

characterised by a clean experimental signature and large cross sections, are ideal for such measurements

via the template-fit approach. To this aim, precise theoretical predictions obtained from Monte Carlo event

generators are required. The Z_ew-BMNNPV code is designed for simulating the neutral-current Drell-Yan in

the POWHEG-BOX framework, with NLO QCD + NLO EW accuracy and exact matching to QCD and QED

parton showers. Here we comment on recent updates to the code, particularly focusing on the possibility

of selecting different electroweak input-parameter and renormalization schemes. For example, choosing the

weak mixing angle, in its effective or MS definition, as an input, is critical for the high-precision determination

of this parameter at hadronic colliders. We present a comparison among the predictions in different schemes

and quantify the associated theoretical uncertainties.
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1. Introduction

The neutral current Drell-Yan (NC DY) is a key process for the precision programme of the Large

Hadron Collider (LHC), as it is characterised by a clean experimental signature and a large cross section.

It can be used for detector calibration and for constraining the Parton Distribution Functions (PDFs), and it

constitutes one of the irreducible background for New Physics searches at high leptonic transverse momenta

and invariant masses. Moreover, it opens the possibility to perform precision tests of the Standard Model

(SM) in the electroweak sector (EW), via the direct determination of electroweak parameters, like the ,-

boson mass [2–5] and the weak mixing angle [6–10], through the template fit method. In particular, the weak

mixing angle, at difference from the , mass, can be directly determined with the NC DY without reference

to other processes, either in its effective definition at the / peak, or as a running coupling, defined in the MS

scheme, at the highest available energies [11].

The state-of-art on the experimental analysis of NC DY has reached the sub-percent precision in large

regions of the dilepton phase space. This level of accuracy should find its counterpart in the theoretical

calculation of DY observables. The fully-exclusive differential cross section is at present known with next-

to-next-to-leading order (NNLO) accuracy in QCD [12–18] and next-to-leading order (NLO) accuracy in the

electroweak sector of the Standard Model [19–31]. Recent progress has been made to include higher orders,

with the calculation of inclusive N3LO QCD corrections, the resummation of large logarithms in QCD and

QED and the incorporation of multi-photon emission effects, as well as the computation of mixed O(UBU)
NNLO corrections [32–34]. These calculations have been implemented in fixed-order simulation tools and

in Monte Carlo event generators which feature a consistent matching of fixed-order calculations to parton

showers, to take into account multiple soft/collinear radiations. We refer to [1] and references therein for a

summary of the most recent theoretical efforts on the calculation and simulation sides.

Here we focus on the Z_ew-BMNNPV code [35, 36], which simulates the neutral-current Drell-Yan in the

POWHEG-BOX framework [37–40] at NLO QCD + NLO EW accuracy with exact matching to QCD and

QED parton showers [40, 41]. In particular, we discuss the most recent update of the code, regarding a refined

treatment of EW corrections, which allows a consistent internal assessment of the theoretical uncertainties.

The main novelties are the inclusion of different options for the treatment of the unstable resonance and

for the handling of the hadronic contribution to the running of the electromagnetic coupling, as well as the

implementation of several input-parameter and renormalization schemes. In the following we focus on the

latter, presenting a description of the various input-parameter schemes and a critical comparison among

the obtained predictions at the electroweak scale at fixed order in perturbation theory, considering one-loop

corrections plus the class of higher-order universal fermionic terms.

2. Renormalization and input schemes

It is possible to divide the input-parameter schemes available in the Z_ew-BMNNPV code as follows.

1. The first class includes a coupling and both the , and the / boson masses, namely (U8 , ", , "/ )
with U8 = U0, U("2

/
), ⌧` 1. It is widely employed at the LHC, especially for the direct determination

of ", with the template method in charged current Drell Yan.

2. The (U0, ⌧`, "/ ) scheme features three of the most precisely-known parameters in particle physics

and therefore is ideal to minimize parametric uncertainties.

3. The (U8 , sin \;
4 5 5

, "/ ) schemes, with U8 = U0, U("2
/
), ⌧` and sin \;

4 5 5
as input parameter, are

suitable for the precision determination of the effective weak mixing angle at the / peak [36].

1Note that U0 stands for the QED coupling constant at &2
= 0.
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4. Lastly, the hybrid MS scheme (U
MS

(`), sin2 \
MS

(`2), "/ ), with the MS couplings and the on-shell

mass "/ , can be used to probe the running of the weak mixing angle at the highest energies at

LHC [11].

In each scheme, the one-loop renormalization proceeds as follows: first, one chooses three independent

Lagrangian parameters in the electroweak gauge sector, which all other quantities will depend on. Next, these

three parameters are related to the corresponding input quantities by means of renormalization conditions

which allow to fix three counterterms. The counterterms of all derived electroweak parameters can be

expressed in terms of the ones associated with the three independent quantites. Thus, in each scheme the

calculation of the one-loop electroweak corrections uses different renormalization prescriptions, while the

bare part of the amplitudes is formally the same, but it is evaluated with different numerical input values.

The input schemes are formally equivalent at fixed order, but can lead to numerical discrepancies in

the predictions because they differ in the arrangement and consequently in the truncation of the perturbative

series. The choice of one scheme over the others is thus directed by phenomenological motivations. For

example, the use of U("2
/
) or ⌧` as independent parameters allows to reabsorb in the LO prediction the

large logarithms associated to the running of U(&2) from &2
= 0 to the electroweak scale, and thus can

enable a better perturbative convergence with respect to the schemes with U0 as input. On the other hand,

when theoretical predictions are used to benchmark experimental results, a scheme which minimizes the

parametric uncertainties stemming from the numerical input values, like (U0, ⌧`, "/ ), is to be preferred.

A third scenario is the direct determination of electroweak parameters with the template fit method, as it is

done for instance with the , boson mass and the weak mixing angle. In this case, the theoretical error is

part of the systematics and LO predictions could not deliver enough precision. The quantity to be measured

should thus be an independent input, which can freely varied at every order in perturbation theory without

affecting the accuracy of the calculation.

In the following we sketch the calculation in the different schemes, and refer to [1] for the detailed

description of one-loop and NLO plus higher-order universal fermionic corrections (labelled here NLO and

NLO+HO). We adopt the complex mass scheme (CMS) for the handling of the unstable gauge bosons, and

use the symbol "2
+

, with + = , , / , for the complex quantity `2
+
= "2

+
 8+ "+ .

2.1 The (U0/U("2
/
)/⌧`, ", , "/ ) schemes

The independent parameters are the , and / boson masses and the coupling U8 = U0, U("2
/
), ⌧`. The

associated counterterms are

"2
/ ,1 = "2

/ + X"2
/ (1)

"2
, ,1 = "2

, + X"2
, (2)

41 = 4(1 + X/4) , (3)

where the subscript 1 indicates the bare parameter. The charge counterterm X/4 is fixed by requiring that

the W4+4 vertex does not receive radiative corrections in the Thomson limit, while X"2
,

and X"2
/

are

obtained by imposing that the gauge-boson masses is fixed to its on-shell value at all orders. The sine of the

weak-mixing angle in this class of schemes is a derived quantity, defined as B2
,

= 1  "2
,
/"2

/
.

If U("2
/
) or ⌧` are in input, the charge counterterm is modified as X/4 ! X/4  U("2

/
)/2 and

X/4 ! X/4  A/2, respectively, where U("2
/
) takes into account the running of U(&2) from 0 to "2

/

and A incorporates the one-loop electroweak corrections to the muon decay in the scheme (U0, ", , "/ )
in the Fermi theory, after subtracting the QED effects.

In these schemes the leading fermionic corrections at NLO EW, on which one wants to improve with the

inclusion of higher orders, are related to

X/4 ⇠
U

2
,

XB,

B,
⇠

1

2

22
,

B2
,

d, A ⇠ U

22
,

B2
,

d , (4)

3



P
o
S
(
L
H
C
P
2
0
2
4
)
0
4
9

On electroweak corrections to neutral current Drell-Yan Clara L. Del Pio

where d contains the terms proportional to the top mass squared.

2.2 The (U0/U("2
/
)/⌧`, sin2 \;

4 5 5
, "/ ) schemes

In this class of schemes the sine of the effective weak mixing angle, defined from ratio of the vectorial

and axial-vectorial couplings of the / boson to the leptons as

sin2 \;4 5 5 ⌘


;
3

&;

Re

 

6;
'
("2

/
)

6;
!
("2

/
)  6;

'
("2

/
)

!

, (5)

is used as input parameter in place of ", . These schemes allow the precision determination of sin2 \;
4 5 5

from NC DY, by using NLO templates.

The charge and "/ counterterms are the same as the above case, plus here we have

sin2 \1 = sin2 \;4 5 5 + X sin2 \;4 5 5 , (6)

which is determined by imposing that the definition in Eq. (5) does not receive radiative corrections. We

refer to [36] for the details of the calculation. Similarly as the class before, when U("2
/
) or ⌧` are in

input, the charge counterterm can be found from the one in the (U0, sin2 \;
4 5 5

, "/ ) with the replacements

X/4 ! X/4U("2
/
)/2 and X/4 ! X/4Ã/2, respectively, where Ã is the NLO electroweak corrections

to the muon decay (without the QED effects in the Fermi theory) in the scheme (U0, sin2 \;
4 5 5

, "/ ).
The leading fermionic corrections in the schemes with sin2 \;

4 5 5
as input parameter are associated solely

to X/4 ⇠ U/2 and Ã ⇠ U  d, while X sin2 \;
4 5 5

does not contain terms proportional to the logarithms

of the light-fermion masses or to the top mass squared.

2.3 The (U0, ⌧`, "/ ) scheme

In the (U0, ⌧`, "/ ) scheme, all inputs are experimentally known with high precision and the corre-

sponding parametric uncertainties are small. The counterterms for 4 and "2
/

are defined as in Sec. 2.1 ,

while in addition we have

⌧`,1 = ⌧` + X⌧` , (7)

with X⌧` fixed by requiring that the NLO corrections to the muon decay computed in the (U0, ⌧`, "/ )
scheme (after removing the QED effects in the Fermi theory) vanish. The weak mixing angle and the ,

boson mass are derived quantities in this scheme. Two different choices for running this scheme are available

in the code: in the following, we set the optional flag azinscheme4= 1, and thus evaluate the matrix element

with the coupling U = U0/(1  U("2
/
)), where U("2

/
) is computed from the input U0. Deactivating this

flag would imply the use of U0 to calculate the amplitude.

The inclusion of higher orders is achieved by introducing a Born-improved amplitude written in terms

of the effective couplings U = U0/(1  U("2
/
)) and

sin
2, HO

\;4 5 5 =

1

2


s

1

4


cU
p

2⌧`"
2
/

⇣

1 + ÃHO

⌘

, (8)

where ÃHO has the same form of Ã, defined in the schemes with sin2 \;
4 5 5

as independent quantity, but it

is evaluated with different numerical inputs and contains the higher-order top-mass enhanced contributions.

It is understood that one should subtract the NLO expansion in Ã and U to avoid the double-counting of

O(U) corrections.
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2.4 The (U
MS

, B2

, MS
, "/ ) scheme

In the (U
MS

, B2

, MS
, "/ ) scheme, the independent parameters are the one-shell / mass and the MS

running couplings U
MS

(`2
0
) and B2

, MS
(`2

0
) for a given MS renormalization scale `0 selected by the user,

which are then evolved to the chosen renormalization scale `, which can be either fixed or dynamical,

following [42–44]. In the following we adopt the dynamical choice by setting ` to the dilepton invariant

mass. The /-boson mass counterterm is defined as in Sec. 2.1, while we have

X/
4 MS

(`2) =
U

4c

n
’

5 =;,@

#
5

⇠
2&2

5

3

h

 UV + log
`2

`2
Dim

i

+ 7

2

⇣

UV  log
`2

`2
Dim

⌘

+XD, top

8

9
log

"2
top

`2
\ ("2

top  `2) + XD, W

h


7

2
log

"2
, , thr.

`2
+ 1

3

i

\ ("2
, , thr.  `2)

o

(9)

for the charge counterterm and

XB2

, MS

B2

, MS

(`2) =
2
, MS

2B
, MS

⇣

X/
/MS

 X/
/ MS

⌘

+ XD, W

U

6c

22

, MS

B2

, MS

\ ("2
, , thr.  `2) (10)

for the one of the weak mixing angle, where X/
/MS

and X/
/ MS

for the MS scheme are defined in [1]. In

Eqs. (9)-(10) one can recognise the top and, decoupling if ` is smaller than the top or, mass; discontinuity

effects appear at O(U) at the , threshold and at O(U2), O(UU(), and O(UU2
(
) for the top one. One can

choose to deactivate the decoupling with the flags decouplemwOFF (decouplemtOFF), which set XD, W

(XD, top) to zero, as well as the threshold corrections (OFFthreshcorrs). Note that, when the decoupling is

enabled, the heavy degrees of freedom are integrated out in the evolution equations, but not in the calculation

of the matrix element. Finally, in the (U
MS

, B2

, MS
, "/ ) scheme, as in the (U0, sin2 \;

4 5 5
, "/ ) one, the

universal higher-order effects are already included in the LO amplitude through the running of the couplings.

3. Numerical results

We now can compare the predictions for the dilepton invariant mass distribution 3f/3";; , obtained

with the different parameter schemes, by considering the `+` final state, at
p
B = 13 TeV. The only selection

criterium is an invariant mass cut ";;  50 GeV.

On the left of Fig. 1, the predictions for different inputs are plotted w.r.t to the ones obtained in the

reference (U("2
/
), sin2 \;

4 5 5
, "/ ) scheme, which is free from the universal fermionic corrections, at LO

(upper panel), NLO (middle panel) and NLO+HO (lower one). In the last panel we include the results in the

MS scheme. One can clearly see how the spread among the schemes is reduced from the 20% at LO to 2% at

NLO and few 0.1% at NLO+HO. The behaviour of the curves can be understood by writing the corrections

in each scheme in terms of a non-enhanced part, formally the same one as in the (U("2
/
), sin2 \;

4 5 5
, "/ )

scheme but with different numerical inputs, plus a shift in B2
,

and an overall effect coming from the other

coupling. For instance, at LO, all schemes with sin2 \;
4 5 5

as input differ from the one at denominator only

for the value of the LO couplings, and the corresponding curves are thus horizontal constant shifts, while

adopting ", as input induces a shape effect due to the different value of B2
,

. At NLO+HO, the corrections

are essentially written as Born-improved matrix elements with effective couplings U and B2
,

, which reabsorb

the leading part of the fermionic corrections up to the scale "/ and thus reduce the spread among the

predictions. The residual difference is mainly related to the bosonic corrections, which are computed at

one-loop accuracy.

Some comment should be spent on the MS scheme, which is showed by the black lines in the lower

panel: the solid one corresponds to setting as inputs U
MS

("2
/
) and B2

, MS
("2

/
), i.e. the MS values at "2

/

5
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Figure 1: LEFT: Relative difference of the predictions for the dilepton invariant mass cross section distribution at LO

(top), NLO (center), NLO+HO (bottom). RIGHT: The same as the lower panel on the left, but after performing the

tuning. The calculation is performed in the pole scheme to reduce spurious O(U) effects due to the use of complex

masses.

taked from the PDG [45], while the dashed line is obtained by computing U
MS

("2
/
) and B2

, MS
("2

/
) from

their effective counterparts:

U
MS

(`2) = U0

1  Û(`2)
, B2

, MS
("2

/ ) =
1

2


s

1

4


cU0p
2⌧`"

2
/
(1  Û("2

/
))

⇣

1 + A
MS, HO

⌘

, (11)

where the second equation is analogous to Eq. (8). This is a first kind of tuning, as we discuss in the next

section.

3.1 Tuning

The input schemes presented so far use genuinely independent parameters, each set to its experimental

value. However, one can choose a reference scheme, for example the LEP one (U0, ⌧`, "/ ), and use these

three parameters to compute the numerical prediction for ", and sin2 \;
4 5 5

, then employed as inputs for

the schemes (⌧`, ", , "/ ) and (⌧`, sin2 \;
4 5 5

, "/ ), respectively. We refer to the literature produced by

the LEP1 theoretical collaborations [46–59] for the tuning equations. Since the tuning is performed at the

best possible accuracy (here NLO+HO), higher-order effects are effectively included in the numerical inputs

6
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and the spread among the schemes is reduced, at least in the peak region. In fact, as it can be seen on the

right of Fig. 1, the difference on the cross section reaches a maximum of 0.025%.

4. Conclusions

As the LHC reaches higher precision in the determination of SM parameters, in particular in the

electroweak sector, EW corrections should be taken into account and properly implemented in Monte Carlo

event generators. In this talk, we present the latest version of the Z_ew-BMNNPV code and discuss how

the choice of electroweak input-parameter and renormalization schemes can play an important role for the

quantification of theoretical uncertainties and for the direct determination of SM parameters via the template

fit method, as for the case of the weak mixing angle in both its on-shell and MS definitions.
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