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Abstract

Differential and double-differential cross sections for the production of top quark
pairs in proton-proton collisions at 13 TeV are measured as a function of kinematic
variables of the top quarks and the top quark-antiquark system. In addition, kine-
matic properties and multiplicities of jets associated with the production of top quark
pairs are measured. This analysis is based on data collected by the CMS experiment at
the LHC in 2016 corresponding to an integrated luminosity of 35.8 fb~!. The measure-
ments are performed in the lepton-+jets decay channels with a single muon or electron
and jets in the final state. The differential cross sections are presented at particle level,
within a phase space close to the experimental acceptance, and at parton level in the
full phase space. The results are compared to several standard model predictions
that use different methods and approximations for their calculations. The kinematic
properties of the top quarks and the top quark-antiquark system are well described
apart from a softer transverse momentum of the top quarks, which has already been
observed in previous measurements. The kinematic distributions and multiplicities
of jets can be modeled by certain combinations of next-to-leading order calculations
and parton shower models.
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1 Introduction

Studies of the differential production cross sections of top quark pairs (tt) at high energies yield
crucial information for testing the standard model and searching for sources of new physics,
which could alter the production rate. In particular, the differential tt cross sections probe pre-
dictions of quantum chromodynamics (QCD) and facilitate the comparisons of the data with
state-of-the-art calculations. Some of the measured distributions, especially distributions of in-
variant mass and rapidity of the tt system, can be used to improve our understanding of parton
distribution functions (PDFs). The measurement of kinematic properties and multiplicities of
jets can provide insight into the tuning of the simulation of parton showers and hadronization.

Measurements of the tt differential and double-differential production cross sections as a func-
tion of kinematic variables of the top quarks and the tt system are presented. In addition,
multiplicities and kinematic properties of jets in tt events are measured. The measurement is
based on proton-proton (pp) collision data at a center-of-mass energy of 13 TeV corresponding
to an integrated luminosity of 35.8fb ™' [1]. The data were recorded by the CMS experiment
at the CERN LHC in 2016. Only tt decays into the (+jets (¢ = e, ) final state are considered,
where, after the decay of each top quark into a bottom quark and a W boson, one of the W
bosons decays hadronically and the other one leptonically. Hence, the experimental signature
consists of two jets coming from the hadronization of b quarks (b jets), two jets from a hadroni-
cally decaying W boson, a transverse momentum imbalance associated with the neutrino, and
a single isolated muon or electron.

This measurement continues a series of differential tt production cross section measurements
in pp collisions at the LHC. Previous measurements of differential cross sections at 7 TeV [2, 3]
and 8 TeV [4-8] and of jet activities in tt events [9-12] have been performed in various tt decay
channels. In addition, first measurements at 13 TeV are available [13, 14]. With about 15 times
more data and an improved understanding of systematic uncertainties we provide an update
and extension to the previous analysis in the /+jets channel [15] at 13 TeV.

We measure differential cross sections defined in two different ways, at particle level and at
parton level. For the particle-level measurement a proxy of the top quark is defined based
on experimentally accessible quantities like jets, which consist of quasi-stable particles with a
mean lifetime greater than 30 ps. These are described by theoretical predictions that require
a modeling of the parton shower and hadronization, in addition to the matrix-element cal-
culations. The kinematic selections of these objects are closely reproducing the experimental
acceptance. Electrons and muons stemming from 7 lepton decays are not treated separately
and can contribute to the particle-level signal. A detailed definition of particle-level objects
is given in Section 3. The particle-level approach has the advantage that it reduces theoreti-
cal uncertainties in the experimental results by avoiding theory-based extrapolations from the
experimentally accessible portion of the phase space to the full range, and from jets to partons.

The parton-level top quarks in the /+jets decay channel are extracted from the calculation di-
rectly before decaying into a bottom quark and a W boson. The T+jets decay channel is not
considered here as signal even if the event contains an electron or muon from a 7 lepton decay.
The tt production is calculated at next-to-leading order (NLO) and combined with a simulation
of the parton shower. No restriction of the phase space is applied for parton-level top quarks.

At particle and parton level differential cross sections are measured as a function of the trans-
verse momentum pr and the absolute rapidity |y| of the top quarks with the hadronically (t)
and the leptonically (t;) decaying W boson; as a function of pr, ly|, and mass M of the tt sys-
tem. In addition, at parton level the differential cross sections as a function of the pr of the top



2 2 Signal and background modeling

quarks with the higher and lower pr are measured. Double-differential cross sections for the
following combinations of variables are determined at both levels: |y(t,)| vs. pr(tn), M(tt) vs.
ly(tt)|, and pr(ty) vs. M(tt). At particle level differential cross sections as a function of pr(ty),
pr(tt), and M(tt) are measured in bins of jet multiplicity. For the four jets identified as the tt
decay products and the four leading additional jets the cross sections as function of jet pr, |77/,
the minimal separation AR;, of jets from the jets in the tt system, and the separation AR; of jets
from the closer top quark are measured, where the cone AR = /(A¢)? + (Ay)?. Finally, we
determine the gap fraction, defined as the fraction of events that do not contain jets above a
given pr threshold, and jet multiplicities for various thresholds of the jet pr.

2 Signal and background modeling

The Monte Carlo generators POWHEG [16-19] (v2) and MADGRAPH5_aMC@NLO [20] (v2.2.2)
(MG5_aMC@NLO) are used to simulate tt events. They include NLO QCD matrix element calcu-
lations that are combined with the parton-shower simulation of PYTHIAS [21, 22] (v8.205) using
the tune CUETP8M2T4 [23]. In addition, MG5_.aMC@NLO is used to produce a simulation of tt
events with additional partons. All processes of up to two additional partons are calculated at
NLO and combined with the PYTHIAS8 parton-shower simulation using the FxFx [24] algorithm.
The default parametrization of the PDFs used in all simulations is NNPDF30_nlo_as_0118 [25].
A top quark mass m; = 172.5GeV is used. The simulations are normalized to an inclusive tt
production cross section of 832fig pb [26]. This value is calculated with next-to-NLO (NNLO)
precision including the resummation of next-to-next-to-leading-logarithmic (NNLL) soft gluon
terms. Its uncertainty is evaluated regarding the choice of renormalization/factorization scales
and PDFs.

In all simulations, event weights are calculated that represent the usage of the uncertainty
eigenvector sets of the PDFs. There are also event weights available that represent the changes
of factorization and renormalization scales by a factor of two or one half. These additional
weights allow for the calculation of systematic uncertainties due to the PDFs and the scale
choices. For additional uncertainty estimations we use POWHEG+PYTHIAS8 simulations with
top quark masses of 171.5 and 173.5 GeV, with initial and final parton-shower scales varied up
and down by a factor of two, variations of the underlying event tune, and a simulation with
activated color reconnection of resonant decays. For further comparison, a simulation with
POWHEG combined with HERWIG++ [27] (v2.7.1) using the EE5C tune [28] is used.

The main backgrounds are produced using the same techniques. The MG5_aMC@NLO generator
is used for the simulation of W boson production in association with jets, t-channel single top
quark production, and Drell-Yan (DY) production in association with jets. The POWHEG [29]
generator is used for the simulation of single top quark associated production with a W boson
(tW) and PYTHIAS is used for multijet production. In all cases the parton shower and the
hadronization are described by PYTHIA8. The W boson and DY backgrounds are normalized
to their NNLO cross sections [30]. The single top quark processes are normalized to NLO
calculations [31, 32], and the multijet simulation is normalized to the LO calculation [22].

The detector response is simulated using GEANT4 [33]. Finally, the same reconstruction algo-
rithms that are applied to the data are used. The simulations include multiple pp interactions
per bunch crossing (pileup). Their multiplicity is in agreement with that observed during the
data taking.



3 Particle-level top quark definition

The definitions of objects constructed from quasi-stable particles, obtained from the predictions
of tt event generators before any detector simulation, is summarized below. These objects are
further used to define the particle-level top quarks. Detailed studies on particle-level defini-
tions can be found in [34].

e All muons and electrons are corrected for final-state radiation by adding the photon
momenta to the momentum of the closest lepton if their separation is AR < 0.1. All
photons are considered for the momentum correction. A corrected lepton is selected
if it fulfills the isolation requirement that the pt sum of all quasi-stable particles,
excluding corrected leptons and neutrinos, within AR = 0.4 is less than 35% of the
corrected lepton pr. In addition, we require pr > 15GeV and |y| < 2.4.

e Photons with pr > 15GeV and || < 2.4 that are not used in the momentum cor-
rection of a lepton are considered. Their isolation is defined in the same way as for
electron and muons. However, they are selected as isolated photons if the isolation
is below 25%.

e All neutrinos are selected.

e Jets are clustered by the anti-kt jet algorithm [35, 36] with a distance parameter of
0.4. All quasi-stable particles with the exception of neutrinos are clustered. Jets with
pr > 25GeV and || < 2.4 are selected if there is no isolated lepton or photon, as
selected above, within a AR = 0.4.

e b jets at particle level are defined as those jets that contain a b hadron. As a result of
the short lifetime of b hadrons, only their decay products should be considered for
the jet clustering. However, to allow their association to a jet, the b hadrons are also
included with their momenta scaled down to a negligible value. This preserves the
information of their directions, but they have no impact on the jet clustering itself.

Based on the invariant masses M of these objects, we construct a pair of particle-level top
quarks in the /+jets final state. Events with exactly one muon or electron with pt > 30GeV
and || < 2.4 are selected. Events with an additional muon or electron with py > 15GeV and
|7| < 2.4 are rejected. We take the sum of the four-momenta of all neutrinos as the neutrino
momentum p, from the leptonically decaying top quark and find the permutation of jets that
minimizes the quantity

KZ = [M(pl/ + pe+ sz) - mt]z + [M(pjw1 + pjwz) - mW]Z + [M(ij1 + Pjw2 + pbh) - mt]Zl (1)

where pj,, , are the four-momenta of two light-flavor jet candidates, considered as the decay
products of the hadronically decaying W boson, py, , are the four-momenta of two b-jet candi-
dates, p, is the four-momentum of the lepton, and mw = 80.4 GeV is the mass of the W boson.
All jets with pt > 25GeV and |1| < 2.4 are considered. At least four jets are required, of which
at least two must be b jets. The remaining jets with py > 30GeV and || < 2.4 are defined as
additional jets.

It should be remarked that events with a hadronically and a leptonically decaying particle-level
top quark are not required to be /+jets events at the parton level, e.g., tt dilepton events with
additional jets can be identified as {+jets event at particle level if one lepton fails to pass the
selection. As an example, in Fig. 1 the relation between the pr(t,) values at particle and parton
level is shown.



4 4 Physics object reconstruction

To obtain an unambiguous nomenclature of the jets we define jw; to be the jet in the W boson
decay with the higher pt. The additional jets j; are sorted by their transverse momenta where
j1 has the highest pr.
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Figure 1: Comparison between the pr(t,) at particle and parton level, extracted from the
POWHEG+PYTHIA8 simulation. Left: fraction of parton-level top quarks in the same bin at
particle level (purity), fraction of particle-level top quarks in the same bin at parton level (sta-
bility), ratio of the number of particle- to parton-level top quarks, and fraction of events with a
particle-level top quark pair that are not considered as signal events at parton level. Right: bin
migrations between particle and parton level. The pt range of the bins can be taken from the
left panel. Each column is normalized to the number of events per column at parton level in
the full phase space.

4 Physics object reconstruction

This analysis depends on the reconstruction and identification of muons, electrons, jets, and
missing transverse momentum associated with a neutrino. Only leptons are selected that are
compatible with originating from the primary vertex where the reconstructed vertex with the
largest value of summed physics-object p2 is taken to be the primary pp interaction vertex. The
physics objects are the objects returned by a jet finding algorithm [35, 36] applied to all charged
tracks associated with the vertex, plus the corresponding associated missing transverse mo-
mentum. Leptons from tt decays are typically isolated. Hence a requirement on the lepton
isolation is used to reject leptons produced in decays of hadrons.

The muon isolation variable is defined as the sum of the pr of neutral hadrons, charged hadrons,
and photon PF candidates within a cone of AR = 0.4. It is required to be less than 15% of the
muon pt. The muon reconstruction and selection [37] efficiency is measured in the data using
tag-and-probe techniques. Depending on the pt and 7 of the muon it is 75-85%.

For electrons the isolation variable is the sum of the pt of neutral hadrons, charged hadrons,
and photon PF candidates in a cone of AR = 0.3 around the electron. This isolation variable
is required to be smaller than 6% of the electron pr. An event-by-event correction is applied
that maintains a constant electron isolation efficiency with respect to the number of pileup
interactions [38]. The measured reconstruction and identification [39] efficiency for electrons is
50-80% with a pt and # dependence.

Jets are reconstructed from PF objects clustered using the anti-kt jet algorithm with a distance
parameter of 0.4 using the FASTJET package [36]. Charged particles originating from a vertex of
a pileup interaction are excluded. The total energy of the jets is corrected for energy depositions



from pileup. In addition, pr- and 77-dependent corrections are applied to correct for detector
response effects [40]. Those jets identified as isolated muons or electrons are removed from
consideration.

For the identification of b jets the combined secondary vertex algorithm [41] is used. It provides
a discriminant between light-flavor and b jets based on the combined information of secondary
vertices and the impact parameter of tracks at the primary vertex. A jet is identified as b jet
if the associated value of the discriminant exceeds a threshold criterion with an efficiency of
about 63% and a combined charm and light-flavor jet rejection probability of 97%.

The missing transverse momentum P is calculated as the negative of the vectorial sum of
transverse momenta of all PF candidates in the event. Jet energy corrections are also propa-
gated to improve the measurement of pi"*.

5 Event selection

Events are selected if they pass single-lepton triggers. These require pt > 27 GeV for electrons
and pt > 24 GeV for muons, as well as various quality and isolation criteria.

To reduce the background contributions and optimize the tt reconstruction additional, more
stringent, requirements on the events are imposed. Events with exactly one muon or electron
with pr > 30GeV and || < 2.4 are selected. No additional muons or electrons with pr >
15GeV and |77| < 2.4 are allowed. In addition to the lepton, at least four jets with pr > 30 GeV
and || < 2.4 are required. At least two of these jets must be tagged as b jets.

We compare several kinematic distributions of the muon and electron channels to the simu-
lation to verify that there are no unexpected differences. The ratios of the measured to the
expected event yields in the two channels agree within the uncertainty in the lepton recon-
struction and selection efficiencies. In the remaining steps of the analysis the two channels are
combined by adding their distributions.

6 Reconstruction of the top quark-antiquark system

The goal of the tt reconstruction is the correct identification of reconstructed objects as parton-
or particle-level top quark decay products. To test the performance of the reconstruction algo-
rithm an assignment between detector level and parton- (particle-) level objects is needed. For
the particle-level measurement this relationship is straightforward. Reconstructed leptons and
jets can be matched spatially to corresponding objects at the particle level. For the parton-level
measurement we need to define how to match the four initial quarks from a tt decay with re-
constructed jets. This is not free of ambiguities since a quark does generally not lead to a single
jet. One quark might shower into several jets or multiple quarks might be clustered into one jet
if they are not well separated. We introduce an unambiguous matching criterion that matches
the reconstructed jet with the highest pr within AR = 0.4 to a quark from the tt decay. If two
quarks are matched with the same jet, the event has a merged topology and is considered as
“not reconstructible” in the context of this analysis.

For the reconstruction of the top quark-antiquark system all possible permutations of jets that
assign reconstructed jets to the decay products of the tt system are tested and a likelihood that
a certain permutation is correct is evaluated. Permutations are considered only if the two jets
with the highest b identification probabilities are the two b-jet candidates. In each event the
permutation with the highest likelihood is selected. The likelihoods are evaluated separately



6 6 Reconstruction of the top quark-antiquark system

for the particle- and the parton-level measurements.

The first reconstruction step involves the determination of the neutrino four-momentum p,.
This is performed using the algorithm described in Ref. [42]. The idea is to find all possible
solutions for the three components of the neutrino momentum using the two mass constraints
(pv + pe)* = myy and (py + pr + pv,)> = mf. Each equation describes an ellipsoid in the
three-dimensional momentum space of the neutrino. The intersection of these two ellipsoids is
usually an ellipse. We select p, as the point on the ellipse for which the distance D, min between
the ellipse projection onto the transverse plane and s is minimal. This algorithm leads to a
unique solution for the longitudinal neutrino momentum and an improved resolution for the
transverse component. The minimum distance D, min can also be used to identify the correct
by. In the cases with an invariant mass of the lepton and the b, candidate above m; no solution
can be found and we continue with the next permutation.

The likelihood A is maximized to select the best permutation of jets. It uses constraints of the
top quark and W boson masses on the hadronic side and the D, min value from the neutrino
reconstruction, and is defined by

—log(A) = —log(P(m2,m3)) —10g(Py(Dy,min)), 2

where P, is the two-dimensional probability density of the invariant masses of W bosons and
top quarks, which are correctly reconstructed based on the matching criteria described above.
This probability is calculated as a function of the invariant mass of the two jets m, tested as the
W boson decay products, and the invariant mass of the three jets mj3 tested as the decay prod-
ucts of the hadronically decaying top quark. The distributions for the correct jet assignments,
taken from the POWHEG+PYTHIAS simulation and normalized to unity, are shown in Fig. 2 for
the particle- and parton-level measurements. This part of the likelihood is sensitive to the cor-
rect reconstruction of the hadronically decaying top quark. Permutations with probabilities
of less than 0.1% of the maximum value of the probability density P, are rejected. Especially
in the parton-level measurement this selection criterion removes events that are incompatible
with the hypothesis of a hadronically decaying top quark and reduces the background contri-
bution.

The probability density P, describes the distribution of D, min for a correctly selected b,. In
Fig. 2 the normalized distributions of D, min for by and for other jets are shown. On average, the
distance D, min for correctly selected b, is smaller and has a lower tail compared to the distance
obtained for other jets. Permutations with values of D, min > 150 GeV are rejected since they are
very unlikely to originate from a correct b, association. This part of the likelihood is sensitive
to the correct reconstruction of the leptonically decaying top quark.

The likelihood A combines the probabilities from the reconstruction of the hadronically and lep-
tonically decaying top quarks and provides information on reconstructing the whole tt system.
The performance of the reconstruction algorithm is tested using the three tt simulations gen-
erated with POWHEG combined with PYTHIA8 or HERWIG++, and MG5_aMC@NLO+PYTHIA8
where we use the input distributions P, and P, from POWHEG+PYTHIAS8. The reconstruction
efficiency of the algorithm is defined as the probability that the most likely permutation, as
identified through the maximization of the likelihood A, is the correct one, given that all de-
cay products from the tt decay are reconstructed and selected. These efficiencies as a function
of the jet multiplicity are shown in Fig. 3. Since the number of permutations increases drasti-
cally with the number of jets, it is more likely to select a wrong permutation if there are addi-
tional jets. The small differences observed in different simulations are taken into account for
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Figure 2: Top: normalized two-dimensional mass distribution of the correctly reconstructed
hadronically decaying W bosons M(W) and the correctly reconstructed top quarks M(t,) for
the parton- (left) and the particle- (right) level measurements. The predictions of the other
contributions are taken from the simulation. Bottom: normalized distributions of the distance
D, min for correctly and wrongly selected b jets from the leptonically decaying top quarks. The
distributions are taken from the POWHEG+PYTHIAS tt simulation.



6 Reconstruction of the top quark-antiquark system

the uncertainty estimations. We observe a lower reconstruction efficiency for the particle-level
measurement. This is caused by the weaker mass constraints for a particle-level top quark,
where, in contrast to the parton-level top quark, exact matches to the top quark and W boson
masses are not required. This can be seen in the mass distributions of Fig. 2 and the likelihood
distributions in Fig. 4. Here the signal simulation is divided into the following categories: cor-
rectly reconstructed tt systems (tt right reco), events where all decay products are available,
but the algorithm failed to identify the correct permutation (tt wrong reco), {+jets tt events
where at least one decay product is missing (tt not reconstructible), and nonsignal tt events
(tt nonsignal). However, the lower reconstruction efficiency of the particle-level top quark is
compensated by the higher number of reconstructible events.

5 [ CMS  elutets £S5 [ CMS  elp+jets
c 1 simulation parton level ™ POWHEG P8 c 1 simulation particle level ™ POWHEG P8
2 - v POWHEG H++ .% . v POWHEG H++
S s « MG5_aMC@NLO P8 S osk « MG5_aMC@NLO P8
o2 8 = e ——]
1] —_— 7]
c r V— S L
g 06 == g o6 v
= L b ﬂ: = L p—
04 n 04 n - __—*=
02f- 02
ol | | | | | ol | | | | |
0 1 2 3 4 >5 0 1 2 3 4 >5

Additiond jets Additional jets

Figure 3: Reconstruction efficiency of the tt system as a function of the number of additional
jets for the parton- (left) and particle- (right) level measurements. The efficiencies are calcu-
lated based on the simulations with POWHEG+PYTHIAS (P8), POWHEG+HERWIG++ (H++), and
MG5_aMC@NLO +PYTHIAS. The efficiencies are shown with statistical uncertainties depending
on the simulation.

35.8 fb™ (13 TeV)

35.8 fb™ (13 TeV)

X 60000 - CMS elu+jets e Data < 70000~ CMS elu+jets o Data
2 E Preliminary parton level I tt right reco e E Preliminary particle level [l tt right reco
2 50000 - tt wrong reco & 60000 tt wrong reco
c = I tt not reconstructible c E [ tt not reconstructible
: 40000 - tt nonsignal € 50000 & tt nonsignal
w F Single t L o000 E Single t
30000 £ I Multijet, W/DY+jets g W Multijet, W/DY+jets
= tzzz2 Exp. uncertainty 30000 vz Exp. uncertainty
20000 | 20000 -
10000 F 10000 F-
ot 0 EL o : h
5 13 5 1t
% E 0. 81 O G G R, ,./I % B Ol 81 s 7 7%
og os Q|2 06
& 10 12 14 16 18 20 22 & 10 12 14 16 18 20 22

-log(A) -log(A)

Figure 4: Distribution of the negative log-likelihood for the selected best permutation in the
parton- (left) and the particle- (right) level measurements in data and simulations. The simu-
lation of POWHEG+PYTHIAS is used to describe the tt production. The contribution of multijet,
DY, and W boson events is extracted from the data (cf. Section 7). Experimental (cf. Section 9)
and statistical uncertainties (hatched area) are shown for the total simulated yield, which is
normalized to the measured integrated luminosity of the data. The data points are shown with
statistical uncertainties. The ratios of data to the sum of the expected yields are provided at the
bottom of each panel.



In Fig. 5 the pr of the jets of the tt system, as identified by the reconstruction algorithm, and of
the additional jets are presented and compared to the simulation. In Fig. 6 the distributions of
pr and |y| of the reconstructed top quarks and in Fig. 7 the distributions of pr(tt), |y(tt)|, and
M(tt) for the parton- and particle-level measurements are shown. In general, good agreement
is observed between the data and the simulation though the measured pr spectra of the top
quarks and of additional jets are softer than expected.

7 Background subtraction

After the event selection and the parton- (particle-) level tt reconstruction about 450 000 (570 000)
events are observed. A small contribution of about 4.5% (6.0%) of single top quark, DY, W
boson, and multijet events is expected. These have to be estimated and subtracted from the
selected data. In addition, a residual contamination from nonsignal tt events is expected and
estimated from the simulation as detailed below.

The background from single top quark production is subtracted based on its simulation. Its
overall contribution corresponds to about 2.7% (3.3%) of the selected data in the parton- (particle-
) level measurements. Single top quark production cross sections are calculated with precisions
of a few percent [31, 32]. Since the calculations have a limited reliability after tt selection we as-
sume an overall uncertainty of 50%. However, this conservative estimate has negligible impact
on the final results and their accuracy.

The simulations of multijet, DY, and W boson production contain limited numbers of events
after the full selection. We extract the shapes of the distributions of these backgrounds from
a control region in the data, similar to the signal region, but requiring no b-tagged jet in the
event. In this selection the contribution of tt events is estimated to be about 15%. The remaining
fraction consists of multijet, DY, and W boson events. The reconstruction algorithm is exactly
the same as for the signal selection. To estimate the shape dependency in the control region on
the selection we vary the selection threshold of the b-identification discriminant. This changes
the top quark contribution and the flavor composition, however, we find the observed shape
variation to be negligible. For the background subtraction, the distributions extracted from the
control region are normalized individually in each bin of jet multiplicity to the yield of multijet,
DY, and W boson events predicted by the simulation in the signal region. In the control region
the expected and measured event yields agree within their statistical uncertainties. Taking
into account the statistical uncertainty of the normalization factor and the shape differences
between the signal and control regions in the simulation, we estimate an overall uncertainty of
20% in this background estimation.

Special care has to be taken with the contribution of nonsignal tt events. For the parton-level
measurement these are dilepton, all-jets, and T+jets events. For the particle-level measurement
all tt events for which no pair of particle-level top quarks exists are considered as nonsignal
tt events. The corresponding contributions are about 11.5% for the parton- and the particle-
level measurements. The behavior of these backgrounds depend on the tt cross section and a
subtraction according to the expected value can result in a bias of the measurement, especially
if large differences between the simulation and the data are observed. However, the shapes of
the distributions show an agreement within uncertainties between data and simulation and we
subtract the predicted relative fractions from the remaining event yields.
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Figure 5: Comparisons of the reconstructed distributions of the pr of jets as identified by the
tt reconstruction algorithm. The simulation of POWHEG+PYTHIAS is used to describe the tt
production. The contribution of multijet, DY, and W boson events is extracted from the data

(cf. Section 7).

Experimental (cf. Section 9) and statistical uncertainties (hatched area) are

shown for the total simulated yield, which is normalized according to the measured integrated
luminosity of the data. The data points are shown with statistical uncertainties. The ratios of
data to the expected yields are given at the bottom of each panel.
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Figure 6: Comparisons of the reconstructed pr (top) and |y| (bottom) in data and simulations
for the parton (left) and the particle (right) level. The simulation of POWHEG+PYTHIAS is used
to describe the tt production. The contribution of multijet, DY, and W boson events is extracted
from the data (cf. Section 7). Experimental (cf. Section 9) and statistical uncertainties (hatched
area) are shown for the total simulated yield, which is normalized according to the measured
integrated luminosity of the data. The data points are shown with statistical uncertainties. The
ratios of data to the expected yields are given at the bottom of each panel.
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Figure 7: Comparisons of the reconstructed distributions of pr(tt) (top) and M(tt) (middle)
for the parton- (left) and the particle- (right) level measurements in data and simulations. Bot-
tom: distributions of |y(tt)| (left) and the number of additional jets (right). The simulation of
POWHEG+PYTHIAS is used to describe the tt production. The contribution of multijet, DY, and
W boson events is extracted from the data (cf. Section 7). Experimental (cf. Section 9) and statis-
tical uncertainties (hatched area) are shown for the total simulated yield, which is normalized
according to the measured integrated luminosity of the data. The data points are shown with
statistical uncertainties. The ratios of data to the expected yields are given at the bottom of each
panel.
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8 Corrections applied for detector effects and extrapolation of the
measurements

An unfolding procedure is used to correct the reconstructed distributions for detector specific
effects, e.g, efficiencies and resolutions, and to extrapolate either to the parton or particle level.
For the unfolding, the iterative D’Agostini method [43] is used. The migration matrices and
the acceptances are needed as input. The migration matrix relates the quantities at parton
(particle) level and at detector level. It accounts for the effects from the parton shower and
hadronization as well as the detector response, where the former has a large impact on the
parton-level measurement. For the central results the migration matrices and the acceptances
are taken from the POWHEG+PYTHIAS8 simulation and other simulations are used to estimate
the uncertainties. The binning in the unfolding is optimized based on the resolution in the
simulation. We utilize for the minimal bin widths that, according to the resolution, at least
50% of the events are reconstructed in the correct bin. In Fig. 8 as an example the migration
matrices of the parton- and particle-level measurements of pr(t,) are shown together with the
fraction of parton- (particle-) level top quarks in the same bin at detector level (purity), fraction
of detector-level top quarks in the same bin at parton (particle) level (stability), and ratio of the
number of detector- to parton- (particle-) level top quarks (bin efficiency). These illustrate the
improved agreement between the detected and the unfolded quantity as well as the reduced
extrapolation in the particle-level measurement.

The iterative D’Agostini method takes the number of iterations as an input parameter to con-
trol the level of regularization. To optimize the number of iterations, we chose the criterion that
the compatibility between a model and the unfolded data at parton (particle) level is the same
as the compatibility between the folded model and the data at detector level. The compatibil-
ities are determined by x? tests at both levels based on all available simulations and several
modified spectra obtained by reweighting the pr(t), |y(t)|, pr(tt), or pr(j1) distributions in the
POWHEG+PYTHIA8 simulation. The reweighted spectra are chosen in such a way that they
cover the observed differences between the data and the unmodified simulation at detector
level.

We find the above criterion fulfilled for the number of iterations such that a second x? test be-
tween the detector-level spectrum with its statistical uncertainty and the refolded spectrum ex-
ceeds a probability of 99.9%. The refolded spectrum is obtained by inverting the unfolding step.
This consists of a multiplication with the response matrix and does not need any regularization.
We take the initial distributions for the D’ Agostini unfolding from the POWHEG+PYTHIAS8 sim-
ulation. The algorithm needs between 4 and 56 iterations depending on the distribution. The
numbers of iterations are higher for measurements with lower purities and stabilities of the mi-
gration matrices. This is the case for the measurements of pr(t;) and |y(t;)| whose resolutions
are significant lower than those of pr(t,) and |y(ty)| due to the missing neutrino information.

For the two-dimensional measurements with n bins in one and m bins in the other quan-
tity the D’Agostini unfolding can be generalized using a vector of n - m entries of the form:
b11,b21 ..Uy, b1m, bom - . . bym with a corresponding (n - m) x (n - m) migration matrix. The
number of iterations is optimized in the same way.

In the measurements of kinematic properties of jets we do not unfold the measured spectra
of each jet separately, but also correct for the effect of misidentified jets. The response matrix
showing the migration among the identified jets is shown in Fig. 9 for the measurements of the
jet pr spectra.
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9 Systematic uncertainties

We study several sources of experimental and theoretical uncertainty. Uncertainties in the jet
and p1"** calibrations, in the pileup modeling, in the b identification and lepton selection effi-
ciencies, and in the integrated luminosity measurement fall into the first category.

The total uncertainties in the jet energy calibration is the combination of 19 different sources
of uncertainty and the jet flavor specific uncertainties [40], where the uncertainty for b jets is
evaluated separately. According to each uncertainty source, the energies of jets in the simula-
tion are shifted up and down. At the same time pIUs is recalculated according to the rescaled
jet energies. The recomputed backgrounds, response matrices, and acceptances are used to un-
fold the data. The observed differences between these and the original results are taken as an
uncertainty in the unfolded event yields. The same technique is used to calculate the impact
of the uncertainties in the jet energy resolution, the uncertainty in S not related to the jet
energy calibration, in the b identification, and in the pileup modeling.

The b identification efficiency in the simulation is corrected using scale factors determined from
the data [41]. These have an uncertainty of about 1-3% depending on the pt of the b jet.

The effect on the measurement due to the uncertainty in the modeling of pileup in the simula-
tion is estimated by varying the average number of pileup events per bunch crossing by 4.6%
and reweighting the simulated events accordingly.

The trigger, reconstruction, and identification efficiencies of leptons are evaluated with tag-
and-probe techniques using Z boson dilepton decays [37, 39]. The uncertainties in the scale
factors, which are used to correct the simulation to match the data, take into account the differ-
ent lepton selection efficiencies in events with high jet multiplicities as in tt events. The overall
uncertainty in the lepton reconstruction and selection efficiencies depends on pr and # and is
about 2%.

The relative uncertainty in the integrated luminosity measurement is 2.5% [1].

Uncertainties in the choice of factorization and renormalization scales, the combination of the
matrix element calculation with the parton shower, the modeling of the parton shower and
hadronization, the top quark mass, and the PDFs fall into the second category of uncertainties.
The effects of these theoretical uncertainties are estimated either by using the various event
weights introduced in Section 2, or by using a tt signal simulation with varied settings. Again,
the uncertainties are assessed using the recomputed backgrounds, response matrices, and ac-
ceptances to unfold the data.

The factorization and renormalization scales are varied up and down by a factor of two indi-
vidually and simultaneously in the same directions. Afterwards the envelope of the observed
variations is quoted as uncertainty.

The uncertainty in the combination of the matrix element calculation with the parton shower is
estimated from an ~40% variation of the lijamp parameter in POWHEG, normally set to figamp =
1.58m;. This variation has been found to be compatible with the modelling of jet multiplicities
in the LHC Run I data [10].

To estimate the uncertainty in the parton shower several effects have been studied and are as-
sessed individually. The scale of the initial- (final-) state radiation is varied up and down by
a factor of two (v/2). These variations are motivated by the uncertainties of parton-shower
tuning [23]. The effect of multiple-parton interactions and the parameterization of color recon-
nection have been studied in [44] and are varied accordingly. In addition, we use a simulation
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with activated color reconnection of resonant decays. The uncertainty in the b fragmentation
function is taken from measurements at LEP and SLD and the parameterization in PYTHIAS is
changed accordingly. Finally, the semi-leptonic branching fraction [45] of b hadrons is varied
within their measured uncertainties.

The effect due to uncertainties in the top quark mass is estimated using simulations with al-
tered top quark masses. We quote as uncertainty the cross section differences observed for a
top quark mass variation of 1GeV around the central value of 172.5GeV used in the central
simulation.

For the PDF uncertainty only the variation in the acceptance is taken into account, while varia-
tions due to migrations between bins are neglected. It is calculated according to the uncertain-
ties in the NNPDF30_nlo_as_0118 [25] parametrization. In addition, the uncertainties obtained
using the PDF sets derived with varied values of the strong coupling constant, as = 0.117 and
0.119, are considered.

As an example, the sources of uncertainty in the measurements of pr(ty) are shown in Fig. 10.
Among the experimental uncertainties the dominant sources are the jet energy scale; lepton
triggering, reconstruction, and identification; and the b identification. In the parton-level mea-
surement the choice of scale for final-state radiation has typically a dominant contribution.
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Figure 10: Relative uncertainties due to the individual sources in the measurement of pr(ty)
at parton level (left) and particle level (right). Sources of a maximum uncertainty below 0.5%
are summarized in the category “Others”. The combination of the individual sources of jet
energy uncertainty is labeled “Jet energy”. The combined uncertainty considers all systematic
uncertainties.

As an additional consistency test, we unfold the data using the reweighted simulations that
envelope all differences in the measured distributions at detector level described in Section 8.
The differences between these unfolded distributions and the one obtained with the unmodi-
tied simulation are small compared to the uncertainties evaluated by the variations described
above.

10 Differential cross sections as a function of observables of the
top quark and the top quark-antiquark system
The cross section ¢ in each bin is calculated as the ratio of the unfolded signal yield and the

integrated luminosity. These are further divided by the bin width (the product of the two bin
widths) to obtain the single- (double-) differential results.
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The measured differential cross sections are compared to the predictions of POWHEG combined
with the parton-shower simulations of PYTHIA8 and HERWIG++ and the tt multiparton simula-
tion of MG5_aMC@NLO+PYTHIAS8 FxFx. In addition, several parton-level results are compared
to calculations of tt production with NNLO QCD+NLO electroweak (EW)[46] accuracy. A
top quark mass of 173.3 GeV is used. For the calculations as function of M(tt) and rapidities

the renormalization and factorization scales are set to § (\/ m? + pA(t) + \/ m? + p%(f)) , for the

transverse momenta the scales are set to %\/mf + p%, where pr is the transverse momentum

of t, £, thigh, O tiow depending on the variable under consideration. The PDF parametrizations
LUXqed_plus PDF4LHC15_nnlo_100 [47] are used for these calculations. The uncertainties con-
sider variations of the renormalization and factorization scales. The particle-level results are
compared to a prediction obtained with the Monte Carlo generator SHERPA [48] (v2.2.3) in com-
bination with OPENLOOPS [49]. The processes of tt production with up to one additional jet are
calculated at NLO QCD accuracy, tt production with up to four additional jets are calculated
at LO. These processes are merged and matched with the CS parton shower [50] based on the
SHERPA default tune. The NNPDF30_nlo_as_0118 [25] PDF parametrizations are used. Uncer-
tainties in the predictions of SHERPA are evaluated by halving and doubling the scales of renor-
malization, factorization, resummation, and the initial- and final-state parton shower. In addi-
tion, the PDF uncertainties are taken into account. For the predictions of POWHEG+PYTHIAS8
we evaluate all theoretical uncertainties as described in Section 9. The comparisons are shown
in Fig. 11 (12) as a function of the top quark pr and |y| at parton (particle) level. At parton level
the kinematic properties of t, and t, are identical and we measure the differential cross section
as a function of pr of the top quark with the higher and lower pr. The measured pr spectra
of t, and t; are consistently softer than predicted by the simulations including the PYTHIAS8
parton shower at particle and parton level. The POWHEG+HERWIG++ simulation follows the
data at parton level. However, at particle level it shows an opposite behavior with respect to
the PYTHIAS8 simulation and predicts softer spectra. In Figs. 13 and 14 the cross sections as a
function of kinematic variables of the tt system are compared to the same theoretical predic-
tions. These follow the measured distributions consistently. Only for M(tt) at particle level the
PYTHIA8 and HERWIG++ simulations behave differently.

The measurement of double-differential cross sections allows for the study of correlations be-
tween kinematic properties of the top quarks and provides insights into extreme regions of
the phase space. The most fundamental double-differential distribution is the measurement of
the top quark properties |y(t,)| vs. pr(tn) shown in Fig. 15 (16) at parton (particle) level. The
observation of a softer pr(t) spectrum is persistent in all rapidity regions. In Figs. 17 and 18
the measurements of M(tt) vs. |y(tt)| are shown. This distribution is sensitive to the extraction
of PDFs. With increasing M(tt) the simulations overestimate the cross sections at high |y(tt)|.
This observation is consistent at particle and parton level. Finally, we measure pr(ty) vs. M(tt)
shown in Figs. 19 and 20. These demonstrates the increasingly harder M(tt) spectrum at higher

pr(tn)-

The precision of the measurement is limited by systematic uncertainties, dominated by jet en-
ergy scale uncertainties on the experimental side and parton shower modeling and scale un-
certainties on the theoretical side. As expected, the theoretical uncertainties are reduced in the
particle-level measurements since these are less dependent on theory-based extrapolations.

We evaluate the level of agreement between the measured differential cross sections and the
various theoretical predictions using x? tests. In these tests we take into account the full co-
variance matrices of the measured differential cross sections. For the statistical uncertainty the
covariances are taken directly from the unfolding procedure. For each of the studied system-
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Figure 11: Differential cross sections at parton level as a function of the top quark with the
higher and lower pr (top), pr(ty)and pr(t;) (middle), and |y(ty)| and |y(t;)| (bottom). The
data are shown as points with light (dark) error bands indicating the statistical (statistical
and systematic) uncertainties. The cross sections are compared to the predictions of POWHEG
combined with PYTHIAS8 (P8) or HERWIG++ (H++), the multiparton simulation MG5_aMC@NLO
(MG5)+PYTHIAS8 FxFx, and the NNLO QCD+NLO EW calculations. The ratios of the various
predictions to the measured cross sections are shown at the bottom of each panel.
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Figure 12: Differential cross sections at particle level as a function of p1(t) (top) and |y(t)| (bot-
tom) measured separately for the hadronically (left) and leptonically (right) decaying particle-
level top quarks. The data are shown as points with light (dark) error bands indicating the
statistical (statistical and systematic) uncertainties. The cross sections are compared to the pre-
dictions of POWHEG combined with PYTHIA8 (P8) or HERWIG++ (H++) and the multiparton
simulations MG5_aMC@NLO (MGb5)+PYTHIA8 FxFx and SHERPA. The ratios of the various pre-
dictions to the measured cross sections are shown at the bottom of each panel.
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Figure 13: Differential cross sections at parton level as a function of pr(tt), |y(tt)|, and M(tt).
The data are shown as points with light (dark) error bands indicating the statistical (sta-
tistical and systematic) uncertainties. The cross sections are compared to the predictions
of POWHEG combined with PYTHIAS8 (P8) or HERWIG++ (H++), the multiparton simulations
MG5_aMC@NLO (MG5)+PYTHIA8 FxFx, and the NNLO QCD+NLO EW calculations. The ratios
of the various predictions to the measured cross sections are shown at the bottom of each panel.
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Figure 14: Differential cross sections at particle level as a function of pr(tt), |y(tt)|, and M(tt).
The data are shown as points with light (dark) error bands indicating the statistical (statis-
tical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG combined with PYTHIAS8 (P8) or HERWIG++ (H++) and the multiparton simulations
MG5_aMC@NLO (MG5)+PYTHIAS FxFx and SHERPA. The ratios of the various predictions to the
measured cross sections are shown at the bottom of each panel.
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Figure 15: Double-differential cross section at parton level as a function of |y(t,)| vs. pr(ty). The
data are shown as points with light (dark) error bands indicating the statistical (statistical and
systematic) uncertainties. The cross sections are compared to the predictions of POWHEG com-
bined with PYTHIAS8 (P8) or HERWIG++ (H++) and the multiparton simulation MG5_aMC@NLO
(MG5)+PYTHIAS8 FxFx. The ratios of the predictions to the measured cross sections are shown
at the bottom of each panel.
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Figure 16: Double-differential cross section at particle level as a function of |y(t,)| vs. pr(tn).
The data are shown as points with light (dark) error bands indicating the statistical (statis-
tical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG combined with PYTHIAS8 (P8) or HERWIG++ (H++) and the multiparton simulations
MG5_aMC@NLO (MG5)+PYTHIA8 FxFx and SHERPA. The ratios of the predictions to the mea-
sured cross sections are shown at the bottom of each panel.
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Figure 17: Double-differential cross section at parton level as a function of M(tt) vs. |y(tt)|. The
data are shown as points with light (dark) error bands indicating the statistical (statistical and
systematic) uncertainties. The cross sections are compared to the predictions of POWHEG com-
bined with PYTHIAS8 (P8) or HERWIG++ (H++) and the multiparton simulation MG5_aMC@NLO
(MG5)+PYTHIAS8 FxFx. The ratios of the predictions to the measured cross sections are shown
at the bottom of each panel.
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Figure 18: Double-differential cross section at particle level as a function of M(tt) vs. |y(tt)|. The
data are shown as points with light (dark) error bands indicating the statistical (statistical and
systematic) uncertainties. The cross sections are compared to the predictions of POWHEG com-
bined with PYTHIAS8 (P8) or HERWIG++ (H++) and the multiparton simulations MG5_aMC@NLO
(MG5)+PYTHIAS FxFx and SHERPA. The ratios of the predictions to the measured cross sections
are shown at the bottom of each panel.
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Figure 19: Double-differential cross section at parton level as a function of pr(ty) vs. M(tt). The
data are shown as points with light (dark) error bands indicating the statistical (statistical and
systematic) uncertainties. The cross sections are compared to the predictions of POWHEG com-
bined with PYTHIAS8 (P8) or HERWIG++ (H++) and the multiparton simulation MG5_aMC@NLO
(MG5)+PYTHIAS8 FxFx. The ratios of the predictions to the measured cross sections are shown
at the bottom of each panel.
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Figure 20: Double-differential cross section at particle level as a function of |y(tt)| vs. M(tt). The
data are shown as points with light (dark) error bands indicating the statistical (statistical and
systematic) uncertainties. The cross sections are compared to the predictions of POWHEG com-
bined with PYTHIAS8 (P8) or HERWIG++ (H++) and the multiparton simulations MG5_aMC@NLO
(MG5)+PYTHIAS FxFx and SHERPA. The ratios of the predictions to the measured cross sections
are shown at the bottom of each panel.
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Figure 21: Differential cross sections at particle level as a function of pr(t,) in bins of the num-
ber of additional jets. The data are shown as points with light (dark) error bands indicating
the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG combined with PYTHIAS (P8) or HERWIG++ (H++) and the multiparton
simulations MG5_aMC@NLO (MG5)+PYTHIA8 FxFx and SHERPA. The ratios of the predictions
to the measured cross sections are shown at the bottom of each panel.
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atic uncertainties we assume a full correlation among all bins, while the various sources are
assumed to be uncorrelated. The same assumptions about correlations are made for the the-
oretical uncertainties in the POWHEG+PYTHIA8 and the SHERPA predictions. In addition, we
perform the x? tests without any uncertainties in the theoretical models to compare the agree-
ments with the central predictions. From the )(2 values and the numbers of degrees of freedom,
which corresponds to the number of bins in the distributions, the p-values are calculated. The
results are shown in Table 1 for the parton-level and in Table 2 for the particle-level measure-
ments.

Table 1: Comparison between the measured distributions at parton level and the predictions
of POWHEG combined with PYTHIA8 (P8) or HERWIG++ (H++), the multiparton simulation
MG5_aMC@NLO FxFx, and the NNLO QCD+NLO EW calculations. The compatibility with the
POWHEG+PYTHIAS prediction is also calculated under consideration of its theoretical uncer-
tainties (with unc.), while those are not taken into account for the other comparisons. The
results of the x? tests are listed together with the numbers of degrees of freedom (dof) and the
corresponding p-values.

Distribution x*/dof p-value x?/dof p-value x*/dof p-value

POWHEG+P8 with unc. POWHEG+PS8 NNLO QCD+NLO EW
PT(thigh) 16.4/12 0.173 274/12 < 0.01 36.9/12 < 0.01
1 (tiow) 224/12 0.033 427/12 < 0.01 77.2/12 < 0.01
pr(tn) 16.4/12 0.175 24.0/12  0.020 5.13/12 0.953
ly(th)] 1.28/11 1.000 1.41/11 1.000 227/11 0.997
pr(te) 22.2/12 0.035 38.3/12 < 0.01 9.56/12 0.654
ly(te)] 2.04/11 0.998 242/11 0.996 8.14/11 0.700
M(tt) 7.67/10 0.661 11.6/10 0.314 247/10 < 0.01
ly(tt)] 3.98/10 0.948 5.66/10 0.843 9.26/10 0.507
pr(tt) 5.38/8 0.717 46.5/8 < 0.01
ly(ty)] vs. pr(tn) | 23.6/44 0.995 41.6/44 0577
M(tt) vs. |y(tt)| | 20.6/35 0.975 35.0/35 0.469
M(tt) vs. Ay 249/40 0.971 35.1/40 0.689
pr(ty) vs. M(tt) | 38.9/32 0.188 59.3/32 < 0.01

POWHEG+H++ MG5_aMC@NLO+P8 FxFx —

P (thigh) 6.60/12 0.883 16.3/12 0.180
1 (tiow) 285/12 < 0.01 153/12  0.225
pr(tn) 5.09/12  0.955 11.0/12 0.530
ly(tn)| 2.39/11 0.997 2.21/11 0.998
pr(te) 6.55/12 0.886 17.4/12 0.136
ly(te)| 2.54/11 0.995 3.99/11 0.970
M(tt) 4.16/10 0.940 12.1/10 0.275
ly(tt)] 11.9/10 0.292 8.92/10 0.540
pr(tt) 55.0/8 < 0.01 26.8/8 < 0.01
ly(tn)| vs. pr(tn) | 57.9/44 0.077 40.2/44 0.634
M(tt) vs. |y(tt)| | 40.8/35 0.229 58.7/35 < 0.01
pr(ty) vs. M(tt) | 93.0/32 < 0.01 166/32 < 0.01

The x? tests show that the measurements are compatible with the POWHEG+PYTHIA8 and
SHERPA predictions if their uncertainties are taken into account. With the selected settings
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quark-antiquark system

Table 2: Comparison between the measured distributions at particle level and the predictions
of POWHEG combined with PYTHIAS8 (P8) or HERWIG++ (H++) and the multiparton simulations
of MG5_.aMC@NLO FxFx and SHERPA. The compatibilities with the POWHEG+PYTHIAS8 and the
SHERPA predictions are also calculated under consideration of their theoretical uncertainties
(with unc.), while those are not taken into account for the other comparisons. The results of the
X tests are listed together with the numbers of degrees of freedom (dof) and the corresponding

p-values.
Distribution x?/dof p-value x>/dof p-value x2/dof p-value
POWHEG+P8 with unc. SHERPA with unc. POWHEG+P8
pr(ty) 15.9/12 0.197 7.21/12 0.844 29.5/12 < 0.01
ly(th)] 1.96/11 0.999 1.48/11 1.000 2.23/11 0.997
pr(te) 27.0/12 < 0.01 22.3/12 0.034 80.2/12 < 0.01
ly(te)] 455/11 0.951 5.07/11 0.928 499/11 0.932
M(tt) 5.83/10 0.829 2.40/10 0.992 9.07/10 0.525
pr(tt) 496/8 0.761 289/8 < 0.01 41.2/8 < 0.01
ly(tt)] 5.93/10 0.821 6.63/10 0.760 8.61/10 0.570
ly(tn)| vs. pr(tn) | 35.7/44 0.810 29.6/44 0.953 64.1/44 0.025
M(tt) vs. |y(tt)| | 25.9/35 0.867 24.2/35 0.914 56.2/35 0.013
pr(ty) vs. M(tt) | 47.4/32 0.039 57.2/32 < 0.01 732/32 <0.01
SHERPA POWHEG+H++ MG5_aMC@NLO+P8 FxFx

pr(tn) 13.5/12 0.335 32.1/12 < 0.01 17.4/12 0.137
ly(th)] 2.32/11 0.997 4.89/11 0.936 3.16/11 0.988
pr(te) 394/12 < 0.01 21.8/12 0.040 47.7/12 < 0.01
ly(te)] 554/11 0.902 4.04/11 0.969 7.22/11 0.781
M(tt) 2.86/10 0.985 52.8/10 < 0.01 545/10 0.859
pr(tt) 68.7/8 < 0.01 46.8/8 < 0.01 21.3/8 < 0.01
ly(tt)] 12.1/10 0.276 18.6/10 0.046 8.13/10 0.616
ly(tn)| vs. pr(tn) | 48.3/44 0.305 116/44 < 0.01 44.9/44 0.434
M(tt) vs. |y(tt)| | 41.5/35 0.208 219/35 < 0.01 55.7/35 0.014
pr(ty) vs. M(tt) | 66.5/32 < 0.01 152/32 < 0.01 48.9/32 0.028
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SHERPA fails to describe pr(tt). In general, some tension is observed for the distributions of
pr(t). The NNLO QCD+NLO EW calculation of pr(t) shows an improved agreement with the
measurement compared to most of the NLO simulations. However, looking at pr(tpign) and
pr(tiow) separately, we observe that the former is very well modeled, while the later is pre-
dicted to be harder. The comparisons to the various central prediction at parton and particle
level shows that the multiparton simulation MG5_aMC@NLO+PYTHIA8 FxFx performs best.

11 Measurements of multiplicities and kinematic properties of jets

In the following we discuss the measurements involving multiplicities and kinematic prop-
erties of jets. These are performed at particle level only. In the POWHEG simulations all jets
beyond one additional jet are only described by the parton-shower simulation and, hence,
their description is subject to parton-shower tuning. In the SHERPA simulation the produc-
tion of up to one additional jet is calculated at NLO, up to four jets are calculated at LO accu-
racy. However, these LO calculations are very sensitive to the choice of the scales. Since in the
MG5_aMC@NLO+PYTHIA8 FxFx simulation up to two additional jets are calculated at NLO, it is
expected to make the most accurate prediction at high jet multiplicities.

The differential cross sections as a function of pr(t,), M(tt), and pr(tt) in bins of the number
of additional jets are shown in Figs.21-23. These distributions are helpful to estimate the tt
background contribution in searches for physics beyond the standard model that are looking
into signatures with high jet multiplicities.

Furthermore, we measure properties of individual jets. The differential cross sections as a func-
tion of pr of jets in the tt system and of the four leading additional jets are shown in Fig. 24.
The trend of a softer pr spectrum of the top quark compared to the PYTHIA8 simulations is
also visible for all jets of the tt system. These pr distributions allow for the calculation of jet
multiplicities with minimum pr thresholds of 30, 50, 75, and 100 GeV and gap fractions [10, 12]
shown in Fig. 25 and Fig. 26, respectively. The gap fraction f,(pr) is the fraction of unfolded
events that do not contain at least n additional jets above the given pr threshold. In the calcula-
tions of jet multiplicities and gap fractions we take into account the small fraction of jets above
the displayed pt ranges. The uncertainties are obtained by error propagation under considera-
tion of the full covariance matrices. The POWHEG+HERWIG++ prediction overestimates the jet
multiplicity at low jet pr, while POWHEG+PYTHIAS predicts too many jets with high pr.

In Figs. 27-29 the distributions of |7|, AR;,, and AR; are shown. The differential cross section as
a function of |77| is well described by all simulations, while POWHEG+HERWIG++ overestimates
the radiation of additional jets close to the jets in the tt system. In the predictions such collinear
radiation is mainly described of the parton-shower model.

In Table 3 the results of the x? tests comparing the measurements involving multiplicities
and kinematic properties of jets to the simulations are presented. The kinematic distributions
and multiplicities of the additional jets are reasonably modeled by POWHEG+PYTHIAS, while
with the selected settings SHERPA fails to describe them. The POWHEG descriptions of addi-
tional jets rely on phenomenological models of parton showering and hadronization and are
quite different for PYTHIA8 and HERWIG++. At high jet multiplicities the LO SHERPA pre-
dictions strongly depends on the choice of scales. As expected, the multiparton simulation
MG5_aMC@NLO+PYTHIA8 FxFx performs slightly better than the others.
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Figure 22: Differential cross sections at particle level as a function of M(tt) in bins of the num-
ber of additional jets. The data are shown as points with light (dark) error bands indicating
the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG combined with PYTHIAS (P8) or HERWIG++ (H++) and the multiparton
simulations MG5_aMC@NLO (MG5)+PYTHIA8 FxFx and SHERPA. The ratios of the predictions
to the measured cross sections are shown at the bottom of each panel.
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Figure 23: Differential cross sections at particle level as a function of pr(tt) in bins of the num-
ber of additional jets. The data are shown as points with light (dark) error bands indicating
the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG combined with PYTHIAS (P8) or HERWIG++ (H++) and the multiparton
simulations MG5_aMC@NLO (MG5)+PYTHIA8 FxFx and SHERPA. The ratios of the predictions
to the measured cross sections are shown at the bottom of each panel.
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Figure 24: Differential cross section at particle level as a function of jet pr. The data are
shown as points with light (dark) error bands indicating the statistical (statistical and sys-
tematic) uncertainties. The cross sections are compared to the predictions of POWHEG com-
bined with PYTHIAS8 (P8) or HERWIG++ (H++) and the multiparton simulations MG5_aMC@NLO
(MG5)+PYTHIAS8 FxFx and SHERPA. The ratios of the predictions to the measured cross sections
are shown at the bottom of each panel.
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Figure 25: Top: jet multiplicity. Middle, Bottom: jet multiplicities for various thresholds of
the jet pr. The data are shown as points with light (dark) error bands indicating the statistical
(statistical and systematic) uncertainties. The cross sections are compared to the predictions
of POWHEG combined with PYTHIA8 (P8) or HERWIG++ (H++) and the multiparton simula-
tions MG5_aMC@NLO (MG5)+PYTHIA8 FxFx and SHERPA. The ratios of the predictions to the
measured cross sections are shown at the bottom of each panel.
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11 Measurements of multiplicities and kinematic properties of jets

Table 3: Comparison between the measurements involving multiplicities and kinematic prop-
erties of jets and the predictions of POWHEG combined with PYTHIAS8 (P8) or HERWIG++ (H++)
and the multiparton simulations of MG5_aMC@NLO FxFx and SHERPA. The compatibilities with
the POWHEG+PYTHIAS8 and the SHERPA predictions are also calculated under consideration of
their theoretical uncertainties (with unc.), while those are not taken into account for the other
comparisons. The results of the x? tests are listed together with the numbers of degrees of

freedom (dof) and the corresponding p-values.

Distribution x?/dof p-value x?/dof p-value x%/dof p-value
POWHEG+P8 with unc. SHERPA with unc. POWHEG+P8
Additional jets 1.52/6 0.958 27.3/6 < 0.01 10.1/6 0.121
Additional jets vs. M(tt) | 27.5/36 0.845 68.9/36 < 0.01 38.8/36 0.345
Additional jets vs. pr(t,) | 35.1/44 0.830 64.6/44 0.023 71.6/44 < 0.01
Additional jets vs. pr(tt) | 64.6/29 < 0.01 181/29 < 0.01 175/29 < 0.01
pr(jet) 70.2/47 0.016 374/47 < 0.01 133/47 < 0.01
17(jet)| 120/70 < 0.01 174/70 < 0.01 171/70 < 0.01
AR;, 60.9/66 0.655 215/66 < 0.01 168/66 < 0.01
ARy 64.0/62 0.405 229/62 < 0.01 121/62 < 0.01
SHERPA POWHEG+H++ MG5_aMC@NLO+P8 FxFx

Additional jets 63.0/6 < 0.01 341/6 < 0.01 11.1/6 0.086
Additional jets vs. M(tt) | 112/36 < 0.01 300/36 < 0.01 55.1/36 0.022
Additional jets vs. pr(t,) | 88.5/44 < 0.01 230/44 < 0.01 53.4/44 0.156
Additional jets vs. pr(tt) | 285/29 < 0.01 223/29 < 0.01 122/29 < 0.01
pr(jet) 768/47 < 0.01 624/47 < 0.01 111/47 < 0.01

|7 (jet)| 214/70 < 0.01 259/70 < 0.01 133/70 < 0.01
AR;, 334/66 < 0.01 959/66 < 0.01 67.0/66 0.441
AR 316/62 < 0.01 483/62 < 0.01 789/62 0.073
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Figure 26: Distributions of fi(pr) and f>(pr). The data are shown as points with light (dark)
error bands indicating the statistical (statistical and systematic) uncertainties. The measure-
ments are compared to the predictions of POWHEG combined with PYTHIAS (P8) or HERWIG++
(H++) and the multiparton simulations MG5_aMC@NLO (MG5)+PYTHIA8 FxFx and SHERPA.
The ratios of the predictions to the measured cross sections are shown at the bottom of each
panel.

12 Summary

Measurements of the differential and double-differential cross sections for tt production in pp
collisions at 13 TeV have been presented. The data correspond to an integrated luminosity of
35.8 fb ™! recorded by the CMS experiment. The tt production cross section is measured in the
l+jets channels at particle and parton level channel as a function of transverse momentum pr
and rapidity |y| of the top quarks; pr, |y|, and invariant mass of the tt system. In addition, at
particle level detailed studies of multiplicities and kinematic properties of the jets in tt events
have been performed. The dominant sources of uncertainty are the jet energy scale uncertain-
ties on the experimental side and parton shower modeling on the theoretical side.

The results are compared to several standard model predictions that use different methods and
approximations for their calculations. The kinematic properties of the top quarks and the tt sys-
tem are well described apart from a softer measured pr of the top quarks, which has already
been observed in previous measurements and can partially be explained by calculations in-
cluding NNLO QCD and NLO EW corrections. The kinematic distributions and multiplicities
of the additional jets are reasonably modeled by POWHEG+PYTHIA8. However, the POWHEG
descriptions of additional jets rely on phenomenological models of parton showering and had-
ronization with tuned parameters. With the selected settings the SHERPA predictions show
larger discrepancies from the data, but they strongly depend on the choice of scales. The mul-
tiparton simulation of MG5_aMC@NLO+PYTHIAS FxFx results in the best agreement with the
measurements.
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Figure 27: Differential cross section at particle level as a function of jet 7. The data are
shown as points with light (dark) error bands indicating the statistical (statistical and sys-
tematic) uncertainties. The cross sections are compared to the predictions of POWHEG com-
bined with PYTHIAS8 (P8) or HERWIG++ (H++) and the multiparton simulations MG5_aMC@NLO
(MG5)+PYTHIAS8 FxFx and SHERPA. The ratios of the predictions to the measured cross sections
are shown at the bottom of each panel.
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Figure 28: Differential cross section at particle level as a function of jet AR;. The data are
shown as points with light (dark) error bands indicating the statistical (statistical and sys-
tematic) uncertainties. The cross sections are compared to the predictions of POWHEG com-
bined with PYTHIAS8 (P8) or HERWIG++ (H++) and the multiparton simulations MG5_aMC@NLO
(MG5)+PYTHIAS8 FxFx and SHERPA. The ratios of the predictions to the measured cross sections
are shown at the bottom of each panel.
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The data are

shown as points with light (dark) error bands indicating the statistical (statistical and sys-
tematic) uncertainties. The cross sections are compared to the predictions of POWHEG com-
bined with PYTHIAS8 (P8) or HERWIG++ (H++) and the multiparton simulations MG5_aMC@NLO
(MG5)+PYTHIAS8 FxFx and SHERPA. The ratios of the predictions to the measured cross sections
are shown at the bottom of each panel.
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