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Abstract

We present the observation of 16 exclusive eTe™ events on top of a background
of estimate of 2.1705. Each event has an eTe™ pair (both with py > 5 GeV)
and nothing else observable in the CDF detector. The measured cross section is
1.6 T3 (stat) 40.3(sys) pb, while the predicted cross section is 1.71140.008 pb.
The events are consistent in cross section and properties with with pp — p +
ete” + p through two photon exchange (yy — ete™). Two photon collisions
have previously been studied in eTe™ collisions at LEP and elsewhere, but this

is the first observation in hadron-hadron collisions.
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1 Introduction

Photon-photon collisions have been much studied in e*e™ collisons at PETRA [1],
TRISTAN [2] and LEP [3, 4, 5], the two photons being radiated off the incoming
electrons, which emerge in the forward direction with some momentum loss, where
they may be tagged [6]. At LEP-II (/s = 200 GeV) the cross-section for ete™ — ete”
hadrons, with W., > 5 GeV is 12 nb, 160 times higher than the annihilation reaction
ete™ — v/Z — qq(v). The ratio rises with /s, so at the ILC it will be much higher.

Photon-photon collisions have not previously been observed in hadron-hadron colli-
sions, having a very small cross section (~ pb) compared to the strong interaction cross
section, atot ~ 80 mb and 0, &~ 60 mb. The most promising channels are 'y’y — eTe”
and vy — ptp~, with the p and p coherently scattered, thus pp — p+ete (uu)+p;
no other partlcles are produced, i.e. it is an exclusive reactlon see Figure 1.

e+

+

Figure 1: Feynman diagram of exclusive eTe™ via two photon exchange.

The main process for producing lepton pairs in hadron-hadron collisions is Drell-
Yan, ¢q¢ — [T1~. Removal of a color triplet from the protons results in a color dipole
which fills rapidity with hadrons, usually with a large multiplicity. The only way
that could be avoided is to exchange another color triplet to leave the protons as
color singlets, with a very small probability of not dissociating; this cross section is
negligible. On the other hand the photon process is (almost?) pure QED. The only

2In principle one can have pomeron exchange between the protons, in addition to the photon. The
correction is small at these large impact parameters because the range of the strong force is ~fermi,



non-fundamental part is the electromagnetic form factor of the proton, which is well
known (and in the limit £ — 0 becomes 1).

The process in hadron collisions was first discussed in 1972 by Budnev, Ginsburg,
Meledin and Serbo [8]. Other papers, mainly considering it as a process for lumi-
nosity calibration, are by Shamov and Telnov [9], Piotrzkowski [10], and Caron and
Pinfold [11].

Apart from its intrinsic interest, measurement of the process would be another way
of calibrating the luminosity monitors of collider experiments. To do this without
knowing o, one needs to count all events, even in the presence of pile-up. This
should be possible with p*pu~ thanks to three features: (1) the muons are almost
exactly back-to-back in azimuth (2) they have almost the same pr (3) there are no
other charged tracks on the pu*pu~ vertex. The first two properties arise because the
interaction is highly peripheral (at large distances the strong field has died away leaving
the electromagnetic field dominant) and therefore the protons have very small ¢ (i.e.
pr ), typical of Coulomb scattering.

Another use of this process as a tool is that from the very accurate measurements
of the leptons one knows the momenta of the forward protons. One has:

where £ is the fractional momentum loss of the protons. This can be used to calibrate
the momentum scale of forward proton detectors; indeed for the LHC it seems to be
the most promising method. In CDF the roman pots (on the outgoing p-side) do not
have acceptance for low-t and low-£ and are not used in this analysis.

In the study presented here, the primary motivation was actually to search for a
rarer process, namely the exclusive production of two photons, pp — p + vy + p. By
making no track requirements until the last step in the analysis we retain both ete™
and -7y events. The v analysis is presented in another note [16]. The measurement of
the well known ete™ cross section adds confidence to the theoretically less certain -y
measurement.

2 Monte Carlo

The LPAIR program [7] is a matrix element Monte Carlo simulation of two photon
production of fermion pairs for incoming beams of electrons, positrons, protons, and
anti-protons. The code presents a numerically stable program for all collision energies
through a reformulation of the basic phase space integrals. This enables easier treat-
ment of discontinuities resulting from the application of experimental cuts with the
generator code. LPAIR is written in Fortran-77 and utilizes the VEGAS [17] auto-
matic integration routine.

Three categories of two photon collisions from the incoming proton anti-proton
beams of the Tevatron can be simulated with LPAIR. The elastic-elastic process is
the generator configuration used to simulate the expected signal for this analysis. The
elastic-inelastic and inelastic-inelastic configurations are used to help estimate the back-
ground.

1. elastic-elastic pp —» p+ 171" +p

while EM is unlimited
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2. elastic-inelastic pp — p+I1Tl" + X and pp — X + 171" +p
3. inelastic-inelastic pp — X + 1717 + X

The cross section for elastic-elastic production of electron pairs with pr(e) > 5.0
GeV, |n| < 2.0 at the Tevatron, /s = 1960 GeV, is predicted by LPAIR Monte Carlo
to be 0peep = 1.7112£0.008 pb [7].

3 Event Selection

Selecting potentially interesting events from the 1.7 million bunch crossings per second
is done with a trigger to write the events to tape, and sequence of offline cuts to select
interesting events from those on tape. The offline cuts include electron ID (which
identify electrons in the detector), exclusivity cuts (which check that there is no other
observable particles in the detector), and cosmic cuts (which eliminate cosmic rays).

3.1 Trigger and Good Run List

A trigger, with path name DIFF_DIPHOTON; is used for this analysis. It was imple-
mented to search for exclusive production of two photons [16]. The details of the trigger
cuts are shown in Table 1. The trigger rate is very low and peaks at an instantaneous
luminosity of about 20E30cm 257!, as shown in Figure 2. The peak in the trigger rate
at 20E30cm~2s™lis expected [14] because multiple interactions spoil the rapidity gap
requirement.

The trigger has been in since December 7, 2004 in the low luminosity trigger tables
“PHYSICS_3.x".3. The data used in the current analysis is the “gdifOh” dataset, which
corresponds to runs 190697 to 206989 taken between December 7 2004 and November
9 2005. The dataset was produced with the CDFSOFT2 6.1.1 version of production
and ntuplized into the dev_243 Stntuple with CDFSOFT2 6.1.2. The ntuplized dataset
contains xxx events that passed the DIFF_DIPHOTON trigger.

A good run list is applied to the dataset to eliminate runs in which a detector
component was not functioning properly. The good run list used is a subset of the DQM
version 11 list in which runs that were bad for SMX (Shower Max), MP (Miniplug), BSC
(Beam Shower Counter) were removed, as well as runs that used the high luminosity
trigger tables and runs greater than 206989. The total integrated luminosity for these
runs corresponds to 522432 pb~!. The systematic uncertainty applied is 6% for the
default CDF luminosity calibration.

3.2 Electron ID Cuts

The first step in the offline event selection is selecting electron candidates from the EM
objects in the triggered events. Since this analysis is being done in parallel with the
search for exclusive two photon production, the initial cuts will pass both electrons and
photons. The only measurable difference between photons and electrons in the CDF
detector is the electron track, so the track requirement will be applied last.

The ID cuts applied are shown in Table 2. They are based on the standard photon
cuts recommended by the photon group. An EM object that passes the cuts in Table 2

3The trigger was in for a short time from August 9-23 2004, runs 186081-186598 corresponding to
8.8 pb~lwhich is not used in this analysis.
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‘ DIFF_DIPHOTON Trigger Details

Level 1: East + West BSC Empty, and 1 Plug or Central tower with:
L1 TWO _GAP & EM4 | (HadEm<0.125) & (Et>4GeV)

Level 2: 2 EM objects (plug or central) with:

L2.TWO_EM4 (HadEm< 0.125) & (Et>4GeV) & (0 < |n| < 3.6)

Level 3: 2 EM objects (plug or central) with:

L3_DIPHOTON4 (Et>4GeV) & (Iso<2GeV or IsoRatio<0.1) & (CES yx? < 20.0)1

Table 1: Details of DIFF_DIPHOTON trigger cuts. T denotes the cut is central only.
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Figure 2: Trigger rate as a function of instantaneous luminosity for the
DIFF _DIPHOTON trigger (trigger table PHYSICS_3_0[0-2] bit #37).

‘ Cut ‘ Central ‘ Plug ’
Energy (GeV) | E; > 5.0 E; > 5.0
Shower Shape | CES x? <20 PES x? <10
Had/Em Ratio | < 0.055 + 0.00045*E | < 0.05

Table 2: Details of electron candidate cuts (energy units are GeV).

will be called an electron candidate. The collection of all events with two canadiates
will be refered to as the two-candidate sample. The standard isolation cuts are not
applied in this set of loose cuts because the exclusivity cuts are equivalent to isolation
cuts. The exclusivity cuts are explained in Section 3.4.
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3.3 Cosmic Cut

In order to remove cosmic rays from the data sample, the EM timing of each electron
must be less than 10 ns, the difference between the EM timing of the two electrons is
required to be less than 5 ns, and the electrons are required to be separated by more
than 90deg in ¢. The efficiency and background of this cut is discussed in Sections 4.3
and 5.2. While more cuts on other variables could be applied, we choose to use only the
EM timing and A¢ cuts because it can be used for both photon and electron samples.
xxx of the xxx two candidate events pass this cosmic cut.

3.4 Exclusivity Cuts

In order to determine if the event was exclusive, one must determine that there was
nothing (other than the two EM objects) in the detector. In order to do that, you
must know what “nothing” looks like in the detector. To accomplish this, two samples
of events were made from zerobias data, interaction and non-interaction. Events with
no tracks (above the default CDF track of 200 MeV/c), no hits in the CLC (a hit
defined as >150 ADC counts), and no muon stubs, were put into the non-interaction
sample, all others were put into the interaction sample. In the remainder of this
section these samples will be used to motivate the exclusivity cuts on the Beam Shower
Counter (BSC) and calorimeters. Note that the no track, CLC, and muon cuts are not
being applied to the exclusive electron sample, they are only being use to help define
appropriate calorimeter cuts that will be applied to the signal sample.

Figure 3 shows the maximum number of ADC counts in any of the BSC-1 PMTs
for the interaction and non-interaction samples (one entry per event). It shows that
300 ADC counts distinguishes between an interaction and no interaction in BSC-1.
300 ADC counts is therefore the exclusivity cut on the BSC-1, meaning that an event
must have all BSC-1 channels less than 300 counts to be defined as exclusive. Since the
physical origin of the distribution in the 300 to 1000 counts region is not completely
understood, the more conservative cut of 300 counts was chosen. Figures 4 and 5 show
the corresponding plots for BSC-2 and BSC-3. A cut of 400 counts is choosen for
BSC-3 because the pedestal is wider.
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Figure 3: LoglO(ADC counts - pedestal) in BSC-1 for interaction and non-
interaction samples, the line shows the cut at 300 counts. Left plots are east,
right plots are west.

The calorimeters are divided into five regions; mini-plug region (towers 22 to 25
3.6 < |n| < 5.2), the forward-plug region (towers 18 to 21 2.11 < |n| < 3.64), the
mid-plug region (towers 12 to 17 1.32 < |n| < 2.11), and the end-wall region (towers
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Figure 4: Logl0(ADC counts - pedestal) in BSC-2 for interaction and non-
interaction samples, the line shows the cut at 300 counts. Left plots are east,
right plots are west.
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Figure 5: Logl0(ADC counts - pedestal) in BSC-3 for interaction and non-
interaction samples, the line shows the cut at 400 counts. Left plots are east,
right plots are west.

6 to 11 0.66 < |n| < 1.32), and the central region (towers 0 to 5 0.00 < |n| < 0.66).
Figures 6 to 11 show the highest E; tower for the five regions in the interaction and
non-interaction samples. The central and end-wall regions are divided into EM tower
and HAD tower cuts due to the large difference in the noise levels of the two sections?.
These plots motivate the cuts shown in Table 3.

The exclusivity cuts are applied to all towers in two-candidate events except for
the electron towers. An electron tower is defined as any tower in the CdAfEmObject’s
TowerLinkList plus any towers within Aitow < 1.5, where Aitow = /Aieta® + Aiphi?.
The number of two-candidate events that pass each cut (in sequence from BSC to

Central) is shown in Table 4.

4The CalData block has a default PMT spike killer for towers greater than 500 MeV, a spike killer
routine below 500 MeV was developed by Angela Wyatt 7.2 and is applied to all towers.
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Figure 6: Logl0(Max Et) hit in mini-plug for interaction and non-interaction
samples, the line shows the 5 MeV cut. Left plots are east, right plots are west.
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Figure 7: LoglO(Max Et) tower in the forward-plug region for interaction
and non-interaction samples, the line shows the 30 MeV cut. Left is east,
right is west.
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Figure 8: LoglO(Max Et) tower in the mid-plug region for interaction and
non-interaction samples, the line shows the 80 MeV cut. Left is east, right is
west.

3.5 Track Cut

As shown in Table 4, 27 events from the two-candidate sample pass the exclusive cuts.
To distingush the electrons from photons, each electron candidate is required to have
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Figure 9: Logl0(Max Et) EM tower in the end-wall region for interaction and
non-interaction samples, the line shows the 80 MeV cut. Left is east, right is

west.
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Figure 10: Logl0(Max Et) HAD tower in the end-wall region for interaction
and non-interaction samples, the line shows the 200 MeV cut. Left is east,
right is west.
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Figure 11: LoglO(Max Et) tower in the central region for interaction and
non-interaction samples, the line shows the 80 MeV and 200 MeV cuts for EM
and Hadronic sections. Left is EM, right is Hadronic.

a single track with pr >1 GeV. 16 events pass this cut. These events are called the
signal sample, and are discussed in the following section.
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‘ Region ‘ Towers ‘ Eta Range Cut
BSC-3 n/a 6.7 <|nl <74 <400 ADC counts
BSC-2 n/a 6.4<|n <71 <300 ADC counts
BSC-1 n/a 5.4 <n| <5.9 <300 ADC counts
MiniPlug 22t025 | 3.6 <|n| <5.2 Er <5 MeV
Forward Plug | 18 to 21 | 2.11 < |n| < 3.64 Er < 30 MeV
Mid Plug 12to 17 | 1.32 < || < 2.11) Er < 80 MeV
End Wall 6to 11 | 0.66 <|n| <1.32 | EM Er < 80 MeV, HAD Er < 200 MeV
Central Oto5 | 0.00 < |n| <0.66 | EM E; < 80 MeV, HAD Er < 200 MeV

Table 3: Summary of exclusivity cuts

‘ Sample ‘ Number of Events ‘
Two-candidate events (no cosmics) XXX
Pass All BSC 12433
Pass MiniPlug 489
Pass FwdPlug 95
Pass MidPlug 68
Pass EndWall 33
Pass Central 27

Table 4: Number of two-candidate events remaining after each exclusive cut

3.6 Signal Sample

The signal sample of 16 events is given in Appendix 7.3 and compared to the LPAIR
Monte Carlo in Figures 12 to 16. They show that there is agreement between the data
and MC within the statistics of the sample. Figures 17 shows an event display of a

typical signal event; run 195762, event 3788.
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Figure 12: Ep of electrons in signal sample (points) compared to LPAIR MC (line)
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Figure 13: eta (left) and phi (right) of electrons in signal sample (points)
compared to LPAIR MC (line)
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Figure 14: Delta ¢ (left) and invariant mass (right) of ee pairs in signal
sample (points) compared to LPAIR MC (line)
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Figure 15: p, and p, of ee pairs in signal sample (points) compared to LPAIR MC (line)
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Figure 16: Ep of leading electron vs Ep of second electron (left) and 3-D
opening angle of ee pairs in signal sample (points) compared to LPAIR MC
(line) (right)

4 Efficiencies
There are four efficiencies to be folded into the cross section calculation:
€ee the efficiency for identifying the two electrons
€eze the efficiency of the exclusivity cuts
essr the efficiency for events which undergo some final state radiation
£.0s the efficiency for the cosmic cut

Since an inelastic pp interaction on top of an exclusive interaction in a beam crossing
will make the exclusive interaction unobservable, ... is highly dependent on instan-
taneous luminosity. Accounting for ... in the cross section is done with a quantity
called the effective luminosity, Z.¢s, which is explained in Section 4.4. The calculation

of €ce, €fsr, and €05 are not dependent on instantaneous luminosity. They are shown
in Sections 4.1 and 4.2. For clarity, the cross section equation with efficiencies is given
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15.62 GeV

Figure 17: Event display of run 195762 event 3788.

here:

o=

_ Nsignal - kagd (1)
€ee€fsr€cos-=§/ﬂeff

4.1 Electron Efficiency

The electron efficiency can be broken into four parts; reconstruction efficiency, €ee rec(Er),
trigger efficiency, €. iig(Er), ID efficiency, €. .4, and tracking efficiency e, 4. The re-
construction and trigger efficiencies are both functions of E; . The expected signal
(from LPAIR Monte Carlo) is a steeply falling function of E; , so the LPAIR Ep
distribution must be taken into account for these efficiencies.

The reconstruction efficiency is denoted with subscript “ee”, rather than just “e”,
to reflect the fact that this efficiency must be calculated per event, rather than per
electron, due to the ¢ correlation between the two electrons. This notation will be
carried through the note, subscript “ee” meaning per event and subscript “e” meaning
per electron. The four parts can be combined to calculate the total electron efficiency,
Equation 2.

_ 2 2 2
€ee = ECeeyrec” Ee,trig © EeidCetrk (2)



14 4 EFFICIENCIES

Reconstruction Efficiency, . re.

The electron reconstruction efficiency, e, e, accounts for electrons that do not get
identified as electromagnetic objects in the offline data - they have fallen into inactive
parts of the detector, like the cracks between the ¢ wedges and the crack at n =0 of the
calorimeter. Since the two electrons in the event are highly correlated (back-to-back
in d¢ and balanced in Er ), the probability of finding both electrons is not equal to
the square of the probability of finding one electron (if one falls into a ¢ crack, the
other is more like to fall into a ¢ crack). Therefore, . .. is calculated using the signal
Monte Carlo, LPAIR, on an event-by-event basis. Events generated with LPAIR are
gut gigough detector simulation, cdfSim version 5.3.3, and ntuplized with Stntuple
ev_242.
Reconstruction efficiency is as defined:

. Ngen+rec 3
8ee,rec = " xr ( )
Ngen

The denominator, Ny, is the number of events generated with both electrons having
In] < 2.0. The numerator, Ngepirec, is the number of events from the denominator
that have both reconstructed electrons within AR < 0.4° of the generated electron. A
reconstructed electron is defined as a TStnElectron (CDFEmObject) in the Stntuple’s
TStnElectronBlock. Using this presciption, the reconstruction efficiency is 0.69+0.02,
where the uncertainty is the systematic evaluated by changing the energy scale (Er
cut) by 1%. The choice of 1% is based on Figure 13 of CDFNOTE 7543 [12], showing
that the energy scale in CDFSim is accurate to within 1%. Figures 18 and 19 show
Eecerec @8 a function of Ep , 1, and ¢ .
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Figure 18: Electron reconstruction efficiency, €ce rec, as a function of gener-
ator electron Ep .

Electron Trigger Efficiency

The trigger efficiency accounts for those electrons that would get reconstructed and
pass all offline criteria, but fail the trigger. The trigger efficiency, €44, can be defined

SAR = /A2 + Ap?
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ge,trig = N
7

The denominator, N4, are electrons selected from minbias® data as electrons that pass
all the ID cuts. Using minbias data gives a sample with no trigger bias. The numerator,
Nirig+ia, is found by determining how many of the N;; sample would have passed the
electron trigger requirements (a match between a trigger and offline electron is defined
as having the same seed tower).

To determine whether or not they would pass the trigger requirements we used
the TTI2dCluster (from TL2D bank) and TL3Em (from TL3Summary bank) in the
Stntuple, to simulate the Level 2 and Level 3 triggers. Level 1 has no effect on the
trigger efficiency because any electron which passes the L2 trigger will pass the L1
trigger (L2 has a shoulder energy requirement of 127 GeV, rendering it a ’single-tower’
trigger like L1). Table 5 shows the variables and cut values of the simulated trigger
requirements (compare to the values in Table 1).

Trigger efficiency as a function of Er , n , and ¢ are shown in Figures 20 and 21.
The trigger efficiency as a function of E; must be applied to the expected signal
sample because the E7 distribution in exclusive events is slightly steeper than that of
EMODbjects in minbias data. .4 is calculated from Figure 22 as the total number of
LPAIR events times the efficiency (filled histogram) divided by the number of LPAIR
events (empty histogram). The efficiency as a function of E is also shown on Figure 22.
This weighting does not need to be done for the 7 distribution, since the minbias
and expected signal distribution are similar in 1 . The integrated trigger efficiency is
therefore 0.771+0.05, where the systematic uncertainty is evaluated by varying the value
of the trigger efficiency (for each bin) by the upper and lower bounds of the efficiency
as a function of Ep .

Sminbias means data taken with the minimum bias trigger, an east-west coincidence of the CLC
detectors
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TTI12dCluster::EtEmGeV () >= 4.0 GeV
TTI2dCluster::EtHadGeV () /EtEmGeV() | <= 0.125
|TT12dCluster::DetEta()| <= 3.6
TL3Em::CesAvgChi2() <=20.0
TL3Em::Phet() >=4.0
TL3Em::Hadem3() <=0.125
TL3Em::Pholso4()* <=2.0
TL3Em::Pholso4()/Phet()* <=0.1

Table 5: Cuts made in simulation of trigger, * denotes an OR between the
variables. NB TL3Em::CesAvgChi2() had to be corrected due to a bug in
production, see Appendix 7.1

0.8

0.6

0.4

0.2

0 2 4 6 8 10 12 14 16 18 20
EM Object Et (GeV)

Figure 20: Electron trigger efficiency, . 4, as a function of offline E7

Electron ID Efficiency

Central Electron ID Efficiency

The simplest way to measure the electron ID efficiency is to obtain a clean (very little
background) sample of electrons without using the cuts you wish to examine. The
efficiency can then be determined by counting the fraction of electrons from the clean
sample that pass the electron ID cuts. To obtain a clean and unbiased sample of
electrons, J/W — ee events are selected from events that were triggered with only one
electron. If the trigger contained two electrons, then there would be a trigger bias in
the sample. One of the legs of the J/W is used to tag the J/W¥ | the other is used as a
probe to measure the electron efficiency. Efficiency is defined as the number of probe
electrons that pass a cut divided by the total number of probe electrons.
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Figure 21: Electron trigger efficiency, ¢ 4, as a function of offline  and ¢
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Figure 22: The overall electron trigger efficiency, e riq, is calculated as the
integral of the closed histogram divided by the integral of the open histogram.

NpassIDcuts

. e,probe
Eeid = —L— ()
Ne,probe

To obtain a clean and unbiased sample of J/¥ — ee events we followed the pro-

cedure similar to CDFNOTE 7379 [13]. Using the edil0d dataset stntuplized with
CDFSOFT version 5.3.3 and stntuple dev_242, we selected events that passed the
ELECTRON_CENTRAL 4 trigger. In order to select J/W¥ events we made the follow-

ing requirements on the electron objects (TStnElectrons) in the event:

e require 2 or 3 TStnElectrons in the event (to reduce combinatoric background)

e make an array of tight electrons from the T'StnElectrons (tight electron cuts are
listed in Table 6)

e for each tight electron, match it to a probe electron which has

- 7 vertex within 1 cm of the tight electron
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- opposite charge to the tight electron
- in a different tower than the tight electron

- invariant mass between 2.9 GeV/c? and 3.3 GeV /c?

The TStnElectrons that pass all the above requirements are then called “probe
electrons”. The invariant mass of the tight electrons with the probe electrons (before
the mass cut) is shown in Figure 23. This shows a very nice J/¥ peak with very
little background. Therefore the probe electrons fit the requirement of being clean and
unbiased because they were selected without trigger or quality cuts and have very little
background.

X"/ ndf 440.6 /94
0

pO -51.15 + 5.04
pl 60.76 + 5.02
p2 -8.532+ 0.869
p3 703.4+ 8.4
p4 0.3084 + 0.0047
p5 3.033 + 0.002

Number of Events

3 35 4 4.5 5
e;+e_mass (GeV/c"2)

Figure 23: Tight 4+ Loose (ie. probe) electron invariant mass which shows a
very clean J/W¥ peak.

The efficiency for the hadem cut is 95%+3%, see Figure 24. The efficiency calculated
could be slightly lower than the actual efficiency in an exclusive event because there
could be some hadronic activity on top of the electron, increasing the value of hadem
for the electron. Efficiency for CES shape cut is 99%+1%, see Figure 25. Combined
efficiency for both cuts is 95%+4%, and is independent of E; , n , and ¢ , as shown in
Figure 26

Plug Electron ID Efficiency

The above data set used to calculate the central electron ID efficiency can not simply
be extended to look at electrons in the plug, because the trigger is based on a central
EM object, and most J/W — ee events produce two electrons that are close together -
so they are unlikely to have probe electrons in the plug region. Fortunately, a thorough
study of plug electrons in the Er region of interest has already been done [15]. The

result is a HadEm efficiency of 99%=41% and a PES shape x? efficiency of 88%42%,
so the total plug electron ID efficiency is 87%=43%.
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DelZ < 5.0
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Nssl and Nasl | > 2

Table 6: Tight electron cuts
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Figure 24: Efficiency of the hadem cut.

Overall Electron ID Efficiency
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The overall electron ID efficiency can now be calculated based on the expected fraction

of electrons in the central and plug regions. LPAIR MC predicts that 63% of recon-
structed electrons with E; > 5.0 GeV and n < 2.0 fall in the central region, and 37%
in the plug region. Weighting the central and plug ID efficiencies by 0.63 and 0.37, the

overall electron ID efficiency (per electron) is 0.9240.04.
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Figure 25: Efficiency of the CES shape cut.
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Figure 26: Efficiency of the electron ID cuts (hadem and CES shape).

Electron Tracking Efficiency

The tracking efficiency can be calculated from the same sample of probe electrons used
in the ID efficiency. It can be defined as:

pass track cut

__ “Ve,probe
Eeid = 7N
e,probe

(6)
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track cut - .
Where the numerator, NP2, 7 “ is the number of probe electrons with NTracks==

and that track having pr >1 GeV, and the denominator, N repe, is the number of
probe electrons. The probe electrons in this case are taken from Z — ee events where
the Z is identified using electrons constructed with their calorimeter properties. If an
electron from a pair in the mass window 80 GeV to 100 GeV has a track, then the other
electron is used as the probe. Figure 27 shows that the tracking efficiency is ~99%
in the central region, and drops to ~20% at n =2. This plot is constructed using any
tracking algorithms except silicon stand-alone (since silicon is not required in the good
run list). The efficiency as a function of 1 is then integrated with the reconstructed
electron n distribution from LPAIR in Figure 28, which shows the overall tracking
efficiency is 87% (per electron).

Etrk

1.2

0.8

0.6

0.4

0.2 T T PR T T T T T
-2 -15 -1 -05 O 0.5 1 1.5 2

Electron Detector n

Figure 27: Tracking efficiency.

Overall Electron Efficiency

From the summary of the electron efficiencies shown in Table 7, the overall electron
pair efficiency is calculated to be:

— 2 2 2 _
€ee = Eeeyrec 8e,trig ) ge,id ’ 8e,trk =0.26 £0.03 (7)

4.2 Final State Radiation Efficiency, €y,

If one of the final state electrons in a pp — p + ee + p interaction emits enough
bremsstrahlung radiation, it is possible for there to be energy deposited outside the
electron towers. This would prevent the event from being counted as signal event
because all energy outside the electron towers is vetoed in the exclusive cuts. This is
not accounted for in e.,. because that is based entirely on the state of the detector,
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Figure 28: LPAIR 7 distribution (empty histogram) and the LPAIR 7 dis-
tribution weighted by the tracking efficiency in that 7 bin (filled histogram).

Ceence | 0.6920.02
Cotrig | 0.7720.05

ceia | 0.92 £ 0.04
Cotrack | 0.87 £ 0.05

cee | 0.26 £0.03

Table 7: Summary of electron efficiencies

not the details of the signal. To estimate €4, we run a sample of LPAIR Monte Carlo
events through the exclusive cuts. €y, can then be defined as:

pass exc cuts
MC events (8)

NMC events

Efsr =

Where the denominator, Ny;¢ cvents 1S the number of LPAIR events with both electrons
in |n| < 2. The numerator is the number of denominator events that pass the exclusive
cuts described in the event selection, Section 3.4, giving € f,,=0.79+£0.05.

4.3 Cosmic Efficiency, .,

The efficiency of the cosmic cut is determined by selecting a sample of non-cosmic
electron pairs with the following cuts:

e track Dy < 2 cm
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e track pair AZ; < 1.0 cm
e 3-D opening angle < 2.6 rad
e Seed Tower < tower 18 (EM Timing is not available for towers 18 and greater)

The cosmic efficiency, €., is then defined as:

# non — cosmic events pass cosmic cut
Ecos = . 9)
# non — cosmic events

A plot of the EM time for non-cosmic events is shown in Figure 29. 93% of anticosmic
events have both electrons within cut window, therefore, c.,s = 0.93+£0.03. A sys-
tematic was evaluated by shifting the cosmic cut by the resolution of the EM timing
system. The events in the -99 bin are events that did not have EM timing information
available - this is the source of the inefficiency. The dominant reason for electrons to
not have EM timing information is that the tower energy is below the threshold for
EM timing information ( 4GeV).
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Figure 29: EM time of electron 1 vs. electron 2 for non-cosmic events are
plotted. Bin -99 corresponds to events with no EM timing information avail-
able. €00s=0.93+0.03

4.4 Exclusive Efficiency

In a cross section calculation, efficiencies are normally multiplied by the integrated
luminosity, for example ¢,.- [ £, dt. However, since ¢.,. depends on the instantaneous
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luminosity it must be put into the luminosity integration [e... - Zinsdt. At CDF,
Znstis normally defined as the sum of the instantaneous luminosities of the 36 bunches
circulating in the Tevatron. This definition is not quite adequate for this analysis,
because it is the instantaneous luminosity of the bunch that determines the exclusive
efficiency. To deal with this bunch by bunch luminosity correction, a weight, W, for
each bunch in a run is extracted from the database. This weight is the luminosity of

the bunch relative to the mean luminosity of the 36 bunches (W, = é}l‘%) Using this

bunc
presciption requires the assumption that the W, remains constant for the duration of

the run. By looking at W, at the begining and end of a very long run, the assumption
that it remains constant can be tested. The bunch weight stays constant to within 5%
in run 2065377. This means that the presciption is valid and the effective luminosity,
Z.rs, is therefore defined as:

Lty = [ eerer Lounendt (10)
Where Byunch = Wi - Linst /36, and e, is the exclusive efficiency, defined as:
Nobserved Nspoiled
sexc = exc — 1 _ exrc (11)
Nt Ntk

where Noserved ig the number of exclusive interactions observed in the data sample,

N!ruth is the true number of exclusive interactions in the data sample, and NPoled —

Niruth _ Nobserved Ay exclusive interaction can be spoiled by another inelastic pp
interaction in the beam crossing, a particle entering the detector that was not part of
an interaction (beam halo or cosmic), or noise in any of the detectors used to define
the exclusive interaction (the calorimeters and BSC).

In order to calculate the fraction Ag%:tzd one must assume that the probability of an
exclusive interaction occuring in a beam crossing is independent of any of the factors
that can spoil it (cosmic ray, beam halo, noise, or multiple inelastic interaction occuring
in the same beam crossing). With that assumption and the definition that the final
state of an exclusive interaction contains only the outgoing hadrons and the central
system (ie. two electrons), the following is deduced:

spoiled spoiled
N exc o N BC ( 12)
Ntruth - NBC

eExc

where Ni29"*? is the number of beam crossings with any effect that would spoil the

ability to observe the exclusivity of an interaction, and Np¢ is the total number of beam
crossings. In other words, the exclusive efficiency is the probability that an exclusive
interaction could be observed in the detector if an exclusive interaction occured. From
equations 11 and 12, and the fact that zerobias data is an unbiased sample of beam
crossings:

spoiled fail pass
e 71_NBC’ —1— NZB _ NZB (13)
exc — NtBoéal - éo]gal - Néoéal

where NJ4'7%*) is the number of zerobias events that fail (pass) all of the exclusive

cuts, and N5 is the total number of zerobias events in the data sample. Of course,

Tinitial luminosity = 125x103° cm~2s7!, final luminosity = 18x103° cm~2s~!, duration = 25 hours
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1
NBass — Niotal _ NJ@l therefore

pass
e Nzp
exrc — Néoéal

25

(14)

This is how €., is determined from data. It is important to do this over the same
run range as the data, since the beam effects and electronic noise are run dependent.
Figure 30 is a plot of ... as a function of bunch luminosity for the same good run
list used for the event selection. Figure 31 shows the n-1 exclusive efficiency for each

detector region.
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Figure 30: Exclusive efficiency as a function of bunch luminosity. The fit
curve is only a guide, it is not used to calculate the effective luminosity. The
slope and intercept calculation shown indicate the level of inefficiency; if the
cuts were perfect the intercept would be 1.0 and the cross section would be

60mb. The higher ¢ indicates that the cuts are conservative.

Now that €., is calculated, we can calculate .Z.; with Figure 32. The open his-
togram is the Zunendistribution for all zerobias data in the good run range weighted
by the bunch luminosity, the points are .. (note that the scale for e.,. is on the right),
and the filled histogram is the weighted Zjunch X€eze- The effective luminosity is equal
to the integral of the filled histogram ([ ee.. - N d.&), divided by the integral of the

open histogram ([ -N d.¢), multiplied by the total integrated luminosity of the good

run list (.2 dt). This is mathematically demonstrated in Appendix 7.4.

Lepp =

IN-ZdZ

[ €exe N 'gdiﬂ/gdt

ZL.pp = 0.0856 - 532 & 32pb~" = 46 + 3pb~!

(15)

(16)
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Figure 31: The n-1 efficiency as a function of instantaneous luminosity for
each of the exclusive cuts.
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Figure 32: Zyncendistribution for all zerobias data (open histogram with
scale on left), €e¢pe (points with scale on right), and weighted Zpunch XEexe
(filled histogram with scale on left) for calculation of Zs¢

5 Backgrounds

There are four backgrounds to consider.

‘jet’ fake background due to something other than an electron appearing to be an
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electron by passing the electron cuts
cosmic background due to cosmic rays occuring in time with the beam crossing

exclusivity background due to inclusive processes (ie. Drell-Yan) that are observed
as exclusive due to particles not being observed in the calorimeters (ie. falling
into cracks in the detector or being too soft to reach any detectors)

dissociation background due to inelastic eTe™ events where the dissociation prod-
ucts are too far forward to be detected by the BSCs.

5.1 ‘Jet’ Fake Background

The jet fake rate (Fj.) is the probability that a hadron fakes an electron by passing
the electron cuts. The jet fake rate for this analysis is defined as the probability that
a single-track jet® passes the electron cuts.

o N;ZZS electron CUtS(|7]| < 2’ NTracks = 17 Track Pt > 10)
e Njets(In] <2, NTracks =1, TrackPt > 1.0)

(17)

Where the denominator, Nj.(|n| < 2, NTracks =1, TrackPt > 1.0) is the number
of jets in GAP_GAP_ST5 trigger data (the same good run list as the signal sample)

with |n| < 2, NTracks = 1, TrackPt > 1.0. The numerator, N2ss clectron cuts 1,

jets
2, NTracks = 1, TrackPt > 1.0) is the number of denominato]r jets that pass the
electron cuts listed in Table 2 plus the single-track with py >1.0 GeV requirement.
Figure 33 shows Fj.; is <2%, and does not have significant dependence on Er .
Naively, the jet fake background could be estimated by estimating the number of
events with two exclusive jets expected in the data sample, N} all exe cuts " and then
weighting each jet by Fj.;. However, Fj; is a calculation of the ratio of inclusive jets

faking electrons, not exclusive jets faking electrons. This means that we can not apply
the exclusivity requirement to the jet if we want to weight it by Fj.. To avoid this

difficulty, Fj.; will be applied to all jets in the GAP_GAP_ST5 trigger data that pass

the exclusivity cuts in the |n| > 2 region. This means that we will get an upper limit

: : 1 t >2 t : -
on the jet fake background, since NJ;'** “% ¢« < NPI*° l>2 exe cuts " ohile avioding

the application of the exclusivity requirement to the jets which are all in || < 2.
There are 0 events in the GAP_GAP _ST5 trigger data with two single-track jets

passing the exclusive cuts for |n| > 2. Therefore, to 95% CL, there are less than 3.1

events with two single-track jets and pass the exclusive cuts. However, there is a factor

100 prescale on the GAP_GAP_ST5 trigger, therefore N7 all exe cuts - 310, Applying
Fjet to each jet, gives an upper limit of 310 - (0.02)* = 0.12 background events. This
estimate is an upper limit, so the jet fake background is 0.070 events.

8’single-track’ is specified because a multi-track jet does not fake the signal which requires only 1
track
9the numerator ’jets’ could actually be electrons
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Figure 33: Jet fake rate (Fje) is <2%

5.2 Cosmic Background

The background from cosmic rays falling within the cosmic cuts can be evaluated by
measuring the density of events outside the cosmic cuts and then extrapolating that
density into the cut region. Figure 34 is a plot of the EM time of all electron candidates
(with no track cut) in the DIFF_DIPHOTON trigger sample (black) and the non-cosmic
events (red). There are 514 events in the 9700 ns? area outside the signal region, so
the density of background events is 0.0530 events/ns?. The signal region is 300 ns?, so
we can expect 15.9 of the 67502 events in signal region to be cosmic. Therefore the
probability of a two electron event that passes the cosmic cuts acutally being a cosmic
is 2.3 x 107, This corresponds to a negligible number of background events in the 16
event signal sample.

5.3 Exclusivity Background

The exclusivity background accounts for non-exclusive events where some particle(s)
passed through the cracks in the calorimetry coverage or below the noise thresholds,
causing them to appear exclusive. Z boson events provide an ideal sample to test the
ability of the calorimeters to observe exclusive events because Z can not be produced
exclusively!?, and it decays to two electrons. Events from the two candidate sample
(with tracks) are compared to Z events as a function of the number of associated
towers!! in Figure 35.

Figure 35 shows a very clear peak above a very small background. In order to
estimate the amount of background in the zero bin (the signal region), the number of

10t can not be produced exclusively via two-photon nor gluon exchange.
11 Ay associated tower is a tower that is not an electron tower but is above the exclusive cut threshold.
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Figure 34: The cosmic background fraction is estimated to be 2.3x104.

events in the 5 to 20 bins are averaged over all 15 bins. 3 events in 15 bins, comes
out to 0.2 events per bin. Because there is no real evidence the exclusive background
acutally results in any background events, this estimate is taken as an upper limit,
making the exclusivity background 0.0702.

A potentially significant difference between the signal sample of this analysis and
the Z—ee data is the Er of the electrons being considered. Z—-ee electrons have much
higher E; than those in the signal sample. To investigate this potential complication,
a Drell-Yan MC was used in place of the Z—ee data in Figure 36. It shows the same
result, a very small background on top a very clear peak. This is a cross check, not
an additional background, so it does not add anything but confidence to the previous
background estimate.

5.4 Dissociation Background

The dissociation background accounts for events that are mediated by two-photon ex-
change, but instead of being truly exclusive, one or both of the protons is excited
into a low mass state and then dissociates. It is possible for these dissociations to
be contained inside the beam pipe, and hence they would not be observable in the
CDF detector. The inelastic running mode of LPAIR MC is used to estimate this
background. Unfortunately, LPAIR MC only provides the kinematics of the dissoci-
ating proton, it does not actually dissociate the system. To dissociate the system, a
function called 'fragment_cluster’ from Minimum Bias Rockefeller (MBR) MC is used.
This function fragments a cluster into pions, and then boosts the system back into the
lab frame. Figure 37 shows the n distribution of cluster fragments and the fraction of
proton dissociations whose fragments would all remain in the region greater than the
n cut. The right hand plot shows that 7% of dissociating protons from LPAIR events
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Figure 35: Number of associated towers for LPAIR MC, Z—ee data, and
the electron sample (with no BSC cuts applied). LPAIR MC is normalized to
events below 5 towers, Z—-ee data is normalized to the events above 5 towers.

with electrons in Er > 5.0 GeV and n < 2.0 have no particles with n < 7.4.

To get the probability of a blind dissociation'?, Pgp, the efficiency of the BSC 3
counters, €ggc3 must be taken into account. In order to determine € ggc3 minbias data
was examined for events that had a hit in one of the PMTs in the counter when a hit
was present in the other PMT in that same counter. Figure 38 shows the efficiency for
cach of the 4 PMTs in BSC3 (2 PMTs on east side, 2 PMTs on west side) is 0.9+0.1.
Since the denominator is does not always correspond to a particle in the channel, this
efficiency is really an upper limit. Therefore, Pgp = 0.07/0.9 = 0.08 + 0.01.

To determine how many background events this corresponds to, Pgp must be fac-
tored into the cross section for the proton dissociation events. LPAIR MC predicts
that oipei—er = 1.54pb, Tiner—ines = 1.48pb, and o._o = 1.71pb. Taking these and Pgp
into account, the cross section for a blind dissociation event is ogp = 0.25pb'3. All
events in the candidate sample correspond to ocgng = 1.71 + 0.25 = 1.96pb, so the
fraction of events in the candidate sample is Fgp=0.13+0.02, where the uncertainty
comes from the systematic on Pgp, since the uncertainties on the LPAIR predicted
cross sections are negligible. This corresponds to 2.1+0.3 events in the 16 events of the
signal sample.

5.5 Background Summary
A summary of the backgrounds is listed in Table 8.

12plind dissociation meaning a dissociation that was not observed in the BSC
Bopp = 2Psp0inei—cl + P3p0inel—inet = 0.25pb
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Figure 36: Number of associated towers for LPAIR MC, Drell-Yan MC, and
the electron sample. LPAIR MC is normalized to events below 5 towers, Drell-
Yan MC is normalized to the events above 5 towers.
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Figure 37: 7 distribution of cluster fragments (left), fraction of proton dis-
sociations whose fragments would all remain in region greater than the n cut.

6 Cross Section

Using Equation 18 and the numbers in Table 9 the cross section for exclusive ee (Er
>5 GeV, n < 2) is measured to be ¢F>5 GeVn<z — 1 605 (stat) =+ 0.3(sys)pb. This

exc,ee

agrees with the theoretical cross section from LPAIR of 1.7114+0.008 pb.
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Figure 38: Plots show the number of events with a hit (ADC counts>400) in
a PMT, given that there was (empty histogram) or was not (filled histogram) a
hit in the adjacent PMT. The efficiency is the fraction of events in the empty
histogram above 400 counts divided by the number of events in the empty
histogram.

‘ Background ‘ Value ‘ Systematic ‘

jet fake 0.0 0
cosmic negligible | negligible
exclusive 0.0 e
dissociation 2.1 0.3

‘ total ‘ 2.1 ‘ 3 ‘

Table 8: Summary of background numbers put into the cross section calculation.

E¢>5 GeVn<2 _ Nsig - kagd (18)

ag
exc,ee
Ecos " Efsr ' €ee " Eexc Z

Summary and Conclusions

We have observed 16 exclusive electron pair events in CDF, within || < 2.0

and pr > 5 GeV/c with a background estimate of 2.1 *)$ events. The events
are consistent in both their cross section and kinematic distributions with
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‘ Quantity ‘ Value ‘ Uncertainty ‘

Nyig 16 | T35 (stat)
Nbkga 21 | 753 (sy)
Z 532 32 (sys)
Eone 0.0856 n/a

€ cos 0.93 0.03 (sys)
€ for 0.79 0.05 (sys)
Ece 0.26 0.03 (sys)

Table 9: Summary of numbers put into the cross section calculation.

pp — p+ eTe” + p through two photon exchange (77 — efte™). There is a

3.0x10~® probability that the this is a background fluctuation, correspond-
ing to a 5.50 observation. This is the first time the two-photon process has
been observed in hadron-hadron collisions.
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7 Appendicies

7.1 Appendix: L3 Trigger y? Correction

There was a bug in the Level 3 Trigger (L3) summary bank y? variable,
TL3Em: : CesAvgChi2(). The value cut on in L3 was not the same value that was
recorded in the L3 summary bank. To solve this problem, I reconstructed
the L3 value of the 2 in the following way. The corrected Y? is calculated
using Equation 19

x*=S(E) where S(E) = 0.1792 - 2.11/9(F) (19)

2
" Xuncorr

The offline value of the x? can be slightly different from the L3 value because
L3 and offline energies can be different. Knowing the offline y?, the offline
energy, and the L3 energy'4, the L3 x? can be determined using Equation 20

o S(ELs) 2

— 2 , 20
XL3 S(Eoffline) Xofflzne ( )

“4The energy of the L3 object needed to reconstructed from the object’s Er using the CESZ()
variable and radius of the CES=184.15cm
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7.2 Appendix: Angela’s Spike Killer

cf. Angela’s J/Psi note cdf6646

The cental calorimeter is known to have PMT spikes in it. Fortunately,
these can be vetoed because two PMT's are used to detect the light produced
in each tower. Requireing energy in both of these effectively rejects spikes.
Spikes in towers with E > 500 MeV are already killed in CalData using this
method. The extension of this to lower energyies was studied by taking a
sample of events from a cosmic run without beam which were triggered by
the zero-bias trigger and no tothers. The distribution of the tower energies
is shown in Figure 39. None of the towers have both PMT towers fired.

* Empty Event Towers
= [] spike killed

2
10

Towers/Event

T T TTTTT

10

——F 1117

=
HH‘

PRI SRR B Fr § R M|||AAAA1AAAAleAxleAxleA‘

0 01 02 03 04 05 06 07 08 09 1

Figure 39: Angela’s spike killer

7.3 Appendix: Signal Events Summary

Run: 191089 Event: 127812

Electron 1: (Q)Pt=(1le+06)1e+06 Et=6.825 det eta=0.4429 eta=0.4429 phi=6.111
Electron 2: (Q)Pt=(1le+06)1e+06 Et=5.864 det eta=0.1948 eta=0.1948 phi=2.827
dphi=2.999 angle=2.487 mass=12.7 xiP=0.009058 xiPbar=0.004698
Run: 191425 Event: 284590

Electron 1: (Q)Pt=(-1)8.373 Et=8.701 det eta=-0.1953 eta=-0.3083 phi=6.118
Electron 2: (Q)Pt=(1)8.849 Et=8.547 det eta=-0.4443 eta=-0.5483 phi=2.985
dphi=3.133 angle=2.281 mass=17.37 xiP=0.005781 xiPbar=0.01359
Run: 191596 Event: 1594224

Electron 1: (Q)Pt=(-1)16.9 Et=16.52 det eta=-0.4397 eta=-0.2002 phi=1.528
Electron 2: (Q)Pt=(1)10.76 Et=8.954 det eta=-0.5466 eta=-0.3176 phi=4.675
dphi=3.137 angle=2.674 mass=24.36 xiP=0.01023 xiPbar=0.01657
Run: 195762 Event: 3788

Electron 1: (Q)Pt=(-1)12.07 Et=15.23 det eta=0.3189 eta=0.3901 phi=5.879
Electron 2: (Q)Pt=(1)10.26 Et=14.59 det eta=0.06644 eta=0.1418 phi=2.708
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dphi=3.112
Run: 196752

Electron 1:
Electron 2:

dphi=3.102
Run: 197657

Electron 1:
Electron 2:

dphi=3.135
Run: 197763

Electron 1:
Electron 2:

dphi=3.131
Run: 198514

Electron 1:
Electron 2:

dphi=3.102
Run: 200284

Electron 1:
Electron 2:

dphi=3.085
Run: 200570

Electron 1:
Electron 2:

dphi=3.125
Run: 201155

Electron 1:
Electron 2:

dphi=3.135
Run: 194810

Electron 1:
Electron 2:

dphi=3.096
Run: 199189

Electron 1:
Electron 2:

dphi=3.141
Run: 200056

Electron 1:
Electron 2:

dphi=3.133
Run: 200056

Electron 1:
Electron 2:

35

angle=2.632 mass=29.98 xiP=0.02006 xiPbar=0.01172
Event: 1657477
(QPt=(-1)5.622 Et=6.305 det eta=0.7683 eta=0.8119 phi=2.232
(QPt=(1)6.252 Et=6.188 det eta=0.6686 eta=0.7148 phi=5.414
angle=1.764 mass=12.5 xiP=0.0137 xiPbar=0.002973
Event: 13796201
(QPt=(1)1.797 Et=8.385 det eta=-0.4718 eta=-0.4718 phi=5.451
(QPt=(-1)8.22 Et=7.798 det eta=-1.222 eta=-1.222 phi=2.304
angle=2.006 mass=17.19 xiP=0.003841 xiPbar=0.02037
Event: 7914309
(QPt=(-1)7.706 Et=7.479 det eta=-0.4525 eta=-0.3491 phi=3.3
(QPt=(1)7.617 Et=7.338 det eta=0.5522 eta=0.6463 phi=0.1483
angle=2.954 mass=16.71 xiP=0.009837 xiPbar=0.007371
Event: 14359480
(QPt=(-1)5.636 Et=6.101 det eta=0.06527 eta=0.1506 phi=4.85
(Q)Pt=(1)6.345 Et=5.471 det eta=0.8558 eta=0.9164 phi=1.669
angle=2.18 mass=12.31 xiP=0.0106 xiPbar=0.003794
Event: 346775
(Q)Pt=(1)3.003 Et=5.414 det eta=0.6686 eta=0.6686 phi=1.66

(QPt=(1e+06)1e+06 Et=5.002 det eta=-0.06527 eta=-0.06527 phi=4.858

angle=2.604 mass=11.2 xiP=0.007781 xiPbar=0.004139
Event: 4578964
(QPt=(1)5.67 Et=5.706 det eta=-0.749 eta=-0.7167 phi=5.087
(QPt=(-1)4.6 Et=5.123 det eta=-1.494 eta=-1.456 phi=1.93
angle=1.372 mass=11.67 xiP=0.002031 xiPbar=0.01717
Event: 151042
(QPt=(-1)19.2 Et=19.3 det eta=0.4639 eta=0.3315 phi=4.838
(QPt=(1)17.51 Et=18.83 det eta=0.2576 eta=0.117 phi=1.69
angle=2.656 mass=38.41 xiP=0.02451 xiPbar=0.01561
Event: 2697466
(QPt=(1)7.163 Et=7.829 det eta=-0.7749 eta=-0.794 phi=2.248
(Q)Pt=(1e+06) 1e+06 Et=6.104 det eta=-1.47 eta=-1.493 phi=5.435
angle=1.274 mass=14.65 xiP=0.002506 xiPbar=0.02269
Event: 6276945
(QPt=(1e+06)1e+06 Et=5.999 det eta=-0.4429 eta=-0.4429 phi=1.912
(Q)Pt=(1e+06) 1e+06 Et=5.123 det eta=0.2188 eta=0.2188 phi=5.054
angle=2.962 mass=11.76 xiP=0.005218 xiPbar=0.006866
Event: 10189203
(QPt=(-1)7.127 Et=7.284 det eta=0.8668 eta=0.7948 phi=5.672
(QPt=(1)27.52 Et=6.664 det eta=1.718 eta=1.622 phi=2.521
angle=1.226 mass=15.31 xiP=0.02544 xiPbar=0.00235
Event: 12978584
(Q)Pt=(1e+06) 1e+06 Et=5.603 det eta=-0.6753 eta=-0.6753 phi=5.873
(Q)Pt=(1e+06) 1e+06 Et=5.327 det eta=-0.6802 eta=-0.6802 phi=2.792

dphi=3.08 angle=1.863 mass=10.92 xiP=0.002832 xiPbar=0.01098

Run: 200309

Electron 1:
Electron 2:

dphi=3.126
Run: 200719

Electron 1:
Electron 2:

dphi=3.109

Event: 4426144
(Q)Pt=(1e+06)1e+06 Et=9.849 det eta=2.031 eta=2.089 phi=0.2948
(Q)Pt=(-1)9.84 Et=9.075 det eta=1.254 eta=1.306 phi=3.42
angle=0.7709 mass=20.66 xiP=0.05769 xiPbar=0.001876
Event: 7411538
(QPt=(1)6.65 Et=6.276 det eta=-0.3212 eta=-0.001579 phi=2.994
(QPt=(-1)7.014 Et=5.836 det eta=1.361 eta=1.614 phi=6.103
angle=1.976 mass=16.17 xiP=0.01815 xiPbar=0.0038
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Run: 201371

Electron 1:
Electron 2:

dphi=3.128
Run: 202771

Electron 1:
Electron 2:

dphi=3.117
Run: 203153

Electron 1:
Electron 2:

dphi=3.137
Run: 204119

Electron 1:
Electron 2:

dphi=3.141
Run: 204444

Electron 1:
Electron 2:

dphi=3.133
Run: 204478

Electron 1:
Electron 2:

dphi=2.017
Run: 205894

Electron 1:
Electron 2:

dphi=3.138
Run: 205894

Electron 1:
Electron 2:

dphi=3.122
Run: 205563

Electron 1:
Electron 2:

dphi=3.129
Run: 206537

Electron 1:
Electron 2:

dphi=3.114
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Event: 1580716
(QPt=(1)5.229 Et=5.288 det eta=0.7675 eta=0.8153 phi=2.082
(Q)Pt=(1e+06) 1e+06 Et=5.048 det eta=1.237 eta=1.288 phi=5.21
angle=1.414 mass=10.62 xiP=0.01544 xiPbar=0.001904
Event: 18236977
(QPt=(-1)7.532 Et=8.192 det eta=0.1948 eta=0.2489 phi=2.985
(Q)Pt=(1e+06) 1e+06 Et=7.509 det eta=-1.264 eta=-1.216 phi=6.102
angle=2.355 mass=20.13 xiP=0.006496 xiPbar=0.01619
Event: 12396961
(QPt=(1)5.578 Et=6.819 det eta=1.478 eta=1.488 phi=0.8746
(QPt=(-1)6.813 Et=6.407 det eta=0.08953 eta=0.1008 phi=4.011
angle=1.867 mass=16.44 xiP=0.01902 xiPbar=0.003741
Event: 2569312
(QPt=(1)4.609 Et=6.049 det eta=-0.4183 eta=-0.4183 phi=3.021
(QPt=(-1)3.951 Et=5.033 det eta=-0.8484 eta=-1.049 phi=6.161
angle=1.641 mass=11.23 xiP=0.002931 xiPbar=0.01202
Event: 7996099
(Q)Pt=(1)14.32 Et=13.81 det
(Q)Pt=(1e+06)1e+06 Et=13.25
angle=2.446 mass=28.46 xiP=0.
Event: 639495
(Q)Pt=(1e+06) 1e+06 Et=39.75
(QPt=(1e+06) 1e+06 Et=6.095
angle=2.316 mass=38.54 xiP=0.
Event: 1786515
(QPt=(-1)11.8 Et=12.67 det eta=0.6686 eta=0.6538 phi=2.155
(@Pt=(1)11.71 Et=11.22 det eta=-0.9574 eta=-0.9696 phi=5.3
angle=2.916 mass=31.94 xiP=0.0146 xiPbar=0.01846
Event: 7348357
(QPt=(1)5.67 Et=5.889 det eta=0.3319 eta=-0.2186 phi=2.23
(Q)Pt=(1e+06) 1e+06 Et=5.302 det eta=-1.849 eta=-2.278 phi=5.352
angle=1.605 mass=17.81 xiP=0.002692 xiPbar=0.03014
Event: 37482
(QPt=(1)6.811 Et=6.746 det eta=1.156 eta=1.265 phi=2.867
(QPt=(-1)6.08 Et=6.338 det eta=1.356 eta=1.471 phi=5.996
angle=1.005 mass=13.12 xiP=0.02627 xiPbar=0.001714
Event: 12488672
(QPt=(-1)3.143 Et=15.52 det eta=0.5568 eta=0.5568 phi=1.848
(Q)Pt=(1e+06) 1e+06 Et=12.58 det eta=-1.849 eta=-1.849 phi=5.017
angle=2.441 mass=51.89 xiP=0.01483 xiPbar=0.04534

eta=0.06527 eta=0.04751 phi=1.648
det eta=0.6749 eta=0.6604 phi=4.782
02047 xiPbar=0.01021

det eta=0.8918 eta=0.8918 phi=5.441

05091 xiPbar=0.01502

7.4 Appendix: Effective Luminosity Calculation

It was shown in Section 4.4 that:

_ No(Z)
- Ny(Z)

Eexc(ZL) (21)

Where Np(.%) is the number of crossing in which an exclusive interaction
can be observed in the dataset in the instantaneous luminosity bin ., and
Nr(%) is the number of crossings in the dataset in the instantaneouos lu-

minosity bin £ (note that No(.%)/Np (¥

) = N75* (L) INZE (L),

det eta=-0.7692 eta=-0.7692 phi=1.175
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The total number of crossing in which an exclusive interaction can be
observed in the dataset Ny, and the total number of crossings in the dataset
Nr, can be written as (the proportionality is just some cross section):

No /5610 <L dt (22)
Np / 2 dt (23)

They can also be written as an integral over the instantaneous luminosity,

Z:
No / Core Np( L) & AL (24)
N x / Ne(Z)- & d& (25)

Taking the ratio of Np to Ny, with equations 23 and 25, one gets:
No  [€ewe L dt  [eeye Np(ZL)- £ dZL

Ne© [Zd | [No(P) ZdZ 20)
Therefore:
_ S fene Np(Z)- £ AL
Ds,ﬂeff_/gmgdt_ e )gdg /gdt (27)
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