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ABSTRACT

A Search For IOO TeV Gamma-Ray Emission
From The X-Ray Binary Pulsar 4U 0115463
Using The CYGNUS Extensive Air-Shower Array

by k

Dimitris E. Alexandreas

A search has been performed for unpulsed and pulsed Ultra-High-Energy
gamma-ray emission from the X-ray transient binary pulsar 4U 0115+63 over timescales
ranging from one source-day to the entire data set. The motivation has been the de-
tection at TeV energies of 4U 0115463 by the Cerenkov telescope at Dugway, oper-
ated by the University Durham, The search has been perfomed in the database of the
CYGNUS I extensive air-shower array that extends from April 1986 to March 1992,
and contains 17,000 hours of data from the source direction.

In the search for unpulsed emission, the background is estimated by creating
random events from the actually detected dat&set, and the Li & Ma statistic is used
to evaluate the statistical significance of a backgrounf fluctuation. The Rayleigh test
and its power are employed in the search for pulsed emission.

No statistically significant evidence for emission can be found. No correlation
with its 24-day orbital period can be seen. A 90% confidence-level upper limit on the
unpulsed continuous flux from 4U 0115+63 above 130 TeV is 7.0 x 10~ cm~?%s71,
This value agrees with that of the Whipple collaboration but is at least one order

of magnitude lower than other upper limits or claimed detections.
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Chapter 1

Introduction

Very high energy astronomy can offer most useful clues in the study of cosmic-rays,
in the development of astrophysical models, even in the study of very high energy
particle interactions. The motivation for pursuing astronomy at these energies will
be outlined in this chapter, along with the techniques used for observations. The
system 4U 0115463 fo be studied will be presented on the basis of past obserfzations.
The astrophysical models developéd (Kiraly 1988; Harding 1990) cannot pre-
dict PeV emission from a system like 4U 0115463 with large orbital separation. The
motivation for this research stems from the claimed detections in the TeV range.
The second chapter presents the methods used in the search for a signal.
The subsequent two chapters apply these methods to the search for unpulsed and
pulsed emission from 4U 01154-63. The last chapter summarizes the results and

compares them to past observations.

1.1 Motivation

It may not be just plagiarism but also frustration that many theses and reviews rel-

evant to cosmic rays and gamma-ray astronomy start with a statement that, though

1
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cosmic rays were discovered by V. F. Hess in 1912 (Hess 1912), their origin is still
not clear. Do they come from point sources or not? In the highest energies where
only ground based detectors are used, which detect only the secondary cascades in
the atmosphere, what is the nature of the primary?

There has been unquestionable detection of very high energy radiation from -
the Crab nebula in the TeV energy region (Vacanti 1991). Detections have been
reported from Cygnus X-3 in the TeV (Neshpor 1980) and PeV (Samorski & Stamm
1983a; Lloyd-Evans 1983) regions. There have also been other detections, at dif-
ferent leifels of confidence, from Hercules X-1 in TeV (Dowthwaite 1984; Lamb
1988; Resvanis 1988) and PeV (Dingus 1988b) energies, Vela (Raubenheimer 1989),
4U 0115463 (see section 1.3), and other “point” sources. Do all cosmic and gamma
rays come from point objects? Using the luminosity detected from Cygnus X-3 in the
1-10 PeV energy region, which is comparable to that in X-rays (KeV), Hillas (1984)
estimates for Cygnus X-3 the power in 10-100 PeV particles as 2 x 10*” ergecm 257!,
sufficient to supply the entire cosmic ray flux. But in the last few years no more pos-
itive detections of Cygnus X-3 have been made. What about extragalactic sources?
The majority of observations so far have concentrated on galactic sources, but there
have been some claims of detections of extragalactic ones (see review by Weeks
1988).

What is the nature of the primary entering the atmosphere? Since even
singly charged particles with energies of 1 PeV have a gyroradius of 0.3 parsec in the
3 microGauss galactic magnetic field, and these point sources are several Kiloparsec
away, there is no way that charged primaries could retain any sense of their point
of origin. Therefore the primary has to be neutral in order to observe sources.
Due to their life time, neutrons of even 1 PeV would decay within a few parsecs.

Neutrinos do not have large enough interaction cross sections in the atmosphere to

account for the observed fluxes. The most widely accepted candidate is the photon.



But there have been detections (Samorski & Stamm 1983b; Dingus 1988b) where
the muon component of the secondary cascade indicated that, according to what
we know about photonic interactions so far, the primaries from Cygnus X-3 and
Hercules X-1 may not have been photons.v

Astrophysics has a lot to gain from the study of cosmic rays: their composi-
tion depends on the site and mechanisms of their creation and acceleration, and the
medium of propagation. The characteristics of cosmic radiation place constraints
on theoretical models for the emitting system, be it interstellar medium or discrete
sources. This dissertation studies 4U 0115463, which is an example of X-ray binary
sources. They consist of a neutron star a few Km in diameter and with a mass equal
to 0.5 to 1.6 Mg and a companion star with a mass about 1 to 50 Mg, orbiting at a
distance up to a few hundred lights seconds. Due to the intense gravitational field
of the neutron star, matter is flowing from the companion to the neutron star. If
the companion has evolved to the stage where it fills its Roche lobe, matter flows
to the neutron star through the first Lagrange point, gains significant angular mo-
mentum due to the rotation of the neutron star, and forms an accretion disk around
it. Otherwise, matter flows from the companion in a stellar wind and may or may
not form an accretion disk.

In the case of stellar wind, matter free falls into the neutron star up to
the region where the energy density of the magnetic field éf the latter becomes
comparable to the kinetic energy of the falling matter. From then on the magnetic
field forces the falling charged particles to corrotate with the neutron star and directs
them to the polar regions. In the accretion disk case, turbulance and magnetic
stresses are believed to govern the dynamics; particles eventually leave the disk for
the star’s poles.

The many models developed to explain or predict acceleration of particles

to TeV and PeV energies can be grouped in two major categories. In the first one
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(Kiraly 1988), shock mechanisms in the accretion columns|near the poles create
particle beams of up to 10° TeV. These get dumped on material in the accretion
disk or on the companion, where they create pions that degay into photons, muons,

electrons and neutrinos. Because of the neutron staf rotation, thg beam will sweep

through the observer’s field of view, resulting in a periodic signal. In the other
model (see review in Harding 1990), acceleration is created by a potential difference
induced by the rotation of the conducting accretion disk in the magnetic field of
the neutron star. In this model, it is difficult to create a periodic signal. Regarding
the acceleration site, the Haleakala, Whipple and Cygnus groups have detected
VHE/UHE signals from Hercules X-1 all at the same period, which was different
from the known X-ray pulsar period. This may imply that the signals originate

from a region other than the surface of the neutron star.

The gamma rays and the charged cosmic rays created at those remote lo-
cations, arrive to earth with a spectrurri extending up to PeV energies, providing
a free beam for high energy physics. The problem is that the composition of the
beam is not well known! As already mentioned, one of the main puzzles posed by
this beam is the muon rich cascades apparently created by photons. Standard QED
says that the muon to electron ratio is at least an order of magnitude less in a
photon-initiated than in a hadron-initiated extensive air shower. This is in conflict
with detections of Hercules X-1 by the Cygnus experiment, and of Cygnus X-3 by
the Kiel and the Sudan Mine experiments. How do we explain the muon paradox?
There is always the possibility of new physics involved in the production of muons
in cascades initiated by photons. The existence of a new particle has been whis-
pered, and people have talked about nuggets of quark matter, dibaryons (bags of
six quarks), photinos, etc (Domokos 1988, 1989, 1990; Drees 1988, 1989).



1.2 Observations in VHE/UHE astronomy

The most common observation techniques in the radio through X-ray (KeV) part of
the energy spectrum have been based on the detection of the primary signal coming
from the source. At energies of 0.5 MeV to 10 GeV this has been done on satellites
using telescopes constructed with scintillators, compton telescopes, spark chambers,

e.t.c.

In the VHE (10 GeV - 100 TeV) and UHE (100 TeV - 100 PeV) part of
the spectrum, though, the fluxes become so low (10~'cm~2s71) that it would take
a year to get 3 events on a square meter of a satellite based detector! The easy
solution is to use the atmosphere of the earth as a giant detector where the primary
will interact and create a secondary cascade, an extensive air-shower (EAS), thus
amplifying the area that the primary presents to the observing telescope. This way,
though, we lose information about the nature of the primary. |

There is no way we can detect the primary particle when the total thickness of
air above sea level is 1033 g cm™? and the photon interaction length is 37 g cm™2. A
primary 10 PeV gamma ray may result in about 10® secondary particles at detector
level. Even so, we can still determine the properties of the primary: Because of its
large energy almost all the momentum of the secondary particles is in the direction
of the momentum of the primary. By using the orientation of the shower front
and the total energy collected by the telescope, one can reconstruct the incident
direction and estimate the energy of the primary.

Figure 1.1 shows schematically the components of an air-shower. A photon
primary initiates an electromagnetic cascades. In the presence of atmospheric nu-
clei, it produces a pair of electrons which share its energy. Each electron radiates
half its energy off via bremsstralung in the form of a photon which will in turn ini-

tiate another electromagnetic cascade. The number of quanta grows exponentially
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until the energy of individual electrons drops below 80 MeV; then ionization losses
dominate and the number of particles starts decreasing off exponentially.

In a hadron initiated shower, the first interaction is with an air-nucleus,
producing pions and secondary nucleons. The latter, and some of the charged
pions, undergo further collisions with air-nuclei The rest of the charged pions decay
to muons and neutrinos which survive to detector level. The neutral pions decay
to gamma rays which initiate electromagnetic cascades. Thus the hadronic shower
can be thought of as one with a nucleonic core which continually initiates small
electromagnetic cascades. Its electron lateral distribution is not much different from
that of a photon-induced shower. However, the hadronic shower develops further
down in the atmoshpere and has fewer electrons and a larger muon component.
Photons, too, can interact with nuclei, resulting in muons, but the cross-section

of this interaction is three orders of magnitude smaller than that of e*e™ pair

production.

The charged secondary particles in the EAS produce Cerenkov radiation.
Atmospheric Cerenkov telescopes detect this radiation using photomultiplier tubes
at the focus of a set of mirrors. They can only operate during dark moonless nights
with clear skies. Their acceptance is determined by the area covered by Cerenkov
photons with high enough density. This fact limits the use of the technique to
energies between 100 GeV and 10 TeV.

Mergies above 10 TeV, WWWd

level, observations are made via Extensive Air-Shower Arrays which sample the front

of the shower by using a grid of detectors. Each detector consists of a scintillator that
converts the shower charged particles into photons that get detected by one or two

PMTs. If the time of arrival of the shower front at each detector can be measured

to_within a few nanoseconds, then the direction of the primary can be determined
A

Y ,
to within a few degrees. (Satellite based X-ray observations have angular resolution




of a small fraction of a degree). The CYGNUS experiment that acquired the data

for this dissertation consists of such an EAS array.

1.3 The 4U 0115463 Binary Pulsar

In September-October 1971 and in 1972-73 the Crimean Astrophysical Observatory
made a series of 4.5 hour scans, in the drift-scan mode, centered on declinations
+62° (Stepanian 1972). Among all the data sets collected, those of October 1971
and of December 1972 showed excesses of 3.9 and 3.6 o, respectively, above the
energy threshold of 2 TeV, from what they concluded to be a new variable discrete
source. They called it Cas Gamma-1 and its best position was right ascention
01" 16 + 4™ and declination +62° + 1°. It was subsequently noted (Vladimirsky
1984) that, in the 100 MeV gamma-ray region, the SAS-2 experiment detected in
March 1973 a source in this error box, whereas the COS-B experiment did not when
observing at a later time.

4U 0115463 was first identified as a variable X-ray source in the fourth cat-
alog of the UHURU satellite. UHURU detected an outburst from a “new” source
located at right ascention 01"15™13.8° and declination +63° 28’ 38” between De-
cember 1970 and March 1971 (Forman 1976). The source location is in the error
box of the Cas Gamma-1. Since then, X-ray emission from 4U 0115463 has been
detected only sporadically in the form of bursts that occur every approximately
three years and last for about one month (see review by Whitlock 1989). The spo-
radic nature of emissions and the positional coincidence strengthen the proposal

that Ws the same as 4U 0115463 (Stepanian 1972; Lamb 1986).

Pulsations at a period of 3.6 s have been detected in most of these observa-
tions. This, and other parameters of the binary orbit, like the orbital period P,

of 24.3 days, the large eccentricity e of 0.34 and the long sefnimajor axis a,sin:



Parameter Value
Projected semi-major axis a, si: i 140.13 + 0.16 lt-s
Orbital eccentricity e 0.3402 + 0.0004
Pulsar Period P 3.614690 £+ 0.000002 s

Pulsar Period Derivative =~ P/P  —(1.8 +0.2) x 10~%yr~!
Periastron Passage Time T JD 2,447,942.030 + 0.006

Periastron Argument w 48.02° £ 0.11°
Orbital Period P, 24.31535 + 0.00005 days
Periastron Advance w 0.030° + 0.016°

Table 1.1: Parameters for the 4U 0115+63 binary X-ray system (Rap-
paport 1978; Tamura 1992).

of 140 lt-s, were first identified and measured by Rappaport (1978) in the Jan-
uary 1978 burst of the source, recorded by the SAS 3 satellite. The average value of
P/ P during the burst implies an X-ray lﬁnﬁnosity of 2% 10 erg s~! and a distance
of 2.5 Kpc. The values of P,,; and a.sin: imply a mass of 5 Mg for the compan-

ion, consistent with a main-sequence B star. Cyclotron emission lines indicate a

magnetic field of 10'? G. ?

The most recent ineasurements of these parameters (Tamura 1992) come
from the February 1990 burst detected by the satelli .é n this determination,
the values of a,sini and e were fixed to those by Rapport (1978), and P,,, was
determined by the time of the periastron passage 7 in this and previous detections.
The complete set of these pé.rameters is shown in table 1.1. From 1970 to 1990
there appears to have been little net change in the pulsar period, suggesting that

the outbursts of emission of X-rays coincide with episodic mass transfers from the

companion to the neutron star and spin-up, interspersed by long quiescent periods
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Group & Observation Energy Burst Integral Flux
Reference Duration Threshold | Duration | 107¥cm™2s™!
ICrimea 71 - 13 2 TeV | two months 3000, d
2Dugway Sep 84 1 TeV | continuous 700, p
*Whipple '85 - '8 0.7 TeV <100, p
4Pachmarhi Winter '86 1.5 TeV 2-3 hrs 270, p
SGulmarg '87 -’88 2 TeV 1950 s 1800, p
8Pachmarhi Oct - Nov '87 1.5 TeV <60, p
"La Palma Sep - Oct 88 0.4 TeV | continuous 4400, p
8Plateau Rosa | Feb '82 - Dec '87 30 TeV <41,d
9EAS Top '88 - 89 150 TeV <1.9,d
Table 1.2: Summary of past TeV observations of 4U 0115+63.

(1Stepanian 1972; 2Chadwick 1985; 3Macomb 1991; “Bhat 1987;
SRannot 1990; 6 Acharya 1990; "Brazier 1990; ®Morello 1990; ®Aglietta
1990).

of compensating spin-down.

"The first detection of the source in the TeV energy range was made with the
atmospheric Cerenkov telescope at Dugway, Utah, by the University of Durham.
Motivated by the similarities in the X-ray behaviors of Hercules X-1 and 4U 0115463,
and following their detection of Hercules X-1, they observed the source in the con-
tinuous tracking mode during September 1984 (Chadwick 1985). In order to fold
the data in search of the 3.6 s period, the orbital parameters had to be extrapo-
lated from the last X-ray detection four years ago. A séarch for a signal at the
X-ray period of the neutron star periodicity search showed an optimum period of
3.61457 + 0.00001 s with a 10~° probability of being due to chance. The signal cor-
responded to a flux of 7 x 10~!!photonscm™2s~? for energies > 1 TeV and appeared
to be constant over the 9 days of the observation. The light-curve showed a single

wide peak, like that for Hercules X-1.

Table 1.2 summarizes most of the past VHE-UHE observations of the source.

All detectors are Cerenkov telescopes except the last two which are air shower
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arrays. For positive detections, the duration of the emission is given. For the rest,
the integral flux is an upper limit. In this last column, d (p ) indicates that the flux
was calculated assuming afunpulsed (pulsed) emission. Detections have been made
only by Cerenkov telescopes and only by searching for the neutron star spin period.
No enhancement of the on-source counting rate over the background has ever been
observed. The Tata and Haleakala groups did see emission from the source for short
intervals of time. However even though their total observing times were longer and
their energy thresholds lower than those of the Durham group, no steady-pulsed

emission was seen.

.



Chapter 2

The CYGNUS Experiment

The CYGNUS experiment (Alexandreas et al. 1992) consists of an array of 204
scintillation counters for the detection of extensive air-showers and of three shielded
muon detectors. It is located around the accelerator beam stop of the Los Alamos
Meson Physics Facility (LAMPF) in New Mexico (latitude 106.3° W, longitude
35.9° N) at an elevation of 2,134 m above sea level; this corresponds to an atmo-
spheric overburden of about 800 g/cm?. Figure 2.1 shows the layout of the entire

CYGNUS array and the location of the muon detectors.

2.1 The Extensive Air-Shower array

The first part of the array, known as CYGNUS I, started operation in April, 1986,
with 50 scintillation counters and one muon detector. Its deployment was completed
in the summer of 1989 with 108 counters covering 22,000 m?. The detector spacing
varies from 7 m near the center of CYGNUS I to 20 m near its edges. This way the
array is efficient over a wide range of energies. CYGNUS I collects data at 3 Hz.

The second part, CYGNUS II, was built in order to increase the collection

area at higher energies; it started collecting data in the fall of 1990 with 96 counters

12
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Figure 2.2: Schematic view of a CYGNUS scintillation counter.

over 62,000 m?; their spacing varies from 20 m near CYGNUS I to 30 m. Its data
rate is 1.8 Haz. '

Each scintillation detector (figure 2.2) consists of a ~ 1 m? piece of scintillator
0.1 m thick, viewed by a photomultiplier tube (PMT) in a light tight enclosure. The

tube is ~ 0.7 m away from the scintillator in order to minimize the spread of the

photon transit times from the scintillator.
s — “‘-—-.._“"":"__.;:::”""

Since the summer of 1989, each deteétor has been covered with a 0.25 c¢cm

thick lead sheet which, at 60° to the horizontal, corresponds to one radiation length

for normally incident particles. Its purpose is to convert the shower photons to

The scintillator produces about 20 photoelectrons for each minimum ionizing

electron pairs (see section 2.6).

particle. The photomultiplier tubes are the Amperex 2262, a 12 stage, high gain
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tube, with risetime less thar@ Their signals arrive at the electronics installation

via RG-58 cables typically 70 150 m long. Pulse shape degradation and therefore

time slewing due to the long cables is avoided by discriminating the signal at the

level of 0.1 minimum ionizing particle after 10x amplification. These disciminated

———

signals from the counters are then used as logic pulses in the multiplicity units

that decide whether an air-shower has been detected (a trigger) and should be

recorded. In the case of a trigger, the arrival time and pulse charge from each

counter are digitized by 11 bit time-to-digital (TDC) and 10 bit analog-to-digital
(ADC) converters on a CAMAC system.

All the electronigfor CYGNUS I as well as the DEC pVAX II data acquisition
computer for the experiment are located in a trailer in the middle of CYGNUS 1.

The trigger specification for CYGNUS I is 20 counters firing within 300 ns

of each other., This long coincidence window is dictated by the propagation time of

the shower front across CYGNUS I for air-showers incident at large zenith angles.
A different scheme is adopted for CYGNUS II because of the long cable
lengths necessary to cover its area. Its data acquisition electronics are located in a
trailer in the middle of CYGNUS II, allowing cables typically 100-200 m long. The
trigger systems of the two parts of the array exchange logic signals/instructions via
"an air-core 50 0 cable, whereas th S II CAMAC data get read out by the
CYGNUS I CAMACs via a fiber optic link. |
' Because of the long cables, CYGNUS II is divided into 6 sub-arrays, each

with 16 counters, its own TDCs and ADCs, and its own trigger of at least three
counters firing. A triggered sub-array is read out in the case of a CYGNUS I or II
trigger, the latter requiring any 16 CYGNUS II counters. Additional TDCs provide
the relative timing among sub-arrays and between CYGNUS I and CYGNUS IL
Each counter is calibrated by recording its ADC and TDC values when the

array gets triggered by particles (almost exclusively single muons) going through the

WNa

ogu*émﬂ
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Figure 2.3: Sample scintillation counter calibration histograms.

detector. For this purpose, a small counter is used that consists of two overlapping
20 cmm x 20 cm scintillator pieces, optically isolated from each other and each viewed

by a photomultiplier tube. This calibration counter is placed in turn under each

of the CYGNUS counteg‘. Samples of the histograms collected for each counter
are shown in figure 2.3. Instrument drifts dictate that calibrations be done a few
times every year. During the interval between calibrations, the ADC pedestals get
measured by triggering the array at random for a couple of minutes at the beginning
of every run. Also Wets of the counters get adjusted by the

residuals of the fits of the arrival-times to an air-shower front (see pag@)r

explanation). By this procedure, the relative counter timing offsets are known to

better than 1 ns rms and the array’s absolute pointing direction is known to less

- than 0.2°.
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Figure 2.4: The E225 detector (used as muon detector for CYGNUS).

2.2 The muon detectors

CYGNUS uses muon detectrors in trying to discriminate between showers of hadronic
and photonic origin.

The first such detector used was part of the past neutrino experiment E225
(figure 2.4) at LAMPF (Allen et al. 1992). The central detector of E225 consisted of
scintillation counters and flash chambers forming a box 3 x 3 x 3.6 m®. It was used
by CYGNUS even after the end of E255 running and until February 1988. It was
then dismantled in order to use its scintillator for the CYGNUS II counters. E225
needed a veto against cosmic ray generated muons. Thus, the room it was located

in was shielded by steel, concrete and earth at least/800 g/cm?Ahick, enforcing

= e,
a 2 GeV minimun energy for muons penetrating it. ’i'Ee active veto used against
—_— - .

> —
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Figure 2.5: The E645 detector (used as muon detector for CYGNUS).

these penetrating muons consisted of layers of multiwire proportional chambers
(MWPCs), each 5.4 m x 20 cm % 2.5 cm, covering the inside walls of the experiment
area and forming a 6 x 6 X 6 m® cube; this presents an average area of 44 m? to
incoming muoﬁs. The MWPCs have been used constantly. Their shape provides
only coarse spatial resolution. A muon counting algorithm, though, works well for

up to 7 muons and saturates at about 10. Their muon rate has dropped from 2. ,
muons per CYGNUS event, when CYGNUS was small and surrounded E225, to 0.9

today.

Another muon detector is the active veto shield of the past neutrino experi-
ment E645 (figure 2.5) at LAMPF'. The shield consisted of 246 PMT's viewing liquid
scintillator in the shielding tank. The earth and steel covering the detector location

amount to an overburden of 2,000 g/cm?. Its effective area for cosmic ray muons
\‘______-_-“-
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Figure 2.6: The Anasazi mﬁon detector for CYGNUS IL

is 70 m?. This detector, located under the north-eastern part of CYGNUS I, was
used from January to May 1987 and from May to November 1990, It will be back

in commission again in 1992 when the shield will be used by the upcoming neutrino
experimen ’1 |

The muon detector for CYGNUS II is located near its center and is named

.

“Anasazi” after the cliff-dwelling Indians that lived in the area more than 600 years
ago. It consists of scintillation counters (figure 2.6) burried under earth equivalent
to 710 g/cm? of overburden. 30 scintillators, each viwed by two PMTs, provide an

—_
~ effective area of 70 m?.
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Density

Figure 2.7: Pulse charges registered by counters for an air-shower
event.

2.3 Event reconstruction

The data recorded for each event are used to calculate the characteristics of the
primary particle that created the air-shower, most importantly its incident direction,

arrival time, energy, and (wishful thinking) its nature.

In the determination of the incident direction of the air-shower front, one
has to first know the shower core location, i.e. the place where the primary particle
would have hit the ground if the atmosphere were not present. W
algorithm uses a fit of the pulse charges registered by the cou‘rx_tg};s;(_fig_u_g_f_:_li)}_(_)__‘a

two dimensional Gaussian. This is much less computer-time intensive than a four
o s s

parameter fit to the Nishimura-Kamata-Greissen (NKG) formula (Greisen 1960)
generally used to describe the lateral distribution of electrons in an air-shower.
Monte Carlo studies of the CYGNUS I configuration showed the error of

this core location method to be less than 3 m near the center of the array and less
e imrm e T

than 8 m near the periphery. The error increases when the core is outside the array
B ~ :

(according to Monte Carlo studies 16 % of the cores lie outside the array). In 8%
of the events, where the detected particle distribution is dominated by one counter,

the algorithm fails and then uses the hottest counter as the location of the core.
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Figure 2.8: Monte Carlo calculation of the shower front curvature for
gamma-initiated showers (no lead on the counters).

The incident direction is perpendicular to the shower front assumed to be
plénar. But due to the increased scattering of particles and to their lower density
away from the core axis, the shower front has a thickness, and it is curved. Both the
data and Monte Carlo simulations show that the average time delay of particles from
the shower front (assumed to be a plane) due to this curvature can be parameterized
by C x r x N~Y? where r is the distance of thercounter from the shower core and
N is the number of particles it registered. For the case of no lead sheets on the
counters, and assuming gamima-initiated showers, figure 2.8 shows the result of a
Monte Carlo calculation of this time delay as a function of the distance from the

“shower core, indicating a value of 0.2 ns/m for the curvature constant C' (Dingus

1988b). This result is verified independently by using the data to estimate the
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Figure 2.9: Curvature corrected relative arrival times to the counters
for an air-shower event.

angular resolution of the array as a function of the value of C used when fitting
the shower front to the incident direction. The angular resolution minimizes at the
curvature of 0.2 ns/m. For the case of counters covered with lead, this value becomes
0.16 ns/m. The signal arrival times from the various counters are corrected by the
amount of the curvature-induced time delay. These curvature corrected arrival times
and the counter locations (figure 2.9) are used to fit the shower front to a plane
using a x? minimization method. The weight used for each counter in this fit is a
function of the number of particles N: It is 0 for less than one minimum ionizing
particle (MIP) registered, it becomes 1 for N greater than 5, and it is linear in N

for 1 < N < 5. This scheme has been determined empirically.

2.4 Angular resolution

In a search for point sources, the angular resolution of the instrument is essential
in discriminating real signal from background, as will be explained in the following
chapters. One way to estimate the resolution and the pointing accuracy of a gamma-

ray telescope at these high energies is through the shadowing of cosmic rays by the
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Figure 2.10: The deficit of events near the sun/moon due to the shad-
owing of the cosmic rays.

sun or the moon (Alexandreas et al. 19913.). Given that both these objects have
an angular radius of about 0.26°, and that the angular resolution of CYGNUS, as
estimated by other crude methods, is about 0.8°, a lot of data is needed to observe
such a shadow at a statistically significant level. The shadow can be observed if
one compares the number of events observed in a circle of given radius around the
sun/moon to the number of events expected in that circle, as estimated from areas
far from the sun/moon. Their difference, the deficit, is plotted in figure 2.10 as a
function of the radius of the circle centered on the sun/moon. The expected deficit
is indicated in the figure. This is an integral plot and, therefore, the errors are
correlated.

The angular resolution is estimated by a maximum likelihood method. Each

event near the sun/moon is assigned a probability of observing it; this probability
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Figure 2.11: The likelihood of events vs. the assumed angular resolu-
tion of the experiment for data near the sun/moon (filled circles) and
for data far from the sun/moon (crosses).

is a function of the event’s angular distance from the sun/moon, and of the angular
resolution of the experiment. The form of the resolution is assumed to be a two
dimensional Gaussian, with its standard deviation o as the measure of the angular
resolution. The likelihood, defined as the product of the probabilities of all the
events up to a radius of 5°, should have a maximum at the correct angular resolution.
Figure 2.11 shows that the likelihood for data near the shadowing objects peaks at
0.67°, whereas for data away from the sun/moon it peaks, as expected, at large
values of o. |

The angular resolution has been studied as a function of w}arious cuts on the
data. Table 2.1 shows the most dramatic dependences, i.e. on the total number of

particles in the event and on the core location.



Data Cuts No. of Events o (degrees)
No Cuts i 145,435 0.67 + 0.07 - 0.07
Nptot > 200 23,197 0.37 + 0.08 - 0.05
0 < Nptot < 60 70,325 0.84 + 0.91 - 0.12
Core Inside Array 100,018 0.64 + 0.08 - 0.07
Core Outside Array 45,500 0.73 + 0.17 - 0.16

Table 2.1: Dependence of the angular resolution on the total number
of particles Nptot in the event and on the core location.

2.5 Energy threshold and effective detection area

The energy threshold and the effective detection area of an air-shower array are
quantities essential for the calculation of fluxes (see section 3.4). The energy thresh-

old depends on the counter sizes and densit;jﬁJ the trigger requirement, and the slant
\ b 4

depth for each event (the atmospheric overburden the air-shower has to go through).
23

This last quantity is a function of the elevation of the experiment above sea level, the
incident zenith angle of the air-shower and the local air pressure. For a very nonuni-
form array like CYGNUS, the energy threshold also.depends on the core location.
Figure 2.12 shows the energy distribution of the events recorded by CYGNUS, as
calculated by simulations assuming that all showers are initiated by protons. Monte
Carlo studies show that for proton-initiated showers the energy threshold is 30%
higher than it is for gamma-ray showers.

The effective area of the array depends on the same quantities as the energy
threshold and also on the energy of the primary. It can be estimated by a Monte
Carlo simulation of the development of air-showers in the atmosphere and of the
response of the array to these showers. A total number of N, simulated showers

are thrown over an area A,, much larger than the area over which showers can
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Figure 2.12: The energy distribution assuming the CYGNUS events
are initiated by protons.

trigger the array. If Ny;g is the number of these showers that do trigger the array in
this simulation, then the effective area is A.a(E, ) = AwotNirig/ Niot. The success of
the method depends critically on the various air-shower and array properties being
simulated correctly. Figure 2.13 shows the effective area of CYGNUS I, calculated

- this way and assuming a proton primary.

2.6 The effect of lead on the scintillation counters

The scintillator in the counters detécts only charged particles. If the counters are
covered with lead sheets, the air-shower photons get converted there into electron

pairs and get detected by the scintillator. This increases the number of particles
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Figure 2.13: The effective area of CYGNUS I for proton primaries,
calculated by Monte Carlo.

detected in each counter and, therefore, improves the timing and the angular reso-
lution of the array (Linsley 1987; Bloomer et al. 1988; Amenomori et al. 1990). The
detection of the shower photons also lowers the energy threshold of the experiment

by allowing the reconstruction of showers with smaller size.

Since the summer of 1989, each deteétor has been covered with a 0.25 cm
thick lead sheet which, at 60° to the horizontal, corresponds to one radiation length
for vertically incident photons. The result is that 25% more particles get detected
in showers, therefore allowing reconstruction of showers with 25% smaller size. The
fact that by detecting photons, too, counters register more particles results in a
lower curvature correction (0.16 ns/m) needed before fitting the air-shower to an

incident direction. The data also show that the addition of lead on the counters
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improved the angular resolution by 26%.



Chapter 3

Methods of Search for Emission

In most cases of reception, the signal of interest is mixed with and has to be sepa-
rated from unwanted signal that constitutes the noise (background). In VHE/UHE
gamma ray astronomy the signal from either an extended region in the sky like
the galactic plane, or from a point source like 4U 0115+63, arrives at the telescope
along with the isotropic flux of cosmic rays which is the background. In this part of
the energy spectrum the signal to noise ratio is generally much less than one and,
therefore, careful estimation of the background is crucial before characteristics of
the real signal can be determined. Moreover, since the process involves a statistical
estimation, the results are quoted giving the confidence level for the signal to be a
random fluctuation of the background. This chapter presents the general procedure
followed to extract the signal characteristics from the data and to calculate this

confidence level.

3.1 Testing the Hypothesis of Emission

The mixture of the signal, if any, from an astrophysical object, and of the back-

ground, is estimated by looking for a period of time at a region in the sky where

29
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the (suspected) source is located. This results in a number N, of on-source events,
the air showers with primaries originating from the direction of the source. The
background alone is estimated by looking for comparable periods of time at regions
of the sky away from the source. This results in Nog off-source events. A testof a
hypothesis of emission from the source employs a test statistic which is a function of
the on-source and off-source data sets. That yields the significance level, the prob-
ability to falsely reject the null hypothesis Hy and accept the alternate hypothesis
H,. Under Hy there is no source in the on-source sky region, and the on-source
set of events is just another estimate of the isotropic cosmic ray background. In
other words, the significance level is the probability that the on-source data set is
a ﬁuctdation of the cosmic ray background. By taking into account the efficiency
of the telescope for receiving a signal from the on-source sky region relative to the
efficiency for the off-source region, and the durations of observation and the sizes
of these two regions, N,g can be used to estimate Ng (see next chapter for the
method), the number of background events expected, under Hy, in the on-source
data set.

The following alternate hypotheses of emission from 4U 0115+63 are tested

in this dissertation:

H, There is unpulsed emission from the source: enhancement / excess of the on-

source counts NV,, over the background Ng.

H, There is pulsed emission from the source: phase alignment of the arrival times

of the on-source events at the pulsar period of 4U 0115+63.
In each of these two emission searches (i = 1,2), three sub-hypotheses are tested:

- H;; Daily emission: there is an episodic emission over the timescale of one source-

day. A source-day is one-sidereal-day long and it is centered at the time of
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the source transit over the telescope. Assuming uninterrupted operation of
the telescope, the source-day is the longest interval of continuous observation

of the source.

H;y There is an episodic emission over Timescales Varying from a few days to long

subsets of the available data.

H;; There is continuous emission over the entire data set.

These hypotheses form H,. The Li & Ma statistic (see section 4.2) will be used
to test for unpulsed emission and the Rayleigh statistic (see section 5.2) for pulsed
emission.

In the search for daily emission there are about 2000 source days in the whole
data set. The data of one day is independent of the data of the others. The test
for emission is applied to each day. Let us assume that p,,;, is the pre-trial lowest
(best) probability that the test yields for one of these N, == 2000 trials. Then the
post-trial probability that among 2000 days at least one so improbable (under Hy)

. )N._,.

day will be observed is Ppal = 1 — (1 ~ Pmin If more trials are taken, Pg,a is
larger, and the confidence level at which Hy can be rejected is lower.

In the search for emission over variable timescales (Biller 1992) one divides
the entire data set in non-overlapping consecutive windows of a chosen length (mul-
tiple of one source day, e.g. two days) and applies the test to each one of them.
Since it is possible that emission will not be centered in one such time window, the
sequence of windows is shifted by a fraction of the length of one window, and the
test is applied again. This shifting is repeated until the sequence starts repeating
itself. The best probability is chosen among the results for all these windows, and
gets multiplied by the appropriate trials factor (see below) to get the pn, for this

timescale. Then the data is divided in longer time windows and the procedure ap-

plied again in order to get the new pmin and choose the best between this one and
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Figure 3.1: Time windows used to search for emission over arbitrary
timescales.

that for the previous timescale, and so on. The Pgna has to take into account also
the fact that more than one timescales have been tried. This procedure is shown
pictorially in figure 3.1. The more relat.ive window offsets and different timescales
are tried, the higher the trials penalty factor N, will be. This factor has to be de-
termined by Monte Carlo simulations tailored to the particular test since not all of
these windows contain independent data. This work has been done by Biller (1992).
It has been found that the following is a good compromise between increasing the
trials and increasing the sensitivity of the method, i.e. the chance to find a window
that results in a very low Pg.: Windows of a given duration should be offset only
once by half their length. The trials factor for the best probability pmin for this
set of windows is the number of independent windows (e.g. about 1000 for 2-day
windows in our data set) times the factor given in the following table (depending
on the statistic used) for the fact that one offsets the windows. Then the length

of the windows should be increased by 3. The last trials factor for trying various
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Li & Ma statistic | 1.8 — 0.775pmin">%
Rayleigh statistic | 1.96 — 0.46pmin’-2%¢

timescales is 1 for the first timescale plus 0.5 for each additional one.

3.2 Bin Size and Shape

In a search for a weak directional signal the bin size should be chosen such that
it maximizes the signal significance determined through the test statistic, e.g. the
value of the Li & Ma S or of the Rayleigh power. Due to the finite resolution of the
telescope, assumed for CYGNUS to be a two dimensional Gaussian with its standard
deviation ¢ as the measure of the angular resolution, the signal from a point source
will be spread angularly following a Gaussian distribution; the background events
are expected to be uniformly distributed at least over a small area of the sky. Then,
in the case of large values of N,, and Ng, and for at least the test statistics used
here, the optimum bin is the one that maximizes the Poisson significance of the
excess of N,, above Ng. The optimum angular radius r for a circular bin centered

on the direction of the point source is the solution to the following equation (Dingus

1988b): -
d 1 —e"" 20 :
£

The signal significance maximizes at r = 1.59¢. Such a bin will on average contain
72% of the source signal; therefore part of the source signal will end up in bins
neighboring the source one.

In the case of low statistics, Monte Carlo studies (Biller 1992) show that the
optimuxh radius r is given by the following table, where N is the number of back-

ground events expected in a circular bin of radius 1¢. Figure 3.2 shows graphically
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Li & Ma statistic | (1.59 + 0.713e™087N"**) 4
Rayleigh statistic (1.59 + 7.4e~2286N° 'm) o
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Figure 3.2: The radius of the bin that optimizes the signal significance
for the Li & Ma statistic and the Rayleigh statistic in units of the
angular resolution ¢ as a function of the number of events expected
in a circular bin of radius lo.

these relations.

Square bins that have the same area as the optimum circular bin are, ac-
cording to simulations, almost as good as the circular bin in optimizing the signal
significance, and they are much easier to implement computationally. The on-source
region used here will be a bin which is square in the local coordinates, is centered
on the source location, and its side has an angular width A§ = /7 r, r being the
optimum bin radius. The dimensions of this bin in the celestial sphere coordinates

will be Aé in declination and Aa = Aé/cosé, in right ascension, where §, is the
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declination of the source.

3.3 Applying the Tests for Emission to the Data

The data set used in this dissertation spans the interval from April 1986 to March
1992. There are 2200 source days in this interval, but, due to gaps in the data
acquisition, 140 of these do not contain any data for 4U 0115+63. Only the events
that have triggerred CYGNUS I (and may be some subarrays of CYGNUS II) will
be used in the analysis presented here. The angular resolution of purely CYGNTUS II
events in still under investigation. A large square bin 4.5° in declination is used in
order to select the on-source and the expected off-source events that will be used for
further processing. The set of expected off-source events is estimated each source
day by the randomization procedure explained‘ in page 43. Figure 3.3 shows the
ﬂumber of expected off-soure events in each source day for which data is available.
The step-increases are due to the changes in the experiment (lead deployment, more
counters, e.t.c.) that increased the data rate. Spikes towards lower values are due to
partially lost exposure because of down time (run changes, equipment malfunction,
calibrations). The off-source events of consecutive days can be combined in order
to estimate the background for time intervals which are multiples of one source-day.

The data set prepared as explained in the previous paragraph is then divided
in time windows of appropriate length according to the hypothesis being tested.
In the search for daily emission, consecutive non-overlapping one source-day long
windows are used. In testing for emission over arbitrary timescales, two source-days
long windows are tried first, then six day ones, and so on, until a long time window
is reached that includes all the data (continuous emission). For a given time window
the bin optimum for the appropriate test (Li & Ma or Rayleigh) is calculated based

on the number of off-source events in the window, and then the test is applied to
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Figure 3.3: The number of background events expected in each source
day, in a circular bin of radius 1o centered on 4U 0115463, calculated
by the randomization procedure explained in page 43.

the on-source and off-source events in the optimum bin. The results for all the
time windows under a given hypothesis are compared to what is expected under
Hy. The next two chapters present these results of the searches for unpulsed and

pulsed emission.

3.4 Calculation of Fluxes and Flux Upper-limits

The major species which make up the cosmic-ray primaries are usually grouped as
follows: protons, helium, C-O, Ne-S, and Fe. The last group includes all primaries
with atomic weight of at least 25. The number N, of background cosmic-ray

showers observed from a particular off-source region of solid angle A2 in the sky
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can be written as:

No=AQY / %A;(E, 6(t))dEdt,

where 8 is the zenith angle of the sky region A2 at the observation time instant ¢,
the index ¢ runs over the four cosmic-ray species, and for each of them: dF! /dE
is the differential flux of that species, and AL (E,@(t)) is the effective area for air-

showers created by that species. The flux can be written as:

dF:" - C.E~Y%
a8 - GE

where C; is a constant and +4; is the spectral index.
The total number N, of gamma-ray events from a point source in the sky

can be written in a similar way:

dF,,

No= | 3E

A,.(E, 8(t))dEdt,

where dF,,/dE = C,,E~" is the differential gamma-ray flux.
C,- can be calculated by:

Copr = -JY-EAQZ

o
Ner '

T R
R; is the trigger efficiency of the air-shower array to gamma rays from a point source
relative to that for isotropic cosmic rays of the species i:
_ JE™r A, (E,6(t))dEdt

R = [E-"A: (E,0(t))dEdt

Then the integral gamma-ray flux above energy E expected from the source is:
Fyu(> E) = Cpr B*= (75, — 1).

In the absence of any other indication in the data, a soft gamma-ray spectrum
has been assumed with v,, = 2.76, the same as that for protons. The value of R; has

been calculated by Monte Carlo for protons. Figure 3.4(a) shows its dependence
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Figure 3.4: The sensitivity R to gamma-rays relative to protons, and
the median energy of the expected gamma-ray spectrum vs. the dec-
lination (for CYGNUS I, by Monte Carlo).

on the declination of the point source for the CYGNUS I array. R is 1.25 for |
4U 01154+63. The expected integral gamma-ray fluxes or their upper-limits will
be quoted above the median energy of the gamma-ray spectrum expected to be
observed by CYGNUS I. Figure 3.4(b) gives this median energy vs. the declination of
the source for CYGNUS I, calculated by Monte Carlo. It is 130 TeV for 4U 0115+-63.
For protons C; = 9.17+2.39x107% cm~2s~'sr~!'TeV~!, and 7; = 2.76 (Bufnett 1990).
Therefore: F,poi0n(> 130TeV) = 9.9 x 107 cm ™25~ 1sr~1.

A square bin with a side of angular width Aé casts a solid angle AQ =
(A6 w/180)2. In this bin we observe N, = Ng. Because of the finite angular

resolution o, the bin contains only a fraction € of all the events N,, emitted from
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the source. Therefore N,, = (Non — Ng)/e, where:

+86/(20) o=22/2 12
€= / dz| .
-A6/(20) V27

When the confidence level is too low to reject Hyg, the formula will be used

to calculate a 90% confidence-level upper-limit of the signal flux from 4U 0115+63.
This means that, since one cannot be 100% sure that the true value of N, is 0,
an upper limit Ngyy will be calculated such that, if the experiment is repeated
many times, then in 90% of the cases the calculated Ngg% will be higher than the
true (unknown) N,,. The reader is reminded, though, that various quite different
approaches to such a calculation are used in the scientific community, and compar-
isons of results from different experiments are possible only if the same method of
calculation has been used. The reader is, therefore, encouraged to use the results
Non and Np of the analysis presented in the subsequent chapters, and apply the
method of his taste for deriving fluxes.

The procedure adopted here for calculating Nggy, is that of Helene (1983).
In the cases presented here, the gaussiaﬁ approximations can be used for both the
signal and the background distributions because N,, > 1 and N > 1. Then Ngoy
is the solution to the equation

a=I[N90%"'(Non"'NB)] I[_(Non—NB)]
\/Non+NB/n \/Non+NB/n ’

where
O e—:2/2
I(z) = / —=dz
( ) o J2—7r ?
is the error function, n is the ratio of the size of the off-source region used in

estimating Np to the size of the on-source region, and 1 — a = 0.9 is the confidence

level.



Chapter 4

Search for Unpulsed Emission

This chapter presents the background estimation method and the results of the
search for unpulsed emission, that is for enhancement / excess of the on-source
counts N, over the background Np (see previous chapter). The Li & Ma S statistic
used is also presented here. In this counting method the efficiency of the telescope for
receiving a signal from the on-source sky region relative to the efficiency for the off-
source region must be well known. The most important reason for this consideration
is the fact that the efficiency of an EAS array depends dramatically on the zenith
angle. Figure 4.1 shows the number of events received during a CYGNUS data
run as a function of the zenith angle. The assumption of azimuthally symmetric
efficiency made in figure 4.1 is not true in a very non uniform array like CYGNUS
where the scintillator counters are arranged in a non-uniform grid (see figure 2.1),
and not located on a single plane. The efficiency has also short-term variations
due to the atmospheric conditions since the atmospheric burden over the telescope
depends on the pressure, and long-term variations due to the various upgrades of
the telescope.

The easiest way to overcome the problem of proper efficiency estimation, is

to ensure that the strength of the background is estimated from off-source regions

40
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Figure 4.1: Histogram of CYGNUS data events vs. the cosine of the
zenith angle.

that have spent the same length of time as the on-source region at any given zenith
angle in the local sky. From here on the phrase local sky will be used to express
the system of the local zenith and azimuthal (6, ¢) coordinates at the site of the

telescope.

4.1 Background Estimation

The CYGNUS collaboration has gone through three main variations of a right as-
cension scanning method in trying to deal with this problem. The starting idea is
to choose bins (regions) in the celestial sphere that have a given declination (DEC)
and that are spread over various right ascensions (RA). The trajectory of these bins

in the local sky is a circle due to the rotation of the earth. Therefore, these bins are
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all going to spend the same time at any of the zenith elevations they go through.
Typically for a point source, the source-bin is centered on the RA and DEC of the
source, and a number of non-overlapping background bins of the same shape and
size (see section 3.2) are chosen adjacent to (e.g. five to the east and five to the
west of) the source-bin. The numbers of air-showers arriving from these bins are
used as the best estimate of the on-source and off-source number of events. Having
the same number of background bins on either side of the source takes proper care
of any telescope efficiency changes that are linear in time. The drawback of this
- simple implementation manifests itself when the experiment is not collecting data
due to a run change or hardware failure (efficiency changes that are non-linear in
time). The effect of these down times is that if data collection resumes (stops) when
any of the bins are above the horizon, then some of them will start (stop) at lower
zenith angles than others. This results in them having different effective exposures
to the various parts of the local sky.

The attempt to correct this problem enforces that events will be counted in
the bins only when they originate from the parts of the local sky that all the bins
have gone through. This implementation is facilitated by the use of the hour angle
(HA) of a point in the celestial sphere. At any given time, the HA is the difference
between the RA of the zenith over the telescope and the RA of the point of interest.
The HA effectively expresses the time it will take for the point we are interested in
to arrive at the meridian of our location on earth. Therefore, in our RA scan method
where we enforce an equal ezposure HA cut, we calculate the maximum HA among
our sky bins at the time the experiment resumes operation and their minimum HA
when data aqcuisition stops. We enter into the bins only those events that have
HAs in this range. The major disadvantage of this method is that it rejects a lot of
data. The length in RA of the rejected HA range is that of the arc comprised by the

on-source and background bins. The more background bins we use on each side of
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the source and the higher the declination of the source (see section 3.2 for bin size),
the stricter this HA cut becomes. As an example, using four background bins on
each side of the source-bin, the method rejects 20% of the data for a source at the
declination of HERCULES X-1 (it transits almost at the zenith over the telescope)
and 50% for 4U 0115463 (it transits about 30° from the zenith). An improvement
of this HA cut method avoids this problem of data rejection by using either fewer
background bins altogether, or fewer bins on one side and more on the other side of

the source-bin when the experiment stops or resumes operation (Dion 1992). The

first solution increases the uncertainty whereas the second cannot accomodate even .

linear changes in the telescope efficiency.

The two implementations of the RA scan method that have been described
above also suffer of other problems which are independent of the down times of
the telescope. Short-term event rate variations due to local air-pressure changes
(weather conditions) or due to hardware malfunctioning, and long-term rate changes
due to detector upgrades, result in variations in the effective exposure to different
parts of the local sky. Selection of background bins on both sides of the source-bin
can correctly estimate the background only if these efficiency changes are at most
linear in time.

The third improvement of the RA scan method appears to be dealing cor-
rectly with these problems if carefully used. It is the one that is being used for the
data analysis presented in this dissertation. It will be described next, along with

the various tests done to check its performance and reliability in estimating the

background. T

/__/,____./

The method uses all the events acquired in the time interval during which
we search for unpulsed emission, and creates at random new, fake, events which
constitute the background and which preserve the (t,0, ¢) distribution of the real

events. This is accomplished as follows. For every real event, a new arrival time
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is selected among the set of times of all the events. The new event is to have
arrived at the new time but from the same local sky point (6, ¢) as the real event.
Since the selection of a new time amounts to a rotation of the celestial sphere with
respect to the earth, this method changes only the right ascension of the event but
not its declination. Rotation of the original RA by the amount equivalent to the
difference between the new and the real time of the event results in the RA of the
new, background, event. For better estimation of the background, ten new events
are created for each real event. The off-source data set for a given source is then

the set of fake events which end up in the source-bin, and Ng = N4/10.

4.2 Estimation of the Significance of a Result

Once a given method is used to get the best estimate of the number of events
on-source, Ngy, and off-source, Nog, the presence (or absence) of a signal is usually
estimated through the statistical significance of the excess (or deficit) Ng = N,,—Np
under the Hy hypothesis. According to this hypothesis, there is no source in the
on-source sky region, both N,, and Ng are estimates of the isotropic cosmic ray
background and, therefore, the expected value of Ng is 0. The confidence level
is the probability (also expressed in Gaussian standard deviations) that N,, — Np
fluctuated to its observed non-zero value. The estimation has to take into account
the Poisson statistical fluctuations that govern the observed N,, and No.g. This can
be done numerically by using a double integral over N,, and N.g (see discussion
in Haines 1986); it gives statistically correct answers, but it is computationally
very time-consuming. The procedure adopted here was introduced by Li & Ma,
1983, and accomplishes analytically by maximum likelihood the same goal as the
double-integral numerical calculation of the Poisson significance; it is, therefore,

much faster and also easier to implement. It expresses the significance in terms of
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the variable S given by

l1+a N, N,
$ =2 {Win [2E2 ]k Nt [ oy
n 101 « N0n+Noﬁ‘ +NOﬁln (1 +a)Non+Noﬁ ’

where « is the ratio of the on-source to the off-source observation times. For exam-
ple, in the search for unpulsed emission we determine N, g from 10 off-source bins,

each having the same size as the on-source bin; then a = 1/10.

In the case of the null hypothesis, and if Ny, and Nog are not too few (more
than 10), the distribution of S will approximately follow that of the absolute value of
a standard normal variable; the larger the N, and Nq, the better the approxima-
tion. S can be considered negative if N, is less than aN g, positive otherwise. The
Gaussian distribution can be used to calculate the probability that an observation
(Non, Nogr) is produced by background. The quality of the Gaussian approximation
has been tested by the following simulation. a = 1/10is assumed. Then an expected
number (Nog) is chosen, and, under Ho, (Non) = a{Nog). Two random numbers
Non and Nog are generated from Poisson distributions with expectations (N,,) and
(Nos) respectively. The significance S of the simulated observation (Ngg, Nog) is
calculated and histogrammed. This simulation is repeated 107 times for the chosen
set of a and (N,g). A Gaussian probability distribution function is fitted to the
resulting histogram of S, and the mean u, the standard deviation ¢, the number
of events in the distribution, and their errors are determined from the best fit. Ta-
ble 4.1 shows the dependence of these fitted parameters on {N,,). Even though for
small values of (N,,) the distribution of Li & Ma S cannot be approximated by
a Gaussian, S is still a very good estimate of the significance of positive excesses.
This can be seen in figure 4.2 where the histogram is the distribution of S for the
case (N,,) = 1, and the curve is the Gaussian distribution with mean 0 and variance

1 that is expected from the number of entries in the histogram.
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(Non)

u'la

5
10
102
10°
104
10°

108

——

0.034 | 0.8785
-0.044 { 1.0068
-0.014 | 0.9996

-0.0047 | 1.0004
-0.0017 | 1.0005
-0.00067 | 1.0005
-0.00043 | 1.0005

Table 4.1: Gaussian best-fit to the Li & Ma S distribution. The
statistical error is £0.0003 for 4 and £0.0002 for o.

Number of occurences
1
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| i i i
Hist: S (by Li & Ma)
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| { | |
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Figure 4.2: Distribution of the Li & Ma S for (N,,) = 1. The super-
imposed curve is the standard normal distribution normalised to the

number of trials.
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Figure 4.3: Distribution of the daily Li & Ma S,,_.g (points). u and
o are the parameters of the best-fit gaussian (curve). The histogram
is the distribution of S,;pecteq under Hy.

4.3 Search for Daily Emission

The N, and N.g for every source-day are estimated by applying to the data the
method described in the beginning of this chapter, and the significance Son—or gets
calculated according to the Li & Ma prescription, 100 S.;pected get calculated, too,
under the null hypothesis by applying 100 times to N,g the simulation described in
section 4.2. The Son—or and the 100 S, pectea for each source-day in the data set are
histogrammed. The best-fit gaussian to the S,,_.g distribution is also determined.

Figure 4.3 shows all this information.

The fit of the distribution of S,pected to that of Sep—ox has x? of 79.3 with
61 degrees of freedom (probability 0.058) and the fit of the gaussian to Son—of has



48

x? of 75.8 with 58 degrees of freedom (probability 0.058). No day exhibits Son-off
deviating from what is expected under Hy. The hotiest day has 47 events on-
source where 27.8 are expected in a 2.0° bin, leading to Son—o = 3.1 and post-trial
probability (taking into account all the source-days searched) of 0.95 for falsely
rejecting Ho. This implies a 90% confidence level upper-limit of 28.3 events from
4U 0115463 for an episodic emission on the timescale of a day, and a corresponding
upper-limit of 1.3 x 102 cm™~?s™! for the flux above 130 TeV (see section 3.4 for

the calculation method).

4.4 Comparison of Different Implementations of

Background Estimation

The backgound estimation method (see page 43) is based on a randomization.
Therefore, different implementations of the same method or altogether different
methods which still use a randomization procedure, should arrive at different back-
ground estimations. A slight variation in the implementation would be to initialize
the random number generator to a different seed. A different method would be
instead of pivcking for each event a new time from the observed set of event times,
to pick a new (0, ¢) from the observed distribution of (8, ¢) (Alexandreas 1991b).
Then each method would result in a different excess or deficit observed from a
source for, as an example, each source-day. But if the background methods are
free from errors, then the difference S) — S5, of their daily significances should have
a distribution that, under the assumptions of Hy, one should be able to calculate
from purely statistical arguments. This would be a valid check of the methods.

It is obviously assumed that the two methods to be compared estimate the

background for the same source in the sky; therefore their respective on-source bins
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and their on-source sets of events should have at least some overlap or they should
be identical. For simplicity we will treat the case where the on-source bin of one of
the methods completely contains that of the other method. The ratio of the areas
of the two bins is a(> 1); for identical bins a = 1. Then, in the gaussian limit,

S; — S§; would be normally distributed with mean 0 and standard deviation

where n is the number of fake (background) events created for each observed event.

The implementation used in the analysis presented here will be compared to
a different implementation that is being used by the CYGNUS collaboration for a
search for daily emission from about 50 point sources on the northern hemisphere
sky. This second method uses a fixed-size square bin 2.0° in declination, and esti-
mates the background by randomization every data run, i.e. four times a day. The
method used here uses a variable-size bin that crudely averages between 2.05° and
2.1°, and calculates the background only once every source-day. Both methods use
n = 10. Therefore we expect to get oas between 0.499 and 0.543. Figure 4.4 shows
~ the distribution of S; — S, for the daily excesses / deficits. The standard deviation
of the best-fit gaussian agrees with the value expected for S; — S;. The x? of the
fit is 40.1 with 34 degrees of freedom (probability 0.22).

The method used here has also been applied by using a fixed 2.0° bin. Then
S; — S, has a distribution very similar to that of figure 4.4, and the best-fit gaussian
has mean —0.023 + 0.010, standard deviation 0.4404 + 0.0073 and x? 32.3 with 32
degrees of freedom (probability 0.45). In this case of identical on-source bins, the
value expected for oas i1s 0.447.

The results of these comparisons show no problems with these background

estimation methods.
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Figure 4.4: Distribution of the differences of the daily significances
estimated by two different background methods (histogram). The
legend gives the parameters for the best-fit gaussian (curve).

4.5 Search for Emission over Arbitrary Timescales

Table 4.2 shows the results of the search for emission over arbitrary timescales.
The number of windows is the number of the independent (non-overlapping) time
windows searched for a given timescale. This number and the factor for shifting each
window sequence by 50% of the length of a window constitute the trials factor taken
into account in the probabilities quoted here. The best probability for rejecting Hy
is for the 162 source-days long window and a 1.9° bin; taking into account that seven
timescales have been searched, the final probability is 1 — (1 — 0.20)'+6/2 = 0.59 for
falsely rejecting Hp. This implies a 90% confidence level upper-limit of 112.5 events
from 4U 0115463 and a corresponding upper-limit of 1.6 x 10~*3cm~%s~! for the
flux above 130 TeV. Table 4.2 gives Ngog and the flux upper-limit for the other
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[ Time- | Number | N, Np S | Proba- | Nggy | Flux <

scale of bility 10712
(source | windows (cm?s
-days) sr)~!

2 1034 88 60.3 3.2 | 0.76 40.1 0.81

6 363 124 88.9 33| 024 | 49.9 0.69
18 125 216 173.5 | 3.0 029 | 62.1 0.44
54 43 1113 | 1041.2 | 2.1 | 0.72 | 1169} 0.14

162 13 918 846.3 | 23| 020 |[112.5] 0.16
486 4 2870 | 2793.7 | 1.4 | 0.41 |151.1| 0.066
1458 2 14481 | 14554.7 | -0.6 | 0.94 | 167.6 | 0.014

Table 4.2: The most significant excess in each of the timescales
searched. The number of the independent (non-overlapping) time
windows is quoted. This number and the factor for shifting each win-
dow by 50% have already been taken into account in the probabilities
quoted.

timescales, as well.

4.6 Search for Continuous Emission

Over the whole data-set available, 37267 events are observed in a 1.9° bin centered
on 4U 0115463 where 37520.7 are expected from the background, indicating a deficit
equivalent to —1.30. The upper-limit calculation can still be used, and yields’ at
most 213.6 events from 4U 0115+63 at the 90% confidence level, and a corresponding
upper-limit of 7.0 X 10~ cm™%s™? for the flux above 130 TeV.

4.7 Search for Continuous Unpulsed Emission vs.

Orbital Phase

The orbital phase of 4U 0115+63 (24.3 days) is so long that any emission occuring,

due to the high eccentricity, at preferred points of the orbit, can only be observed
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Figure 4.5: Distribution of the orbital phases of the on-source events
(points), and of the background events (histogram). The statistical
errors are indicated.

by a telescope with a high duty cycle. This is not the case with Cerenkov telescopes.
The CYGNUS telescope, with its long operation, has a chance to detect such an
emission if present.

The method of epoch folding is used here. The phases of all the on-source
and background events, over the entire data set, that lie in the 1.9° bin centered on

the source are determined according to the equation

¢(teuent) = ¢(to) + tLe"‘_:—_to

Porsital

No ephemeris (epoch of orbital phase zero) has been established for 4U 0115+63.
Thus t, is taken to be the time of the periastron passage (table 1.1). A different
choice of t; would amount to a “rotation” of the phases around the circle that

represents one orbital period. Figure 4.5 shows the distribution of the orbital phases
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of the on-source events (points), and of the background events (histogram). The
statistical errors are indicated. The background has been normalized to the number
of counts in the on-source histogram. The bins are not uniformly populated because
in the early days of operation attention was not paid to avoiding down-times when
4U 0115463 was above the horizon. This resulted in non-uniform exposure over
the orbital cycle. The fit of the on-source histogram to the background has x? of
8.1 with 10 degrees of freedom (probability 0.62). The hottest bin has 3960 events
on-source where 3811.4 are expected, leading to S = 2.3 (according to Li & Ma) and
probability of 0.011. Since there are ten bins in the histogram, and also a 25-bin
histogram has been examined (and did not show any larger excess in any bin), a
trials factor of 20 is involved resulting in a probability of 0.20. This implies a 90%
confidence level upper-limit of 233.5 events from 4U 0115463 and a corresponding
upper-limit of 7.5 x 10~!'* cm™2s~! for the flux above 130 TeV.



Chapter 5

Search for Pulsed Emission

The position of the (suspected) source in the sky is the only parameter known about
the source that is employed in the search for unpulsed emission: if the source does
emit at a level stronger than the background in the part of the energy spectrum
being investigated here, then the flux detected from the on-source region should be
stronger than that expected from the background. As presented in the previous
chapter, this is not the case for 4U 0115A+63 in the data that was examined. Other
known source parameters can be used in trying to discriminate between the portion
of the on-source set of events that is due to background and the rest, if any, which
will be the signal from the source. As mentioned in section 1.3, in many detections
in the X-ray region and some in the TeV - PeV region, the arrival times of the
signal events from pulsars have a periodicity related to the spinning of the neutron
star. If this period is known, it can be used as the signal characteristic to search for
in the on-source data set. The arrival times of the on-source events are tested for
phase allignment at the expected period, and the results are compared to what is
expected under Hy. The latter is determined by testing the arrival times of the off-
source events for phase allignment. Among the various test statistics available, the

Rayleigh Power (RP) is found to be the most effective when the pulse profile shows

54
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a single wide peak (de Jager 1987). This appears to be the case for 4U 0115+63
at least in the X-ray region (Whitlock 1989). This chapter presents the results of
the application of the Rayleigh periodicity test to the data from the direction of
4U 0115+63.

5.1 Barycentering Corrections to Event Arrival

Times

Before any phase allignment can be searched for, the Doppler effect contribution
due to any relative motion between the source and the observer has to be subtracted
from the event arrival times. The motions involved here are that of the earth in
the solar system, and that of the 4U 0115463 pulsar in the binary orbit with its
companion. The arrival times observed at the telescope have to be reduced to the
respective barycenters of these orbits (Slane 1988). The accuracy necessary in these
calculations is dictated by the magnituae of the period one is searching for. The
arrival times have to be established with accuracy comparable to a small fraction of
the period of the pulsar in order to be able to determine whether the event phases
are alligned or not.

The solar system barycentering correction consists of two terms: The first
one is the propagation time of the signal from the telescope site to the solar system
barycenter. It has to account for the position of the telescope on the earth, and
the location of the earth with respect to the solar system barycenter. In order to
gain full accuracy, the presence of all the heavy solar planets has to be taken into
account and the orbit of the earth cannot be simplified to a binary one around the
sun. This term has an approximately yearly sinusoidal variation with amplitude

500 s (about the size of the orbit of the earth). The second term is a general
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relativistic correction to the clock time in order to account for the variations in
the gravitational potential around the orbit of the earth; it has a yearly sinusoidal
variation with amplitude about 1.66 ms and a semiannuél one with amplitude 14 us.
Two solar system barycentering routines have been compared: one compiled by
J. L. Evans and G. Dion (Dion 1992) for the CYGNUS collaboration, using routines
from the library SLALIB (by P. T. Wallace, Rutherford Appleton Laboratory),
and one compiled by R. March (1985) for the Haleakala collaboration. They both
calculate both corrections mentioned above to the best known accuracy by using
the positions and velocities of the earth relative to the solar system barycenter as
calculated by the Jet Propulsion Laboratory and the U.S. Naval Obsérvatory (JPL
DEZ200 planetary ephemeris). The two routines have been found to agree to within
150 us. R. March’s routine has been found to agree, within 10 ms, to an independent
one by MIT that is using the older MIT PEP311 planetary ephemeris instead of
the DE200. G. Dion’s routine has been found in agreement, within 1 ms, with the
Jodrell Bank barycentering examples.

If the pulsar is in binary orbit with a companion star, then the event arrival
times need to be corrected by the propagation time of the signal from the point of
emission, assumed to be somewhere near the pulsar, to the barycenter of the binary
orbit. The correction has a periodic variation with period equal to that of the binary
orbit. If the orbit is a circle, as is almost the case with Hercules X-1, the variation
is sinuoidal and the amplitude is equal to the radius of the orbit expressed in light-
seconds. In the case of 4U 0115463 where the orbit is eccentric, the correction
follows the same principle but gets computationally a bit more involved because
of the shape of the orbit and of the fact that the relation between the time and
the angular position in the orbit has to be inverted via a numeric calculation in
the absence of an analytic solution. The routine used here is the one used by

the Whipple collaboration (Lamb 1990). For 4U 0115+63 the amplitude of the
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correction is about 140 seconds (see table 1.1).

5.2 The Rayleigh Test

Among the many tests available for checking phase allignment of event arrival times,
two are used in this dissertation: the epoch folding and the Rayleigh test.

The epoch folding method was outlined and used in section 4.7. It is used
when the period P at which emission is expected is well known. This period may
not be constant in time, but P(¢) has to be known. In this general case, the phase

of an event that arrived at time ¢ is given by:

80) = dlta) + [ o

P(t)
In many cases P is satisfactorily approximated as being either constant or varying
linearly with time with a known first time derivative P. The problem of nonuniform
exposure of section 4.7 is not present when searching for pulsar periods of the order
of seconds or milliseconds. Then the distribution of the phases of the on-source
events, often called the light curve, is expected under Hy to be uniform within
Poisson errors. The x? test can be used to test for deviation from uniformity, or
from the background phase distribution if available, or from light curves determined
from previous measurements in the same or another energy range. The method of
epoch folding can be applied, for example, to the Crab pulsar where the period
is very well known. A problem with the method is that the results and their
significance depend strongly on the t; used for phase zero, in the absence of an
ephemeris established by previous observations, and on the number of bins used.

Trials factors have to be “paid" for trying different numbers of bins. |

When P(t) is not known, one has to search for phase allignment by trying

various P over an expected range, and to properly account for the trials involved.
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The Discrete Fourier Transform can be used to check for the presence of a periodicity
in the event arrival times: these can be considered as the nonuniform sampling of
a function of time which is equal to the constant 1 (Slane 1988). The Rayleigh
test statistic, the Rayleigh Power (RP) z, is equal to the magnitude of the complex
Fourier amplitude of the sinusoidal component of frequency v = P~! in this function,
divided by the number N of the arrival times ¢;:
) N 2 N 2

z2(v) = ¥ {(‘z}; cos 271’!/13{) + (;sinQWVt,') J .
Under Hy, i.e. if the t; are random, 2z(v) follows, for large values of N, a x?
distribution with two degrees of freedom (the sine and the cosine sums; Mardia
1972), and the probability that a RP higher than a given value z is observed is
given by (Greenwood 1955):
2z — 2% 24z —1322% + 762° — 92*

Pr(> z|Hg) =e™* [1 +

4N 288N?
_ 1440z + 144022 — 828023 + 48902* — 87025 + 452°
17280N3

This formula is accurate down to the pi'obability level of 107° for N > 14 and to
1072 for N > 7. For N > 100 one can omit the correction polynomial terms inside
the square brackets.

If the time series t; is of a finite duration T, frequencies v less than 1/T
apart are not statistically independent. This is equivalent to the optical diffraction
patterns created by a single slit: The finite sequence ¢; can be thought of as created
from an infinite one on which one has superimposed a rectangular window function
of length T. The frequency spectrum of this window function looks like a sinc
function and gets superimposed on each of the frequencies in the sequence t;. Even
if the latter spectrum is discreet, it will become continuous after this superposition
(convolution). The quantity 1/T is called the Independent Fourier Spacing (IFS).
When searching over a frequency range, if the RP gets calculated only for frequencies
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which are further apart than one IFS, the trials factor involved is the number of
these independent frequencies. One would like, though, to oversample the spectrum,
i.e. to calculate the RP even within one IFS in order to better locate a peak, if
any. In this case, the trials factor can be expressed as the product of the number of
independent frequencies and an effective correétion factor due to oversampling. The
latter depends on the periodicity test, the number of frequencies searched within
one IFS, the number of the independent frequencies in the search range, and the
value of the test statistic (the RP here). It is expected to saturate to a fixed value
as the oversampling increases. In the case of the Rayleigh test, the oversampling

trials factor saturates at about 3 (de Jager 1987).

5.3 Application of the Rayleigh Test to the Data

According to the most recent X-ray ephemeris (see section 1.3 and table 1.1), the
pulsar period of 4U 0115+63 is 3.614690 s (v = 0.2766489 Hz). During the X-
ray emission outbursts that occur every about 3 years, the pulsar exhibits a spin
up with observed P/P ~ —2 x 10~%yr~!. But the period value measured during
the various outbursts in the last twenty years is relatively the same (amounting to
10~%yr™! < P/P < 10~%yr™!), implying a spin down during the quiescent states
between bursts. Observations of Hercules X-1 in the TeV and PeV energy range
(Lamb 1988; Resvanis 1988; Dingus 1988b) showed a pulsar period significantly
different (0.16%) from the X-ray period. The period search strategy motivated by
these facts and followed here is that adopted by the Whipple Collaboration (Macomb
1991): For each timescale in which emission is searched for, two frequency ranges

(two hypotheses) are examined:

Narrow range 0.2765659 Hz - 0.2767319 Hz, év/v = +3 x 1074, motivated by the
observed P during the X-ray bursts.
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Wide range 0.2758190 Hz - 0.2774788 Hz, év/v = £3 x 1072, motivated by the

observed differences between X-ray and TeV periods in Hercules X-1.

The longer the time window in which emission is searched for, the shorter
the IF'S and the more frequencies for which the RP will be calculated in the narrow
or wide range. For example, in the search for pulsed daily emission, where the
longest exposure to the source is about 0.6 days, the minimum IFS is 20 yHz. In
order to oversample at least 20 times, each frequency range is scanned in steps of
1 pHz; this means 166 (1660) frequencies in the narrow (wide) range. If one wanted
to search windows 60 days long, the IFS would be 100 times smaller and, using the
same oversampling, he would have to scan 100 times the number of frequencies used
for daily emission search. The computation becomes very time-consuming. It has
been decided that emission be searched over the timescales of a day, bacause that is
the longest continuous exposure to the source, and of thirty days, motivated by the
X-ray detections (Whitlock 1989; Tamura 1992). For 30-day long windows over the
entire data set, only the narrow frequenéy range is scanned and in steps of 80 nHz,
resulting in 5 times oversampling and 2075 frequencies.

For each of the time windows in a given timescale, and for each of the eleven
times series (the on-source set and the ten background sets of events) the RP gets
calculated at each of the frequencies tried. It gets calculated only if the corre-
sponding series has at least 7 events. (For daily emission, this reduced the number
of available days from 1960 to 1692). The probability to observe the resulting or
higher RP is calculated and, if the calculation can be trusted for the given number
of events, it is histogramed either in an on-source or in an off-source histogram as
appropriate. After going through all the time windows in a given timescale, the
histbgrams get converted into integral ones, and the first bin of the background

histogram gets normalized to that of the on-source one. The on-source distribution
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is then compared to the off-source one which is the expected under H,.

Figure 5.1 shows the probability distributions for both search ranges in the
timescale of one source-day, and for the narrow search range in the thirty-day long
windows. In all cases, the on-source and background distributions agree very well.
Their deviations from the uniform distribution at lower probabilities is the under-

estimation due to oversampling explained earlier.

5.4 Search for Continuous Pulsed Emission

If the emission duty factor of the source is low, then only one or a few time windows,
~ of duration equal to the emission burst, would exhibit a RP anomalously high when
compared to the’background. According to figure 5.1, this is not the case. Previous
claims of detection in the TeV energy region (Chadwick 1985; Brazier 1990) suggest,
though, that the source is a continuous emitter, at least in that energy range and
for the duration of those observations. If this is true in the 100 TeV region too, and
since figure 5.1 does not show any deviation of the on-source distribution from the
background one, the source must be emitting at a low level. A test sensitive to reveal
such an emission is the sncoherent sum of the Rayleigh powers from all the daily
time windows (Lewis 1990). At each of the frequencies in the wide search range,
the RPs from all the one-day long segments are added. Twice the incoherently
summed power will follow, under Hp, a x? distribution with twice the number of
time windows as the degrees of freedom.

Figure 5.2 shows this incoherent sum for the on-source data, and for the
background set that exhibits the maximum excursions from the value 1, expected
under Hy. The highest average RP in the narrow (wide) range is 1.028 (1.085)
with x? probability of 0.12 (3.4 x 1074, but from the background sets it is apparent
that even the highest average RP has a chance probability of about 10% due to the
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Figure 5.2: The spectrum of the incoherent sum, over all the one-day
long time windows, of the RPs (divided by the number of windows),
for the on-source and one of the background sets of events.

number of frequencies tried.

The incoherent sum of the RPs can be used to estimate an upper limit on
the number of the events from the source (Lewis 1990). If V is the average number
of on-source events in a day, and n, is the average of the signal events, and g, is
the Fourier amplitude of the light curve (0.5 for a sinusoidal one), then if N > n,,
and the number of trials (days) is M > 1, the average incoherently summed RP P

is normally distributed with expectation and standard deviation given by:

[1+2 n,9,)°
E=1+y, o= M,u, where }uz-(—-AT-)—-.

The integration of the upper tail of the gaussian results in:

Proaz=-& e-—z’j!

az./-oo \/2ﬂ’

dz,
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where a is the confidence level and P,,,, the highest average incoherent sum of the
RPs. a = 0.90 results in (Ppe — E}/o) = 1.28. Substitution of the expressions
for P,., and E in terms of u results in a quadratic equation in u. The physically
acceptable solution is the one consistent with P,,, > E.

In the M = 1692 days there are 51310 events, leading to an average of
N = 30.3 events per day. The highest incoherent RP sums attained in the narrow
(wide) range imply a 90% upper limit of 2.7 (3.8) signal events from the source and
a corresponding upper limit of 1.3 (1.9) x10~¥ cm™?s™! for the steady flux above

130 TeV.



Chapter 6

Conclusions

No indication of either unpulsed or pulsed emission of UHE gamma-rays from
4U 0115463, over timescales varying from one source-day to the entire data set,
has been found in the CYGNUS 1 database. The most stringent upper limits for
the flux from the source are those for unpulsed emission. At the 90% confidence level
these limits for the flux above 130 TeV are 1.3 x 10~12cm~?%s~! for sporadic daily
emission and 7.0 x 10'* cm~%s™! for cohtinuous emission. These can be compared
with the ones deduced by past observations (see table 1.2), by using an assumed
photon integral spectral index 1.76 to reduce all the flux values to the same energy
threshold. After this procedure, the flux upper-limit for continuous emission derived
here agrees with the values by the Whipple and the Pachmarhi collaborations, both
using atmospheric Cerenkov telescopes, but is two orders of magnitude lower than
the upper-limits of the air-shower arrays EAS Top and Plateau Rosa.

The motivation for this observation has been the previously claimed detec-
tion by the Durham group (Chadwick 1985) in the TeV energies. No star models
available so far, can convincingly predict PeV radiation from 4U 0115+63. Taking
into account the distance of 2.5 Kpc, the implied upper-limit for the total source

luminosity is 2 x 10% ergs/s.
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