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ABSTRACT

We conduct the first study of the T-odd correlations in ¢t events produced in pp collision at
the Fermilab Tevatron collider that can be used to search for CP violation. We select events
which have lepton-+jets final states to idenfiy ¢¢ events and measure counting asymmetries of
several physics observables. Based on the result, we search the top quark anomalous couplings
at the production vertex at the Tevatron. In addition, Geant4 development, photon identifica-
tion, the discrimination of a single photon and a photon doublet from 7° decay are discussed

in this thesis.



CHAPTER 1. Introduction

The discovery of the top quark in 1995 gave credence to the standard model. The studies
of the top quark properties have been the major goal of top quark physics study after the
discovery of the top quark. Moreover, the heavy mass of the top quark is enough to provide
interesting new physics beyond the Standard Model. It opens new questions to particle physics
whether the observed mass results from an unknown fundamental particle and whether it can
be the key to find how particle masses are given by the electroweak symmetry breaking because
the energy scale at which the electroweak symmetry breaking occur is close to the top quark
mass. Understanding of the top quark mass with other electroweak processes can be used to
predict the Higgs boson mass since the masses of the top quark, the Higgs boson, and the W
boson are related in various physics processes. Also, an interesting property of the top quark
is its anomalous chromoelectric dipole moment (CEDM) which affects the production of the
top quark system. The CEDM causes CP violation in top pair production. In this chapter,
the Standard Model and the CP violating effect of the CEDM in the top-pair production will

be discussed.

1.1 The Standard Model

The Standard Model describes that matter is made of structureless and point-like elemen-
tary particles: mediators, leptons and quarks. The leptons are classified acording to electron,
muon, tau numbers and their charge: e~ and ve, p and vy, 7 and v,. They have spin % and
classified as three generations. Table 1.1 shows that the flavor of leptons and their properties.

The quark has also six different flavors, which are up, down, charm, strange, top and

bottom. They are grouped into three generations and all have spin % Quarks carry three



Table 1.1: Lepton Classification [1].

Generation | | | Mass[MeV/c?] | Q@ L. L, L; L
1 e 0.511+£0.000 | -1 1 0 0 1

ve| <2-109 |0 1 0 0 1

9 w | 105.658+0.000 | -1 0O 1 0 1

Uy < 0.19 0 O 1 0 1

3 T | 1776.84£0.17 | -1 O 0 1 1

vy < 18.2 0 O 0 1 1

color charges: Red, Blue and Green. The characteristics for quarks are shown in Table 1.2.

Table 1.2: Quark Classification

Generation | ¢ Mass ()(Charge) | B(Baryon Number)
1 u 1.7 to 3.3 MeV/c? +2 1
d 4.1 to 5.8 MeV /c? —1 :
) c 1.27 7000 GeV/c? +2 1
s 101 1920 MeV/c? -1 1
3 t | 172.0 £ 0.9 £+ 1.3 GeV/c? +2 z
b 4.19 1508 GeV /c? —1 1

Quarks and Leptons have their antiparticles which have opposite charges and the same

*, 7%, Moreover,

masses. The antiquarks are written as d, @ etc. and the antileptons are et u
the Standard Model postulates that four fundamental forces act between leptons and quarks
by quantized fields. Elementary particles interact by the exchange of quantized fields which
mediate the forces. The electromagnetic force is mediated by the photon (), and the weak
interaction, which for example participates in the nuclear beta decay, is mediated by W+
and Z°. The eight gluons mediate the strong force which makes nuclei stable. Gravitation
is mediated by the graviton. The general theory of relativity describes gravitation and it is
not included in the Standard Model. Although the gravitational force is very weak compared
with the other forces such as the electromagnetic force, the weak force and the strong force, it
acts on all particles which have mass or energy. The quantum gauge field theory explains the

electromagnetic force, the weak force and the strong force. The quanta of these fields have spin

1, so are called gauge bosons. The photon () and the eight gluons are massless but W=+ and Z°



have rest masses of 80.399 4 0.023 GeV/c? and 91.1876 + 0.0021 GeV /c?, respectively. Leptons
feel the weak force and the charged leptons participate in the electromagnetic interaction. But
they don’t participate in the strong interaction. Quarks take part in the strong, the weak
and the electromagnetic interactions. The characteristic of the four forces is summarized in

Table 1.3.

Table 1.3: The characteristic of the four forces and their gauge bosons [2].

Force Acts on Gauge bosons Characteristic
Gravity All particles Graviton Massless, Spin 2
Electromagnetism All charged particles Photon (7) Massless, Spin 1
Weak interaction Quarks, Leptons, Electroweak gauge bosons w#, z° Heavy, Spin 1
Strong interaction (QCD) | Quarks and Gluons (all colored particles) | Eight gluons (g) | Massless, Spin 1

1.1.1 Electroweak interactions

Quantum field theory represents leptons and quarks as spinor fields ¥. The spinor fields
are functions of x, which is the space-time coordinate. The left-handed particles couple to
the weak interaction. To consider this, U7 = 1(1 — 75) (left-hand field) and Wp = 1(1 + 75)
(right-handed field) are introduced. The left-handed states form isospin doublets ¥ and

the right-handed states form singlets W . For example, the electron and its neutrino can be

denoted,
Ve
vy, = , Yr=ep
o
L
For quarks,
U
\I/L: s \IJRZUR, OTdR
d
L

The weak isospin for doublet and singlet are T = % and T = 0, respectively. The Standard
Model omits the right-handed neutrino since its mass is assumed to be 0. The free particle

Lagrangian for the electromagnetic and weak forces can be written,

Lo = iU~y"9, U (1.1)



By taking SU(2) x U(1) transformations, the left- and right-handed fields become
Uy — 9@ THBEY G and Up — 9P @, (1.2)

In Eq. 1.2, a(z) is an arbitrary three-component vector, 3(x) is referred to a one-dimensional
function of x and T is considered as the weak-isospin operator. T; is the matrix expression
which is defined as %Ti. 7; is the Pauli matrices. Since 7; does not commute, T; is not
commutative either. Thus, SU(2); group is called non-Abelian group. Y is the generator
of U(1)y group of gauge transformation and the weak hypercharge. The relation between
the electromagnetic charge and the weak hypercharge can be written as Q = T3 + % By
requiring the invariance of Ly under the local gauge transformations of SU(2); x U(1)y,
the additional terms which are about four vector fields (spin 1) should be included in the
free particle Lagrangian. The four vector fields are the isotriplet W, = (W1, Wi, Wi, )
for SU(2)r, and the singlet B, for U(1)y. The invariance of the Ly under the local gauge

transformations can be done by replacing the covariance derivative,
. 1
D, =0,+igW, T+ zg’EBMY (1.3)

and adding terms for the kinetic energy of the W, and B, gauge fields, which are —%WW .
WHY — %BW - B". Where W, = 0,W, —90,W, —g-W, x W, and By, = 0,8, — 0,B,,.

Revisited electroweak Lagrangian by demanding an SU(2)z, x U(1)y invariance led to

_ 1
Ly = WAt {@ +igW,, - T+ ig’YL2BM] U+
- o 1 1 L1 }
iWRY! |0y — 9 YRiB“ Up— ZWW - WHY — ZBW - B (1.4)

The last two terms are the self-interaction and kinetic energy of the W, fields, and the kinetic
energy of the B, field. These W, and B, fields are called gauge fields since these vector
fields are adopted by the gauge transformations. The quantized W, and B, fields are gauge

bosons [3].

1.1.2 Strong interaction

Quantum chromodynamics (QCD) describes the strong interaction of particles which have

three different colors: Red, Green and Blue. The flavor of quarks doesn’t change under the



strong interaction. The strong interaction is mediated by the eight gluons which carry one
unit of color and one of anticolor. The eight massless gauge bosons (gluons) are yielded by
requiring the local gauge invariance under the phase transformation of the non-Abelian gauge
group SU(3)c. The gauge symmetry is not broken like the weak interactions. The strong
force forms bound-state by binding quarks, and the bound-states by the strong interaction are
called hadron. Hadrons are classified into two groups, meson and baryon. Meson is composed
of a quark and an antiquark and baryons consist of either three quarks or three antiquarks. All
hadrons are assumed to be colorless, so that they are color singlet states. Quarks are confined

in hadrons and can not exist as free particles [3].

1.2 Top Quark Pair Production

1.2.1 The total cross section for ¢t production

The top quark pair can be produced by the g annihilation and gluon fusion processes at
the Tevatron which is a proton-antiproton collider. At the Tevatron, the ¢ annihilation and
gluon fusion contribute 85% and 15% to the production of the ¢t production at /s = 1.96
TeV, respectively. Figure 1.1 shows the Feynman diagrams for ¢t production.

The standard perturbative QCD theory calculates the invariant cross section for the inclu-

sive production of a heavy quark which has momentum p and energy E as follows,

Ed3c Ed36;; (x;P;, 2Py, p,m, )
Bp Z/dxidxj [ : d?)pJ : Fi (i p) B (s 1) (1.5)
12

where the indices 7, j are the interacting light partons such as gluons, light quarks and anti-
quarks. The functions F; are the Parton Distribution Function(PDF') which give the probability
density for a parton at a given momentum fraction and a scale . p is know as the renor-
malization and factorization scale. z; and x; are the momentum fractions that the partons
i and j carry. The & represents the short distance cross section which is derived from the
cross section of parton scattering by eliminating the long distance cross section. Removing the
long distance cross section is necessary since the cross section calculated perturbatively has

contribution from interactions before the hard scattering. By integrating Eq. 1.5 and feeding



(a) ¢¢ annihilation

(b) gluon fusion

Figure 1.1: tt production in the lowest order.

variables for ¢t mass and PDF for pp collision, we get the total cross section for pp — tt at the

center of mass energy /s as follow [4],
o(s) = Z/d:ﬂidxj@j (xixjs,mtz,u?) FP (i, p) F]’? (xj, 1) (1.6)
4,7
where s is the square of the center of mass energy of the colliding p and p. The short distance

cross section & for the tt inclusive production by interacting partons ¢, j can be written as,

2(,,2 2
5 (s’m?,'uQ) _ g (p )fz'j <p’ 7/;9) (1.7)

2
my t
where p = 4m?/s and s is the square of the center of mass for interacting parton 4, j. The fij

are the dimensionless functions which can be expanded as follow,

0 jjf) =100+ %0 [196) + 7 ol (T‘f)] roh) ()

The strong coupling constant can be written as oy = ¢g%/4m. From Eq. 1.7 and Eq. 1.8, the

first term fi(jp) (p) corresponds to the Leading Order (LO) contribution (O(a?)), and the second

S



terms fi(jl)(,o) and fi(jl) are referred to the Next-to-Leading-Order (NLO) contributions (O(a?)).

s

Reference [4] describes the functions fi(]Q) as

TBp
1 1
g(g) = %ﬁg B (p2 + 16p + 16) In <1+g> — 28 — 31/1] (1.10)
g(g) _ fg(g) -0, (1.11)

B = /T—p. The quantities f() and fO) don’t have analytical forms. Thus, fitting is con-
ducted as a numerical calculation and provides a fit function. The fit functions for the f()
and f() are described in reference [4]. Using Eq. 1.6, 1.7 and 1.8, the total ¢¢ cross section by
NLO correction can be derived. In 2008, S. Moch and P. Uwer published theoretical tf cross
section by Next-to-Next-to-Leading-Order (NNLO) correction and obtained o7 = 7.46f8:é§ pb

at m; = 172.5 GeV. Table 1.4 shows the total cross section for ¢t at several m;, which are

estimated by the NNLO (approx) QCD prediction.

Table 1.4: The ¢t total cross section by NNLO (approx) QCD prediction for CTEQ6.5 and
MRST-2006 NNLO PDF sets [5].

Only scale uncertainty | Only pdf uncertainty | Total uncertainty
PDF my | Min. Max. 6 [%] | Min. Max. § [%] | Min. Max. ¢ [%]
170 | 7.90 8.26 3 7.73 8.65 6 7.46 8.70 8
CTEQG6.5 172 | 7.42  7.76 3 7.26 8.12 6 7.01 8.18 8
175 | 6.76  7.08 3 6.62 74 6 6.39 7.45 8
170 | 8.16 8.59 3 8.28 8.73 3 7.94 8381 6
MRST-2006 NNLO | 172 | 7.65 8.06 3 777  8.19 3 7.45 827 6
175 | 6.95 7.34 3 7.07 7.45 3 6.77 7.52 6

1.2.2 Top Quark Decay

Top quark has a short life time of 7; &~ 0.5x 10724 s. The life time of top quark is shorter than
the hadron formation time Aélc D> S0 that top mesons are not able to form. The top quark is
anticipated to decay before the hadronization to top-flavored hadrons or tf-quarkonium-bound
states. In the top decay, the Wb final state is predominant because the square of the matrix

elements V4 and V;s in the CKM matrix suppresses the Wd and W's final states. Thus, the



top quark decays to a W boson and a b quark predominantly (¢ — Wb). The W boson can
have both leptonic and hadronic final states. Table 1.5 describes the decay modes and their

branching ratios.

Table 1.5: The decay modes and their branching ratios in the W boson decay [6].

Decay Modes of W | Branching Ratios ‘

W — ev, 10.75 £ 0.13 %
W — uy, 10.57 £ 0.15 %
W — 1, 11.25 + 0.20 %
W — hadrons 67.60 £+ 0.27 %

Since the top quark decay is dominated by the ¢ — Wb, the top decay modes are exactly
the same as the W decay modes plus a b quark. Considering W decay modes, the ¢t final

states can be classified into three classes [6].

A, H-oWHWb—qd bq'qd" b, (46.2 %)
B. tt — WHbW b — q@'blb + lvbgd'h, (43.5 %)
C. th—=WToW=b—1lybl'pyb. (10.3 %)

Processes A represent both W bosons decaying hadronically, which is called “all-hadronic”
channel. Processes B describe lepton+jets channel where one W boson has e, p or 7 and their
neutrino as final states, and the other W boson decays hadronically. Processes C are dilepton
channels with both W bosons decaying leptonically. The branching ratio of each channel for
tt production can be found by the product of the branching ratios of W boson decay channels,
for example,

1. e+jets channel

Br(tt — e + jets) = Br(W+t — etv,.) x Br(W~ — hadrons)+
Br(W—= — e 1.) x Br(W* — hadrons)

=10.75 % x 67.60 % + 10.75 % x 67.60 % = 14.53 %

2. p+jets channel

Br(tt — p+ jets) = Br(W' — ptv,) x Br(W~ — hadrons)+



Br(W~ — p~ 1) X Br(W* — hadrons)

= 10.57 % x 67.60 % + 10.57 % x 67.60 % = 14.29 %

1.3 CP violating anomalous top-quark couplings

1.3.1 Introduction

One interesting question in particle physics is the phenomenon that the universe is made
mainly of matter instead of equal amounts of matter and antimatter. This phenomenon can
be understood through violations of CP symmetry. In 1964, Christenson, Cronin, Fitch and
Turlay showed that the K, being called the long-lived kaon, could decay to 27 with a branching
ratio [8],

Br(Kp — 27) = 3.00 £ x1073 (1.12)

In detail, considering the Kaon’s are pseudoscalars,
CP|K% =—-|K"%, CP|K%=—|K" (1.13)

The normalized eigenstates of CP are

| Ky = ;5 (| K- | K%) and | Ky) = \}5 (| K%+ | k) (1.14)
CcP | K1> :‘ K1> and CP | K2> = — | K2> (115)

From Eq. 1.14, 1.15, the eigenstates of K1 and Ky are CP = +1 and CP = —1, respectively. If
CP is conserved in the weak interaction, K must decay to the two-pion system and Ks must
have the three-pion configuration because both have C' = +1, K; and Ky have P = +1 and
P = —1, respectively. Also, since the 27 decay has greater energy than the 37 decay, the decay
of K is faster. Therefore the lifetime of K7 is much shorter than that of K5. The lifetimes of
K; and Ky were measured experimentally by Lederman and collaborators at Brookhaven in

1956.

TR, = 0.89 x 10719 sec

T, =5.2x 1078 sec (1.16)
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The tt total cross section at Tevatron by the NNLO (approx) QCD prediction and
CDF data with m; = 171 GeV (left). The left is the total cross section at /s = 1.96 TeV
as function of m; and the right is the ¢¢ total cross section as function of y/s. The tt total

cross section are estimated for p = m; (the solid line), u = 2my (the lower dashed line) and
i =my/2 (the upper dashed line) [5].

Figure 1.3: The lepton+jets channel of ¢f production event [7].



11

Cronin, Fitch and Turlay reported the observation of the 27 decay of the long-lived neutral

kaon, expressed with a formula as

(| K2) + €| Ky)) (1.17)

1
| K1) = —F—=-
V1+ €|
The magnitude of the coefficient € was measured to be about 2.3 x 10~3 experimentally. This

demonstrates that the long-lived kaon can decay to the 27 system and violates CP eigenstate

of it [1].

1.3.2 CPT Theorem

CPT theorem states that any consecutive operation of charge conjugation (C), parity op-
eration (P) and time reversal (T) doesn’t break an exact symmetry of any interaction. The
order of CPT operation can be taken in any order. This property implies that particles and
antiparticles have the same lifetime, mass, magnetic moments but the opposite electric charge.
The Table 1.6 is quoted from the book [9]. It shows the experimental results of the CPT

theorem and the CPT theorem is well satisfied.

Table 1.6: Test of the CPT theorem [9].

Measured quantity Limit or value
(MKO M[(o)/(MKo—i-MKo) <107t
(My+ — Mg-) /(M- + Mg+)  <4x1078
(MA - MA)/(MA + My) (=5+5)x 1076
(Qp — Qp)/e <2x107°

& - @)/(Q” + ) (8+£6) x 10710
(:ue - )/(Me‘*‘ + He- ) _(3 + 5) x 10713
(TM_T )/ (T +7,-) <1074

1.3.3 CP violating anomalous top-quark couplings

Top quark has shorter lifetime than the hadronization time due to its large mass. So, the
complicated theory of non-perturbative and bound state physics does not affect the dynamics of
top production and decay. The top quark decays are very effective spin analyzers and this can

be used to detect CP violation effectively. By the way, CP violation in the top physics is very
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small in the Standard Model. Nevertheless, there are two motivations for CP violation study
using top quark events. First is that the study of CP violation using top quark is another
source of CP violation which can explain why the universe is made mainly of matter. The
second is the the observation of CP violation in top quark physics is explicit evidence of new
physics beyond the Standard Model because the Standard Model predicts that CP violation
in the top quark system is very small.

Let us review how CP violation occur in the ttg vertex. To get an idea how Chromo Electric
Dipole Moment (CEDM) behaves, let us first investigate the characteristic of Electric Dipole
Moment (EDM). An EDM vector has to be aligned along the direction of spin vector since any
component of any other direction would be cancelled out due to the spin rotation of the particle.
The EDM vector of a particle is even under time reversal and odd under parity operation while
the spin vector of the particle is axial vector so it is even under parity operation and odd under
time reversal. Therefore, a permanent EDM of elementary particles would violate time reversal
(T) and parity (P) symmetries. Figure 1.4 shows the charge distribution and spin of a particle
and the behavior of a EDM under T (time reversal), P (Parity) operations. ~The Hamiltonian

for the interaction between the spin and the EDM can be written as,
Hp=—dgS-E (1.18)

where S and E are the spin and the electric field vectors, respectively [13], and dg is the
electric dipole moment strength. As the interaction Hamiltonian shows, when the vectors of
the EDM and the spin are in the same direction, the potential energy is least and the EDM is
in the equilibrium state ((a) in Figure 1.4). Under Parity operation, the axial vector S is even
while E is odd ((b) in Figure 1.4). Time reversal changes the sign of the spin vector whereas
the sign of the EDM vector is unchanged ((c) in Figure 1.4). In the cases of both (b) and (c)
in Figure 1.4, if dg exists, the interaction Hamiltonian would violate the symmetries for time
reversal and parity.

Similarly, Chromo-Electric Dipole Moment (CEDM) is formed by the color charge dis-
tribution within a top quark. In the Standard Model, the CEDM of top quark is induced at

three-loop level, but Higgs model and SUSY model enhance giving a rise to CEDM. The mech-
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anism for CEDM is well described in References [8]. With this idea for CEDM, an example
for the CP-violating interaction in the ¢¢ production near threshold will be given to show how
CP violation occur by CEDM. Near ¢t threshold region, top quark pairs are produced almost
at rest. Thus ¢t are produced at a distance r ~ 1/my, where r is a distance between top and
anti-top quark. Then they move apart non-relativistically. When the distance between top
and anti-top quarks reach the order of Bohr radius (r ~ (asm;)~!), top and anti-top quarks
form a color coulomb potential. This ¢t system starts to decay via electroweak interaction
once the distance between top and anti-top quarks reach r ~ (mtI‘t)*l/ 2. The hadronization
scale Aéé 1, is much larger than two scales (agm;) ™' and (m,T;) /2. Table 1.7 shows that the

—1/2 are similar and they are very much smaller than the

magnitudes of (agm;)~! and (mIy)
hadronization scale (Aélc p)- To calculate Bohr radius of ¢ system, 0.375 is used for a [10].
Since top quark pairs are produce almost at rest, the momentum transfer Q would be very
small value. Table 1 in reference [10], the o for T decay is 0.217. Since the Q is very small
value and according to the a; formula in the book [12], a; for ¢t system will be larger than as

for T decay. Thus the measured ay 0.375 is chosen, whose Q is smallest in table. The width

I'; is 13.1 GeV which comes from reference [6]. Reference [11] gives Agcp =~ 200 MeV.

Table 1.7: Comparison of Bohr radius of ¢ system ((asm;)~!)), the distance that a tf system
starts decaying ((m;I;)~'/2?) and Hadronization scale (Aéé D)

Bohr radius ((cgmy)~' | (mI;)~'/2?) | Hadronization scale (Aé}}D)
31x107%F 42x 1073 F 1.0F

In this ¢t system, both spins of top and anti-top quarks are along the beam direction or
in a state that the combination of the two spin makes S = 1 state. At this state, the orbital
angular momentum is 0 (L = 0), thus the total spin and PC eigenstates of this ¢ system can
be represented as JF¢ = 17~. When top and anti-top quarks are apart by the Bohr radius
((asmy)™1)), top and anti-top quarks exchange multiple gluons and the anomalous top-gluon
coupling forms a color coulomb potential with Eq. 1.19 and the color factor Cp = 4/3 which

is the color singlet state. In other words, the top quarks and gluons are confined within color
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singlet states. The color coulomb potential

aghe

V(r)=—-Cp

(1.19)

r

aligns both CEDMSs of top and antitop quarks in the direction of the field. In other words, the
spins of top and antitop quarks are aligned antiparallel. In the previous paragraph, the EDM
vector of a particle is aligned along its spin. In case of CEDM, it can be considered as the EDM
and this aligns the spins of ¢ and ¢ quarks into the antiparallel direction along the color electric
field. Figure 1.5 shows the alignment of the spins of the top and antitop quarks in the chromo
electric field.  After the interaction with the potential, the JP¢ =17~ (L = 0 and S = 1)
turns into J©¢ = 1~ (L = 1 and S = 0). The CP eigenstates of this ¢f system before and
after the interaction relating to the CEDM have -1 and +1 and this means that CP violation
occurs by the top-gluon anomalous coupling [14].

CP violation via anomalous top quark coupling is parametrized for Tevatron energies. The
interaction between the chromo-electric dipole moment of the top quark and gluon modifies

the tt production. The interaction Lagrangian can be written as Eq. 1.20.

. od_
Leedm = —zgsgtUW%G’“’t (1.20)

where d is CP violating anomalous coupling, gs and G*" are the strong coupling constant and
the field strength tensor, respectively, and o, = %[%v 7). The top quark coupling to gluons
in the Standard Model is modified by the Lagrangian. The vertex factors for ttg and ttgg are

written as Eq. 1.21.

_ A ~
gtt — —zgsga (’yu—i-dam,q”%)

ggtt — i\, X do s (1.21)

Figure 1.6 shows 5 diagrams for the possible CP violating vertices. Figure 1.6 (a) is ¢q
annihilation channel and (b) shows s-channel, ¢-channel, u-channel and seagull channel in
gluon fusion. The seagull channel is involved as a CP violating channel and is needed to
preserve gauge invariance [8, 15].  The CP asymmetry can be calculated by considering the ¢t

production processes in Figure 1.6 in the parton CM frame, using a mixed method of helicity
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S

E
(a) (b) (¢)

Figure 1.4: The Electric Dipole Moment (EDM) of a elementary particle. (a) The EDM vector
(or electric field vector by the EDM) is aligned in the direction of the spin of a particle. (b) After
parity (P) operation, the charge distribution and the electric field flip but the spin direction

does not change (axial vector) S =7 x p. (c) The charge distribution and the direction of the
electric field are unchanged but the spin rotation reverses after time reversal (T).

(a) (b)

Figure 1.5: The directions of the top and antitop spins (a) before and (b) after the interaction
with the color electric field.
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(a) ¢¢ annihilation

A

(b) gluon fusion

g t g

g

Figure 1.6: CP violation in ¢# production vertices via (a) ¢ annihilation and (b) gluon fusion:
s, t, u and seagull channels.

amplitudes and traces of Dirac matrices for the ¢¢ production processes. The matrix elements
for the CP-odd in gg — tt process is written as Eq. 1.22 [15]. In the following formulae,
€(a, b, c,d) is the Levi-Civita tensor which is defined as €(a, b, ¢,d) = ewaﬂa“b”c“dﬁ. The sign

convention €gio3 = 1 is used. And s,t,u are the Mandelstam variables of interacting partons.
Mgp = Ci(s,t,u)q - (p; — pe)e(p, P, Py PD)
+ 02(87 t? u)<P : pte(pDvavpfv Q) + P pf€(pDapD7pt7 q))

+ 03(37757“)(13'pr(pDaptapEaQ)+P'pD€(pD7PtaPEaQ)) (122)

Where P = p1 + p2 and ¢ = p; — p2. P and ¢ mean the sum and difference of two incoming

parton four-momentum. The form factors in Eq. 1.22 are defined as follow
Ci(s,t,u) = CE(s,t,u) + Cl(s, t,u) + CH5(s,t,u) (1.23)

The contributions from s channel amplitude is

t—u
2

Ci(s,t,u) = C5(s,t,u) = C3(s,t,u) = gJKmt (1.24)

S
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The t and v channels contribution are

1 -
Ci(s,t,u) = —dK Ui

J T T I [9(t — u)5 —2(5s — 36m?)s(t — u)3

14m?2s*(s + 8m?)

+ s%(s% — 22sm? + 144m})(t — u) + ]

(t—u)
Cli(s tu) = —dK me 9t — u)® — 2(55 — 9m2)s(t — u)?
o 48 s2(t — m?)2(u — m?)2 !
4+ 5%(s% + 46sm?)(t — u)]
cit = Ci(s,t,u) (1.25)

The interference of the s channel amplitude and the amplitudes for the ¢ and u channels are

_ 3 - my(t — u)
Ci" (s, t,u) T e Py (—4smi + 5% — (t —u)?)
- t—
CH (s, t,u) = —3dKmy S2u
O™ = O 5(s,t,u) (1.26)

For one W decay into a lepton, the form factors and the four-momentum pp and pp are

considered for two final states blTvW ™~ or bl- oW T separately. For the final state blTvW —,

PD = P+, Pp — Dp (1.27)
and the factor K in the form factor C; is

2 2
A(n202q ) (2 - my 4 i

X 8(pf —mi)o(p; —mi)o(piy+ — Miy) (1.28)

Ky

For the final state bl oW,

PD = Pby Pp — Di- (1.29)
and the factor K in the form factor C; is

2 2
Ky = 4(r2a2¢% (s py) (2 — 4 a .
bl (m7azg”) (g py)< M%/ meLs MwTw

x 0(p; —m7)d(pf —m7)o(pfy,- — Miy) (1.30)
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So far, CP violation in the production vertex has been reviewed. The other source of CP
violation in the ¢ system is the decay vertices t — bW and £ — bW~ via anomalous coupling

f. The general vertices are written as follows,

w9

I‘Vth - \/5

= - g
we =775

The P; and Pr are chiral projection operators which are defined as P;, = %(1 — %) and

Via(py) [y Pr — ife" @100 g (p, — py), Prlu(py)

Vs (pp) [y Pr — ife! 2100 g1 (pr — py), Pr]o(py) (1.31)

Pr = %(1 ++%). Also the phase of f is separated into a CP violating phase ¢; and a CP
conserving phase y. From these vertices, the matrix element square for the T-odd triple

product correlation is

IM|? = fsin(ds + 87)e(pr, o, pr+, Qe) + Fsin(dp — 3p)e(ps Py i Qf) (1.32)

The @; and Q7 have different result for each W decay channel and are described well in the
references [15, 16]. Detailed calculations for CP violating amplitudes for both production
vertex and decay vertex are explained very well in reference [15].

The qq — tt process contributes 85 % of tt production in Tevatron so the ¢gq annihilation
is main contribution for CP violation in ¢f system at Tevatron. The matrix elements for CP

violation in the production vertex is
|M|%P = 01(8, t, U)Ol + 02(87 t, u)02 + 03(87 t, U)Og (133)
O; is written as Eq. 1.34

Ol - 6(ptapfapDapD)
02 == (t_U)E(PD7pD>P7Q)
O3 = (t—u)e(P-ppelpp,pt,vi:q) + P ppe(pp. pt, vi: q)) (1.34)

The form factors C; are

16 ~ (t —u)? m?
C?q(s,t,u) = —demt < 2 + 4?
16 - mye
ng(s,t,u) = _deST

Cl(s,t,u) = %Cg‘i(s,t, u) (1.35)
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For the decay channel tf — I*v; b q7 b, pp, pp and K become

pp — p+ and pp — pg

2 2
K = 48(r%a2¢%)(py-pu) (05 pa) | — ;
8(m=a59°) (po - pv) (P - Pu) <mtrt My Ty

x  8(pf —mP)é(pF — m)S(ph+ — M )S(pf— — M) (1.36)

And for the channel ¢t — "7, b qq’ b,

pp — pg and pp — p-

2 2
K = 48(n%26%) (oo pu)(py - po) [ — .
sats ) poo0) (05 ) (3
X 8(pi —mi)a(pf —mi)3(pfy+ — Mi)8(pfy- — Mi) (1.37)

The matrix element form for CP violation in the decay vertex which is produced by ¢g anni-
hilation is same as Eq. 1.32. The @; and Q7 can be written Eq. 1.38.

7 16m
1= Kot sm? 4+ (0= w)? = o+ 2spe - (- ) — (= Wp- - Oy

+ 2((t —wp- - (pe +pi) — spi- - @)q}

7 16m
Q= K5 {(dsm} 4 (t = w)? = )pp = 2spis - (e — i) — (= wpre - )

— 2((t —w)ppr - (pe +pp) + 5o+ - @)q} (1.38)

To obtain the relevant results for t£ — [Ty, b q7 b and tt — ", b q@’ b channels, p;—, p;+ in

Eq. 1.32 and K in Eq. 1.38 are needed to be replaced as follows,

For the channel tt — [*1;bqq'b,

DPi- = Pd

K is the K in Eq. 1.36 (1.39)
For the channel tt — [~ ;bqq'b,,

Di+ = Pgq

K is the K in Eq. 1.37 (1.40)

From the matrix elements for the production vertex and the decay vertex, physics observ-

ables are derived for lepton+jets channel. Eq. 1.41 are physics observables for lepton+jets
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channel [16].

tt CM N = -
O1 = e(pt, pi, Py Py) ———< Py - (Db X Py)

lab o oo
Oy = €(P,py + Py 01, 0jy) —> (B + ) - (B1 % Pj1)

bb CM o R N
O3 = Qie(py, vy, D1, Pjy) ———X QuDp - (P X Dj1)
lab Vo L
Os = Que(P,pp — Py, P15 Pj1) —>x Qu(By — 13) - (B X Pj1)
s y lab o I
Or =G (o — pp)e(P, G, P ) —X Bocam - (Bo — Py)Poeam - (B X P)  (1.41)

In these equations, the sum of the proton and antiproton four-momenta is denoted as P, and
G represent the difference of the proton and antiproton four-momenta. @); is the lepton charge.
p refers to the four-momentum and the subscripts ¢, b and [ denotes top quark, b quark jet
and lepton. pji is the hardest jet four-momentum between two jets coming from hadronic W
decay. Also, T-odd but CP-even correlation can be induced by strong interaction (unitary)

phase. Eq. 1.42 are established to measure CP conserving contamination in the CP-odd signal.

lab N - - N
Ou = e(P,py — Py P15 Pj1) —>X (B — D) - (B X Pj1)

lab Y e
Oy = Que(P,pyp + Py 1, pjy) —ox Qu(Dy + ) - (1 X Dj1) (1.42)

Using physics observables in Eq. 1.41 and 1.42, the integrated counting asymmetry is con-

structed to measure CP-odd violating asymmetry.

Ai = Nevents(oi > 0) - Nevents(oi <0 (143)
Nevents(oi > 0) + Nevents(oi <0

~—

~—

Eq. 1.20 - 1.43 are written based on References [15, 16].

In this thesis, only the CP violation in the production vertex is considered and e-+jets
and p+jets channels that contain the contributions of e+4jets and p+jets coming from 7+jets
channel are discussed, which consist of one isolated lepton, missing transverse energy, two b-
quark jets and two light quark jets from W decay as final state. Figure 1.3 shows the lowest

order of lepton+jets channel for ¢t production event.
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CHAPTER 2. Tevatron and D@ Detector

The Fermi National Accelerator Laboratory (FNAL or Fermilab) has led high energy
physics as the energy frontier for the past twenty years in the world. In particular, the Tevatron
accelerator complex makes collisions of proton-antiproton (pp) at a center of mass energy of
almost 2 TeV, the DO and the CDF detectors at the Fermi National Accelerator Laboratory,
have been the center of great developments in high energy physics. The Run I operation,
which achieved about 130 pb~! of delivered luminosity at a center of mass energy /s = 1.8
TeV from 1992 to 1996, led to the discovery of the top quark in 1995. From 1996 to 2001, the
Tevatron and the D@ detector were upgraded to prepare for the next operation called Run
IT and the upgrade for the Tevatron achieved a center of mass energy /s = 1.96 TeV. The
Run IT operation began to take data since 2002 and data taking is ongoing as of 2010. During
the Run II operation, lots of interesting physics researches have been conducted not only in
the Standard Model but also beyond the Standard Model, such as the study of Top quark
properties, Electroweak physics, New phenomena and Higgs searches. The big milestone of
the Run II operation is the discovery of the single top quark production. In this chapter, the

Tevatron accelerator complex and the D@ detector for Run II will be described

2.1 Tevatron

The Tevatron accelerator complex is comprised of the Pre-accelerator, LINAC, Booster,
Main Injector, Recycler, Tevatron, Debuncher and Accumulator as shown in Figure 2.1. De-
buncher and Accumulator are known as the antiproton source. The Tevatron is the collider
which uses proton and antiproton sources. First off, we may wonder how the proton source is

made. The simple way is to strip off an electron from hydrogen atom by accelerating hydro-
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Figure 2.1: The overview of the accelerator complex [18].

gen atom and passing it through a carbon foil since hydrogen consists of one proton and one
electron. However, hydrogen atom is electrically neutral so it can not be accelerated until it is

ionized.

2.1.1 Production of H™ ions

Figure 2.2 is a diagram to explain how H™ ions are made. The negative molybdenum
cathode (Mo) and positive anode result in an electric field. ~ Hydrogen atoms are sent into
this electric field and an electron is stripped away from a hydrogen atom. Protons congregate
on the surface of the cesium cathode. Cesium is added to lower the surface work function of

the cathode thereby increasing the electron capture probability. Proton captures an electron
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Figure 2.2: Producing H™ ions [19].

from the cathode easily and occasionally, an incoming proton smacks a proton which captured
two electrons off the metal wall. Due to the negative charge of ionized hydrogen, the H™ ions

go away from the cathode surface [19].

2.1.2 Pre-accelerator

The Pre-accelerator is designed to produce and accelerate the negatively charged hydrogen
(H™) to an energy of 750 keV. It ionizes hydrogen gas to negatively charged hydrogen gas.
Tonized hydrogen gas is housed in the electrically charged dome. A potential of -750 kV
is applied to the dome. The Cockcroft-Walton accelerator supplies a 750 kV DC voltage,
which is voltage multipliers consisting of capacitors and diodes, and the maximum voltage is
restricted by how much air can stand off before sparking. It generates a potential of -750 kV
between the dome and the grounded wall. The ionized hydrogen gas has an energy of 750 keV
while it is accelerated from the charged dome to the grounded wall. Every 66 millisecond, the
Pre-accelerator repeats acceleration of beam. After the ionized hydrogen gas exits Cockcroft-

Walton accelerator, it passes through a transfer line and then enters the Linac [18].
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2.1.3 Linac

Linac is the Linear Accelerator which takes the hydrogen ions with an energy of 750 keV
from the Pre-Accelerator and then accelerates the ions to an energy of 400 MeV. The Linac
consists of the drift tube Linac (DTL) and the side coupled cavity Linac (SCL). The drift tube
Linac has five RF stations and the side coupled cavity Linac has seven RF stations. Figure 2.3

explains how negatively charged hydrogen ions are accelerated in the DTL.
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Figure 2.3: The drift tube Linac (DTL) [20].

When H™ ions are passing the gap between drift tubes, the electric field vector is pointing
in the direction to accelerate H™ ions and when the H™ ions traverse in the interior of the drift
tubes, the drift tubes shields the electric field which is in the deceleration direction. The H™
ions get increased energy and velocity whenever they cross every gap. The 5 drift tube cavities
accelerates H™ ions beam to an energy of 116 MeV. Figure 2.4 (a) is a general diagram for
the side coupled cavity Linac.

Each side coupled cavity module is comprised of 4 sections. Each section contains 16
accelerating cells and 15 coupling cells. Each accelerating cell is coupled to other cells in

the module. The module contains several separate cavities. Figure 2.4 (b) is a diagram which
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Figure 2.4: The side coupled cavity Linac (SCL) [20].

briefly explains how the side coupled cavity Linac accelerates beam. When beam enters the first
accelerating cell, the field points in the direction to accelerate beam. While beam is passing
between accelerating cells, the field direction changes into the other direction and the field
direction of second accelerating cell is ready to accelerate beam. As beam enters the second
cell, the beam is accelerated by the field while the field of the first cell is in the decelerating
direction. Also, no beam goes into the first cell so there is nothing to be decelerated in the first
cell. While the beam passes through the cavities, beam is accelerated by the field. The side
coupled cavity Linac receives 116 MeV beam and accelerates beam to an energy of 400 MeV.
The difference between DTL and SCL is to use different resonating frequencies. The 201 MHz

RF signal is used to accelerate beam in the DTL but the SCL uses 804 MHz (= 4 x 201 MHz).
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After H™ ions go through the Linac, 750 keV of H™ ions are accelerated to 400 MeV [20].

2.1.4 Booster

Booster is the first circular accelerator (synchrotron) in the chain of accelerators. The
circumference of the Booster is 475 meters. It is made up of 96 magnets in a series of 24
repeating periods with 17 RF cavities interspersed. The negatively charged hydrogen ions
with 400 MeV are sent to the Booster and H™ ions are merged with protons circulating in the
Booster since they have opposite charge. While the combined beam pass through a carbon
foil, the electrons of H™ ions are stripped off and only proton bunches exist in the Booster.
The RF cavities accelerate the protons up to 8 GeV. The protons with an energy of 8 GeV are

transferred to the Main Injector [18].

2.1.5 Main Injector

The Main Injector is a synchrotron whose circumference is seven times the Booster circum-
ference. The Main Injector has 18 accelerating cavities. 8 GeV protons transferred from the
Booster are accelerated to either 120 GeV or 150 GeV by the Main Injector. In the case that
beam is injected to the Tevatron, the Main Injector accelerates beam to 150 GeV. When it
stacks antiproton or sends beam to NuMI, beam is accelerated up to 120 GeV. The Main In-

jector can accept antiprotons from Antiproton Source as well as protons from the Booster [18].

2.1.6 Antiproton Source

The Antiproton Source is made up of a Target station, Debuncher and Accumulator and
the transport lines between Debuncher and Accumulator and the Main Injector. The target
station accepts 120 GeV protons from the Main Injector. A beam of 120 GeV protons strike
a nickel alloy target every 1.5 sec. These 120 GeV protons striking the nickel alloy target
create a spray of secondary particles. Only about twenty 8 GeV antiprotons are produced for
one million protons on the target. A Lithium lens focuses the beam containing many different

particles as well as antiprotons. The bend magnet distinguishes 8 GeV antiprotons from the
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spray of secondary particles (Figure 2.5). These antiprotons are transferred to the Debuncher.

Lithium All sorts
Lens of stuff

Bend
Magnet

Figure 2.5: The target station [21].

The Debuncher is outer one of the two synchrotrons which have rounded triangular-shape
in Figure 2.6, and its mean radius is 90 meters. It accepts not only 8 GeV antiprotons from the
target station but also 8 GeV proton from Main Injector for beam studies. The Debuncher cap-
tures the large energy spread antiprotons which come off the target and changes them into nar-
row energy spread antiprotons. Antiprotons are cooled by the Debuncher to make them more
manageable and transferred to the Accumulator. The Accumulator is a triangular-synchrotron
whose radius is 75 meters. It stores antiprotons at 8 GeV until generated antiprotons are a

sufficient amount to be transferred into the Main Injector [18].

2.1.7 Tevatron

Tevatron is a circular synchrotron with a radius of 1 km. It receives both protons and
antiprotons from Main Injector and its eight accelerating cavities accelerate them from 150
GeV to 980 GeV. It make collisions with a center of mass energy 1.96 TeV. Superconducting
niobium/titanium alloy magnets produce a magnetic field of 4.2 Tesla to bend proton and
antiproton beams along the circumference and are needed to maintain cold temperature (21 K).
36 bunches of both protons and antiprotons travel in the beam pipe in opposite directions and
share the same beam pipe. Proton and Antiproton beams collide at D@ and CDF with 396 ns

time interval [18].
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Figure 2.6: The target station [21].

Luminosity can be defined as a measurement of the rate of particle interactions, which
refers to the chance that a proton and an antiproton make a collision. Luminosity gives how
many proton-antiproton inelastic scattering occur per unit area per unit time (cm=2s~!). The
RunlI project began in 2001. The Runll operation is divided into two periods, Runlla and
RunIIb. Runlla achieved 1.0 fb~! until April 2006 and RunIIb began in June 2006 and data
are being taken as of January 2011. Fig. 2.7 shows that the Tevatron delivered an integrated
luminosity 10.08 fb~! and D@ recorded 9.01 fb~1.

2.2 DO Detector

This section is written based on Reference [17]. The D@ experiment is designed to study
high mass states and large pr phenomena. The D@ experiment has lead to the top quark
discovery and measurement of top quark mass, the measurement of the W boson mass and
search of new phenomena using the D@ detector. The D@ detector consists of several major
subdetector systems such as central tracking detectors, uranium/liguid-argon calorimeters, and
a muon spectrometer.

Figure 2.8 shows an overview of the D@ detector system which is viewed from inside

the Tevatron ring. The central tracking detectors are located on top of the beam line, a
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Figure 2.7: Integrated luminosity delivered and recorded to D@ during Runll (April 2002 -
January 2011) [22].

solenoid magnet wraps the central tracking systems and forms a magnetic field of ~2 T, the
calorimeter is outside the solenoid, the toroidal magnet lies between the calorimeter and the
muon spectrometer system, and the muon detector is located at the outermost D@ detector

system. In this section, subdetectors forming the D@ detector are introduced.

2.2.1 Coordinate System

The coordinate system of the D@ experiment is right-handed. The positive z-axis is set
to the direction that the protons travel, the y-axis is upward and the z-axis points outward
from the center of Tevatron. The cartesian coordinate system (x,y, z) can be converted to the

spherical coordinate system (7,6, ¢) and it is useful through this analysis.
r =+\/x2+y>?

z
§ = arccos | —————
(x/;v2+y2+22>
_ ¥
0] —arctan(m) (2.1)
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Figure 2.8: Diagram of the upgraded D@ detector for Run II operation. It is drawn as viewed
from inside the Tevatron ring [17].

where the 6 and ¢ are the polar and azimuthal angles, respectively. Using pseudorapidity is

more convenient than using the polar angle for relativistic particles. It is defined:

= -t fun ()] o

where 0 is referred to the angle that the momentum p and the beam axis form. The pseudo-
rapidity can be approximated to the true rapidity for the particle which travels close to the

speed of light, namely at the regime that the particle mass is nearly as small as zero.

1 [E +pz] (2.3)

= —In

T E—).
In a proton-antiproton collision, the inelastic collision point can be moved along the beam pipe.
There exists a big difficulty to measure the z component of a particle momentum. Therefore

transverse momentum and energy are more convenient to use, which are the projection of

momentum and energy onto the z-y plane perpendicular to the z-axis (the beam axis). They
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can be written as:

pr =p-sind

Er =FE-sinf (2.4)

2.2.2 Central Tracking Detectors

The central tracking system consists of the Silicon Microstrip Tracker (SMT) and the
Central Fiber Tracker (CFT), which are the innermost detectors of the D@ detector. A su-
perconducting solenoidal magnet generates a magnetic field of 2.0 T and surrounds the central
track system. When charged particles pass through the tracker, the SMT and the CFT find
their helical trajectories and their momentum can be measured using information about helical

trajectories and magnetic field. These tracking detectors have an ability to measure the

&
]

position of the primary inelastic interaction vertex with a resolution about 35 pm along the
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Figure 2.9: The view of the central tracking system [17].
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beamline. They are able to tag jets originating from b-quark decay with an impact parameter
resolution of better than 15 pm in the r-¢ plane for particles whose transverse momentum pr
is greater than 10 GeV/c at |n| = 0. Figure 2.9 shows the cross-sectional view of the central

tracking system.

Silicon Microstrip Tracker (SMT)

The SMT establishes tracks of charged particles and finds vertices. It covers nearly all n range
that calorimeter and muon detector cover. The SMT is made up of 12 F-disks, 4 H-disks and 6
barrels. The barrel detectors measure the r-¢ coordinates of particles at small 1 and the disk

detectors measure r-z and r-¢ coordinates at high 7.

12 F-Disks

4 H-Disks sections/modules
(forward, high-n)

Figure 2.10: A 3-D view of the Silicon Microstrip Detector [17].

Figure 2.10 shows a 3-D view of the SMT. In 6 barrels, each barrel consists of four sili-
con readout layers. Each silicon module is called “ladder” and 12 ladders are in each layer
1 and 2. Each layer 3 and 4 is made up of 24 ladders. A total of 432 ladders are 2.7 cm
< r < 10.5 cm and |z| < 38 cm. Twelve double-sided wedges make up of one F-disk and the
F-disks are located at |z|=12.5, 25.3, 38.2, 43.1 48.1 and 53.1 cm. At |2|=100.4, 121.0 cm,
large-diameter disks, called H-disks, are placed to track charged particles which travel high |7
region. Each H-disk has 24 full wedges mounted on it and each wedge is comprised of two back-

to-back single-sided wedges. The axial hit resolution is 10 pm and the z hit resolution is 35 um.

Central Fiber Tracker (CFT)

The CFT is placed in the radial space from 20 to 52 ¢cm from the center of the beam pipe. The
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CFT consists of eight concentric support cylinders on which scintillating fibers are mounted.
Two inner cylinders and six outer cylinders are 1.66 m and 2.52 m long, respectively. The
outer cylinder covers |n| < 1.7. Each cylinder has two doublet layers. One doublet layer of
fibers is parallel to the beam direction and the second doublet layer is at a stereo angle of + 3°
The scintillating fibers are connected to fiber waveguides that transport the scintillation light
to visible light photon counters (VLPCs) for read out. The fiber diameter is 835 pum and the

doublet layer made of this fiber gives a resolution of about 100 pm.

2.2.3 Calorimeter

“A calorimeter is designed for the total absorption of a particle’s energy, that is, a particle
enters, interacts, its secondaries reinteract, and so on, until all byproducts are reduced by
dE/dz to zero energy [23].” With this principle, the D@ calorimeter provides energy measure-
ment of electrons, photons and jets. Also, it plays a role to help electrons, photons, jets, and

muons be identified and the transverse energy balance be measured.

END CALORIMETER
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Middle Hadronic
(Fine & Coarse)
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Electromagnetic

Inner Hadronic Fine Hadronic

(Fine & Coarse) Coarse Hadronic

Electromagnetic

Figure 2.11: Isometric view of the central and two end calorimeters [17].

The central and two end calorimeters are shown in Figure 2.11. The central calorimeter
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(CC) covers |n| < 1.0 and the coverage of two end calorimeters (EC) is extended to || ~ 4. An
electromagnetic section and hadronic section consisting of fine and coarse spatial segmentation
are contained in each central and end calorimeter. Each of CC and EC calorimeter is placed
within its own cryostat that keeps the temperature of detector at approximately 90 K. The
intercryostat detector (ICD) is installed to minimize the degradation of the energy resolution
in the region between the central and end calorimeters (0.8 < |n| < 1.4). The electromag-
netic calorimeter is made from thin depleted uranium plates (3 or 4 mm in the CC and EC,
respectively). The find hadronic (FH) sections are built with 6-mm-thick uranium-niobium
(2%) alloy. The coarse hadronic (CH) modules are made from 46.5-mm-thick plates of copper

in the CC and stainless steel in the EC.
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Figure 2.12: Unit cell consisting of the liquid argon gap and signal board for the calorime-
ter [17].

A schematic view of the unit cell for the calorimeter is shown in Figure 2.12. In the CC, 4
EM readout layers, 3 FH layers and 1 CH layer are built by the combination of the cells. EC
consists of 4 EM layers, 4 FH layers and 1 CH layer. The readout cells, called “Tower”, in the
EM, FH and CH layers cover én x ¢ = 0.1 x 0.1 but the third layer of the EM calorimeter at

the EM shower maximum covers 1 x ¢ = 0.5 x 0.5 to measure more precise location of EM
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shower centroid.

Figure 2.13: Schematic view of the D@ calorimeters showing the transverse and logitudinal
segmentation pattern [17].

Figure 2.13 shows the transverse and longitudinal segmentation pattern. The shading
pattern is groups of cells for signal readout. The numbers and rays indicate pseudorapidity

intervals from the center of detector.

2.2.4 Muon Detector

The central muon system consists of proportional drift tubes (PDTs), toroidal magnets and
central scintillation counters. It provides coverage for |n| < 1.0. The forward muon systems
used mini drift tubes (MDTs), scintillation counters and beam pipe shielding and extends the
coverage for muon detection to |n| ~ 2.0.

Figure 2.14 and 2.15 show exploded view of the muon wire chambers and scintillation
detectors. In the central muon system, a toroidal magnet generates a magnetic field of 1.9 T
in the iron absorber and PDT's of A layer are located under the central toroidal magnet and B,
C layers are outside of the toroid. The PDTs measure the electron drift time and the charge
deposition to determine the hit position along the wire. They give a drift distance resolution

of 0 &~ 1 mm. In the forward muon system, end toroidal magnets produce approximately 2.0
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Figure 2.14: Exploded view of the muon wire chambers [17].

T and the MDTs of A layer are arranged inside toroidal magnets, and those for B, C layers
are located outside the toroidal magnets in order to reconstruct muon tracks. The three layers
of scintillation counters are also placed inside (layer A) and outside (layers B and C) of the
toroidal magnet to trigger events which include muon. The MDT coordinate resolution is ~
0.7 mm per hit. The stand-along momentum resolution is ~ 20% for muon momentum below
40 GeV/c, a combination of multiple scattering in the iron and MDT resolution on the bend

angle.

2.2.5 Luminosity Monitor

The Tevatron luminosity at the D@ interaction region is determined with the luminosity
shown in Figure 2.16. It detects inelastic pp collisions, measures beam halo rates and finds the
z coordinate of the interaction vertex. Two Luminosity Monitor (LM) counters are placed at
north and south. Each LM counter consists of 24 plastic scintillation wedges and 24 photo-
multipliers (PMT) mounted on the scintillation wedges for readout. The LM counters provide

a coverage of 2.7 < |n| < 4.4 and located at z = £140 cm as shown in Figure 2.17.
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Figure 2.15: Exploded view of the muon scintillation detectors [17].

For accurate measurement of the luminosity, it is necessary to discriminate inelastic pp
interactions and the beam halo backgrounds. The time-of-flight measurements of particles can
separate pp interaction from the beam halo. Eq. 2.5 gives the z position of the interaction

vertex z,.
c
Zy = i(t, —ty) (2.5)

where ¢t and ¢_ are the time-of-flight for particles hitting the LM detectors which are placed
at +140 cm. Beam halo particles can be removed by requiring |z,| < 100 cm since they give
|zy| &= 140 cm.

The luminosity £ is calculated using the average number of inelastic collisions per beam
crossing Ny and the effective cross section that takes into account the acceptance and effi-
ciency of the LM detector.

_ [Ny
oLM

L

where f is the beam crossing frequency.
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Figure 2.16: The geometry of the luminosity monitor and the location of the PMTs (red solid
dots) [17].

2.2.6 Trigger System

In the Tevatron, proton and antiproton collide every 396 ns and the data rate from detec-
tor is 1.7 MHz. The initial data from the D@ detector include low pr background and the
D@ data acquisition system cannot record all of 1.7 MHz rate of data due to its limited ability.
Thus, it is necessary that data that we are not interested in be filtered and reduced in rate to
about 50 Hz so that the D@ data acquisition system can process and record it. We use a three

level trigger system, called L1, L2 and L3 (Level 1, Level 2 and Level 3). An overview of the

Proton Direction

LM n=2r
Endcap Silicon Tracker _.----{"
Calorimeter \ o n=4.4
}' 7)) — '{ Beam Pipe
-140 cm 140 cm

Figure 2.17: The location of the LM detectors [17].



39

DO trigger and data acquisition system is shown in Figure 2.18.
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Figure 2.18: Overview of the DOtrigger and DAQ systems [17].

L1 trigger

Hardware trigger elements constitute the L1 trigger. It reduces the initial data rate of 1.7
MHz to 2 kHz. The L1 trigger consists of the calorimeter trigger (L1Cal), the central track
trigger (L1CTT) and the muon trigger (L1Muon). The L1Cal decision is made with the trig-
ger inputs which consist of electromagnetic and hadronic trigger tower energies. The trigger
tower energies are made up by sums of the deposited energies in dn x §d¢ = 0.2 x 0.2. The
L1CTT reconstructs the trajectories of charged particles using data taken by the central fiber
tracker and the central and forward preshower detectors in order to make trigger decision.
The L1Muon trigger finds patterns consistent with muons using information from muon wire
chamber, muon scintillation counters, and tracks from the L1CTT for trigger decision. The

Level 1 trigger decision should be made to the trigger framework within 3.5 us.

L2 trigger

The L1 trigger rate of 2 kHz is input to the L2 trigger. The L2 trigger reduces the L1 trig-
ger rate to a maximum accept rate of 1 kHz. The L2 trigger includes the L2CAL, L2CTT,
L2MUO, L2PS (PreShower), L2STT and L2Global systems. The preprocessors of the L2 trig-
ger system reconstructs physics objects collecting and analyzing data from the front-ends and

the L1 trigger system to make trigger decisions. The fired L1 triggers are sent to the L2Global
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system and the L2Global matches the fired L1 triggers to L2 triggers. This means that if a L1

trigger is matched to a related L2 trigger, the L2 trigger will be passed.

L3 trigger and L3DAQ

The L3 trigger receives candidates passed through the L1 and L2 triggers and it reduces the 1
kHz input rate to 50 Hz so that events can be recorded for offline analysis. A farm of micro-
processors constitutes the L3 trigger. It performs a limited reconstruction of physics objects in
events and reduces the input rate. The L3 trigger decision is made based on complete physics
objects and the relationships between objects. Input, event building and output take 15 ms
per event. Unpacking, reconstruction and filtering take about 235 ms. The L3DAQ system
transports detector component data from the VME readout crates to the L3 trigger filtering
farm. The bandwidth of the L3DAQ is 250 MB/s and it corresponds to an average event size

of about 200 kB at an L2 trigger accept rate of 1 kHz.

More detail information about DO detectors is in Reference [17].
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CHAPTER 3. Object Reconstruction and Correction for Monte Carlo

Simulation

In high energy physics experiments, we discover a new particle, or study the properties of
fundamental particles, through its, or their, final state objets such as electron, muon, tau, jet,
missing transverse energy K, tracks and primary vertices. The physics objects are detected
by the detectors and reconstructed using information from detectors. This chapter describes

algorithms to reconstruct and identify physics objets in D@.

3.1 Track Reconstruction

When charged particles pass through the SMT and CFT under the magnetic field produced
by the solenoid, they leave trajectories that are the shape of helical trajectories. Charged
particles generate electric signals through ionization process, called hits, when they traverse
silicon strips of the SMT and scintillation fibers of the CFT. Hits from adjacent silicon strips
or scintillating fibers form a cluster. These hits are used to reconstruct tracks using a track
algorithm. A global track reconstruction (GTR) algorithm combined with the Histogramming
Track Finding (HTF) [24] and the Alternative Algorithm (AA) [25, 26] constitutes the track
finding. The HTF is the method to reduce the number of possible combinations of the hits
with the Hough transformation. Figure 3.1 shows an example of the histogramming technique
using the Hough transformation for a single 1.5 GeV muon track with 5 hits. The Hough
transformation transforms the hits in (x, y) plane into (p, ¢) plane. The Hough transformation
makes random combinations of hits distributed uniformly but produce a peak for a track
candidate by the hits in the ¢ vs p histogram.  The result from the HTF is processed with

a 2D Kalman filter to discard fake tracks and find precise track parameters. The Alternative
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Figure 3.1: The histogramming technique for a single 1.5 GeV muon track with 5 hits. (a)
The family of trajectories passing through the hit at radius r=20 cm . (b) This family of
trajectories corresponds to the line in (p, ¢) coordinate. (c¢) All five hits can be transformed
to five lines and these five lines are crossed in one point. (d) A peak is seen at the point of
intersection in the (p, ¢) histogram [24].

Algorithm (AA) keeps the track reconstruction efficiency high and suppresses the rate of fake
tracks with pattern recognition. Both low and high momentum tracks are reconstructed by
the AA. The AA constructs all possible combinations of 3 hits from the SMT layers and hits
in the next layer of the SMT or CFT are extrapolated using possible track candidates. Hits
associated with the track candidates can be found by the x? requirement. If the number of

hits is less than 3 in the SMT, the AA finds “CFT only” tracks.

3.2 Primary Vertex Reconstruction

The Primary Vertex (PV) is the interaction point where the inelastic pp collision occurs.

Its position information is very important quantity to calculate kinematic variables in particle
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physics experiment. The primary vertex reconstruction and identification is performed by the
adaptive vertex fitting which consists of the three steps [27]: 1. Track selection, 2. Vertex
fitting, 3. Vertex selection. The requirements for track selection are to have pr > 0.5 GeV/c?
and 2 or more SMT hits. Tracks must belong to the same interaction. The z-clustering
algorithm clusters tracks within 2 cm of each other. This clustering identifies whether tracks
come from a same interaction or different interactions. First, the Kalman Filter vertex fitting
algorithm determines the location and width of the beam. The Kalman Filter vertex fitting
algorithm removes tracks with the largest x? contribution to the vertex in turn until the
total vertex x? per degree of freedom becomes smaller than 10. This fits all selected tracks
within each z-cluster into a common vertex and determines the location and width of the
beam. Second, tracks in each z-cluster are selected by the distance of closest approach (dca)
to the beam spot requirement. The position and error of the beam spot are determined in the
previous step and the dca to the beam spot cut requires dca/o(dca) < 5. Tracks that pass this
selection are fitted into a common vertex using the adaptive fitting algorithm. The adaptive

fitting algorithm reweights track errors with the function 3.1

1

- 1_|_6(X12_X:2:utoff)/2T (31)

Wy

where x? is the x? contribution of track i to the vertex, qutof 7 is the x2 contributio to the
vertex where the weight function drops to 0.5 and T is a parameter that controls the sharpness
of the function. The third and last step is the vertex selection. The hard-scatter vertex is

selected by the minimum bias probability selection algorithm [28].

3.3 Electron Reconstruction

An electron produced from some physics process flies through the tracking system and stops
in the ElectroMagnetic (EM) calorimeter. While it flies through the tracking system, it leaves
traces in the SMT and CFT and these traces can be reconstructed as the track of the electron.
In addition, when electron enters the calorimeter, its energy is deposited in the calorimeter
and it is fully absorbed. Track matching with energy cluster in the calorimeter distinguishes

electron from photon since photon which is neutral does not leave hits in the tracking system.
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Thus, these two features can be used to reconstruct electrons. The energy deposits of electron
in the calorimeter are reconstructed as towers in the 1 x ¢ space. These towers are sorted by
Er. The highest Er tower is defined as a seed. Then, all towers within a cone of AR < 0.2
around a seed are added and become an EM cluster. Parameters for each EM cluster derived

with calorimeter information and track matching are used to identify electrons.

1. EM fraction (fen,): This is defined as the energy ratio of the cluster in the EM calorimeter

to the total energy deposited in the calorimeter.

Een (AR < 0.2)

Jem = Erot(AR < 0.2)

(3.2)
EM clusters in this analysis are required to have EM fractions larger than 0.9 (fe,, > 0.9).
2. Isolation: EM objets should be isolated in 1 space. A variable for isolation of EM objets

is defined as Eq. 3.3

Eioi(AR < 0.4) — E.p(AR < 0.2)

fiso = Eem(AR < 0.2)

(3.3)

where F¢,, (AR < 0.2) is the energy of EM object within AR < 0.2 and Eyo (AR < 0.4)

is the total energy deposited in the calorimeter within AR < 0.4. f;s, < 0.15 is required.

3. The x? of H-matrix: The shower development of an electron in the calorimeter is different
from hadronic particles. A 7 x 7 H-matrix quantifies how the shower development of a
EM object is similar to an electron. It is computed using seven correlated variables: the
fraction of energy in each of the four EM layers, the shower width in AR, the log of
the total shower energy, the z position of the primary vertex. The x? of the H-matrix

(X%7me2) is Tequired to be smaller than 50 (x%,,., < 50).

4. Track matching: One reconstructed track with pr > 5 GeV/c must match to an EM
cluster in the third EM layer within An x A¢ < 0.05 x 0.05. For this matching, X]25'M—trk
is established as Eq. 3.4 and calculated using the difference between the track and the
EM cluster in the third EM layer in ¢ and z coordinates as well as the square of the

significance for the transverse energy of the EM cluster over the transverse momentum
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of the track.

Ao\% [(Az\? [E —1\?
G = (82) 4 () (Bl
O'¢ (2 UET/pT

Er/pr—1 2
= X?patial + (T/T) (34)
9Er/pr
The x? probability P(XZE M —r) Should be larger than zero in this analysis.
5. Electron Likelihood: The likelihood ratio for electron is defined as Eq. 3.5
Psi
= g(2) (3.5)

Pgig(x) + Pprg(x)
where Pg;y and Py, are the probabilities for EM clusters to be signal and background, re-
spectively. This is calculated with 7 variables: EM fraction, the fraction of the transverse
energy of the cluster in the calorimeter over the transverse momentum of the matched
track, H-matrix, the x? probability of track matching, distance closest approach, the
total number of track within a cone of AR < 0.05, and sum of pr of all tracks. This

analysis requires £ > 0.85.

If an EM object satisfies the criteria 1, 2, 3 and 4, this EM object is defined as a “loose isolated”
(Top-loose) electron. A “tight isolated” (Top_tight) electron passes all of the five criteria in
the above [47, 60, 66).

For Monte Carlo events, the electron selection efficiency is different from that in data. The
scale factors to correct this difference are derived in [30] and parameterized in detector 7 and
¢. The selection efficiencies in MC for both Top_loose and Top_tight are corrected by scale

factors.

3.4 Muon Reconstruction

The muon reconstruction and identification are performed using information from the cen-
tral tracking and muon systems. The muon detector provides the identification of muon. The
central tracking system measures the muon momentum precisely and finds muon tracks with a

high efficiency in the angular region which is comparable to that of the muon detector. When
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a muon passes through the muon system, the muon leaves wire and scintillator hits in A, B,
C layers. These wire hits form track line segments and if there exist matched scintillator hits
for these segments, this track line is identified as a “local” muon. Then, this local muon has
to be matched to a track reconstructed by the central tracking system. This muon is called
a central track-matched muon. In this analysis, central track-matched muons are required. A
muon can be classified into different qualities of muon in accordance with the number of hits in
the muon system and the quality of matched track. This analysis uses “MediumNseg3” muon

which requires the following criteria:
® N5y = 3 requires that the “local muon” must have hits in all of A, B and C layers.

e The “medium” muon quality requires (1) at least two wire hits and one or more scintil-
lator hits in the A layer, and (2) at least two wire hits and at least one scintillator hit in

the B or C layer.

e To veto cosmic muons, the time of flight between the hard scattering and the A layer
should be less than 10 ns (t4 < 10 ns) and that between the hard scattering and the BC

layers has to be less than 10 ns ( tp < 10 ns and t¢ < 10 ns).
e The muon must be a central track-matched muon.

e The quality of the central track match is “trackmedium” which requires that the dca
(distance of closest approach) in (z,y) between the track and the primary vertex must
be smaller than 0.04 cm (|dca| < 0.04 cm) if there is at least one SMT hit, or |dca| < 0.2
cm if there is no SMT hit. x?/ndf < 4 is required, where x?/ndf comes from the central

track fitting.

e The muon must be isolated. To find isolated muon, the AR between the central track of
muon and any of the good jets with corrected pr > 15 GeV/c must be bigger than 0.5

(AR > 0.5). This is called “deltaR” isolation.

These requirements in the above are to select “loose isolated muons”. By fulfilling the fol-

lowing additional criteria, “tight isolated muons” can be selected, which is referred to “Top-
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ScaledTight”.

o I8 Apeoa/pr < 0.1 I§% A n o 4 is the scalar sum of transverse energies of all calorime-

ter clusters within a hollow cone 0.1 < AR(cluster, 1) < 0.4 around the muon track.

o IWK _os/pr < 0.1: I%_ - is defined as the scalar sum of transverse momentum of all
tracks inside a cone of AR(u,track) < 0.5 around the muon track except the muon track

itself. To avoid additional tracks from pile-up, Azg(p, track) < 2 cm is required.

All of these criteria are required to select muons for this analysis [31, 47].

For Monte Carlo events, the muon selection efficiency is different from that in data and
corrected by the data/MC scale factors derived for the RunlIb1l-2 data set [31]. Several scale
factors for muon quality, track quality and isolation are considered to correct muon efficiency
in MC. For the muon quality, the scale factor is parameterized in the muon 74 and ¢. The
scale factor for the track quality is a function of the z position of muon track (zg) and nepr
and also parameterized in |[pcpr| and luminosity. The scale factor for the deltaR isolation
(AR(p, closest jet) > 0.5) is derived for the parameters luminosity and |ncpr|. For the Top-

ScaledTight isolation, the scale factor is parameterized in [ncpr|, pr and AR(u, closest jet).

3.5 Jet Reconstruction

Quarks and gluons produced with large momentum will emit a gluon and produce quark
pair. For this process, there is a relatively large momentum transfer, so that this can be
explained perturbatively. As the showering is developed, the process becomes a long-distance
interaction which involves the growth of the coupling. This process becomes, and is referred
to as, non-perturbative. While this non-perturbative process progresses, the color-charged
quarks make groups and they turn into color-neutral hadrons. This process is referred to
hadronization and the shower of hadrons is defined as a jet. These hadrons enter into the
calorimeter and deposit energy in the calorimeter. Jets are reconstructed by clustering these
energy deposits with the Run II cone algorithm [32]. To treat the calorimeter noise uniformly,

the T42 algorithm removes the 3D-isolated calorimeter cells which have low energies [33]. After
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removing noise cells, the jet algorithm starts grouping remained cells into pseudo-projective
towers (6n x d¢ = 0.1 x 0.1). The towers with ppr > 1 GeV are utilized as seeds to seek
preclusters. Adding towers within AR < 0.3 around the seed towers forms preclusters. Then,
protojets are constructed using the preclusters as seeds. A cone of AR < 0.5 is constructed
around the protojet. All towers within the cone around the protojet are summed together to
construct a new protojet candidate until the original and the candidate are inside AR < 0.001.
This process is fulfilled until no more seeds to consider exist. The next step is to confirm that
a tower is not shared with more than one jet. By comparing two jets that overlap, if the low
pr jet shares more than half of its energy with the higher pr of jet, then the two jets are
merged, otherwise, they become two individual jets and shared towers between two jets are
assigned to the jet they are closer to. After jets are merged or split, jets with pr > 6 GeV/c
are selected [66].

Jets in Monte Carlo have different efficiencies from data for jet reconstruction, jet energy

scale, and jet energy resolution. They need to be corrected for:
1. the reconstruction and identification efficiency.
2. the energy resolution in data which is worse than the simulation.
3. different calorimeter response.

4. the vertex confirmation efficiency. The vertex confirmation requires two or more tracks

within the jet originated from the primary vertex.

The efficiency correction is performed through shifting, smearing and removal (SSR) proce-
dure [41]. The SSR procedure smears the jet pr in MC to make worse jet energy resolution
as in the data. The jet energy shifting in the SSR procedure is turned on for Monte Carlo
samples which have predominant gluon jets but it is turned off for the ¢t sample. This shift-
ing procedure is needed since the Jet Energy Scale is derived using v-+jets sample which has
predominant by quark jets. The different jet identification and vertex confirmation efficiencies
between data and Monte Carlo are corrected using the scale factors supplied in the packages

jetid_ef f v03—01—-03 for e+jets and jetid_ef f v03—01—04 for pu+jets.
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Jet Energy Scale

To measure more precise jet momenta, the relationship between the true jet energy and the
measured jet energy in the calorimeter, we determine a scale using events with a photon and
a jet as final state in order to compensate the energy difference between those two jets. The
photon and the jet are produced back to back in the ¢ space. This scale calibrates jets in data

and Monte Carlo simulation [34]. The Jet Energy Scale (JES) correction is performed using

Eq. 3.6
measured
corrected __ Ejet - EO (3 6)
get Rjetsjet
° E;g]; rected. the corrected jet energy.
° Eﬁf““md: the measured jet energy in the calorimeter.

e FEo: the offset energy correction not related to the jet. The offset energy is referred to
the energy deposits of the underlying events in the calorimeter jet cone. The underlying

events come from multiple parton interaction or beam remnants.

e Rj.: the response correction and shows how calorimeter responds to the jet in the energy

measurement.

e Sjei: the showering correction and makes correction for energy loss by showering out of

cone.

3.6 Missing Transverse Energy

Weakly interacting particles such as neutrino and the lightest supersymmetric particle are
not detected in the D@ detector. These invisible particles cause a momentum imbalance
although the vector sum of all final state particles should be zero. At the Tevatron, we don’t
know the initial momentum of interacting partons along the beam axis, therefore we can not
measure of the total missing energy. But the initial transverse energies of interacting partons

are zero. Thus, the vector sum of final state particles in the transverse plane perpendicular to
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the beam axis should be zero. The weakly interacting particles cause a momentum imbalance in
the transverse plane. This missing energy in the transverse plane indicates Missing Transverse
Energy. K7, reconstructed by the vector sum of the transverse momentum of corrected EM

objects, jets and muons [35].
Pr=->Y_pr (3.7)

3.7 Ob-tagging

In tt production, one of the distinct features in the ¢ events is that the final state of the
tt production has two b quarks. Thus, an efficient b-quark jets selection will suppress the
backgrounds significantly and enable us to make purer ¢t events samples. This pure ¢t events
sample will minimize effect of the backgrounds. This analysis suppresses the backgrounds using
b-quark jet tagging.

The b quark has a long lifetime so this is the distinct signature of b quark. The b-quark jet
tagging using the long lifetime of b quark is called “lifetime tagging”. In D@ experiment, three
b-quark jet tagging algorithms based on lifetime tagging: Counting Signed Impact Parameters
(CSIP) [36], Jet Lifetime Probability (JLIP) [37] and Secondary Vertex Tag (SVT) [38]. To
improve the efficiency of b-tagging, the D@ experiment trains a neural network using these
three b-tagging algorithms and builds b-tagger based on the weights from the trained neural
network. This is called the Neural Network (NN) b-tagger [39]. The b-quark jet tagging
efficiency is improved significantly compared to the other individual b-quark jet taggers as
shown in Figure 3.2. The NN tagger is trained with 7 input variables described in Table 3.1.

Figure 3.3 shows the distribution of NN output for b- and udsg-jets. From the output
distribution of NN training, b-tagging operating points are determined and introduced in Ta-
ble 3.2. The NN is trained using QCD bb and light-jet Monte Carlo samples, so there exists
a difference between the b-tagging efficiencies in data and Monte Carlo. To correct this dif-
ference, b-tagging efficiency is determined on data with the System8 method [39], the scale
factor is found with two b-tagging efficiencies derived on data and Monte Carlo and applied to

the b-tagging efficiency in Monte Carlo. The fake rate is estimated using the negative tag rate
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Figure 3.2: Performance of the NN and JLIP taggers [40].

(NTR) and it is used to assign to the light-flavor quarks tagging.

Figure 3.4 shows muonic b-jet tagging efficiency in data and MC as well as the data/MC
scale factor parameterized in py and n for Medium operating point. The TagRateFunction
(TRF) for b-jet is derived by the product of the scale factor and the b-tagging efficiency as

Eq. 3.8.
TRF (TagRateFunction) = (scale factor) x (b—jet tagging efficiency in MC) (3.8)

Figure 3.5 shows the inclusive b-tagging efficiency and the TRF for Medium operating point
parametrized in pr and 7. In this analysis, b-quark jets are selected using these efficiencies

and makes very pure tt events samples.
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Table 3.1: NN input variables ranked in order of power [39].

Rank Variable Description
1 SVTg;, DLS Decay Length Significance of the Secondary Vertex
2 CSIP Comb | Weighted combination of the tracks’ Impact Parameter (IP) significancies
3 JLIP Prob. Probability that the jet originates from the Primary Vertex (PV)
4 SVTgr, X?io f x? per degree of freedom of the Secondary Vertex
5 SVT Niracks Number of track used to reconstruct the Secondary Vertex
6 SVTgr Mass Mass of the Secondary Vertex
7 SVTgsr, Num Number of the Secondary Vertex in the jet
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Figure 3.3: NN output for b (red) and udsg-jets (green) [39].

Table 3.2: The NN tagger’s operating points [39)].

Name | MegaTight | UltraTight | VeryTight | Tight | Medium | oldLoose
NN Cut > 0.925 > 0.9 > 0.85 >0.775 | > 0.65 > 0.5

Name Loose L2 L3 L4 L5 L6
NN Cut > 0.45 > 0.325 > 0.25 > 0.2 > 0.15 >0.1
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Figure 3.4: Muonic b-jet tagging efficiency measured in MC (red) and data (green) and the
data/MC scale factor (blue) for Medium operating point parameterized in py in the CC (top
left), ICR (top right) and EC (bottom left) and as function of n (bottom right). The black
dotted curves are the fit error [39].
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CHAPTER 4. Data and Monte Carlo Samples

4.1 Data Sample

This analysis is conducted with the data sample collected from April 2006 to June 2009,
whose run range is 221,989-252,918. The total integrated luminosity is 4281.66 pb~! shown
in Table 4.1. Common Sample Group (CSG) [42] processed the data samples using Common
Analysis Format (CAF) and the V+jets group provided the subskims that were used actually in
this analysis [43]. The data were selected by the standard data quality selection performed by
the official DO data quality tools (caf_dq p21-br-03, dq-util p21-br-03 and dq-defs v2009-12-31).
The data quality selection removed bad luminosity blocks caused by bad offline calorimeter
quality, bad runs brought by bad SMT, CFT, muon or online calorimeter quality, and events
with noise in the calorimeter [44]. The selection by the same “bad event quality” removal is

performed in the Monte Carlo (MC) samples.

Table 4.1: Integrated luminosity analysed for e+jet and u-+jets.

Triggerlist version Trigger Integrated luminosity [pb~] ‘
V 15.0- V 15.99 | JT125 L3J125 1619.77
V 16.0-V 16.99 | JT125.L3J125 2661.89

Total 4281.66

4.2 Monte Carlo Sample

The t¢ MC used to model the signal in this analysis is generated with ALPGEN [45] and
PYTHIA [46] simulates the parton shower. The top quark mass is set to 172.5 GeV /c? and the

CTEQG6L1 parton distribution function is used. The CTEQ6L1 parton distribution function
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is used for all MC generation.

The W+jets samples which are a dominant background in the 1+jets channel are generated
with ALPGEN and the parton shower is simulated with PYTHIA. The W+jets samples include
events in which one W boson decays to lepton and neutrino via an electroweak interaction and
additional partons from QCD processes. The W+jets samples are comprised of four subsamples
of parton flavors: Wbb+jets, Wce+jets, We+jets and Wlp+jets, where “Ip” stands for “light
parton” (u,d,g). The contribution of these four kinds of events can not be estimated by the
cross section that ALPEN supplies since their cross section does not take the NLO (next-
to-leading order) correction into account. Especially, the cross sections for Wbb+jets and
Wece+jets by NLO correction are expected to be different from LO (leading order). Thus, the
heavy flavor scale factor 1.47 with 15% uncertainty [47] multiplies the Wbb+jets and Wee+jets
samples to attain good agreement between data and background model. For the Wc+jets, the
heavy flavor scale factor 1.27 with 12% uncertainty is applied, which is estimated from NLO
correction. Also, there is no reliable NLO correction to normalize W+jets to its cross section
accurately. Therefore, the normalization for W+jets is conducted using data and uses only
the shape derived from the W+jets MC simulation. In other words, the normalization of
W-jets background before b-tagging is performed by subtracting the number of ¢t signal and
all MC background events from the number of data in each jet bin. Table 4.2 shows W-jets
normalization factor for each channel and each jet bin. The default normalization factor 1.3 for
W+light jets is not applied and W+jets normalization factor strongly depends on the measured

tt cross section. The measured cross section 8.13 pb is applied to the ¢t signal.

Table 4.2: W+jets normalization factor. The default normalization factor 1.3 is not applied

etjet | pu+jets
1jet | 1.066 | 1.084
2 jets | 1.216 | 1.305
3jets | 1.297 | 1.366
4 jets | 1.073 | 1.747

Diboson (WW, WZ, ZZ) events, single top (s- and t-channels) events and Z(— ee, upu, 77)+jets

events can have similar final states to the t¢ signal which decays to lepton+jets channel, and
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are taken into account as other physics backgrounds. Thus, these physics processes are simu-
lated. PYTHIA is used to generate WW, WZ and ZZ samples and MCFM [48] calculates their
NLO cross sections. The cross sections of WW, WZ and ZZ are 12.0 pb, 3.68 pb and 1.42 pb,
respectively, and an uncertainty of 7% is assigned, which is half of the difference between NLO
and LO prediction. These processes are normalized to their NLO cross sections.

The MC samples for the single top processes are generated with the COMPHEP genera-
tor [49]. The NLO cross sections of s- and t-channels are 1.04 pb and 2.26 pb, respectively,
and an uncertainty of 12.6% is assigned to their cross sections. These contributions of s- and
t-channels are normalized using the NLO cross sections. The top quark mass for single top
samples is set to 172.5 GeV/c?. Since the single top contribution is very small in this analysis,
the effect of the top mass is negligible and not considered.

Z+jets samples contain one Z boson decay to two electrons, muons and taus and additional
partons. The Z+jets samples consist of three subsamples of parton flavors like W+jets samples:
Zbb+jets, Zcc+jets and Zlp+jets. These samples are generated with ALPGEN and PYTHIA
simulates the parton shower. The Z boson pr reweighting is performed with the standard
reweighting [50] in order to accomplish agreement of Z pp distributions between simulated
samples and data. Moreover, additional scale factors are applied to the normalization for the
Z+jets background. The Z+light jets cross section is corrected by the k-factor 1.3 which stands
for the ratio of NLO cross section to LO cross section. For the Z+cc and Z+bb samples, the

heavy scale factors 1.67 and 1.52 are multiplied, repectively [51].
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CHAPTER 5. Event Selection and Background Estimation

5.1 Event Selection

This analysis is based on the lepton+jets channel. The final state event signature of the
tt signal consists of one isolated high pr lepton, a large missing transverse energy Fr from a
undetected neutrino, and 4 jets: two jets come from the top quark decays and the other two
jets are the products of the hadronic W decay. We select tt signal candidates based on this
event signature. The following describes the event selection criteria for both e+jets and p+jet

channels.

e Good quality event. Bad luminosity block and ban runs are removed to retain only good

quality of events.

e Good reconstructed vertex within the SMT fiducial region: |zpy| < 60 cm. At least 3

tracks should exist associated with the primary vertex.

e Exactly 4 jets with pp > 20 GeV/c and |nget| < 2.5 are required. All jets must have at

least two tracks within the jet cone which comes from the primary vertex.

e To suppress W-jets background without a large signal loss, leading jet pr > 40 GeV/c

is required.
The following cuts are applied to only e+jets channel:
e The electron must originate from the primary vertex: |Az(e, PV)| < lem.

e One tight electron (Top_tight) must satisfy the tight electron requirement and have ppr >

20 GeV/c and |nger| < 1.1. The tight electron requirement is described in section 3.3.



59

e Events with a second tight electron with pr > 15 GeV/c and |ng4e¢| < 2.5 are vetoed. This
requirement keeps orthogonality (non-overlapping event samples) with the dielectron
channel. To ensure orthogonality with the electron-muon channel, events with a tight

isolated muon with pr > 15 GeV/c and |nge¢| < 2.0 are rejected.
e The missing transverse energy Fr > 20 GeV.

e To reject multijet events in which a mis-reconstructed jet fakes an isolated lepton, the
triangle cut A(e, ) > 0.7 -7 — 0.0045 - E7 is required. More detail explanation about

the triangle cut is in section 5.1.1.

e In data, each event should fire at least one single electron triggers or e+jets triggers.

This trigger is called SuperOR trigger.
The event selection criteria for p+jets are:

e |Az| between muon and primary vertex should be less than 1 cm: |Az(p, PV)| < 1 cm.

This requirement confirms a muon comes from the primary vertex.

e One isolated tight muon with pp > 20 GeV/c and |nge| < 2.0. The tight muon criteria

are explained in section 3.4.

e Invariant mass of the leading muon and any second isolated muon with pr > 15 GeV/c
and |nges| < 2.0 is reconstructed. If the invariant mass is between 70 GeV/c? and 110

GeV/c?, the event is thrown away to reject Z — pu-+jets event.

e No second muon with pp > 15 GeV/c, |nget| < 2.0, medium track quality and nseg = 3
is allowed to keep orthogonality with the dimuon channel. In addition, to keep the
orthogonality with the electron-muon channel, events which include a tight electron with

pr > 15 GeV/c and |nget| < 2.5 are rejected.
e The missing transverse energy Fr should be larger than 25 GeV: Er > 25 GeV.

e The triangle cut is required to reject multijet events: A(u, Zr) > 2.1 — 0.0035 - Ep.
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e To avoid mismeasured muons, we reject events containing £ > 250 GeV and transverse

mass of W > 250 GeV.

e In data, each event should fire at least one single muon trigger. This trigger is referred

to as SingleMuon OR trigger.

After event selection with these criteria, the main background is W+jets. We conducted
reweighting procedures and applied scale factors in luminosity profiles, z vertex distribution,

and so on, to compensate differences between Data and Monte Carlo.

Luminosity reweighting The instantaneous luminosity difference between the zero bias
events and the real data taking exists. Thus, we reweight the luminosity profile of each

MC sample to that of the actual data set [52].

z vertex distribution The z vertex distribution is reweighted to correct for the difference

between Monte Carlo and Data [53].

b fragmentation The eTe™ experiments such as ALEPH, OPAL and DELPHI performed
precise measurements of b-quark into heavy hadrons. But the default b fragmentation
model for Monte Carlo simulation does not agree with the measurements from the e*e™

experiments. The b fragmentation function is reweighted to match a function which is

consistent with the measurements from ALEPH, OPAL and DELPHI [54].

Zpr reweighting The pr distribution of Z+jets from Monte Carlo simulation is reweighted

to correct the difference from the distribution in data [50].

Lepton and jet identification scale factors Monte Carlo simulation and Data have differ-
ent efficiencies for jet and lepton identification. To compensate the difference, we apply

scale factors to Monte Carlo simulation.

W-jets n reweighting The jet n and dR(jet,jet) of the W+jets in ALPGEN does not
describe the same kinematic distributions in data accurately. To correct the kinematic

distributions, these distributions are reweighted [55].
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The reweights that change the shapes of generator level distributions such as luminosity
reweight, beam position reweight and Zpp reweight should change only the shapes but do not
affect the total number of events before event selection. So, we normalize the sum of all weights
being applied before event selection so that the sum of weights has to be same as the total
number of events [47].

The top and anti-top quarks are reconstructed by their decay products using HITFIT [56]
kinematic fitter. The fitter varies possible combinations of detected objects to reconstruct top
and anti-top quarks by constraining the masses of both W bosons to 80.4 GeV, two b-quark
jets tagging, and reconstruct top and anti-top quark with the combination of detected objects

which gives minimum x? value.

5.1.1 Triangle Cut

The multijet events are considered as the instrumental background in D@. The multijet
background, which has same final states as the tf signal, results from a jet which is mis-idenfied
as a lepton, or an energetic jet which penetrates calorimeter and hits muon detector, or a
real muon from semileptonic b-quark decay with non-reconstructed b-quark jet. To eliminate
multijet background while suppressing the signal loss, “Triangle Cut” was invented and is
applied to this analysis.

The Figures 5.1 and 5.2 show how multijet events obtained by inverting the tight electron
and muon isolation criteria populate sace of d¢(e, 1) and Fp. In principle, mismeasurements
of jet energies due to the finite jet energy resolution can result in £ and those events by this
mismeasurement tend to distribute in the low d¢(e, Fr) region and Fp which moves towards
higher 7. Therefore, multijet events are suppressed more effectively by applying d¢(e, Er)
cut which is function of Z7 than flat /7 cut. The black solid lines represent the triangle cut

and the flat 7 cut and show the triangle cut removes multijet events more efficiently [60].
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Figure 5.1: Distributions of A®(e, Fr) vs Er for e+jets in data by inverting tight electron
isolation cuts. From top left to bottom right, these plots correspond to 1 jet (top left), 2 jets
(top right), 3 jets (bottom left) and > 4 jets (bottom right) [57].

5.2 Background Estimation

Using event selection criteria in section 5.1, we extract the ¢t signal and background con-

tributions. The background are classified as two types.

Instrumental background For e+jets channel, a jet with high electromagnetic fraction and
a photon reconstructed with a random track can fake an electron. For p+jets channel,
punch-through or real muons from semileptonic b-quark decay with non-reconstructed

b-jet can fake an isolated muon.

Physics background Physics backgrounds come from physics processes which have similar

final states to the tf signal.
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Figure 5.2: Distributions of A®(u, Er) vs Er for p+jets in data by inverting tight electron
isolation cuts. From top left to bottom right, these plots correspond to 1 jet (top left), 2 jets
(top right), 3 jets (bottom left) and > 4 jets (bottom right) [57].

W-jets is the dominant physics background after event selection in this analysis. Other physics
backgrounds are diboson (WW, WZ, ZZ), single top(s-, t-channels), and Z(— 77, ee, pu)+jets

processes.

5.2.1 Instrumental Background

The “Matrix Method” enables us to estimate the contribution of multijet backgrounds from
data. For the matrix method, tight and loose samples are needed. The former is a set of events
which pass all event selection criteria described in section 5.1 and a subset of the loose sample.
The latter is a set of events which pass the same event selection criteria as tight sample except

the tight isolation cut for lepton. For the loose sample, the loose isolation cut for lepton is
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required, which is described in section 3.4. The number of loose and tight events:

Nl _ NZW+tE+ NZQCD
N, = NtVV—‘rtf_i_NtQCD
3 D
= gV 4 €geaNP2C (5.1)
where NlWthIE and NtW'Ht_ represent the total number of ¢¢ signal and physics background in

the loose and the tight samples, respectively. The number of multijet events for the loose and

the tight samples are denoted as NZQCD and NtQCD. €sig and €4.q are the efficiencies for a
true and a fake isolated lepton to pass the tight lepton selection, respectively. The efficiency
measurements for €y, and €44 are described in [58]. Table 5.1 shows €4 and €4 values used

to estimate multijet background. If we solvie simultaneous equations for NZQCD and NZWH{,

Table 5.1: €54 and €,q values for Run IIb dataset. The uncertainties are sum of statistical
and systematic uncertainties in quadrature [47].

e+jets pjets
€qed 0.124+40.0015 | 0.21940.043

€sig (= 1 jet) | 0.82240.118 | 0.922+0.042

€sig (> 2 jets) | 0.81340.045 | 0.896+0.021

then

NWHE — Nt — €4calNp and NP — €sigNi — Ny (5.2)

€sig — €qed €sig — €qed
The efficiency €44 can be measured by obtaining the ratio of events passing the tight lepton
selection to events passing the loose lepton selection using W+jets and ¢ samples. €44 can
be obtained by requiring 7 < 10 GeV to data where the multijet events are enriched and
calculating the fraction of the number of events in the tight lepton sample to the number of
events in the loose lepton sample. Using the efficiency e, and €4.q, finally we can obtain

NtW'Ht_ and NtQCD for the before b-tagging events in the tight sample.

y Nt—E le G'Nl—Nt
NtW+tt = €sig SRLEE Ll and NtQCD = echislg
€sig — €qcd €sig — €ged

(5.3)
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The estimation of multijet contribution for the b-tagged sample can be performed in the same

way. The following gives estimated multijet contribution in the b-tagged sample.

Nlbftag _ Nlbftag,Wtht_'_Nlbftag,QCD

Ntb—tag _ Ng)—tag,W-i-tt_i_Ntb—tag,QCD

b—tag,W +tt b—tag,QCD
esigNl g + GchNl 9.

b—tag b—tag b—tag b—tag
b—tag, Wttt Nt — EquNl b—tag,QCD __ 6sig-zvl - Nt
N, = — and N, = —
€sig — €qcd €sig — €qcd
b—ta, b—ta b—ta b—ta
_ 7 N7 — e pqN, Y _ D €sigN, 9 — N~
Ntb tag,WHtt €sig t qca+V] and Ntb tag,QCD _ €qed g+ t (54)
€sig — €qed €sig — €qcd

where “b-tag” stands for the b-tagged sample. Table 5.1 gives the values of €, and €,.q used
for multijet estimation in b-tag sample. Because the correlation between the sample before
b-tagging and the b-tagged sample by the lepton selection is not expected to exist, we can use
same €44 and €44 values for the b-tagged sample. The uncertainty calculation for the matrix

method is described in [59].

5.2.2 Physics Background

Section 4.2 introduced cross section information for physics backgrounds to be normalized,

heavy flavor scale factors for W+jets and Z+jets and the method for W+jets normalization.
Nipresel _ éfresel . BTi oy L (55)

Eq. 5.5 is used to estimate the contribution of physics backgrounds other than W+jets for the
preselected samples. The preselected samples refer to the samples which pass the event selection

criteria enumerated in section 5.1. In Eq. 5.5 , the superscript “presel” denotes preselection,

1 represents each physics background, efmsel is preselection efficiency, Br; is branching ratio
and o; and £ denote cross section and integrated luminosity, respectively. In this analysis,
the contributions of diboson (WW, WZ, ZZ), single top (s- and t-channels) and Z+jets are

estimated using Eq. 5.5. The contribution of the W+jets, the main physics background, is
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found by normalizing the number of the W-jets events to the number of data events. First,
we subtract the tf signal, the other physics backgrounds and multijet contribution from the

number of events for the tight data sample (Eq. 5.6).

presel __ ardata presel presel QCD
NW+jets - Nt - Nt{ - ZNi - Nt (5-6)
i

where ¢ denotes physics backgrounds except W+jets. Second, from the W+jets simulation
using ALPGEN, the contributions of Wlp+jets, Wbhb+jet, Wece+jets and We+jets are known
by the ALPGEN cross sections. Also, we assign heavy flavor scale factors introduced in sec-

tion 4.2. If we write an equation to find a normalization factor for W+jets,

presel
f o N W+jets (5 7)
norm — prresel L presel L presel L Npresel :
wip T Ewes - Ny, T Ewee  Nypee  +Ewe Ny

where kypp. kwee and k. are heavy flavor scale factor for Wbb+jets, Wee+jets and We+jets
samples, respectively. /\/If’vrle;el, V[fflfel, gffjez and Wﬁsa represent the number of events
estimated using Eq. ??7. This W normalization factor f,orm is multiplied to each Wlp+jets,
Whbb+jets, Wee+jets and We+jets sample. We get formulas for the estimation of W+jets

contribution as in Eq. 5.8.

N{;}o[?/“le;el _ fnorm . V[:le;el

N‘I/?(;glfel = fnorm - kweb - V(;lflfel

NS = o R N

Nl%"zsel _ fnorm Ry S— V[;’Cesel (5.8)

The W normalization fy.-m for each jet multiplicity calculated with this method is shown in
Table 4.2. For b-tagged sample, the background contributions are found by multiplying the

preselected events by the b-tagging probability as in Eq. 5.9.
Nib—tag _ N,LPTESEZ . lDib—tag (59)

where 7 means each background considered in this analysis and the b-tagging probability is

denoted as Pibfmg . The next section explains how the b-tagging probability is calculated.
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5.3 Ob-tag Probability

To reduce the contributions of backgrounds and raise tt signal purity, the b-quark jet
identification method is applied to data, the tf signal and all of the other backgrounds. The
b-quark jet identification is performed with the Neural Network (NN) b-tagging algorithm
and "MEDIUM” operating point is used since it gives the best S//S + B ratio, where S is
the number of signal events and B denotes the number of background events. The detailed
explanation to choose an operating point of the NN tagger is given in [60]. The NN b-tagging
algorithm is described in section 3.7. In this analysis, at least two b-tags are required to data,
the tf signal and all backgrounds in order to reduce background for measuring asymmetry.

“Direct b-tagging method” is applied in this analysis. For data, we pick jets which are
b-tagged or not b-tagged by the NN tagger. Simply, if NN output of a jet in data is greater
than an operating point of the NN tagger which is chosen for an analysis, this jet becomes b-
tagged jet. This is direct b-tagging. Direct b-tagging method means that this direct b-tagging
is applied to Monte Carlo too. We require b-tagged or not b-tagged jets in Monte Carlo and
apply scale factors depending on jet flavor to them in order to compensate the difference of
b-tagging efficiency between data and simulated jets. In order that a jet is b-tagged, the jet
should be taggable. When a track jet which is reconstructed with simple cone jet algorthm [61]
match a calorimeter jet by requiring AR < 0.5 between two jets, this jet is taggable. There
exists also difference of the efficiency for jets to be taggable between data and Monte Carlo.
A taggability scale factor [63] is applied to account for this differences. If we apply the NN
tagger to taggable jets in a event, we can get the b-tag scale factor per jet and calculate b-tag

probability of a event using Eq. 5.10.

b—t d t b—t d
]\[jetsu‘gge N;Le(;s “99¢
b—tag ranl
o= 1] sm [ SF (5.10)
i=1 j=1

SF and SF in Eq. 5.10 are the tag scale factor and the not-tag scale factor, respectively. These

scale factors are found by the output of the TagRateFunction(TRF) described in section 3.7.

GF — TRFDam(Oé) — TRFData (/8)
TRFyc(a) — TRFyc(f)

(5.11)
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where o and 3 are the looser and the tighter b-tag operating points. If we set TRFp ,, =

ata

TRF zelc = 1.0 in Eq. 5.11, we can derive the not-tag scale factor [47].

5.4 Efficiencies and Event Yields

From the event selection criteria, instrumental and physics backgrounds estimation, and
the b-tagging probability calculation, events yields for data, the t¢ signal and all backgrounds
are derived. First off, to derive the preselection efficiency which is not contaminated by fake
leptons, we select semileptonic ¢ events which decay to one electron, muon or leptonically
decaying tau using parton level information. This procedure is done by the MCPraticleSelector
in caf_mc_util select semileptonic ¢t events using Monte Carlo truth information before the
selection efficiency calculation. Table 5.2 shows the branching ratios of the semileptonic ¢t and
the dileptonic ¢t channel. These branching ratios are used for the estimation of the semileptonic

tt signal and the dileptonic ¢t background.

Table 5.2: Branching ratios for the semileptonic and dileptonic final states of ¢t [6].

tt decay etjets | u+tjets ee L
tt — WbWb | 0.1721 | 0.17137 | 0.06627 | 0.06607

Tables 5.3, 5.4 are cut flow tables for e+4 jets and p+4 jets. These tables show how event

total

selection efficiency changes at each cut. The ¢ in Tables 5.3, 5.4 are product of all correction

total

factors and weights of reweighting processes. ¢ can be written as follows:

e In Table 5.3, efotal = (Kelectron ID X Kelectron likelihood X 1 Tigger probabilityxb fragmentation weight x

Luminosity reweighting weight x BeamW eight)

e In Table, 5.4 gtotal — Ku ID X Ky track X Kiso corr X KAR corr X Trigger probability x

b fragmentation weight x Luminosity reweighting weight x BeamW eight)

Table 5.5 summarizes the preselection efficiencies and two or more b-tagging probabilities.
To estimate the expected number of tf events, the branching ratios in Table 5.2 are chosen

according to the final state and they are multiplied to the efficiencies summarized in Table 5.5.
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jets. Only statistical uncertainties are included.

Selection or x Events left | Exclusive selection efficiency[%] | Cumulative selection efficiency[%]
Particle selector 3774.47

Data quality 3637.61 96.37 £ 0.18 96.37 £ 0.18
Vertex selection 3564.18 97.98 £+ 0.19 94.43 £+ 0.18
Loose Electron 1626.01 45.62 + 0.11 43.08 + 0.10
2nd electron veto 1625.65 99.98 £+ 0.29 43.07 + 0.10
Muon veto 1625.30 99.98 £ 0.29 43.06 £ 0.10
Er > 20 GeV 1445.41 88.93 £ 0.26 38.29 £ 0.10
Tight Electron 1221.13 84.48 £+ 0.27 32.35 £ 0.09
Triangle selection 1147.92 94.00 £ 0.31 30.41 £ 0.08
Leading jet > 40 GeV 1127.65 98.23 + 0.34 29.88 £ 0.08
# good jets =4 342.16 30.34 £ 0.15 9.07 £ 0.04
ghotal 79.90 7.24 £ 0.04

The medium operating point of the NN b-tagging algorithm is chosen to tag b-quark jets,
which requires NN output > 0.65. The measured tt cross section 0,7 = 8.13 pb [47] is used for
estimating the expected number of the ¢t events.

Based on the preselection, background estimation and b-tagging introduced in the previous
sections, the predicted numbers of background events are calculated and Tables 5.6 to 5.9
show both the predicted number of background and the observed number of data in e+jets
and p+jets for the cases of before b-tagging and after > 2 b-tags. The uncertainty of multijet
background takes the uncertainties of €4, and €,4 into account. The uncertainties for the tt
signal and the other physics backgrounds are statistical uncertainties. In the tables, the first
column tells about the background processes. The two final states of the tf, lepton+jets and
dilepton, are denoted as ttlj and ttll in the column. The main physics background W+jets are
split into 4 processes according to their jet flavor content such as Wbb, Wee, We and Wlp. The
Ip stands for light parton. The Z+jets background is also considered as separate subprocesses
according to the Z boson decay modes and their jet flavor content. These subprocesses are
represented as Z(— ee)bb, Z(— ee)cc, Z(— ee)lp, Z(— up)bb, Z(— pp)ce, Z(— pp)lp, Z(—

77)bb, Z(— 77)cc and Z(— 77)lp. The diboson processes are written as WW, WZ and ZZ
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Table 5.4: Summary of the tt — u+jets event preselection efficiencies before b-tagging for four

jets. Only statistical uncertainties are included.

Selection or x Events left | Exclusive selection efficiency[%] | Cumulative selection efficiency[%]
Particle selector 3759.40

Data quality 3621.20 96.32 £ 0.18 96.32 £ 0.18
Vertex selection 3549.97 98.03 £ 0.19 94.43 £ 0.18
Loose Muon 1506.57 42.43 £ 0.11 40.07 + 0.10
2nd muon veto 1506.39 99.99 + 0.30 40.07 + 0.10
Electron veto 1505.51 99.94 £+ 0.30 40.05 £+ 0.10
BEr > 25 GeV 1288.47 85.58 £+ 0.26 34.27 £ 0.09
Tight Muon 1167.08 90.58 £ 0.30 31.04 £ 0.08
Triangle selection 1085.08 92.97 £+ 0.32 28.86 + 0.08
Wt < 250 1074.62 99.04 £+ 0.35 28.58 £ 0.08
Leading jet > 40 GeV 1056.79 98.34 £+ 0.35 28.11 £ 0.08
Br < 250 GeV 1055.89 99.91 + 0.35 28.09 £+ 0.08
# good jets = 4 344.75 32.65 £ 0.16 9.17 £+ 0.04
ghotal 54.06 4.96 & 0.03

Table 5.5: The preselection efficiencies and b-tagging probabilities. Only statistical uncertain-

ties are given.

tt decay mode | Channel | Jet multiplicity Preselection > 2 tags
tt — 1j e+jets =4 0.0736 = 0.0006 | 0.2527 + 0.0034
p+jets =4 0.0503 £ 0.0004 | 0.2505 % 0.0044
tt — 1l e+jet =4 0.0067 £ 0.0001 | 0.2687 % 0.0098
p+jets =4 0.0040 = 0.0001 | 0.3000 % 0.0125

and the s-channel and t-channel for single top are denoted as tb and tgb, repectively.

Table 5.9 shows that pu+4 jets channel doesn’t have a good agreement between data and
Monte Carlo prediction after requiring 2 or more b-tags. Appendix E and F in the reference [47]

mention detailed studies and discussions about this discrepancy.

5.5 The Comparison of Data and Monte Carlo Composition

To check whether the ¢t signal and background model the actual D@ data accurately, we
make plots for the comparison of data and Monte Carlo. These plots are called “Control

Plots” in D@. By investigating control plots for main kinematic variables such as lepton pr,
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Table 5.6: Event yield for e+jets before b-tagging. The measured cross section o = 8.13 pb

is applied.
e+jets
Contribution 1 jet 2 jets 3 jets 4 jets
Data 61199.00 £ 247.38 | 20423.00 £ 142.91 | 4118.00 £ 64.17 | 859.00 + 29.31
Multijet 3156.07 & 1547.25 | 1807.22 +318.31 | 451.80 £ 74.72 | 84.78 +£14.95
WW 510.91 +6.93 560.06 £ 7.34 103.50 + 3.21 15.29 +£1.26
WZ 77.80 £1.70 98.74 £1.95 19.96 + 0.86 2.81+0.36
Whbb 956.18 +10.03 687.70 & 8.52 153.75 £ 3.31 19.27 £ 0.86
We 3378.72 + 36.26 1147.15 £ 15.05 166.45 + 4.82 14.76 £ 0.90
Wee 2221.83 + 20.01 1443.20 £+ 15.59 347.73 £ 6.65 41.86 +1.74
Wlp 48866.75 £ 127.80 | 13153.38 £45.55 | 1955.62 £ 15.63 | 191.15£2.75
77 6.80 £ 0.32 7.14+£0.37 2.72+£0.25 0.28 £0.06
Z(— ee)bb 43.33 £1.34 40.86 + 1.39 12.81 £ 0.80 2.48 £0.38
Z(— 77)bb 10.54 + 0.66 9.46 + 0.69 2.88+0.34 0.524+0.13
Z(— ee)cc 82.30 £ 2.66 70.35 £2.45 23.07 +1.42 5.02 £ 0.76
Z(— 7T)cc 26.99 4+ 1.49 19.85 £ 1.16 6.734+0.74 1.14 +0.30
Z(— ee)lp 1209.44 £+ 24.11 567.85 £+ 13.96 114.12 +5.44 13.54 £ 1.67
Z(— 771)lp 441.68 4+ 13.82 175.24 + 7.40 39.22 + 3.51 3.67£0.76
th 21.83 +0.31 46.04 + 0.46 10.99 +£0.23 1.71+0.09
tqb 49.59 £ 0.60 71.65+0.74 20.95 + 0.43 3.824+0.18
ttlj 38.35 £ 0.95 268.85 £ 2.62 602.13 £ 3.92 441.30 £ 3.32
ttll 94.27 £+ 0.75 248.17+1.24 83.58 + 0.68 15.61 +0.28
Total 61193.38 £ 1553.38 | 20422.90 + 322.90 | 4118.00 = 77.32 | 859.00 £ 15.90
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Table 5.7: Event yield for u+jets before b-tagging. The measured cross section o4 = 8.13 pb

is applied.
p-jets
Contribution 1 jet 2 jets 3 jets 4 jets
Data 46374.00 £ 215.35 | 15290.00 & 123.65 | 2904.00 £ 53.89 | 684.00 + 26.15
Multijet 391.72 £+ 660.63 149.64 + 122.06 62.59 £ 27.90 10.32 £ 6.61
WW 363.66 £+ 5.01 416.53 + 5.43 77.00 + 2.40 11.13 £0.92
WZ 61.03 +1.24 84.07 + 1.52 15.92 £ 0.68 2.124+0.27
Whbb 689.80 &+ 7.33 551.14 £+ 6.88 123.94 + 2.60 26.62 + 1.08
We 2369.54 + 26.17 845.09 + 11.21 124.44 + 3.62 15.88 £0.98
Wee 1621.98 4 15.03 1176.73 4+ 12.86 279.26 £+ 5.20 55.73 + 2.36
Wlp 37488.70 £98.24 | 10615.49 £ 36.52 | 1581.16 +11.94 | 228.38 + 3.32
77 7.15+£0.29 11.19 £ 0.39 2.33+£0.17 0.31 £ 0.06
Z(— pp)bb 67.66 £ 1.47 48.06 £ 1.34 11.05 £ 0.67 1.39+0.20
Z(— 77)bb 6.09 +0.48 5.76 + 0.45 2.04 +£0.26 0.42 +0.15
Z(— pp)cc 158.16 £ 3.17 102.63 + 2.56 21.36 +1.12 3.08 +£0.47
Z(— T7)cc 13.27 £ 0.81 11.38 £0.76 4.02 +0.49 0.62 +0.23
Z(— pp)lp 2780.22 + 30.14 777.56 £ 12.04 124.69 + 4.22 11.68 £ 1.30
Z(— 771)lp 235.01 £ 8.70 105.84 + 5.06 19.94 £+ 2.10 2.43 +£0.50
th 17.66 +0.24 40.24 + 0.37 11.14 £ 0.20 1.81+0.08
tqb 32.12 £ 0.40 45.60 + 0.49 12.26 £0.27 2.48 £0.12
ttlj 19.60 £ 0.56 154.67 £1.65 379.54 £+ 2.62 300.34 £ 2.30
ttll 50.24 +0.46 148.49 + 0.81 51.34 + 0.46 9.25+0.17
Total 46373.62 £ 669.38 | 15290.11 4+ 129.56 | 2904.01 £ 31.71 | 684.00 + 8.42
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Table 5.8: Event yield for e+jets after requiring 2 or more medium b-tagged jets. The measured
cross section o7 = 8.13 pb is applied.

e+jets
Contribution 1 jet 2 jets 3 jets 4 jets
Data 0.00 & 0.00 | 184.00 +13.56 | 154.00 & 12.41 | 99.00 £ 9.95
Multijet 0.00 £+ 0.00 3.61 +2.27 4.18 +2.03 0.77£1.30
WW 0.00 £ 0.00 0.63 £0.24 0.16 +0.15 0.00 £ 0.00
WZ 0.00 £ 0.00 3.99 +0.37 0.63 +0.13 0.04 £0.03
Whbb 0.00 £0.00 | 57.65+2.44 13.27 £1.01 2.34 £0.31
We 0.00 £ 0.00 1.734+0.49 0.71 +£0.36 0.154+0.12
Wee 0.00 £ 0.00 7.13 £0.89 3.22+0.56 0.60 £ 0.20
Wlp 0.00 £ 0.00 2.87+1.05 2.14 £0.95 0.194+0.11
77 0.00 £ 0.00 0.31 +£0.07 0.13 £+ 0.06 0.06 £ 0.03
Z(— ee)bb | 0.00 4 0.00 2.71+£0.35 0.95+0.19 0.224+0.10
Z(— 77)bb | 0.00 & 0.00 0.84 £0.20 0.46 +0.13 0.00 £ 0.00
Z(— ee)cc | 0.00 +0.00 0.07 £ 0.05 0.20 +0.10 0.03 +£0.02
Z(— 171)cc | 0.00 £ 0.00 0.134+0.08 0.26 £0.17 0.10£0.10
Z(— ee)lp | 0.00 £ 0.00 0.00 £ 0.00 0.00 £ 0.00 0.00 £ 0.00
Z(— 77)lp | 0.00 £ 0.00 1.09 £ 1.07 0.03 £ 0.02 0.00 £ 0.00
th 0.00 £ 0.00 9.82+0.18 2.43 +0.09 0.34 +0.03
tqb 0.00 £ 0.00 2.224+0.12 2.60+£0.14 0.74 +0.07
ttlj 0.00 £0.00 | 17.96 £ 0.57 103.14 +1.39 | 111.64 £1.41
ttll 0.00 £0.00 | 51.43+0.47 21.43 +0.31 4.214+0.13
Total 0.00 £0.00 | 164.21 +£3.92 | 155.95+2.95 | 121.43 +£1.97
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Table 5.9: Event yield for p+jets after requiring 2 or more medium b-tagged jets. The measured
cross section o;7 = 8.13 pb is applied.

p-jets

Contribution 1 jet 2 jets 3 jets 4 jets
Data 0.00 £ 0.00 | 109.00 +10.44 | 114.00 £ 10.68 | 98.00 = 9.90
Multijet 0.00 £ 0.00 0.97£1.48 0.00 +1.38 0.00 & 1.17
WW 0.00 £ 0.00 0.39£0.16 0.51£0.23 0.1240.06
WZ 0.00 = 0.00 3.24 £0.32 0.65£0.13 0.13£0.05
Whbb 0.00£0.00 | 45.53 = 2.05 10.84 £ 0.78 3.324+0.42
We 0.00 + 0.00 1.47 £0.52 0.18 £0.09 0.05+0.04
Wee 0.00 + 0.00 7.25+1.07 2.09 + 0.46 1.59 £0.45
Wlp 0.00 £ 0.00 3.16 £0.88 1.11£0.35 0.18 £0.10
77 0.00 £ 0.00 0.58 £ 0.08 0.13£0.04 0.02 £0.02
Z(— pp)bb | 0.00 £ 0.00 3.84 £0.33 1.20 £ 0.21 0.254+0.10
Z(— 77)bb | 0.00 £ 0.00 0.33 £0.08 0.42+£0.10 0.06 £ 0.02
Z(— pp)ee | 0.00 £ 0.00 0.56 +0.17 0.08 £0.04 0.04 £ 0.04
Z(— 771)cc | 0.00 £ 0.00 0.18 £0.12 0.07 £ 0.07 0.00 £ 0.00
Z(— pp)lp | 0.00 £ 0.00 0.30 £0.25 0.00 £ 0.00 0.37 £0.37
Z(— 77)lp | 0.00 £ 0.00 0.18£0.18 0.00 £ 0.00 0.00 £ 0.00
th 0.00 £ 0.00 7.92+0.13 2.33+£0.07 0.39+£0.03
tqb 0.00 + 0.00 1.24 £0.07 1.47 +£0.08 0.53 £ 0.05
ttlj 0.00 £ 0.00 9.75 £ 0.36 65.18 £0.95 | 74.93£0.98
ttll 0.00+£0.00 | 30.70 £ 0.31 13.67 £ 0.22 2.77+0.09
Total 0.00£0.00 | 117.59 £ 3.04 99.93£1.98 | 84.75£1.70
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jets pr, Br and W transverse momentum and physics observables for CP violation analysis,
we can know how well the ¢t signal and backgrounds composition estimated by the method in
chapter 5 describes the attributes of the actual D@ data. Figures 5.3 to 5.17, show control
plots for physics observables with before b-tagging and > 2 b-tags that we would like to
analyze. The other distributions for kinematic variables can be found in Appendix A. We can
not find any significant discrepancy between the data and the Monte Carlo composition for
physics observables and main kinematic variables. After requiring two or more b-tags, we can
see that the background are significantly reduced and the tt signal is dominant. We measure
asymmetries for CP violation analysis based on these data and Monte Carlo agreement and
using the samples which include dominant ¢t signal obtained by the requirement of two or more
b-tagged jets.
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Figure 5.3: The comparison of Data and MC for O; with before b-tagging in e+4 jets channel
(left) and p+4 jets channel (right). The red contributions are ¢t events.
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Figure 5.4: The comparison of Data and MC for Oy with before b-tagging in e+4 jets channel
(left) and p+4 jets channel (right). The red contributions are tf events.
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Figure 5.5: The comparison of Data and MC for O3 with before b-tagging in e+4 jets channel
(left) and p+4 jets channel (right). The red contributions are tf events.
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Figure 5.6: The comparison of Data and MC for O4 with before b-tagging in e+4 jets channel
(left) and p+4 jets channel (right). The red contributions are tf events.



0, in 4 jet bin

D
.2
=
b=}
c
w

KS = 0.555

4

5
Mg

77

o

,in 4 jet bin

Entries|

250

200

150

100

KS =0.436

Figure 5.7: The comparison of Data and MC for Oy with before b-tagging in e+4 jets channel
(left) and p+4 jets channel (right). The red contributions are tf events.
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Figure 5.8: The comparison of Data and MC for O, with before b-tagging in e+4 jets channel
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Figure 5.11: The comparison of Data and MC for Oy with 2 b-tags in e+4 jets channel (left)
and pu+4 jets channel (right). The two-b-tagged selection makes completely ¢ dominant in the
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Figure 5.12: The comparison of Data and MC for Oz with 2 b-tags in e+4 jets channel (left)
and pu+4 jets channel (right). The two-b-tagged selection makes completely ¢ dominant in the

sample.
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Figure 5.13: The comparison of Data and MC for O4 with 2 b-tags in e+4 jets channel (left)
and pu+4 jets channel (right). The two-b-tagged selection makes completely ¢ dominant in the
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sample.
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CHAPTER 6. The Measurement of Asymmetry

6.1 The Measurement of Transverse Momentum

The physics observables described as Eq. 1.41 and 1.42 are the Levi-Civita tensor contracted
with four vectors of reconstructed t and £ quarks, b and b quark jets, light quark jet coming from
hadronically decaying W boson, and lepton. These four vectors are reconstructed with trans-
verse momentum and angular information of objects. Transverse momentum measurement of
jets and lepton for the eight directions by D@ detector should not be significantly different
so an not to give large bias to asymmetry measurement. The eight directions are referred to
(2, 2), (—, s 2)s (— 2~ 2), (0,4, —2), (@, —, 2), (—2, . 2), (—2, —y, —2) and (2, —y, —2).
These eight directions can be converted to (nger > 0, 0 < ¢ < 7/2), (Nger > 0, 7/2 < ¢ < 7),
(Ndet > 0, m < ¢ < 37/2), (Nger > 0, 37/2 < ¢ < 27), (Nger < 0, 0 < ¢ < 7/2), (Mager < O,
/2 < ¢ <), Nget <0, 7 < ¢ < 31/2) and (nger < 0, 37/2 < ¢ < 27). Using data and
the tt — [ + jets Monte Carlo samples, the transverse momentum distributions for the eight
directions are compared. Event selection criteria for the preselection described in section 5.1
is applied to both data and Monte Carlo samples. But the leading jet pr > 40 GeV/c and
the exactly 4 jets selection are not applied for more statistics. For Monte Carlo sample, the
preselection efficiency is applied. All distributions are normalized to 1. Figure 6.1 shows jet
pr and electron pr distributions for the eight directions for data and Monte Carlo in e+jets
channel and Figure 6.2 are the comparison plots of the jet pr and muon pr in p+jets channel.
Both data and Monte Carlo don’t have any large bias for measuring jet and lepton transverse
momentum. Thus, the measurement of jet and lepton transverse momentum by the eight dif-
ferent segments of D detector can be considered that it does not contribute potential bias to

the asymmetry measurement.
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Figure 6.1: The transverse momentum distributions of jets in data (upper left) and Monte

Carlo (upper right) and the transverse momentum distributions of electron in data (lower left)

and Monte Carlo (lower right) for e+jets channel.
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Figure 6.2: The transverse momentum distributions of jets in data (upper left) and Monte

Carlo (upper right) and the transverse momentum distributions of muon in data (lower left)
and Monte Carlo (lower right) for p+jets channel.
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6.2 Asymmetry Prediction

In chapter 1, the integrated counting asymmetry, Eq. 1.43, is constructed to measure CP-
odd violating asymmetry. Using Eq. 1.43, asymmetries are measured with ¢ — lepton-+jets
Monte Carlo truth information and D@ Monte Carlo which includes detector simulation, dig-
itization and reconstruction. These asymmetry predictions by Monte Carlo truth information
and DO Monte Carlo are calculated with Standard Model (SM) ALPGEN-+PYTHIA Monte
Carlo sample. For Monte Carlo truth information, the final state particles such as b-quarks,
light quarks, electron or muon and their neutrinos are found and they are confirmed to come
from top quarks or W bosons by requiring parent or grand parent particles. Figures 6.3
and 6.4 drawn with Monte Carlo truth information are distributions of physics observables for
tt — WHOW b — qq'be v,-b+ €1+ bgq'b and t& — WHOW b — qq'bu v, b+ ptv,+bgq'b,
respectively. For D@ Monte Carlo, events are selected with the event selection criteria intro-
duced in section 5.1, event corrections are applied, the preselection efficiency and the b-tag
probability are multiplied to the sample. Figures 6.5 and 6.6 show distributions of physics
observables for e+4 jets and u+4 jets channels drawn with D@ Monte Carlo samples. Based
on Figures 6.3, 6.4, 6.5 and 6.6, the asymmetry for each physics observable is calculated.
Calculated asymmetries are shown in Tables 6.1 and 6.2. ALPGEN generator predicts all
CP-odd asymmetries are 0 and also asymmetries predicted with D@ Monte Carlo prediction
are consistent with 0. The D@ Monte Carlo prediction implies the no bias is produced by the

D@ detector, event selection, event corrections and b-tagging.

Table 6.1: Asymmetry prediction with Monte Carlo truth information and reconstructed Monte
Carlo event information for e+jets.

Monte Carlo truth information | D@ Monte Carlo information
01 +0.0004 + 0.0021 —0.0084 £ 0.0126
O +0.0016 =+ 0.0021 +0.0001 = 0.0126
O3 +0.0005 + 0.0021 —0.0033 £ 0.0126
Oy —0.0024 + 0.0021 —0.0074 4+ 0.0126
O~ +0.0010 =+ 0.0021 +0.0186 + 0.0126
(O —0.0019 £ 0.0021 +0.0049 + 0.0126
Oy +0.0033 =+ 0.0021 +0.0010 =+ 0.0126
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Figure 6.3: The distributions of physics observables for t# — WTbW~b — q7be 7,-b +
etv,+bqq’b derived with Monte Carlo truth information.
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Figure 6.4: The distributions of physics observables for tt — WTbW b — qq"bu_ﬂu—l_) +
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Table 6.2: Asymmetry prediction with Monte Carlo truth information and reconstructed Monte
Carlo event information for p+jets.

Monte Carlo truth information | D@ Monte Carlo information
0, 40.0003 + 0.0021 40.0027 + 0.0131
O 40.0028 + 0.0021 —0.0116 4+ 0.0131
O3 40.0045 + 0.0021 —0.0061 4+ 0.0131
Oy —0.0026 4+ 0.0021 —0.0031 4+ 0.0131
O7 40.0025 + 0.0021 40.0235 + 0.0131
O, —0.0006 4+ 0.0021 —0.0049 + 0.0131
Oy —0.0034 4+ 0.0021 —0.0055 4+ 0.0131

6.3 Asymmetry Extraction

Asymmetry is extracted using a maximum likelihood fit. The likelihood function is defined

as:

NP PN, NPedy (6.1)

H 7) Nobs

where o is the fitted ¢f cross section. P(N?*, NP red) represents the Poisson probability density

UttaAO

function that we find Niobs observed events when the the predicted events N7 red g given. In

Eq. 6.1, i runs over the positive and negative regions of O;. Thus, Nfbs is the number of

selected data in the positive or negative regions of O; and N” red

is the predicted number of
events in the positive or negative regions of O;. N7 red is a function of two fitting parameters,

o and Ap;:

1+ A
5 fO>0(

£ aepeq

Te —A i
npred = NEZTE SO+ NI RO o)+ N R (- ©)

o C) + (Ngnultijets + C(Nfg-f- NtW + NZMC))fmultijet (62)

(2

1— St C
C =59 Cqcd (6.3)

€sig 1- €qcd
where Ap, is the fitted asymmetry and f; is the event fraction for each positive and negative
region of O; in each background template. First term represents the number of the ¢ signal

for the positive region and the second term is the number of the t¢ signal for the negative
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region. Thus, when N? red predicts the number of events for the positive region, in 20—

and ini<0 = 0. On the contrary, when N? red bredicts the number of events for the negative
region, in¢>0 =0 and in"<0 = 1. Also, C plays a role as a factor that scales the tf signal and
physics backgrounds to the tight multijet sample and enables us to estimate the contamination
of the multijet template by the ¢t signal and the other physics background. In Eq. 6.2, fo is
the function of the tf cross section and can be written as Eq. 6.4. Thus, we can extract the

asymmetry and the ¢t cross section simultaneously.

Nttt _ 6presel . Pb—tag . Br- o - L (64)

We use the preselection efficiencies and b-tag probabilities described in Table 5.5. In Eq. 6.1,
the second term is a Poisson constraint consisting of the observed number of events in the loose
- tight data sample and the predicted number of events for loose - tight sample. The contam-

ination by the signal and other physics backgrounds is taken into account to the prediction.

1— e _ 1— g
Nlp_rfd _ leszgnal (Nttt + NtVV + NtMc) + €QCD Ntmulthet (65)
€signal €QCD

The predicted number for loose - tight can be derived using matrix method introduced in

section 5.2.1. First, if we express N; and Ny in terms of Nlt{, leﬂem, NZMC and Nlmumjet.

N, = Nltf+NlW+jets+NIMC+Nlmultijet (66)

Ny = EsigNltE + EsigNlWJrjets + esigN[Mc + echNlmultijet’ (67)
then the individual components can be written as:

tt tt Wjets W+jets MC __ MC multijet multijet
Ny* = 5sigN A —fsigNl , Ny = 6sig‘]vl , Ny —echNl (68)

By subtracting Eq. 6.7 from Eq. 6.6 and using relations of the individual components in
Eq. 6.8, the predicted numbers of events for loose - tight can be obtained as Eq. 6.5. To

extract asymmetry, the negative log likelihood function is minimized:

~log Loy, Ao,) = Y _(—N¢¥ log NP + NPy — Np% log NP'¢* + NJ'¢ (6.9)

This maximum likelihood fit with fitting parameters, asymmetry and tf cross section, finds a
tt cross section (or the number of events in the tf signal) and an asymmetry simultaneously

which gives the best Poisson probability.
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Cross Section

We perform the maximum likelihood fit for e+4 jets and p+4 jets samples selected with

>2 b-tags. The asymmetry and cross section results include only statistical uncertainties in

Table 6.3 and 6.4. Table 6.3 shows the measured asymmetries for all physics observables.

The measured tt cross section results are shown in Table 6.4. These cross section results are

Table 6.3: The measured asymmetries for all physics observables for e+jets, u-+jets and lep-

ton+jets channels. The uncertainties are statistical only.

e+jets utjets lepton—+jets
O1 | 0.00775172 (stat.) | 0.09715115 (stat.) | 0.053T006%; (stat.)
Oz | 0.12870172 (stat.) | 0.09019115 (stat.) | 0.1067055) (stat.)
O3 | -0.11710713 (stat.) | 0.01519113 (stat.) | -0.0497008 (stat.)
O4 | 0.09870132 (stat.) | -0.006T0 115 (stat.) | 0.04670551 (stat.)
O7 | 0.07970175 (stat.) | 0.00115115 (stat.) | 0.0397065; (stat.)
O, | -0.01070112 (stat.) | -0.04070113 (stat.) | -0.025T0051 (stat.)
Op | -0.18270 115 (stat.) | 0.07370715 (stat.) | -0.053150%5 (stat.)
consistent with those of the cross section measurement in [47], which measured the ¢t cross

section using three jet and four or more jet events with 1 b-tag and > 2 b-tags.

Table 6.4: The measured cross section results for e+jets, u+jets and lepton+jets. The uncer-

tainties are statistical only.

e+jets [pb]

pitjets [pb]

lepton-+jets [pb]

>2 b-tagged events

069

(stat.

) | 9.427505 (stat.)

7.5970:28 (stat.)

6.4 The Dilution of Asymmetry

In Eq. 1.41, O3, O4 and O, include @; (lepton charge) term and Oz, O4, O7, O, and Oy

have (pp

— pp) or (py + p;) terms. These charge, (py

—pp) and (pp + pj) terms may lead these

variables to have random sign and dilute asymmetry. In this section, asymmetry dilution by

these terms is investigated.
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6.4.1 Charge Misidentification

The lepton charge term may lead O3, O4 and O, to have random sign due to a charge
misidentification which is caused by the limited ability of tracking detectors. High momentum
track of a lepton can be almost a straight line under a magnetic field and the charge of a lepton
can be misidentified due to the curvature uncertainty. To derive the charge misidentification
probabilities for electron and muon, we used the data samples which contain two high pp
electrons or muons and whose integrated luminosities are 4281.66 pb~!, and Z — ee and
Z — up Monte Carlo samples. Lepton selection criteria are exactly same as those introduced
in section 5.1 except events which contains jet or jets is rejected and two electrons or muons
are required in a event. To keep good Z — ee and Z — up events, Z mass window 70 GeV /c?
~ 110 GeV/c? cut is applied to both selected data and Monte Carlo events. Figure 6.7 shows
invariant mass distributions reconstructed with two electrons in data and Monte Carlo and
Figure 6.8 are invariant mass distributions reconstructed with two muons in data and Monte
Carlo. As Figure 6.7 and 6.8 show, the Z mass peaks are well reconstructed and these leptons
can be considered to come from the Z boson decay with good confidence.

Let us set f1 and fo as probabilities that charges of two elections or muons are misidentified.

The product of two charges can be established as Eq. 6.10 [62].
age = fifrx (1) + 1 = fi)fa x (1) + (1 = fo) fr x (+1) + (1 = f1)(1 = f2) x (=1)(6.10)
Eq. 6.10 can be reduced to Eq. 6.11.
age = (1=2f1)(1-2f2) (6.11)

If charges of both electron and positron or muon and antimuon are misidentified with an equal

probability, i.e. fi = fo = f, Eq. 6.11 becomes

ange = —(1-2f)?
or

A4f2 —4f+ (1+qq) = 0 (6.12)
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Figure 6.7: Z—ee mass distributions for data (left) and MC (right).
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By solving Eq 6.13, we can get Eq. 6.13.

1+ +/|q1g2]

f = 5 (6.13)

“wn

When the product of ¢1¢o is negative, we take sign and “+” sign is taken when the product
of q1q2 is positive. Figures 6.9 and 6.10 are distributions of the product of ¢q1qs for Z — ee
and Z — pp in data and Monte Carlo samples, respectively.

Using Eq. 6.13 and the distributions in Figures 6.9 and 6.10, the charge misidentification
probabilities are derived for data and Monte Carlo and shown in Table 6.5 and 6.6. Data
and Monte Carlo have different charge misidentification probabilities. The derived charge

misidentification probabilities are consistent with those described in the measurement of the

tt production cross section in dilepton final state analysis [64].

Table 6.5: Electron charge misidentification probability (in %).

Data (%) | MC (%)
A1 < <11]| 0276 | 0071

Table 6.6: Muon charge misidentification probability (in %).

Data (%) | MC (%)
-2.0 < Mger < 2.0 0.011 0.005

According to the charge misidentification probabilities, the number of charge-misidentified
events is evaluated for both data and Monte Carlo and the number of events is changed for

both data and Monte Carlo to see how asymmetry is shifted. Two worst cases are assumed:

1. when charges of events in the positive region of O; are misidentified but those in the
negative region are identified correctly, these events should move to the negative region,

where ¢ = 3,4, b. This case is denoted as the subscript “;_,_" in Table 6.7, 6.8 and 6.9.

2. when charges of events in the negative region of O; are misidentified but those in the
positive region are identified correctly, these events should move to the positive region,

where ¢ = 3,4, b. This case is denoted as the subscript “__,” in Table 6.7, 6.8 and 6.9
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Figure 6.9: The products of charges of two electrons in Z—ee channel for data (left) and MC
(right)
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After changing the number of events for both data, the tf signal and all backgrounds for each
case, the maximum likelihood fit is performed and asymmetry for each O;, where i = 3,4,b is
extracted. The asymmetry shifts by charge misidentification for e+jets, pu+jets and lepton-+jets
channels are shown in Table 6.7, 6.8 and 6.9. The o4_,_ is evaluated by subtracting A cpntrai
— Aientrar) and subtracting Acenprqr from A (A1 — Acentrar) gives

from Ay, (Aj—

asymmetry shift o__, .

Table 6.7: Asymmetry shifts by charge misidentification in e+jets channel.

Table 6.9: Asymmetry shifts by charge misidentification in lepton+jets channel.

Acentral | Aros— | Ay || o4 | 0y
O3 | -0.117 | -0.119 | -0.114 || -0.002 | 0.003
O4 | 0.098 0.095 | 0.100 || -0.003 | 0.002
Oy | -0.182 | -0.184 | -0.179 || -0.002 | 0.003

Table 6.8: Asymmetry shifts by charge misidentification in p+jets channel.

Acentral | A | Ay || oy | 0y
O3 | 0.015 0.014 | 0.015 || -0.001 | 0.000
O4 | -0.006 | -0.006 | -0.005 {| 0.000 | 0.001
Oy | 0.073 0.073 | 0.074 0.000 | 0.001

Acentral | Ao | Ay || 04 | 0y
O3 | -0.049 | -0.050 | -0.048 || -0.001 | 0.001
O4 | 0.046 0.044 | 0.047 || -0.002 | 0.001
Oy | -0.053 | -0.054 | -0.051 || -0.001 | 0.002

According to Table 6.7, 6.8 and 6.9, the shift by charge misidentification is 0.3% at most.
The asymmetry shifts by charge misidentification are considered as a factor in asymmetry

dilution.
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6.4.2 A Different Calorimeter Response to b/l_) Quark Jets

The sign of physics observables O; which include (py —p) or (p,+pjp) terms can be assigned
randomly due to a different calorimeter response to b and b quark jets. First off, the transverse
momentum distributions of b and b are checked in the tf signal Monte Carlo sample since
flavors of jets can be found by matching reconstructed jets with parton level information in
Monte Carlo events. To check a different calorimeter response, b and b quark jets are found
by matching a reconstructed jet to b or b quark in the selected tf Monte Carlo sample. This
selected tt Monte Carlo sample is a set of events which pass event selection criteria described
in section 5.1 but leading jet pr > 40 GeV /c cut is not required for more statistics. Figure 6.11
shows the comparison of the transverse momentum distributions of b and b quark jets in e4+4
jets and p+4 jets samples. In Figure 6.11, lower left and right plots are drawn by dividing
the transverse momentum distribution of b quark jet by that of b quark jet. As the lower left
and right plots show, the ratios of the transverse momentum distributions of b and b quark
jets for e4+4 jets and p+4 jets channels are almost flat and about 1. In addition, mean values
for the distributions of b and b quark jets in e+jets channel are p%_quark I — 65.62 + 0.14
GeV/c and pET_q"ark e = 65.69 & 0.15 GeV /c, respectively, and those in p+jets channel are
pg_quark e — 66.11 + 0.15 GeV/c and pg_quark et — 65.75 + 0.15 GeV /c, respectively. These
demonstrate there is no difference between calorimeter responses for b and b quark jets in
Monte Carlo simulation at least.

But in the analysis that performed a measurement of the mass difference between top
and antitop quarks [65], a different calorimeter response for b and b quark jets was studied
using data. The main idea is that the different calorimeter responses of b and b quark jets
resulted from a different content of K and K~ mesons whose inelastic nuclear cross sections
are different. To estimate the different calorimeter response of b and b quark jets in data, bb
QCD events are selected with cuts which require p%ft > 15 GeV/c, p¥t1 +p§1€t2 > 60 GeV/c,
A¢(jetl, jet2) > 2.5, and exactly two b-tags. A soft muon is required to be inside a jet cone
(AR < 0.5) for one of two b-tagged jets. This jet associated with a soft muon is referred to

as the tag jet and the other jet is referred to as the probe jet. By identifying the charge of
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the muon, the tag jet can be determined as either b or b quark-like jets. The difference of

tag _ probe

the transverse momentum between the tag and probe jets is defined as Apr = p;, A

Figure 6.12 shows the distributions of < pr >~ and < pr >T, where -’, '+’ signs in the
superscripts stand for the tag jet which has the negatively charged and the positively charged
muons inside the jet cone, respectively. From the distributions, the mean values < pp >7=
—10.77 £ 0.08 GeV and < pr >T= —10.60 4 0.08 GeV are found. The different calorimeter

response for b and b quark jets can be estimated as:

AR =<pr >t — <pr>"=0174£0.12 GeV/c (6.14)

If we find the fraction of different calorimeter response to the mean of distribution derived

with average transverse momentum of two jets,

f= AR = 0.0042 (6.15)

<3Pt HPp™) >

From Eq. 6.15, we modify the momenta of b and b quark jets in Monte Carlo samples by
multiplying by 1 —1/2- f = 0.9979 and 1+ 1/2 - f = 1.0021, respectively. Also four vector
for b and b quark jets are modified using these factors. Then, asymmetries for O;, where
i =2,4,7,a,b, are measured with and without the modification of b/ b quark jet energy. The
asymmetry shift o is found by the difference between asymmetry extracted with modified b/b
quark jet energy and that without the modification (0 =A (modified b/b jet energy) — Aceniral)

for each O; in e+jet, pu+jets and lepton—+jets channels.

Table 6.10: Asymmetry variation by the modification of b/b jet energy scale for e+jets channel.

Acentral | A (modified b/b jet energy) o
(oD 0.128 0.128 0.000
Oy 0.098 0.098 0.000
O~ 0.079 0.079 0.000
O, | -0.010 -0.010 0.000
Op | -0.182 -0.182 0.000
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Figure 6.11: The transverse momentum distributions of b and b jets for e+jets channel (left)

and p+jets channel (right) in MC.
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with negatively and positively charged muons are the left and right plots, respectively [65].
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Table 6.11: Asymmetry variation by the modification of b/b jet energy scale for u-+jets channel.

Acentral | A (modified b/b jet energy) o
09 0.090 0.090 0.000
04 | -0.006 -0.006 0.000
O~ 0.001 0.001 0.000
O, | -0.040 -0.040 0.000
Oy 0.073 0.073 0.000

Table 6.12: Asymmetry variation by the modification of b/b jet energy scale for lepton+jets
channel.

Acentral | A (modified b/b jet energy) o
O2 | 0.106 0.106 0.000
O4 | 0.046 0.046 0.000
Or 0.039 0.039 0.000
O, | -0.025 -0.025 0.000
O, | -0.053 -0.053 0.000

Table 6.10, 6.11, 6.12 show asymmetry shifts by the modification of b/b jet energy. From
the scale factors 0.9979 and 1.0021, the difference of calorimeter responses for b/b quark jets
is very small and asymmetry variation is insensitive to this modification. All asymmetries for
Os, O4, O7, O, and Oy are not changed by the relative jet energy modification for b and b

quark jets and it is demonstrated by Table 6.10, 6.11, 6.12.

6.4.3 Measurement Resolution

Physics observables, O2, O4, O7, O, and Oy, have possibility that kinematic mismeasure-
ment gives random sign to these observables due to (p, — p;) or (py + p;). So, we shift the
energy of b or b quark jet which is more energetic between b and b quark jets to estimate how
much asymmetry varies by kinematic mismeasurement. The momentum and energy of b or b
quark jet are varied by 1-0 up and down using the form for the jet pr resolution, Eq. 6.16,
and four vector for b or b quark jet is adjusted accordingly. The pr resolution for jets by

D@ calorimeter performance is written as [66]:

\/++02 (6.16)



102

and parameters, C, S and N, have different values in accordance with detector eta of jet.

Parameters for the jet pr resolution are shown in Table 6.13.

Table 6.13: Parameters for the jet pp resolution [66].

C S N

In] <0.8 0.062 | 1.144 | 3.550
0.8 <[yl <1.6|0.110 | 0.814 | 6.322
1.6 <|ng <24] 0.0 |1.302 | 2920
2.4 < |n| < 3.6 | 0.063 | 1.108 | 6.075

To estimate the asymmetry dilution by kinematic measurement, the ¢t signal Mone Carlo
sample is used and required to pass all event selection criteria and weights for all corrections,
preselection efficiencies and b-tag probabilities are applied to both e+jets and p+jets channels.
But distributions are not normalized to the measured tt cross section. Since the normalization
to the measured tf cross section is just to multiply by a scale factor and doesn’t change shape of
distribution, this normalization doesn’t affect the result. If the middle plots from Figures 6.13
to 6.22 are compared to plots in Figures 6.5 and 6.6 which are normalized to the measured
tt cross section, there are no shape differences between them. Thus, weighted events are used
for this study. Figures 6.13 to 6.22 show the variations of O3, O4, O7, O, ,0Op by jet energy
up, down and without jet energy shift in e+jets and p+jets channels and how distributions of
these physics observables vary. Based on these distributions, we investigate how the sign of
each event is changed by the variation of b or b jet energy. Events in Monte Carlo sample have
duplicated run number and event number, so we used eta and phi information of two b and
b quark jets to assign unique event ID. First off, using the information of run number, event
number, eta and phi of two b quark jets, we confirmed these information can be used as unique
event ID. For each O; distribution, where ¢ = 2,4, 7, a, b, events are distributed in the positive

and negative regions around 0. What we are interested in are:
1. how many events in the positive region move to the negative region.

2. how many events in the negative region move to the positive region.
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Figure 6.13: The distributions of Oy by varying b or b quark jet energy down (left) and
up(right). The middle distribution of Oy is drawn without variation of b or b quark jet energy
in e+jets channel.
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Figure 6.14: The distributions of O4 by varying b or b quark jet energy down (left) and
up(right). The middle distribution of Oy is drawn without variation of b or b quark jet energy
in e+jets channel
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Figure 6.15: The distributions of O by varying b or b quark jet energy down (left) and
up(right). The middle distribution of O7 is drawn without variation of b or b quark jet energy
in e+jets channel
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Figure 6.16: The distributions of O, by varying b or b quark jet energy down (left) and
up(right). The middle distribution of O, is drawn without variation of b or b quark jet energy
in e+jets channel
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Figure 6.17: The distributions of O, by varying b or b quark jet energy down (left) and
up(right). The middle distribution of Oy, is drawn without variation of b or b quark jet energy
in e+jets channel
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Figure 6.18: The distributions of Oy by varying b or b quark jet energy down (left) and
up(right). The middle distribution of Oy is drawn without variation of b or b quark jet energy
in p+jets channel.
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Figure 6.19: The distributions of O4 by varying b or b quark jet energy down (left) and

up(right). The middle distribution of O4 is drawn without variation of b or b quark jet energy
in p+jets channel.
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Figure 6.20: The distributions of O; by varying b or b quark jet energy down (left) and
up(right). The middle distribution of O7 is drawn without variation of b or b quark jet energy
in p+jets channel.
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Figure 6.21: The distributions of O, by varying b or b quark jet energy down (left) and
up(right). The middle distribution of O, is drawn without variation of b or b quark jet energy
in p+jets channel.
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These two cases dilute asymmetry. Thus, events in the positive and negative regions are
considered separately. Figures 6.23 to 6.32 show distributions of O; fluctuation of all individual
events by the variation of b or b quark energy. O; of each event is calculated for no variation
of b or b quark jet energy and also calculated for b or b quark jet energy up and down. Four

cases can be considered after the variation of jet energy:
1. Positive O; remains in the positive region.
2. Positive O; moves to the negative region.
3. Negative O; remains in the negative region.
4. Negative O; moves to the positive region.

Also, each case in the above is considered for each jet energy up and down. The difference
between O; for varied b or b quark jet energy and O; for no variation is calculated for the four

cases. It can be represented with the form,
AO; =02F 0 (6.17)

where AE =E,+opg, and i =2,4,7,a,b. (6.18)

From Figures 6.23 to 6.32, the left plots are distributions for the combination of case 1 and 2

and the right plots are those for case 3 and 4.

Table 6.14: The RMS fluctuations of positive and negative O; for e+jets channel, where
1=2,4,7,a,b.

Positive O; | Negative O;
Oy | £0.1811 + 0.1804
O4 | £0.1892 + 0.1720
O7 | £ 0.4677 + 0.4671
O, | =£0.1909 + 0.1699
Op | £ 0.1854 + 0.1759

From Figures 6.23 to 6.32, the RMS fluctuation of the nominal O; can be found for its
original sign is positive and negative, separately. Table 6.14 and 6.15 show the RMS fluctuation

of each positive and negative O; in e+jets and u+jets channels, where ¢ = 2,4,7,a,b. The case
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up(right). The middle distribution of Oy, is drawn without variation of b or b quark jet energy

in p+jets channel.
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Figure 6.23: The fluctuation of positive Oy (left) and negative O2 (right) for e+jets channel.
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Figure 6.26: The fluctuation of positive O, (left) and negative O, (right) for e+jets channel.
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Figure 6.28: The fluctuation of positive Oy (left) and negative O9 (right) for p+jets channel.
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Figure 6.29: The fluctuation of positive O4 (left) and negative O4 (right) for p+jets channel.
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Figure 6.30: The fluctuation of positive O7 (left) and negative O7 (right) for u+jets channel.
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Figure 6.31: The fluctuation of positive O, (left) and negative O, (right) for u+jets channel.
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Figure 6.32: The fluctuation of positive Oy (left) and negative Oy (right) for u+jets channel.
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Table 6.15: The RMS fluctuations of positive and negative O; for p-+jets channels, where
1=2,4,7,a,b.

Positive O; | Negative O;
Oy | +£0.1834 + 0.2045
O4 | +£0.2046 + 0.1837
O7 | £ 0.4578 + 0.4486
O, | £0.1887 4 0.1998
O, | % 0.1969 + 0.1918

2 and 4 change asymmetry and the number of weighted events for these two cases are found. We
calculate the probabilities that positive O; changes to the negative sign and negative O; changes
to the positive sign (Tables 6.16, 6.17, 6.18 and 6.19) and find the changes of asymmetries by
applying the probabilities to the extracted asymmetries.

In Tables 6.16, 6.17, 6.18 and 6.19, the second column contains the number of weighted
events that O; in the positive (negative) region moves to the negative (positive) region by the
variation of b or b quark jet energy and the numbers in the third column are the total number
of weighted events in the positive (negative) region when no variation of b or b quark jet energy
is applied. The fourth column has the probability that the sign of positive (negative) O; is
changed to the negative (positive) sign by the variation of b or b quark jet energy in e+jets

and p+jets channels.

Table 6.16: The probabilities that the sign of positive O; is changed to the negative sign by
the variation of b or b quark jet energy in e+jets channel.

Oj — O; | Total number of O;r Probability
Oz | 0.000338 0.009318 0.0363
O4 | 0.000280 0.009248 0.0303
O7 | 0.000220 0.009490 0.0232
O, | 0.000254 0.009363 0.0271
Op | 0.000355 0.009326 0.0381

Since these fluctuations are related to the energy resolution of calorimeter, the measured
energies of b and b quark jets for not only data but also Monte Carlo are ambiguous within the

energy resolution of calorimeter. Thus, events near 0, mainly within the RMS uncertainties
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Table 6.17: The probabilities that the sign of negative O; is changed to the positive sign by
the variation of b or b quark jet energy in e-+jets channel.

O; — Oj Total number of O, | Probability
Oz | 0.000332 0.009316 0.0356
O4 | 0.000247 0.009386 0.0263
O7 | 0.000246 0.009144 0.0269
O, | 0.000273 0.009271 0.0294
Oy | 0.000316 0.009308 0.0339

Table 6.18: The probabilities that the sign of positive O; is changed to the negative sign by
the variation of b or b quark jet energy in p+jets channel.

Oj — O; | Total number of O;r Probability
Oz | 0.000217 0.006207 0.0349
O4 | 0.000154 0.006261 0.0246
O7 | 0.000168 0.006427 0.0261
O, | 0.000155 0.006249 0.0248
Oy | 0.000231 0.006246 0.0370

shown in Tables 6.14 and 6.15, have random signs for physics observables Og, O4, O7, O, ,Oy.
With the probabilities in Tables 6.16, 6.17, 6.18 and 6.19 derived with the ¢t signal Monte
Carlo sample that are dominant in 2 b-tags samples, the number of events is changed for both
data and Monte Carlo and asymmetries are extracted using the changed number of events.
Tables 6.20, 6.21 and 6.22 show the variations of asymmetries by kinematic mismeasurement
for e+jet, u+jets and lepton+jets. In Tables 6.20, 6.21 and 6.22, the second column shows the
nominal values when any variations are not applied, asymmetries extracted with the probability

that the positive and negative O; change to opposite sign are denoted as A,+_, - in the

Table 6.19: The probabilities that the sign of negative O; is changed to the positive sign by
the variation of b or b quark jet energy in p+jets channel.

O; — O; | Total number of O; | Probability
O2 | 0.000261 0.006353 0.0411
O4 | 0.000174 0.006299 0.0276
O7 | 0.000172 0.006133 0.0280
O, | 0.000173 0.006311 0.0274
Op | 0.000248 0.006314 0.0393




Table 6.20: Asymmetry variation by the probability that the positive and negative O; change

to opposite sign in e+jets channel.
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Acentral | Aoro- | Aor o || 9of wop | o7 o
Oz | 0.128 0.087 0.159 -0.041 0.031
O4 | 0.098 0.065 0.122 -0.033 0.024
O7 | 0.079 0.054 0.103 -0.025 0.024
O, | -0.010 -0.036 0.020 -0.026 0.030
Op | -0.182 -0.213 -0.142 -0.031 0.040

Table 6.21: Asymmetry variation by the probability that the positive and negative O; change

to opposite sign in p+jets channel.

Acentral Aoj—>o; AO; -0/ || o} »o; | Y07 w0f
Oy 0.090 0.052 0.128 -0.038 0.038
O4 | -0.006 -0.030 0.022 -0.024 0.028
O 0.001 -0.026 0.029 -0.027 0.028
O, | -0.040 -0.064 -0.012 -0.024 0.028
Oy 0.073 0.034 0.110 -0.039 0.037

third column and AO; Sor in the fourth column, respectively. The fifth and sixth columns
include the quantities of shifted asymmetries, which are calculated by subtracting A.cntral
from Aoj—>0; and AOZ___>OZ+, respectively. The ambiguous signs of Os, Oy, O7, O, ,0p by the
calorimeter performance result in the shift of asymmetry by 0.041 at maximum. The energy
resolution of calorimeter plays a very important role to determine sign of physics observables
02, Oy4, O7, O, ,0p and measure more accurate asymmetry. These asymmetry variations are

taken into account as a factor of asymmetry dilution.

Table 6.22: Asymmetry variation by the probability that the positive and negative O; change
to opposite sign in lepton+jets channel.

Acentral A

oi—o; | Aorsor || orsor | To; o
Oz | 0.106 0.067 0.141 -0.039 0.035
O4 | 0.046 0.017 0.071 -0.029 0.025
O7 | 0.039 0.014 0.066 -0.025 0.027
O, | -0.025 -0.050 0.004 -0.025 0.029
Oy | -0.053 -0.088 -0.015 -0.035 0.038
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6.4.4 Summary for The Dilution of Asymmetry

In section 6.4.1, 6.4.2 and 6.4.3, several important sources which result in ambiguous asym-

metry measurement are investigated. All of these uncertainties in asymmetry measurement

are related to the performance of DO detector directly. Tables 6.23, 6.24 and 6.25 summarize

all of these uncertainties and show quadratic sum of all uncertainties resulted from the dilution

factors. In Tables 6.23, 6.24 and 6.25, “x” indicates there is no uncertainty corresponding to

the dilution factor.

Table 6.23: Summary of uncertainties resulting from the dilution factors in e+jets channel.

Acentral

Ocharge mis—ID | Oresponse of b/b jets | Omeasurement resolution | Osum

O, | 0.128 X 0.000 oo Toon

F0.003 F0.003

Os L OUT | oo x ooz 40
J0. +0. +0.

O4 | 0.098 0003 0.000 —0.033 —0.033

Or | 0.079 X 0.000 03 002

Oy | -0.010 X 0.000 oo .05

F0.003 70.040 T0.040

Op | -0.182 0,002 0.000 ~0.031 —0.031

Table 6.24: Summary of uncertainties resulting from the dilution factors in p+jets channel.

Acentral

Ocharge mis—ID | Oresponse of b/b jets Omeasurement resolution Osum
Os | 009 x 0.000 o s
O3 | 0.015 -0.001 X X —0.001
O4 | -0.006 +0.001 0.000 oo o0
O7 | 0.001 X 0.000 oo +0.028
O, | -0.040 X 0.000 s 0004
Oy | 0.073 +0.001 0.000 0 0ag oo
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Table 6.25: Summary of uncertainties resulting from the dilution factors in lepton+jets channel.

Acentral

Ocharge mis—ID | Oresponse of b/b jets Omeasurement resolution Osum

Oy | 0.106 X 0.000 s 003

+0.001 +0.001

o oo | T ; 5
F0. +0. +0.

0. | 0.039 X 0.000 oo 0008

0, | -0.025 X 0.000 oo 005

+0.002 +0.038 +0.038

Op | -0.053 0001 0.000 ~0.035 ~0.035
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6.5 Systematic Uncertainty

Uncertainties described in section 6.4 are related to D@ detector performance. Also, there
exist the systematic uncertainties caused by different sources. These various systematic uncer-
tainty sources come from corrections to compensate differences between data and Monte Carlo
and can affect the preselection efficiencies and the b-tagging probabilities. The integrated lu-
minosity measurement in DO has 6.1% uncertainty [67] and it is taken into account as one of

systematic uncertainties in the asymmetry measurement.

6.5.1 Uncertainties on The Preselection Efficiency

The systematic uncertainties introduced in this section affect the preselection efficiency.

Data quality event flags Applying data quality loses efficiency and 0.5% is estimated as its

systematic uncertainty [68].

Luminosity profile difference in data and Monte Carlo To compensate the difference
between data and MC luminosity profile, reweighting the MC luminosity profile is ap-
plied to match a luminosity profile in data. The uncertainty comes from luminosity

reweighting. The uncertainty 0.1% is assigned [64].

The distribution of vertex z position difference between data and MC The distribu-
tion of vertex z position in simulated events is different from that in real data. The

uncertainty is measured to be 0.6% between data and MC [64, 69].

Primary vertex scale factor The efficiency of primary vertex selection between data and
MC is different in lepton+jets channel. A scale factor 1.0 is used and the relative uncer-

tainty 1.5% is estimated for this scale factor in [70].

Z pr reweighting The Z pr in Monte Carlo is rewighted to match that in data. The uncer-
tainty incurred by this reweighting and the constant values quoted in [64] are taken to

account as the systematic uncertainties.
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Electron ID scale factor An electron in Monte Carlo has different efficiency to pass the
electron identification cuts from data. A scale factor to account for this difference is
applied and this scale factor has a systematic uncertainty of 3.8%, which is quadratic
sum of the uncertainty coming from the evaluation of the background in Z — ee samaple
(3.1%), the uncertainty for a variation of luminosity profile depending on electron se-
lection criteria (0.5%), the dependence on the distance to the closest jet (0.6%), 0.5%
arising by the jet multiplicity and the uncertainty caused by the different py spectrum

(2%). These uncertainties are provided by EM ID group.

Muon ID and track scale factor The certification note [71] Muon ID group estimate the
systematic uncertainties of 1.2% and1.6% for tracking and muon identification, respec-

tively.

Muon isolation scale factor The uncertainty for the muon isolation scale factor is esti-

mated to be 1.3% [71].

Lepton momentum scale For electron, the mismodeling of the material in the EM calorime-
ter leads the electron energy scale of the standard Monte Carlo samples to be signif-
icantly shifted with respect to the true value. To account for the different electron
energy scale between data and MC, the electron energy is smeared using a scale function
which is function of the reconstructed electron energy in the MC samples: f(Eyeco) =
P0 + 1IN Ereco) + p2[In(Ereco)])?. The difference between this electron energy scale and
the standard one is taken into account as the systematic uncertainty. For muon, the
muon momentum scale differs in data and MC since the mean value of J/v — pp and
Z — pp invariant masses are not same in data and MC. To account for this difference,
muon momentum scale functions are derived and applied to muon momentum in MC.
The largest difference between the central muon momentum measurement and the mea-
sured muon momentum after applying momentum scale functions are taken into account
as the systematic uncertainty [72]. This estimation is conducted on a t¢ sample in Run

IIb (4281.66 pb~!) yields. 0.4% or less (relying on the jet multiplicity) for the electron
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momentum and 0.02% or less for the muon momentum scale are estimated for an effect
on the selection efficiency. These uncertainties are applied to the signal and background

samples.

Electron and muon trigger efficiencies The trigger efficiency is shifted by one standard
deviation up and down and then the a weight of an events is recalculated for the un-
certainty of the electron trigger. For the single muon trigger, a constant systematic

uncertainty 5% is assigned.

Parton distribution function The momentum distribution of partons in hadrons is de-
scribed by a parton distribution function. The D@ standard MC samples are generated
with the parton distribution function CTEQG6L1. The systematic uncertainty considered
by the parton distribution function is estimated by reweighting the parton momentum
fraction x1 and z9 of events from CTEQ6L1 to CTEQ6.1M and its twenty uncertainty
PDF sets. The uncertainty is calculated by the quadratic sum of the relative differences
between the measured asymmetry after reweighting to CTEQG6.1M and the measured

asymmetries corresponding to the twenty PDF uncertainty sets [72].

b-fragmentation reweighting The default b-fragmentation function from PYTHIA is reweighted
to match a function which is consistent with the measurement in the e*e™ experiments.
The systematic uncertainty is found by the relative difference between the default frag-
mentation function and the fragmentation functions tuned to LEP and SLD experi-

ments [54].

Uncertainties MC cross sections A uncertainty for single top cross section by the NLO
calculation is 12.6% [73] and the uncertainty for the diboson cross section is 7%. The

uncertainty for the Z+jets sample is taken from the reference [64].

Uncertainty on the branching ratios for ¢t — [j and tf — Il The uncertainties on the
branching ratios for t¢ — [j and ¢t — [l are 0.8% and 1.7%, respectively. These un-

certainties are applied to semileptonic and dileptonic ¢t processes.
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Limited Monte Carlo statistics This uncertainty comes from limited Monte Carlo statis-
tics. The statistical uncertainties are determined with the preselection efficiency and
b—tagging probability of event for the signal and Monte Carlo backgrounds and are used

to estimate this systematic uncertainty.

Uncertainty of the measured ¢t cross section In this analysis, the measured tt cross sec-
tion 8.13:1):8(2) (stat.+sys.) is used to estimated the ¢t signal contribution. The uncertainty

of the measured ¢t cross section is one source of systematic uncertainties and this is taken

into account.

Signal modeling The higher order effects and a different hadronization modeling simulated
by MCNLO result in different preselection and b—tagging efficiency. The relative asym-
metry difference between ALPGEN and MC@NLO simulations is calculated and is taken

to be the systematic uncertainty [72].

Color reconnection Strong color correlation between outgoing parton from the hard scat-
tering and the underlying event can be interpreted as a sign of color reconnections. To
estimate this systematic uncertatiny, PYTHIA Tune Apro and Tune ACRpro are used.
The latter contains the explicit implementation of color reconnection model. These two
tunes give the most extreme deviation that is generated by the color reconnection models.
The relative differences between these two tunes and the default PYTHIA showering is

taken into account [72].

ISR/FSR The the effect from the initial and final state radiation (ISR/FSR) is estimated
with a t¢ PYTHIA samples generated with CTEQ5L and ISR/FSR variation. The sam-
ples including with ISR/FSR variation are also generated with CTEQ5L. The relative
asymmetry differences calculated with these samples are the systematic uncertainty by

the ISR/FSR variation [72].

Top mass The tt signals used in this analysis were generated with top quark mass 172.5
GeV/c?. Using the tf signals generated with top quark masses 170 GeV/c? and 175

GeV/c?, the asymmetry shift by the variation of top quark mass is investigated.
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6.5.2 Uncertainties on The b—tagging Probability

b-,c- and light quark jet tag Scale Factors The uncertainties associated with b-,c- and
light jet tag scale factors are evaluated by raising and lowering the corresponding scale

factor by one standard deviation up and down [74].

Jet taggability parameterization The uncertainty coming from the taggability parameter-
ization is obtained by shifting the taggability scale factors by one standard deviation up

and down [63].

b quark jet energy scale There exists the difference between the JES for b-hadrons and the
nominal inclusive JES (Jet Energy Scale). The JES for b-hadrons are estimated to be
1.8% smaller than the nominal JES. This uncertainty is obtained by shifting down the
nominal JES of all b jets by 1.8% [75].

TRF for Summerl0 data set Data set used in this analysis is called “Summer09 extended
(4281.66 pb~1)” data set and TRF derived for Summer09 extended data set is used in this
analysis. But the tf cross section measurement in lepton+jets channel using b-tagging
method analysis conducted with Summer(09 data set is approved with the certified TRF
derived using Summer10 data set (5596.55 pb~!). The difference between asymmetries

measured with two TRFs is taken into account as a systematic uncertainty.

6.5.3 Uncertainties on Multijet Background

Matrix Method which estimates the yield of multijet background has uncertainty coming
from the uncertainties on €4y and £4;4. The uncertainties for g4.q and 44 are introduced in
section 5.2.1. In addition, the uncertainty arisen by the limited statistics of “loose-tight” data

sample is taken into account as a systematic uncertainty.

6.5.4 Uncertainties for W+jets and Z-+jets scale factors

The heavy flavor scale factors for Zcc and Zbb are 1.67 and 1.52 and an uncertainty of 20%

for these scaled factors are assumed [76]. Also, a heavy flavor scale factor for We events is
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applied with the value of 1.27 and the uncertainty 12% and 1.47 are applied to Wee and Whb
events with the uncertainty 15%. Reference [77] describes the method to determine the heavy

flavor scale factors for Wee and Wb in detadil.

6.5.5 Uncertainties Related to Jet

Jet Energy Scale uncertainty The systematic uncertainty caused by the jet energy scale
(JES) uncertainty is evaluated by the variation of the JES correction by lo up and

down [60].

— 2 2 2 2
0= \/Jstat.,data + szs.,data + Ustat.,MC + Usys.,MC (619)

Jet energy resolution The jet energy in Monte Carlo is smeared using the jet energy res-
olution of data. This jet energy smearing is varied by one standard deviation up and

down.

Jet reconstrucntion Identification efficiency In data and Monte Carlo, calorimeter clus-
ters which don’t satisfy the standard jet requirement are removed. Monte Carlo has
slightly higher efficiency for jet identification than data. To account for this difference,
the scale factor parameterized in pr and 7 is used to remove Monte Carlo jets. By varying
this scale factor by one standard deviation down, the number of jets removed is changed

to estimated the systematic uncertainty. This uncertainty is symmetrized.

Vertex confirmation In Run IIb, vertex confirmed jets which have at least two tracks asso-
ciated with a related primary vertex is used. To account for the different rate of vertex
confirmed jets between data and Monte Carlo, a scale factor is applied to Monte Carlo.

This scale factor has uncertainty and this uncertainty is applied.

6.5.6 Summary of Systematic Uncertainties

We varied each independent systematic uncertainty source by one standard deviation up
and down and propagate the variation. Then, the asymmetry extraction is performed for each

independent systematic uncertainty source varied by one standard deviation up and down.
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Table 6.26 ~ 6.46 show how asymmetry is varied by each systematic uncertainty source for

each physics observable O;, where ¢ =1, 2, 3, 4, 7, a, b.
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Table 6.26: Summary of systematic uncertainties for Oq in e+jets.

Summary of systematic uncertainties on asymmetry measurement

Ap1 : 0.007 +0.115 ( stat.) | -0.115 (stat.)
Source +o —0

Luminosity 0.000 0.000
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Electron ID scale factor 0.000 0.000
Electron momentum scale 0.000 0.000
Electron trigger efficiency 0.001 -0.002
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.001 -0.001
W heavy scale factor 0.001 -0.001
tt measured cross section 0.002 -0.003
tt branching fractions 0.000 0.000
Top mass 0.000 -0.001
MC background cross section 0.000 0.000
Signal modeling 0.011 -0.007
PDF 0.002 -0.002
ISR/FSR variation 0.003 0.000
Color reconnection 0.003 0.000
b fragmentation 0.000 0.000
b tag TRF 0.000 0.000
light tag TRF 0.000 0.000
TRF for Summerl0 data set 0.000 0.000
Taggability scale factor 0.000 0.000
Jet energy resolution 0.000 -0.006
Jet energy scale 0.000 -0.005
Sample-dependent JES 0.002 0.000
b-jet energy scale 0.000 -0.001
Jet reconstruction and identification 0.000 0.000
Vetexconfirmation 0.000 0.000
Limited Monte Carlo statistics 0.000 0.000
Statistics in Loose - Tight 0.000 0.000
Eged 0.002 -0.002
Esig 0.001 0.000
Total systematic 0.013 -0.012
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Table 6.27: Summary of systematic uncertainties for Oy in e+jets.

Summary of systematic uncertainties on asymmetry measurement

Aoz : 0.128 +0.113 (stat.) | -0.115 (stat.)
Source +o —0

Luminosity 0.001 -0.001
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Electron ID scale factor 0.001 -0.001
Electron momentum scale 0.000 0.000
Electron trigger efficiency 0.000 -0.002
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.001 -0.001
tt measured cross section 0.001 -0.001
tt branching fractions 0.000 0.000
Top mass 0.000 -0.001
MC background cross section 0.000 0.000
Signal modeling 0.010 0.000
PDF 0.005 -0.007
ISR/FSR variation 0.000 -0.014
Color reconnection 0.001 0.000
b fragmentation 0.000 -0.002
b tag TRF 0.002 -0.002
light tag TRF 0.000 -0.001
TRF for Summerl0 data set 0.000 -0.001
Taggability scale factor 0.000 0.000
Jet energy resolution 0.000 -0.006
Jet energy scale 0.000 -0.006
Sample-dependent JES 0.000 -0.001
b-jet energy scale 0.001 0.000
Jet reconstruction and identification 0.001 -0.001
Vetexconfirmation 0.002 0.000
Limited Monte Carlo statistics 0.003 -0.002
Statistics in Loose - Tight 0.001 -0.001
Eqcd 0.001 -0.001
Esig 0.001 0.000
Total systematic 0.012 -0.019
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Table 6.28: Summary of systematic uncertainties for O3 in e+jets.

Summary of systematic uncertainties on asymmetry measurement

Aops : -0.117 +0.115 (stat.) | -0.114 (stat.)
Source +o —0

Luminosity 0.001 -0.001
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Electron ID scale factor 0.001 -0.001
Electron momentum scale 0.000 0.000
Electron trigger efficiency 0.001 -0.001
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.001 -0.001
W heavy scale factor 0.000 0.000
tt measured cross section 0.001 -0.001
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.000 -0.008
PDF 0.009 -0.009
ISR/FSR variation 0.010 -0.006
Color reconnection 0.005 0.000
b fragmentation 0.000 0.000
b tag TRF 0.001 -0.001
light tag TRF 0.001 -0.001
TRF for Summerl0 data set 0.001 0.000
Taggability scale factor 0.001 0.000
Jet energy resolution 0.003 -0.004
Jet energy scale 0.002 0.000
Sample-dependent JES 0.002 0.000
b-jet energy scale 0.000 -0.001
Jet reconstruction and identification 0.001 -0.001
Vetexconfirmation 0.000 0.000
Limited Monte Carlo statistics 0.003 -0.003
Statistics in Loose - Tight 0.001 -0.001
Eqcd 0.002 -0.003
Esig 0.004 0.000
Total systematic 0.016 -0.015




126

Table 6.29: Summary of systematic uncertainties for O4 in e+jets.

Summary of systematic uncertainties on asymmetry measurement

Aopyq 2 0.098 +0.114 (stat.) | -0.115 (stat.)
Source +o —0

Luminosity 0.000 0.000
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Electron ID scale factor 0.000 0.000
Electron momentum scale 0.000 0.000
Electron trigger efficiency 0.000 -0.001
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.000 0.000
tt measured cross section 0.001 -0.001
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.007 -0.002
PDF 0.009 -0.009
ISR/FSR variation 0.018 0.000
Color reconnection 0.000 -0.004
b fragmentation 0.000 -0.001
b tag TRF 0.001 -0.001
light tag TRF 0.000 -0.001
TRF for Summerl0 data set 0.000 0.000
Taggability scale factor 0.000 -0.001
Jet energy resolution 0.005 0.000
Jet energy scale 0.004 0.000
Sample-dependent JES 0.000 -0.002
b-jet energy scale 0.000 0.000
Jet reconstruction and identification 0.000 0.000
Vetexconfirmation 0.000 -0.002
Limited Monte Carlo statistics 0.000 0.000
Statistics in Loose - Tight 0.000 0.000
Eqcd 0.000 0.000
Esig 0.000 -0.001
Total systematic 0.022 -0.011
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Table 6.30: Summary of systematic uncertainties for O7 in e+jets.

Summary of systematic uncertainties on asymmetry measurement

Aop7 : 0.079 +0.114 (stat.) | -0.115 (stat.)
Source +o —0

Luminosity 0.001 -0.001
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Electron ID scale factor 0.000 0.000
Electron momentum scale 0.000 0.000
Electron trigger efficiency 0.001 -0.004
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.001 -0.001
tt measured cross section 0.001 -0.001
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.007 0.000
PDF 0.009 -0.010
ISR/FSR variation 0.000 -0.009
Color reconnection 0.000 -0.002
b fragmentation 0.000 -0.001
b tag TRF 0.001 -0.001
light tag TRF 0.000 -0.000
TRF for Summerl0 data set 0.000 -0.001
Taggability scale factor 0.000 0.000
Jet energy resolution 0.001 -0.005
Jet energy scale 0.000 -0.008
Sample-dependent JES 0.002 0.000
b-jet energy scale 0.000 -0.002
Jet reconstruction and identification 0.004 -0.004
Vetexconfirmation 0.000 -0.001
Limited Monte Carlo statistics 0.001 -0.001
Statistics in Loose - Tight 0.000 -0.000
Eqcd 0.001 -0.001
Esig 0.003 0.000
Total systematic 0.013 -0.018
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Table 6.31: Summary of systematic uncertainties for O, in e+jets.

Summary of systematic uncertainties on asymmetry measurement

Apgq 1 -0.010 +0.115 (stat.) | -0.115 (stat.)
Source +o —0

Luminosity 0.000 0.000
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Electron ID scale factor 0.000 0.000
Electron momentum scale 0.000 0.000
Electron trigger efficiency 0.002 0.000
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.000 0.000
tt measured cross section 0.000 0.000
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.000 -0.005
PDF 0.010 -0.010
ISR/FSR variation 0.009 -0.008
Color reconnection 0.004 0.000
b fragmentation 0.000 0.000
b tag TRF 0.001 0.000
light tag TRF 0.000 0.000
TRF for Summerl0 data set 0.001 0.000
Taggability scale factor 0.000 0.000
Jet energy resolution 0.003 0.000
Jet energy scale 0.002 -0.001
Sample-dependent JES 0.001 0.000
b-jet energy scale 0.000 0.000
Jet reconstruction and identification 0.001 -0.001
Vetexconfirmation 0.001 0.000
Limited Monte Carlo statistics 0.000 0.000
Statistics in Loose - Tight 0.000 0.000
Eqcd 0.000 0.000
Esig 0.000 -0.003
Total systematic 0.015 -0.014
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Table 6.32: Summary of systematic uncertainties for Oy in e+jets.

Summary of systematic uncertainties on asymmetry measurement

Aoy : -0.182 +0.115 (stat.) | -0.113 (stat.)
Source +o —0

Luminosity 0.001 -0.001
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Electron ID scale factor 0.001 -0.001
Electron momentum scale 0.000 0.000
Electron trigger efficiency 0.000 -0.008
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.001 -0.001
tt measured cross section 0.001 -0.001
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.000 -0.008
PDF 0.011 -0.011
ISR/FSR variation 0.014 0.000
Color reconnection 0.002 -0.003
b fragmentation 0.000 0.000
b tag TRF 0.001 -0.002
light tag TRF 0.001 -0.001
TRF for Summerl0 data set 0.000 -0.001
Taggability scale factor 0.001 0.000
Jet energy resolution 0.000 -0.006
Jet energy scale 0.000 -0.005
Sample-dependent JES 0.000 0.000
b-jet energy scale 0.000 -0.008
Jet reconstruction and identification 0.008 -0.008
Vetexconfirmation 0.000 -0.007
Limited Monte Carlo statistics 0.003 -0.003
Statistics in Loose - Tight 0.001 -0.001
Eqcd 0.002 -0.002
Esig 0.003 0.000
Total systematic 0.020 -0.023
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Table 6.33: Summary of systematic uncertainties for O; in p-+jets.

Summary of systematic uncertainties on asymmetry measurement

Ao : 0.097 +0.111 (stat.) | -0.112 (stat.)
Source +o —0

Luminosity 0.001 -0.001
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Muon ID scale factor 0.000 0.000
Muon tracking scale factor 0.000 0.000
Muon isolation scale factor 0.000 0.000
Muon momentum scale 0.000 0.000
Muon trigger efficiency 0.001 -0.001
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.001 -0.001
tt measured cross section 0.001 -0.001
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.005 -0.001
PDF 0.011 -0.010
ISR/FSR variation 0.004 -0.004
Color reconnection 0.002 -0.002
b fragmentation 0.001 0.000
b tag TRF 0.001 -0.001
light tag TRF 0.001 -0.001
TRF for Summerl0 data set 0.000 0.000
Taggability scale factor 0.001 0.000
Jet energy resolution 0.000 -0.005
Jet energy scale 0.003 0.000
Sample-dependent JES 0.001 0.000
b-jet energy scale 0.000 -0.001
Jet reconstruction and identification 0.005 -0.005
Vetexconfirmation 0.001 0.000
Limited Monte Carlo statistics 0.007 -0.007
Statistics in Loose - Tight 0.000 0.000
Eqcd 0.000 0.000
Esig 0.000 0.000
Total systematic 0.016 -0.015
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Table 6.34: Summary of systematic uncertainties for Og in pu-+jets.

Summary of systematic uncertainties on asymmetry measurement

Aps 1 0.090 +0.111 (stat.) | -0.112 (stat.)
Source +o —0

Luminosity 0.001 -0.001
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Muon ID scale factor 0.000 0.000
Muon tracking scale factor 0.000 0.000
Muon isolation scale factor 0.000 0.000
Muon momentum scale 0.000 0.000
Muon trigger efficiency 0.001 -0.001
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.002 -0.001
tt measured cross section 0.002 -0.002
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.002 -0.009
PDF 0.011 -0.011
ISR/FSR variation 0.000 -0.001
Color reconnection 0.001 -0.005
b fragmentation 0.000 0.000
b tag TRF 0.001 -0.001
light tag TRF 0.000 0.000
TRF for Summerl0 data set 0.002 0.000
Taggability scale factor 0.000 -0.001
Jet energy resolution 0.005 -0.001
Jet energy scale 0.006 0.000
Sample-dependent JES 0.000 -0.002
b-jet energy scale 0.003 0.000
Jet reconstruction and identification 0.003 -0.003
Vetexconfirmation 0.001 0.000
Limited Monte Carlo statistics 0.006 -0.007
Statistics in Loose - Tight 0.000 -0.000
Eqcd 0.000 0.000
Esig 0.000 0.000
Total systematic 0.016 -0.017
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Table 6.35: Summary of systematic uncertainties for O3 in pu-+jets.

Summary of systematic uncertainties on asymmetry measurement

Aps : 0.015 +0.112 (stat.) | -0.112 (stat.)
Source +o —0

Luminosity 0.001 -0.001
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Muon ID scale factor 0.000 0.000
Muon tracking scale factor 0.000 0.000
Muon isolation scale factor 0.000 0.000
Muon momentum scale 0.000 0.000
Muon trigger efficiency 0.001 -0.001
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.001 -0.002
tt measured cross section 0.001 -0.002
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.008 -0.004
PDF 0.012 -0.012
ISR/FSR variation 0.008 0.000
Color reconnection 0.003 0.000
b fragmentation 0.002 0.000
b tag TRF 0.001 -0.001
light tag TRF 0.001 -0.001
TRF for Summerl0 data set 0.000 0.000
Taggability scale factor 0.001 0.000
Jet energy resolution 0.001 0.000
Jet energy scale 0.003 0.000
Sample-dependent JES 0.001 0.000
b-jet energy scale 0.000 -0.001
Jet reconstruction and identification 0.005 -0.005
Vetexconfirmation 0.000 -0.002
Limited Monte Carlo statistics 0.007 -0.006
Statistics in Loose - Tight 0.000 0.000
Eqcd 0.000 0.000
Esig 0.001 0.000
Total systematic 0.019 -0.015
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Table 6.36: Summary of systematic uncertainties for O4 in p-+jets.

Summary of systematic uncertainties on asymmetry measurement

Apg : -0.006 +0.112 (stat.) | -0.112 (stat.)
Source +o —0

Luminosity 0.000 0.000
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Muon ID scale factor 0.000 0.000
Muon tracking scale factor 0.000 0.000
Muon isolation scale factor 0.000 0.000
Muon momentum scale 0.000 0.000
Muon trigger efficiency 0.000 0.000
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.000 0.000
tt measured cross section 0.001 -0.001
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.000 -0.003
PDF 0.012 -0.013
ISR/FSR variation 0.002 0.000
Color reconnection 0.000 -0.002
b fragmentation 0.000 0.000
b tag TRF 0.000 0.000
light tag TRF 0.001 -0.001
TRF for Summerl0 data set 0.000 0.000
Taggability scale factor 0.000 -0.001
Jet energy resolution 0.000 -0.002
Jet energy scale 0.000 -0.005
Sample-dependent JES 0.000 0.000
b-jet energy scale 0.003 0.000
Jet reconstruction and identification 0.006 0.006
Vetexconfirmation 0.000 -0.001
Limited Monte Carlo statistics 0.004 -0.004
Statistics in Loose - Tight 0.000 0.000
Eqcd 0.000 0.000
Esig 0.000 0.000
Total systematic 0.015 -0.016
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Table 6.37: Summary of systematic uncertainties for O7 in p-+jets.

Summary of systematic uncertainties on asymmetry measurement

Aoz : 0.001 +0.112 (stat.) | -0.112 (stat.)
Source +o —0

Luminosity 0.000 0.000
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Muon ID scale factor 0.000 0.000
Muon tracking scale factor 0.000 0.000
Muon isolation scale factor 0.000 0.000
Muon momentum scale 0.000 0.000
Muon trigger efficiency 0.000 0.000
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.000 0.000
tt measured cross section 0.000 0.000
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.001 -0.005
PDF 0.013 -0.013
ISR/FSR variation 0.000 -0.007
Color reconnection 0.000 -0.002
b fragmentation 0.000 -0.000
b tag TRF 0.000 0.000
light tag TRF 0.002 -0.002
TRF for Summerl0 data set 0.002 0.000
Taggability scale factor 0.000 0.000
Jet energy resolution 0.002 0.000
Jet energy scale 0.000 -0.003
Sample-dependent JES 0.000 -0.002
b-jet energy scale 0.000 0.000
Jet reconstruction and identification 0.003 -0.003
Vetexconfirmation 0.004 0.000
Limited Monte Carlo statistics 0.002 -0.003
Statistics in Loose - Tight 0.000 0.000
Eqcd 0.000 0.000
Esig 0.000 0.000
Total systematic 0.015 -0.017
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Table 6.38: Summary of systematic uncertainties for O, in p-+jets.

Summary of systematic uncertainties on asymmetry measurement

Apg ¢ -0.040 +0.112 (stat.) | -0.112 (stat.)
Source +o —0

Luminosity 0.000 0.000
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Muon ID scale factor 0.000 0.000
Muon tracking scale factor 0.000 0.000
Muon isolation scale factor 0.000 0.000
Muon momentum scale 0.000 0.000
Muon trigger efficiency 0.000 0.000
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.000 0.000
tt measured cross section 0.001 -0.001
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.003 -0.002
PDF 0.013 -0.013
ISR/FSR variation 0.002 -0.005
Color reconnection 0.002 0.000
b fragmentation 0.002 0.000
b tag TRF 0.000 0.000
light tag TRF 0.003 -0.003
TRF for Summerl0 data set 0.000 -0.001
Taggability scale factor 0.001 0.000
Jet energy resolution 0.002 -0.003
Jet energy scale 0.000 -0.008
Sample-dependent JES 0.000 0.000
b-jet energy scale 0.000 -0.004
Jet reconstruction and identification 0.004 -0.004
Vetexconfirmation 0.000 -0.003
Limited Monte Carlo statistics 0.002 -0.002
Statistics in Loose - Tight 0.000 0.000
Eqcd 0.000 0.000
Esig 0.000 0.000
Total systematic 0.015 -0.018
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Table 6.39: Summary of systematic uncertainties for Oy in p+jets.

Summary of systematic uncertainties on asymmetry measurement

Aoy : 0.073 +0.111 (stat.) | -0.112 (stat.)
Source +o —0

Luminosity 0.001 -0.001
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Muon ID scale factor 0.000 0.000
Muon tracking scale factor 0.000 0.000
Muon isolation scale factor 0.000 0.000
Muon momentum scale 0.000 0.000
Muon trigger efficiency 0.001 -0.001
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.001 -0.001
tt measured cross section 0.001 -0.001
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.007 -0.007
PDF 0.013 -0.013
ISR/FSR variation 0.000 -0.007
Color reconnection 0.000 -0.005
b fragmentation 0.000 0.000
b tag TRF 0.001 -0.001
light tag TRF 0.002 -0.002
TRF for Summerl0 data set 0.000 0.000
Taggability scale factor 0.000 0.000
Jet energy resolution 0.001 -0.003
Jet energy scale 0.002 -0.001
Sample-dependent JES 0.000 -0.001
b-jet energy scale 0.000 0.000
Jet reconstruction and identification 0.006 -0.006
Vetexconfirmation 0.002 0.000
Limited Monte Carlo statistics 0.002 -0.002
Statistics in Loose - Tight 0.000 0.000
Eqcd 0.000 0.000
Esig 0.000 0.000
Total systematic 0.017 -0.019
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Table 6.40: Summary of systematic uncertainties for O; in lepton+jets.

Summary of systematic uncertainties on asymmetry measurement
Aoy : 0.053 +0.081 (stat.) | -0.081 (stat.)
Source +0o —0

Luminosity 0.001 -0.001
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Electron ID scale factor 0.000 0.000
Electron momentum scale 0.000 0.000
Electron trigger efficiency 0.001 -0.002
Muon ID scale factor 0.000 0.000
Muon tracking scale factor 0.000 0.000
Muon isolation scale factor 0.000 0.000
Muon momentum scale 0.000 0.000
Muon trigger efficiency 0.001 -0.001
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.001 0.001
tt measured cross section 0.001 -0.002
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.007 -0.003
PDF 0.013 -0.013
ISR/FSR variation 0.004 -0.002
Color reconnection 0.002 0.000
b fragmentation 0.000 0.000
b tag TRF 0.000 0.000
light tag TRF 0.000 0.000
TRF for Summerl0 data set 0.000 0.000
Taggability scale factor 0.001 0.000
Jet energy resolution 0.000 -0.005
Jet energy scale 0.000 0.000
Sample-dependent JES 0.001 0.000
b-jet energy scale 0.000 -0.001
Jet reconstruction and identification 0.002 -0.002
Vetexconfirmation 0.001 0.000
Limited Monte Carlo statistics 0.004 -0.004
Statistics in Loose - Tight 0.000 0.000
Eqcd 0.001 -0.001
Esig 0.003 0.000
Total systematic 0.017 -0.015
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Table 6.41: Summary of systematic uncertainties for O2 in lepton+jets.

Summary of systematic uncertainties on asymmetry measurement
Apsz : 0.106 +0.080 (stat.) | -0.081 (stat.)
Source +0o —0

Luminosity 0.000 0.000
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Electron ID scale factor 0.001 -0.001
Electron momentum scale 0.000 0.000
Electron trigger efficiency 0.000 -0.002
Muon ID scale factor 0.000 0.000
Muon tracking scale factor 0.000 0.000
Muon isolation scale factor 0.000 0.000
Muon momentum scale 0.000 0.000
Muon trigger efficiency 0.001 -0.001
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.000 0.000
tt measured cross section 0.001 -0.001
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.002 -0.001
PDF 0.013 -0.014
ISR/FSR variation 0.000 -0.007
Color reconnection 0.002 -0.002
b fragmentation 0.000 -0.001
b tag TRF 0.001 -0.001
light tag TRF 0.000 0.000
TRF for Summerl0 data set 0.002 0.000
Taggability scale factor 0.000 0.000
Jet energy resolution 0.001 -0.003
Jet energy scale 0.002 0.000
Sample-dependent JES 0.000 -0.002
b-jet energy scale 0.002 0.000
Jet reconstruction and identification 0.001 -0.001
Vetexconfirmation 0.001 0.000
Limited Monte Carlo statistics 0.003 -0.003
Statistics in Loose - Tight 0.000 0.000
Eqcd 0.000 0.000
Esig 0.001 0.000
Total systematic 0.014 -0.017
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Table 6.42: Summary of systematic uncertainties for Oz in lepton+jets.

Summary of systematic uncertainties on asymmetry measurement
Aps :-0.049 +0.081 (stat.) | -0.080 (stat.)
Source +0o —0

Luminosity 0.000 0.000
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Electron ID scale factor 0.001 -0.001
Electron momentum scale 0.000 0.000
Electron trigger efficiency 0.001 -0.001
Muon ID scale factor 0.000 0.000
Muon tracking scale factor 0.000 0.000
Muon isolation scale factor 0.000 0.000
Muon momentum scale 0.000 0.000
Muon trigger efficiency 0.001 -0.001
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.001 -0.001
tt measured cross section 0.001 -0.001
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.004 -0.005
PDF 0.014 -0.014
ISR/FSR variation 0.008 0.000
Color reconnection 0.003 0.000
b fragmentation 0.001 0.000
b tag TRF 0.000 0.000
light tag TRF 0.000 0.000
TRF for Summerl0 data set 0.000 0.000
Taggability scale factor 0.001 0.000
Jet energy resolution 0.002 -0.001
Jet energy scale 0.003 0.000
Sample-dependent JES 0.002 0.000
b-jet energy scale 0.000 -0.001
Jet reconstruction and identification 0.003 -0.003
Vetexconfirmation 0.000 -0.001
Limited Monte Carlo statistics 0.002 -0.002
Statistics in Loose - Tight 0.000 0.000
Eqcd 0.001 -0.001
Esig 0.006 0.000
Total systematic 0.019 -0.016




140

Table 6.43: Summary of systematic uncertainties for O4 in lepton+jets.

Summary of systematic uncertainties on asymmetry measurement
Aoy 2 0.046 +0.081 (stat.) | -0.081 (stat.)
Source +0o —0

Luminosity 0.000 0.000
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Electron ID scale factor 0.000 0.000
Electron momentum scale 0.000 0.000
Electron trigger efficiency 0.000 -0.001
Muon ID scale factor 0.000 0.000
Muon tracking scale factor 0.000 0.000
Muon isolation scale factor 0.000 0.000
Muon momentum scale 0.000 0.000
Muon trigger efficiency 0.000 0.000
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.000 0.000
tt measured cross section 0.001 -0.001
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.002 -0.002
PDF 0.014 -0.014
ISR/FSR variation 0.008 0.000
Color reconnection 0.000 -0.003
b fragmentation 0.000 0.000
b tag TRF 0.001 -0.001
light tag TRF 0.000 0.000
TRF for Summerl0 data set 0.000 0.000
Taggability scale factor 0.000 -0.001
Jet energy resolution 0.001 0.000
Jet energy scale 0.001 -0.003
Sample-dependent JES 0.000 -0.001
b-jet energy scale 0.002 0.000
Jet reconstruction and identification 0.004 -0.004
Vetexconfirmation 0.000 -0.001
Limited Monte Carlo statistics 0.002 -0.002
Statistics in Loose - Tight 0.000 0.000
Eqcd 0.000 0.000
Esig 0.002 0.000
Total systematic 0.017 -0.016
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Table 6.44: Summary of systematic uncertainties for O in lepton+jets.

Summary of systematic uncertainties on asymmetry measurement
Aop7 : 0.039 +0.081 (stat.) | -0.081 (stat.)
Source +0o —0

Luminosity 0.000 0.000
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Electron ID scale factor 0.000 0.000
Electron momentum scale 0.000 0.000
Electron trigger efficiency 0.001 -0.004
Muon ID scale factor 0.000 0.000
Muon tracking scale factor 0.000 0.000
Muon isolation scale factor 0.000 0.000
Muon momentum scale 0.000 0.000
Muon trigger efficiency 0.000 0.000
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.001 -0.001
tt measured cross section 0.001 -0.001
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.004 0.000
PDF 0.015 -0.015
ISR/FSR variation 0.000 -0.008
Color reconnection 0.000 -0.002
b fragmentation 0.000 -0.001
b tag TRF 0.000 0.000
light tag TRF 0.002 -0.002
TRF for Summerl0 data set 0.002 0.000
Taggability scale factor 0.000 0.000
Jet energy resolution 0.002 -0.002
Jet energy scale 0.000 -0.003
Sample-dependent JES 0.000 0.000
b-jet energy scale 0.000 -0.001
Jet reconstruction and identification 0.004 -0.004
Vetexconfirmation 0.002 0.000
Limited Monte Carlo statistics 0.000 0.000
Statistics in Loose - Tight 0.000 -0.000
Eqcd 0.001 -0.001
Esig 0.003 0.000
Total systematic 0.017 -0.019
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Table 6.45: Summary of systematic uncertainties for O, in lepton-+jets.

Summary of systematic uncertainties on asymmetry measurement
Apg 1 -0.025 +0.081 (stat.) | -0.081 (stat.)
Source +0o —0

Luminosity 0.000 0.000
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Electron ID scale factor 0.000 0.000
Electron momentum scale 0.000 0.000
Electron trigger efficiency 0.002 0.000
Muon ID scale factor 0.000 0.000
Muon tracking scale factor 0.000 0.000
Muon isolation scale factor 0.000 0.000
Muon momentum scale 0.000 0.000
Muon trigger efficiency 0.000 0.000
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.000 0.000
tt measured cross section 0.001 -0.001
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.002 -0.004
PDF 0.015 -0.015
ISR/FSR variation 0.001 -0.002
Color reconnection 0.003 0.000
b fragmentation 0.001 0.000
b tag TRF 0.000 0.000
light tag TRF 0.002 -0.002
TRF for Summerl0 data set 0.001 0.000
Taggability scale factor 0.000 0.000
Jet energy resolution 0.003 -0.001
Jet energy scale 0.000 -0.004
Sample-dependent JES 0.000 0.000
b-jet energy scale 0.000 -0.002
Jet reconstruction and identification 0.003 -0.003
Vetexconfirmation 0.000 -0.002
Limited Monte Carlo statistics 0.001 -0.001
Statistics in Loose - Tight 0.000 0.000
Eqcd 0.000 0.000
Esig 0.000 -0.001
Total systematic 0.016 -0.017
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Table 6.46: Summary of systematic uncertainties for Oy in lepton+jets.

Summary of systematic uncertainties on asymmetry measurement
Apyp : -0.053 +0.081 (stat.) | -0.080 (stat.)
Source +0o —0

Luminosity 0.000 0.000
Luminosity reweight 0.000 0.000
Data quality 0.000 0.000
PVz reweight 0.000 0.000
PV scale factor 0.000 0.000
Electron ID scale factor 0.001 -0.001
Electron momentum scale 0.000 0.000
Electron trigger efficiency 0.000 -0.008
Muon ID scale factor 0.000 0.000
Muon tracking scale factor 0.000 0.000
Muon isolation scale factor 0.000 0.000
Muon momentum scale 0.000 0.000
Muon trigger efficiency 0.001 -0.001
Zpr Reweighting 0.000 0.000
Z heavy scale factor 0.000 0.000
W heavy scale factor 0.000 0.000
tt measured cross section 0.000 0.000
tt branching fractions 0.000 0.000
Top mass 0.000 0.000
MC background cross section 0.000 0.000
Signal modeling 0.000 -0.005
PDF 0.015 -0.015
ISR/FSR variation 0.004 -0.005
Color reconnection 0.000 -0.005
b fragmentation 0.000 0.000
b tag TRF 0.000 0.000
light tag TRF 0.001 -0.001
TRF for Summerl0 data set 0.000 -0.001
Taggability scale factor 0.000 0.000
Jet energy resolution 0.000 -0.004
Jet energy scale 0.000 -0.001
Sample-dependent JES 0.000 -0.001
b-jet energy scale 0.000 -0.004
Jet reconstruction and identification 0.006 -0.006
Vetexconfirmation 0.000 -0.001
Limited Monte Carlo statistics 0.004 -0.004
Statistics in Loose - Tight 0.000 0.000
Eqcd 0.000 0.000
Esig 0.002 0.000
Total systematic 0.017 -0.021
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6.6 Asymmetry Results

To test CP violation in ¢t events decaying to lepton+jets in the D@ experiment, physics
observables are established in Reference [16]. With these physics observables, CP violating
asymmetries, asymmetry dilution, and systematic uncertainties are measured with two or
more b-tagged events in e+jets, pu+jets and lepton+jets. The final results for e+jets, p+jets
and lepton+jets are presented in Table 6.47, 6.48 and 6.49, respectively. In these tables, “x”

indicates there is no corresponding uncertainty.

Table 6.47: The final results of CP violating asymmetry measurements in e+jets channel.

Acentral Ostat. Odilution Osys. O stat.+dilution+sys.
Op | +0.007 [ T30 x [ 50088 o1
Oa | 40128 | T0435 | oo | Tooms 0121
Os | -0.117 | 0335 | o002 | “oos o1
O | +0.098 | “on15 | ooss | ‘oo 0120
O7 | +0.079 | "0135 | “ooos | “oous 019
Oa | -0.010 | o115 | Toos | oo o110
Op | -0.182 | T09y5 | Toos1 | Toons gt

Table 6.48: The final results of CP violating asymmetry measurements in p+jets channel.

Acentral O stat. O dilution Usys. Ostat.+dilution+sys.
O1 | 40.097 | %oy | x| Toons o3
Oz | +0.090 | To1ip | “ooss | Tooi7 0119
Os | +0.015 | Toy35 | %0%01 | Toois o1
Os | -0.006 | Tomi> | Toos | Toog it
O7 | +0.001 | Do | Toor | Tooi7 o1
Oa | -0.040 | Toi5 | o005 | Toius gt
Op | +0.073 | Touis | Toos0 | Foo19 0120
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Table 6.49: The final results of CP violating asymmetry measurements in lepton+jets channel.

Acentral Ostat. Odilution Osys. O stat.+dilution+sys.
Oy | +0.053 | 100 | Fo0T 0082
Oz | +0.106 | Togsi | 030 | ‘o017 0001
Os | -0.049 | Tooso | o001 | Toois 008>
O | +0.046 | Toosi | o2 | “oog 0088
O7 | +0.039 | Toosi | “ooos | Too01o o087
Oa | -0.025 | Do | Tooos | Tooi7 0086
Op | -0.053 | Toos0 | o5 | ‘0021 0000

Table 6.49 shows the final results for e+jets and u+jets channels combined. In this table,

the asymmetry of O is the most significant excursion:

[+jets: O = 0.106 708} (stat. + dilution + sys.)
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CHAPTER 7. Conclusion

The CP violating asymmetries for the ¢t pair production are measured in the lepton-jets
channel for 4281.66 pb~! of data at /s = 1.96 TeV. The b-tagging algorithm is used to reduce
background contributions significantly. The CP violating asymmetry results that combine

e+jets and p+jets are:

[+ jets O1 = +0.053 008 (stat. + dilution + sys.)
Oy = +0.106 005} (stat. + dilution + sys.)
O3 = —0.049 70083 (stat. + dilution + sys.)

O4 = +0.046 7008 (stat. + dilution + sys.)

O7 = +0.039 70087 (stat. + dilution + sys.)
The asymmetry results to measure CP conserving contamination in the CP-odd signal are:

I+ijets: O, = —0.025 10588 (stat. + dilution + sys.)

O, = —0.053 T5005 (stat. + dilution + sys.)

If the measurement uncertainties derived with statistical, dilution and systematic are consid-
ered, the measured asymmetries for all physics observables except Qo are consistent with the
Standard Model prediction. Also, O, and Oy are consistent with the Standard Model predic-
tion. But O2 gives the largest asymmetry when the measurement uncertainty is taken into
account. We could find about 1.20 statistical sensitivity at the Tevatron with 4281.66 pb~1.
In Table 6.49, the fractions of uncertainties for statistical, dilution and systematics are
about 80%, 17% and 3% in the physics observable Os. The statistical uncertainty is predomi-

nant in this analysis. The fractions of uncertainties can be interpreted as:
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1. The contributions of the systematic uncertainties are very small compared to the sta-
tistical uncertainty. The systematic uncertainties considered in this analysis show how
asymmetries vary by changing the contributions of backgrounds. Therefore, if back-
grounds are efficiently removed for this analysis, the systematic uncertainties becomes

very small and don’t affect the uncertainties of the asymmetry measurements.

2. The factors for asymmetry dilution studied in this analysis are related to D@ detector
performance. Uncertainties from these dilution factors can be considered as irreducible
factors. Especially, the energy resolution of D@ hadronic calorimeter gives the biggest
uncertainty to Og, O4, O7, O, and Op among the dilution factors. Thus, a hadronic
calorimeter which has a better energy resolution is needed, or more statistical sensitivity,

to measure a more accurate asymmetry.

3. This analysis is affected by the statistical uncertainty predominantly. To find CP vio-
lation and anomalous top-quark coupling, the statistical uncertainty should be reduced

significantly. Thus, more data are needed.

If we assume that the asymmetry of Oy is maintained at 10.6% at 12 fb~! and the b-tagging
probability is the same, the statistical uncertainty will be decreased by a factor of two. Under
this assumption, if we consider the dilution and systematic uncertainty, it will not be easy to
find a 30 statistical sensitivity at the Tevatron. The LHC already started accumulating data.
In the future, I hope that my friends at the LHC will find CP violation in ¢t production with

high statistics.
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APPENDIX A. Control Plots

A.1 Control Plots for e+4 jets before b-tagging

This chapter shows control plots for several kinematic variables drawn with before b-tag and
> 2 b-tags in e+4 jets and u+ 4 jets. The definitions of the kinematic variables are described

below. To estimate the tf signal, we used the measured cross section o, = 8.13 pb.

e x1,x9: momentum fractions (Bjorken x).

o (r1+x2) X p: x1,x2 are momentum fractions and p is proton or anti-proton momentum.
e Hp: sum of the transverse momenta of all jets.

. H%”: sum of the transverse energy of all objets in the final state.

° p:,W : the transverse momentum of the W boson.

e Centrality: Hy/H, H is the scalar sum of all jet energies.

e Sphericity: S = %()\2 + A3), A1 > Ao > A3 are the three eigenvalues of a normalized

o B
tensor S° = %fgﬁg, where «, 8 = 1,2,3 are the z, y and z components and p; is the
momentum of particle 7 in the event. A\ +Xa+ X3 = 1. S = 0 is 2-jet event (back-to-back)

and S &~ 1 corresponds to isotropic event. [78].

e Aplanarity: A = %)\3, A3 is the smallest eigenvalue of the normalized momentum tensor
S8 A is the value between 0 and % A =~ 0 is a planar event and A ~ % is an isotropic

event.

e Planarity: P = Ay — A\3. P = 1 is a back-to-back jet-like structure event while P =~ 0 is

high multiplicity isotropic event structure.
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Figure A.2: The comparison of Data and Monte Carlo before b-tagging in e+jets channel.
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A.2 Control Plots for y+4 jets before b-tagging
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Figure A.7: The comparison of Data and Monte Carlo before b-tagging in p+jets channel.
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A.3 Control Plots for e+4 jets with > 2 b-tags
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Figure A.9: The comparison of Data and Monte Carlo with > 2 b-tags in e+jets channel.
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Figure A.11: The comparison of Data and Monte Carlo with > 2 b-tags in e+jets channel.
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A.4 Control Plots for y+4 jets with > 2 b-tags
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APPENDIX B. Reflection at the Boundary of an Absorbing Medium

The following describes an addition to the GEANT4 code to properly treat reflection in
optical Cerenkov calorimeters.
Let a plane wave be incident on the boundary of a medium having a complex index of
refraction
N =n+ik
And let’s denote the angle of incidence by 6 and the angle of refraction by ¢. Now we express
the law of refraction in terms of the complex index of refraction in a purely formal way as

sin 0
sin ¢

Here the angle ¢ is a complex number. It turns out that ¢ is very useful in simplifying
the equations related to reflection and refraction by an absorbing medium. From the above

definition of ¢, we have
sin%6
N2

If we derive the coefficient of reflection using the boundary conditions giving the continuity

cosp =1/1—

of the tangential components of the electric and magnetic fields for TE polarization' and TM

polarization?.
0
reEp = W (TE polarization)
0
reM = M (T'M polarization)

Now we can get the reflectance for TE and TM polarization.

Rrg = |rre|*  (TE polarization)

!Transverse Electric, the electric field vector of incident wave is perpendicular to the plane of incidence
2Transverse Magnetic, the magnetic field vector of the incident wave is perpendicular to the plane of incidence
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Rry = ]rTM]2 (T M polarization)

The above two cases are only for purely TE and TM polarized optical photon [79].

In GEANT4, if we don’t set polarization for optical photon, the optical photon has random
polarization. In other words, an optical photon can have both a TE polarization component

3 we can derive

and a TM polarization component. So, by the definition of the reflectance
the reflectance of a randomly polarized optical photon. Let Ej be the electric field vector of
incident wave and E’ be the electric field vector of reflected wave for a randomly polarized
optical photon. Also, the electric field vector of incident wave is perpendicular and parallel to
the plane of incidence for TE and TM polarization, respectively. The electric field vector is
E L and E’h for TE and TM polarization respectively. If we write Eo and E’ in terms of E| i
and E—]|
Fo=EL+ B

E' = |rrp|EL + lrrv B,

we can get the reflectance for a randomly polarized optical photon at the boundary of an

absorbing medium.
po it VB _ e
- 72 2 2
| E|? BT+ E|

This implementation was added to the optical boundary process since GEANT 4.9.1 and
is being used for GEANT4 simulation.
http://geant4.web.cern.ch/geant4/UserDocumentation/UsersGuides/For ApplicationDeveloper/
Backup Versions/V9.3/html/AllResources/ TrackingAndPhysics/physicsProcessOptical.src/

GetReflectivity.pdf

3The reflectance is defined as the fraction of the incident light energy that is reflected
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APPENDIX C. Photon Identification for Run II Data

C.1 Introduction

ANN (Artificial Neural Networks) performs the selection of the high pr, isolated photons
efficiently and selected photons have played a important role for analyses which use photon
such as the h — 7 analysis [80]. The study to optimize photon selection and measuring scale
factors to account for the difference of photon selection efficiency between data and MC, are

conducted. This appendix is written based on Reference [90].

C.2 Data and MC Samples

The 2EMhighpt and 2MUhighpt dataset skimmed by the Common Sample Group are used

and the SAM definitions are:

e CSG_CAF_2EMhighpt_ PASS2_p21.10.00

CSG_CAF_2EMhighpt_PASS4_p21.10.00_p20.12.00

e CSG_CAF_2EMhighpt_PASS4_p21.10.00_p20.12.01

CSG_CAF_2EMhighpt_PASS4 p21.10.00_p20.12.02

CSG_CAF_2EMhighpt_PASS4 p21.10.00_p20.12.04

CSG_CAF_2EMhighpt_PASS4_p21.12.00_p20.12.05_allfix

CSG_CAF _2MUhighpt_PASS2_p21.10.00

e CSG_CAF_2MUhighpt PASS4 p21.10.00_p20.12.00
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CSG_CAF_2MUhighpt_PASS4_p21.10.00_p20.12.01

CSG_CAF_2MUhighpt_PASS4_p21.10.00_p20.12.02

CSG_CAF_2MUhighpt_PASS4_p21.10.00_p20.12.04

CSG_CAF_2MUhighpt_PASS4_p21.12.00_-p20.12.05_allfix

This study uses the QCD di-photon, emjet [81], Zee and Z — ppu+~y MC samples. Table C.1

shows the request IDs for MC samples.

Table C.1: Request IDs for this study are listed. PYTHIA [46] generates all events for these
samples [90].

MC sample Request IDs
QCD vy(m=15-50GeV) 99614-18
QCD yy(m=>50-130GeV) 90252-53,99619-21
QCD ~v(m=130-250GeV) 90254,99622-25
Z = pp+y 88454-55

EMjet (pThat=10-20GeV
EMjet (pThat=20-30GeV

) 93773,93782,93788,93798-99,94115-17

)
pThat=30-40GeV) 93016

)

)

93174,93187,93196

(
EMjet (
EMjet (pThat=40-60GeV 93015
EMjet (pThat=60-80GeV 93014
EMjet (pThat=80-120GeV) 93013
Z/vx —ee (m=15-60GeV) 86887-91,86898-902
Z/v* —ee (m=60-130GeV) 86882-6,86893-7,94342-51
Z/7% —see (m=130-250GeV) 104837-41

C.3 Event Selection

The primary vertex is required to be within the SMT fiducial regions: |zpy| < 60 cm.
Variables for photon selection are introduced in [82] and using those variables, each photon

candidate are required to satisfy:
e in CC (—1.1 < nger < 1.1) or EC (1.5 < |nget| < 2.5) n fiducial region

e Er (transverse energy) > 10 GeV



173

e id==+11 or 10
e isolation< 0.2
e EM fraction> 0.9

The electron candidates are selected in Z — ee MC and data with the tag-and-probe method
described in sction C.8. This method is applied to data in order to find Z — 1™+~ candidates,
where | = e, u. Detail event selection method is described in [84]. Photon candidates are
found using these selection criteria and Figures C.1 - C.4 show distributions of variables which
are used to select photon candidates, and their cut efficiencies as function of variables. The
distributions of variables of v, jet, Z — ee MC samples and Z — ee data are compared and
it is confirmed that photon and jet have distinguishable features in the distributions of these

variables.

C.4 Optimization for the Run IIb Data

C.4.1 Core Cuts

Table C.2 shows the previous (Run Ila data) selection criteria for photon candidate. But
while data are accumulated through Run IIb operation, W/Z~ events are expected to be found
significantly. Thus, the necessity to select the low transverse energy of photon (10 GeV) for
W /Z~ analysis arises. The “core(0” cut is designed for the analyses which use the low transverse
energy of photon. In addition, Artificial Neural Network (ANN) for photon selection are trained
and the output of ANN plays a role as one variable to select photon candidate [83]. Table C.3
shows the developed core definitions for photon selection.

The comparison of the old and new core cut performances are shown in Figures C.5 and
C.6. The new core cuts keep the similar signal efficiency as the old core definitions while
they reject more efficiently fake photons than the previous cuts. Figures C.7 - C.12 show
the efficiencies as function of the transverse momentum, detector  and ¢ of photons for all

individual core definitions. The scale factors are derived with Z — ee data and MC, and



Table C.2: The previous core definitions for the Run Ila data. The CC is referred to —1.1 <
Naet < 1.1 and EC is definded as 1.5 < |14e¢| < 2.5. The eql = 7-3‘772615 - 35.9Inget| + 45.7, and

eq2 = 7515, - 36.0:|nget| + 44.8 [90].
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Variables CCcorel | CCcore2 | ECcorel | ECcore2
Isolation < 0.10 0.07 0.10 0.07
EMfrac > 0.95 0.95 0.95 0.95
Track isolation < 2.5 2.0 2.0 1.5
HMx8 < - - - 10
Sigphi < 18 16 eql eql
Sigz < - - eq2 eq2

Table C.3: The developed core definitions for CC (—1.1 < nger < 1.1) and EC (1.5 < |nget| <
2.5) regions. The eql = 7.3-n%, - 35.9:[nget| + 45.7, and eq2 = 7.5:n3,, - 36.0:|nge| + 44.8.

These core definitions are applied to Run IIb data [90].

Variables CCcore0 | CCcorel | CCcore2 | ECcore0 | ECcorel | ECcore2
Isolation < 0.15 0.10 0.07 0.15 0.10 0.07
EMfrac > 0.90 0.95 0.97 0.90 0.95 0.97
Track isolation < 2.0 2.0 1.5 1.5 1.5 1.5
HMx8 < - - - - 30 30
Sigphi < 18 18 18 eql eql eql
Sigz < - - - eq2 eq2 eq2

ANN5 > 0.1 0.1 0.3 - - -

ANN4 > - - - 0.05 0.1 0.3

account for the different efficiencies between data and MC. The background subtraction is

performed in Z — ee data and the background subtraction method is described in section C.8.

C.4.2 “No-Track” Matching

Photon doesn’t leave hits to the tracking system, so if an EM object which passes core cut
has a track associated with itself, this photon candidate can be rejected. Two things can cause
that a photon candidate has a track: (1) A photon can be converted by the interaction with
the material of the inner tracking system through pair production process. (2) A random track
coming from underlying events can be overlaid to a photon candidate. This photon candidates
can be removed using the tracking matching probability (P;x). In addition, the track matching

probability can reduce the rate selecting photon candidates faked by electrons. The “hits on
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the road” method provides discrimination between photon and electron [85]. This hits on the

road discriminant (Dp,,) is only available for the CC (Central Calorimeter) region. To find

optimized cuts, signal efficiency and fake rate are investigated by varying both P and Dy,

and Figures C.13 - C.18 show the results correspond to core definitions. Table C.4 shows the

optimized Py, and Dy, cut values for all individual core definitions. Section C.8.2 describes

the efficiency that electron passes no-track match requirement, as function of pr, n4e; and Pges.

Table C.4: The recommended cuts for the spatial track match probability (P;.x) and hits on

the road discriminant (Dp,,) corresponding to core definitions. The scale factors and their

systematic uncertainties are estimated with Zv data and MC [90].

Variables CCcore0 CCcorel CCcore2 ECcore0 ECcorel ECcore2
P < 0.0 0.0 0.0 0.001 0.0 0.0
Dpor > 0.8 0.9 0.9 - - -

Scale factor | 0.988 £ 0.015 | 1.009 £ 0.015 | 1.009 £ 0.015 | 0.999 + 0.020 | 0.982 4+ 0.020 | 0.982 + 0.020
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Figure C.1: The distributions of variables to identify photon in the CC (—1.1 < nget < 1.1)
region produced with v, jet MC, and electron data and MC samples [90].
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Figure C.2: The efficiency vs variables for photon identification for the CC (—1.1 < nger < 1.1)
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region produced with v, jet MC, and electron data and MC samples [90].
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180

10<pT<60 GeV@-1.1 <N, l<1 A1 20<pT<120 GeV@-1.1 qde‘<1 A1
— = = 1
Q = Q =
c E c E
.20.95 .20.95
8 E 2 E A
E [ oF £ F
0.9 0.9 L
'2, E A . ; E M o
Sp.851 & 5p.85F
- E D E
0.8 o 0.8
= = ® Core0- new
0.75 ® Core0 - new 0.75
E E O Corel - new
0.7 O Corel - new 0.7
E Core2 - new E Core2 - new
0.65F B 0.65 N R
OGE A Corel -old 065 Coret - old
.6 .6 v -
E v Core2-old E Core2- old
0.555 0.555
B i v b e e e e e i B o v v e e e e e
0'50 2 4 6 8 10 12 14 0'50 5 10 15 20 25 30
rejection rate rejection rate

Figure C.5: The signal efficiency vs the rejection rate of core cuts in the CC region (—1.1 <
Naer < 1.1) for 10 < pr < 60 GeV (left) and 20 < pr < 120 GeV (right) [90].

10<p‘r<60 GeV @ 1_5<|nde'|<2_5 20<pT<120 GeV @ 1.5<h]de‘|<2.5
> 1 > 1
) E oy £
c E c E
.20.95 .20.95 A
2 £ 2 =
T 0.9 T 0.9
g a5k A g a5k °
.85 .85
g’, E ° 50 E Y
0.8; 0.8;
0.75; ® Core0 - new 0.75; ® Core0 - new
E - v E
07 O Corel - new O Corel - new
0.65 Core2 - new 0.65— Core2 - new
E A Corel - old E A Corel- old
0.6 0.6
E v Core2- old = v Core2- old
0.55[ 0.55[
Evv v b v b b b o SRR RETRTI I SR SN R
05 z ] 0 214 0.5 5 10 15 20 25 30
rejection rate rejection rate

Figure C.6: The signal efficiency vs the rejection rate of core cuts in the EC region (1.51 <
[Ndet| < 2.5) for 10 < pp < 60 GeV (left) and 20 < pp < 120 GeV/(right) [90].



181

core0 @ - 1.1<ndet<1.1
> 1 2105
e E o [
20.9F —V——V—V— V== C
;..5:’ Ey Y __-‘t‘ Uy
wo.8 __—._—" -
5——_‘_+ 0.95
0.7F 951
o.sf—+ e Zee data 09:
050 s Zee MC *
ol v YMC s
F emjet MC -
0.3F 0.8
0.2F -
E 0.75
0.1 o
:IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII 0 -IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
Q075 20 25 30 35 40 45 50 55 60 40 15 20 25 30 35 40 45 50 55 60
P, (GeV) P, (GeV)
- 1051
e 1 o r 4
S | _ re
R i itias e Ry SR SLIEEEET ST P ERL R PO
0 F X i ———f el O
o.asv—%* 4 P N .
- B < 0.95(—
0.6\ 0.9F
- 0.85F
0.4 r
- 0.8
0.2\ -
i 0.75F
_I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I :I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I
03 -05 0 0.5 1 0773 -05 0 0.5 1
T]L:Iet T]det
> .,1.:,05_
2 1 v [
s -
£ VAN RAL R A LA AAL ANG & 2R A Ll S N i i
hT n ﬂr“M-r—
0.8l N i an = -o-
i 0.95F
0.6\ 0.9
- 0.85|
0.4 r
- 0.8
0.2~ -
I 0.75—
v by b by by by 1 Lo by v o by by by vy a by gy oy 1y
% 1 2 3 4 5 6 075 1 2 3 4 5 6
det det

Figure C.7: The efficiency that the preselected EM clusters pass CCcore0 requirements vs
T, Ndet and ¢ger for Run IIb data and MC (left). The ratio of the efficiency derived with
Z — ee data to that with MC (right). This ratio is scale factor that accounts for the different
efficiency between data and MC [90].



182

corel @ - 1.1<ndei<1.1

> 1 2051
M: . i
A e Aforermmo oo
'uio.s:—_| —4 = -
07k 0.95F S Sy
06F e Zee data 0.9F
0.5F » Zee MC F
E 0.85F
0.4 v YMC C
0.3F emjet MC 0.8f
0.2F -
E 0.75
0.1F -
S T S TS R N P P 0'....I....I....I....I....I....I....I....
% 25 30 35 40 45 50 55 60 %0 25 30 35 40 45 50 55 60
p. (GeV) p. (GeV)
T T
y L05¢
5T "R M
& r ‘*fﬁt‘*’l‘—f‘f"*"ﬁ%‘* L b iy >
El X o8y 0ea® on o
0.8 ¥ * | ITNE SN oo
;l:‘ ¥ 0.950
0.6\ 0.9F
- 0.85|
0.4\ N
- 0.8
0.2 -
L 0.75~
i R T Bt N B B
03 205 0 0.5 1 073 205 0 0.5 1
rldet T]det
oy L05
5 1 "] F
5 , ek e g e easeeen s eseeennane
it e & & 2 % B e e s
0.8 PP e an SRR e
L 0.95—
0.6\ 0.9
- 0.85|
0.4 -
- 0.8
0.2\ -
3 0.75—
-IIIIIIIIIIIIIIIIIIIIIIIIIIIIIII :IIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
% 1 2 3 4 5 6 07 1 2 3 4 5 6
det det

Figure C.8: The efficiency that the preselected EM clusters pass CCcorel requirements vs
Py Ndet and ¢ger for Run IIb data and MC (left). The ratio of the efficiency derived with
Z — ee data to that with MC (right). This ratio is scale factor that accounts for the different
efficiency between data and MC [90].



183

core2 @ - 1.1<ndei<1.1
> 1 1051
2 o [
20.9F 1:
E F _ -.:-.&_' —————— e SRR AnnmTo T enRTRRRRT
wo.8 _v_—vi:‘__y‘_ g o ﬁh‘—
Ev— N = . e .
0.7F —¢— & 0.95[-
46— C
0.55— 0.9:_
0.5F e Zee data F
o4k s Zee MC 0.85
0.35— M YMC 0.8:—
02f emjet MC i
= 0.75
0.1F o
:IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII 0-IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
% 25 30 35 40 45 50 55 60 50 25 30 35 40 45 50 55 60
P, (GeV) p, (GeV)
> 1151
2 1+ ¢ F
s [ 11E
g r oS S o= S 2o Tt - 4
0.8 *44 *, 1.05}
- T = ’.
- E ffessssesmssasasaaaaaanaganana LT
W_* P < :—.—.—v‘.w"_
0.6(8 -Af iR EEEEE e SEEEEELECEEEEEEEEE
i 0.9F
0.4 E
o 0.85
02l 0.85—
i 0.75F
A A A I A, L B Ey o
0= -05 0 0.5 1 0773 -05 0 0.5 1
1’]det T]det
> L05[
2 1 w [
8 | r
s | N R S S RS GEEEICEELTPY JURERE
gk . ) O o oo
0.8 [P VP voror XYy gy Yoy VY Y vor Wr R Yy 095;__________________-9-__.‘*;1—_________‘_
0.6 0.9
- 0.85|
0.4 C
- 0.8
0.2 -
L 0.75—
-IIIIilIllilllIillllillllillllil :IIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
% 1 2 3 4 5 6 0.7 1 2 3 4 5 6
det q)del

Figure C.9: The efficiency that the preselected EM clusters pass CCcore2 requirements vs
P7, Ndet and ¢ger for Run IIb data and MC (left). The ratio of the efficiency derived with
Z — ee data to that with MC (right). This ratio is scale factor that accounts for the different
efficiency between data and MC [90].



p20 core0 @ 1.5<mdet|<2.5

184

> 1 105
e E o [
209 v .“ g ————— L
[3) F —v—TVN—— V"%
E r —‘——‘—&——"H
o ==
0.7F 0.95—
06F e Zee data "
0.5F » Zee MC :
0.4F v yMC 0.85;
0.3F emjet MC 0.8F
0.2F -
= 0.75
0.1 o
ST PR PR PR PR PR PET FRNT PP P 07'....I....I....I....I....I....I....I....I....I....
Q015 20 25 30 35 40 45 50 55 60 90 15 20 25 30 35 40 45 50 55 60
P, (GeV) p, (GeV)
> 105
o q o [
3 t o 4
,:;_’ - ‘“ 1l_|- ------- ‘ ---------- s -- q-+-$-- -
mos- _q_ L g _H_
l_’l'. ]
0.6~ 0.9
- 0.85F
0.4~ C
- 0.8
0.2~ -
L 0.75F
I [ i i i i i ' :....I....I....I....I....I....I....I....I....I....
sy S 2 25 0{5796 1.7 18 1.9 2 21 22 23 24 25
det T]del
> 105
o q o [
2 - r ——
(4]
= L e ] {presssssssssssssnnnnnn. .-....-.p—-—.-—-----
“o 8’_’?#15—%‘&%&'%#& —— _— —]
"t 0.95F
0.6~ 0.9
- 0.85F
0.4 C
- 0.8
0.2\~ -
L 0.75F
v by by v by v b v by g 1y Co v by v by by v b v by g g by
% T 2 3 4 5 8 0.7 T 2 3 4 5 8
det det

Figure C.10: The efficiency that the preselected EM clusters pass ECcore0 requirements vs
P, Ndet and Pger for Run IIb data and MC (left). The ratio of the efficiency derived with
Z — ee data to that with MC (right). This ratio is scale factor that accounts for the different
efficiency between data and MC [90].



p20 core1l @ 1.5<|ndet|<2.5
o 1 2050
2 F o [
20.9F o« 1:
ifio.g :':__!__-k"‘_ A ———— e S o
075_ ogsf_ ------------- -,; ------- -_-QT-W&
0.6F C
o 0.9
o5k o Zee data 3
“E s Zee MC 2
04 0.85F
“E v Y MC -
03F emjet MC 0.8
0.2F r
E 0.75
0.1 o
:IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII 0-IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
%0 "25 30 35 40 45 50 55 60 %0 25 30 35 40 45 50 55 60
P, (GeV) p, (GeV)
> 1051
S 4L é [
-9 I~ :
Q | -
E i r 15 ----------------- .- -—-+-—-—+—-7*-_
0.8 .‘V‘w _ﬁ ++
e v, 0.95[F T T msmsmsmsmsmsmsnsnsnas
_ﬂ’ oo | -
0.6 0.9F
- 0.85|
0.4 r
- 0.8
0.2 -
- 0.75~
I :IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
S —————" 015796 17 1.8 19 2 24 22 23 24 2.
det T]del
> 105
g 1~ » r
2 - r ——
;,% - v vy TFeeecaccaaecacaannnnnns . LI T
o v V ~V-V~V~V~ YWyy. .v'v'y.’v.y Al \ — d = _
0.8 A SASARL /SRRAL ARRAARAL S i —o
?‘—‘:’: =.= 0_95:_ """"""""" + """"""""
0.6\ 0.9
- 0.85|
0.4 r
- 0.8
0.2 -
L 0.75—
v by b by by by 1 Lo v by v o by by by vy a by oy oy 1y
% 1 2 3 4 5 6 075 1 2 3 4 5 6
det det

185

Figure C.11: The efficiency that the preselected EM clusters pass ECcorel requirements vs
P, Ndet and Pger for Run IIb data and MC (left). The ratio of the efficiency derived with
Z — ee data to that with MC (right). This ratio is scale factor that accounts for the different
efficiency between data and MC [90].
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Figure C.12: The efficiency that the preselected EM clusters pass ECcore2 requirements vs
PT,y Ndet and ¢ger for Run IIb data and MC (left). The ratio of the efficiency derived with
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Figure C.13: The performance of “no-track” match. The efficiency that v selected with CC-
core0 cut in data or MC passes Py, and Dp,, requirement, is referred to signal efficiency, and
the efficiency that electron or jet selected as photon by CCcore0 cut in data or MC passes
Py, and Dy, requirement, is referred to fake rate. Top left (10< pr <60 GeV) and right
(20< pr <120 GeV) are v vs electron efficiency plot in data. Mid left (10< py <60 GeV) and
right (20< pr <120 GeV) are 7 vs electron efficiency plot in MC. Bottom left (10< pp <60
GeV) and right (20< pr <120 GeV) are 7y vs jet efficiency plot in MC [90].
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Figure C.14: The performance of “no-track” match. The efficiency that v selected with CC-
corel cut in data or MC passes Py, and Dy, requirement, is referred to signal efficiency, and
the efficiency that electron or jet selected as photon by CCcorel cut in data or MC passes
Py, and Dy, requirement, is referred to fake rate. Top left (10< pr <60 GeV) and right
(20< pr <120 GeV) are « vs electron efficiency plot in data. Mid left (10< pr <60 GeV) and
right (20< pr <120 GeV) are v vs electron efficiency plot in MC. Bottom left (10< pr <60
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Figure C.15: The performance of “no-track” match. The efficiency that v selected with CC-
core2 cut in data or MC passes Py, and Dp,, requirement, is referred to signal efficiency, and
the efficiency that electron or jet selected as photon by CCcore2 cut in data or MC passes
Py, and Dy, requirement, is referred to fake rate. Top left (10< pr <60 GeV) and right
(20< pr <120 GeV) are v vs electron efficiency plot in data. Mid left (10< pp <60 GeV) and
right (20< pyr <120 GeV) are 7 vs electron efficiency plot in MC. Bottom left (10< pp <60
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GeV) and right (20< pr <120 GeV) are 7y vs jet efficiency plot in MC [90].
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C.5 Optimization for the Run ITa Data

Photon selection efficiencies in the Run Ila data are rederived with the new photon defini-
tion as well as the ANN output. The 2EMhighpt and 2MUhighpt skimmed datasets provided

by the Common Sample Group are used:
e CSG_CAF_2EMhighpt PASS3 p18.14.00
e CSG_CAF _2MUhighpt PASS3 p18.14.00
The QCD di-photon, emjet, Z — ee and Z — uu + v MC samples are used for this Run Ila

study. Table C.5 shows the corresponding SAM requests.

Table C.5: Request IDs used for the Run Ila study are listed. PYTHIA [46] generates all
events for these samples.

MC sample p17 ReqlD
QCD ~y(m=>50-130GeV) 90212
QCD vv(m=130-250GeV) 90213

Z = pp+ 90534-5
EMjet (pThat=30-40GeV) 71332
EMjet (pThat=40-60GeV) 72212
EMjet (pThat=60-80GeV) 72213
EMjet (pThat=80-120GeV) | 72214
Z/~v+ —ee (m=60-130GeV) 38770-84
Z/vyx —ee (m=130-250GeV) | 41249-50

The event selection described in section C.3 is applied to both data and MC. The distri-
butions of variables used for photon selection are shown in Figures C.20 and C.21 . Table C.6
describes the new core definitions ant their requirements and Figure C.22 shows the developed
performance of the new core definitions compared to the previous core definitions. Figures C.25
- C.30 show the efficiencies as function of the transverse momentum, detector 1 and ¢ of pho-
tons for all individual core definitions for Run Ila, and corresponding scale factors derived with
Z — ee data and MC. The background subtraction is performed in Z — ee Run Ila data and
the background subtraction method is described in section C.8.

Using photons passed core cuts in Table C.6, the ”no-track” match requirement which is

combination of the spatial track match probability and the "hits on the road” discriminant is
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Table C.6: Run ITa core definitions for CC (—1.1 < nge; < 1.1) and EC (1.5 < |nget| < 2.5)
regions. The eql = 2.74-n3, - 16.3:|nget| + 25.0, and eq2 = 5.96:n3,, - 30.6|n4e¢| + 40.7 [90].

Variables CCcore0 | CCcorel | CCcore2 | ECcore0 | ECcorel | ECcore2
Isolation < 0.15 0.10 0.07 0.15 0.10 0.07
EMfrac > 0.90 0.95 0.97 0.90 0.95 0.97
Track isolation < 2.0 2.0 1.5 1.5 1.5 1.5
HMx8 < - - - - 30 30
Sigphi < 14 14 14 eql eql eql
Sigz < - - - eq2 eq2 eq2

ANN5 > 0.1 0.1 0.3 - - -

ANN4 > - - - 0.05 0.1 0.3

and their systematic uncertainties are estimated with Z~ data and MC [90].

Table C.7: The recommended cuts for the spatial track match probability (Ps.x) and the hits
on the road discriminant (Dp,,.) corresponding to core definitions in Run IIa. The scale factors

Variables CCcore0 CCecorel CCcore2 ECcore0 ECcorel ECcore2
P < 0.0001 0.0001 0.0001 0.001 0.0001 0.0001
Dpor < 0.5 0.5 0.5 - - -

| Scale factor | 0.987+0.020 [ 0.98740.020 | 0.987:£0.020 | 0.98940.025 [ 0.992+0.025 | 0.992:0.025 |

applied to select no-track matched photon and Figure C.23 shows the signal efficiency vs the
fake rate distributions for the various P and Dy, cut values. The optimized P, and Dy,
cuts for all individual core cuts and scale factors for corresponding cases are described in Ta-

ble C.7. Section C.8.2 describes the efficiency that electrons pass no-track match requirement,

as function of pr, nger and @get-
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Figure C.16: The performance of “no-track” match. The efficiency that ~ selected with EC-
core0 cut in data or MC passes P, requirement, is referred to signal efficiency, and the
efficiency that electron or jet selected as photon by ECcore0 cut in data or MC passes Py
requirement, is referred to fake rate. Top left (10< pr <60 GeV) and right (20< ppr <120 GeV)
are 7y vs electron efficiency plot in data. Mid left (10< pp <60 GeV) and right (20< pp <120
GeV) are 7 vs electron efficiency plot in MC. Bottom left (10< pr <60 GeV) and right
(20< pr <120 GeV) are v vs jet efficiency plot in MC [90].
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Figure C.17: The performance of “no-track” match. The efficiency that v selected with EC-
corel cut in data or MC passes P, requirement, is referred to signal efficiency, and the
efficiency that electron or jet selected as photon by ECcorel cut in data or MC passes P
requirement, is referred to fake rate. Top left (10< pr <60 GeV) and right (20< pr <120 GeV)
are 7y vs electron efficiency plot in data. Mid left (10< pr <60 GeV) and right (20< pr <120
GeV) are 7 vs electron efficiency plot in MC. Bottom left (10< pr <60 GeV) and right
(20< pr <120 GeV) are v vs jet efficiency plot in MC [90].
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Figure C.18: The performance of “no-track” match. The efficiency that v selected with EC-
core2 cut in data or MC passes P, requirement, is referred to signal efficiency, and the
efficiency that electron or jet selected as photon by ECcore2 cut in data or MC passes Pk
requirement, is referred to fake rate. Top left (10< pr <60 GeV) and right (20< pr <120 GeV)
are 7y vs electron efficiency plot in data. Mid left (10< pp <60 GeV) and right (20< pr <120
GeV) are 7 vs electron efficiency plot in MC. Bottom left (10< pr <60 GeV) and right
(20< pr <120 GeV) are v vs jet efficiency plot in MC [90].
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Figure C.19: The “no-track” matching efficiencies as function of photon pr in Z — It~ +
data and Z — p*pu~ +~ MC for CCcore0 (top left), CCcorel (top right), ECcore0 (bottom
left), and ECcorel (bottom right), and their scale factors vs pr [90].
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Figure C.20: The distributions of variables to identify photon in the CC (—1.1 < nger < 1.1)
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region produced with v, jet MC and electron data and MC samples for Run IIa [90].



-

20<p <120 GeV @ - 1.14), <1.1

a

o 2 ©
©

si@al etficigncy
o

o
©

0.75
0.7

0.65

0.6

0.55

O Corel - new

Core2 - new

A old

0.5

o

Figure C.22: The signal efficiency vs the rejection rate of core cuts in the CC (—1.1 < nger <
1.1) region (left) and the EC (1.51 < |nget| < 2.5) region (right) for 20 < pr < 120 GeV [90].

N © o 2 ©
S © A

o
N o ®

signal effi:gency (v gata)

0.65
0.6
0.55
0.5

(=)

Figure C.23: The performance of “no-track” match for CC (left) and EC (right). The efficiency
that + selected with core cuts passes P,r and Dp,, requirement, is referred to signal efficiency,
and the efficiency that electron or jet selected as photon by core cut passes P and Dy,

rejection rate

20<pT<120 GeV@-1.1 qde‘<1 .1 -- corel

-

<p_<1 e 1.5< <25
20 K 20 GeV @ de‘|2

o

A

©

o 2 ©

siggal etficigncy
o

o
©

Corel - new

Core2 - new

old

. \50

o

10 15 20

rejection rate

20<pT<120 GeV @ 1'5<mde:|<2'5 -- corel

Y (MC)

> OO «» eD>0OO0 «» @

TrkProb<0.001 + HorProb<0.5

TrkProb<0.001 + HorProb<0.6
TrkProb<0.001 + HorProb<0.7

[

TrkProb<0.001 + HorProb<0.8
TrkProb<0.001 + HorP: 0.9

o TrkProb<0.001

nal efficienc

TrkProb<0.001

TrkProb<0.0001 + HorProb<0.5
TrkProb<0.0001 + HorProb<0.6
TrkProb<0.0001 + HorPrab<0.7
TrkProb<0.0001 +-HorPreb<0.8

© TrkProb<0.0001

TrkProb<0.0001 + HorProb<0.9

TrkProb<0.0001

0.01 002 003 00

4005 0.06 007

fake rate (e data)

requirement, is referred to fake rate [90].

0.08 009 0.1

%365 027 0275 028 0285 029 0295 03 0305 031
fake rate (e MC)




199

Toup <60 GoV @ 1111~ ore0 10<p,<60 GeV @- 1.1, <1.1 - coreT

T | 1i% + T | e | +

o8l 08l x2/ndf=3.777/3
o 21Ty data (1 = osr
e Z->ll+y data (I=e, ) et 858713 s eda (e
- > =
+Y 5 W) 0 Z- sy MC Prob 0.2865
o7 o7 Prob 0.3135 o o7t
o Z-j*w+y MC po 0.9859 + 0.0140
po 0.987 £ 0.014
06 0.6~ 0.6~ 0.6~
{8 P I T AN SRR AT SR Y [ T I TR I PR AT PO Y P P FEVRT T YRR SR IYEVE SR PO sl vl bl s,
10 15 20 25 30 35 40 45 50 10 15 20 25 30 35 40 45 50 10 15 20 25 30 35 40 45 50 10 15 20 25 30 35 40 45 50
P, (GeV) P, (GeV)
1.05

1;%%7: i g %‘%:: M;%HF——

09 09
0.9 09F
08l 0.85]- 08l 0.85]
2/ ndf = 0.7647 /
i os[- [x2/ndf=0.7149/3 ogf |1/ ndf=0.7647/3
wl e Z->l+y data (1= e, n) o7l e Z->il+y data (I = e, n)
. 0.750 - 0.75 | Prob 0.8579
o Z-uu+y MC Prob 0.8697 -
o Z-3u1u+y MC
07 o7p 0
0.9924 + 0.0217
06 PO 0.9889+0.0216 o6 i
.65 065
ol ln bl b IR IR P AR I P P FVRT Y FYTRR SR IYEVE SR PO osb il bl sl
10 15 20 25 30 35 40 45 50 10 15 20 25 30 35 40 45 50 10 15 20 25 30 35 40 45 50 10 15 20 25 30 35 40 45 50
p, (GeV) p, (GeV)

Figure C.24: The “no-track” matching efficiencies as function of photon pr in Z — [T~ + v
data and Z — ptpu~ + v MC for CCcore0 (top left), CCcorel (top right), ECcore0 (bottom
left), and ECcorel (bottom right), and their scale factors vs pp [90].
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Figure C.28: The efficiency that the preselected EM clusters pass ECcore0 requirements vs
PTy Ndet and ¢ger for Run IIb data and MC (left). The ratio of the efficiency derived with
Z — ee data to that with MC (right). This ratio is scale factor that accounts for the different
efficiency between data and MC [90].
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Figure C.29: The efficiency that the preselected EM clusters pass ECcorel requirements vs
P, Ndet and Pgey for Run IIb data and MC (left). The ratio of the efficiency derived with
Z — ee data to that with MC (right). This ratio is scale factor that accounts for the different
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Figure C.30: The efficiency that the preselected EM clusters pass ECcore2 requirements vs
PT, Ndet and ¢ger for Run IIb data and MC (left). The ratio of the efficiency derived with
Z — ee data to that with MC (right). This ratio is scale factor that accounts for the different
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C.6 Scale Factors and Systematic Uncertainties

Optimized photon selection and no-track matching cuts for Run IIb and Run Ila are shown

in Tables C.3, C.4, C.6 and C.7, and their systematic uncertainties are shown in Table C.8.

The main systematic uncertainty sources are:

e Uncertainty of cut efficiency based on the calorimeter and pre-shower variables. The one

standard deviation of the fitted scale factor is taken into account.

deviations of scale factors are shown in Figures C.7 - C.12 and C.25 - C.30.

The one standard

e Uncertainty coming from the no-track match. The scale factors are estimated with

Z — I~ data and MC. The statical uncertainty of data is their main uncertainties, and

this is considered as the systematic uncertainty. Figures C.19 and C.24.

e Since the scale factors are measured with Z — ee data and MC, there exists difference

between v and electron. The efficiency difference between v and electron are taken into

account and conservatively 1% is assigned.

Table C.8: Systematic uncertainties for p20 (p17) photon identification [90].

Systematic uncertainty | CCcore0 (%) | CCcorel (%) | CCcore2 (%) | ECcore0 (%) | ECcorel (%) | ECcore2 (%)
Core cuts 2.0 2.0 2.0 2.0 2.0 2.0
No-track match 1.5 (2.0) 1.5 (2.0) 1.5 (2.0) 2.0 (2.5) 2.0 (2.5) 2.0 (2.5)
Diff. eff. b/w e and v 1.0 1.0 1.0 1.0 1.0 1.0
Total 2.7 (3.0) 2.7 (3.0) 2.7 (3.0) 3.0 (3.4) 3.0 (3.4) 3.0 (3.4)

The corel and core2 cuts are suggested to used for photon pr > 20 GeV and the core0 is

designed for the low pr of photon. In addition, the core2 cut selects high purity of photons

and this cut is proper for the di-photon cross section measurement. Tables C.9 - C.11 show

the final scale factors with systematic uncertainties corresponding to Run Ila or Run IIb data

and core cuts.

C.7 Conclusion

The recommended cuts for the photon identification and their scale factors with systematic

uncertainties for Run II data taken from April 2002 to June 2009 are described.
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Table C.9: Scale factors and their systematic uncertainties for the Run IIb CCcore0 and Run
ITa CCcore cuts [90].

pr (GeV) | Run IIb CCcore0 | Run ITa CCcore0 | Run Ila CCcorel | Run ITa CCcore2
10 - 15 0.905 + 0.100 0.891 4+ 0.144 - -
15 - 20 0.932 + 0.037 0.918 £ 0.056 - -
20 - 25 0.949 £ 0.027 0.937 £+ 0.030 0.922 £+ 0.030 0.899 + 0.033
25 - 30 0.960 4+ 0.027 0.950 £ 0.030 0.938 £ 0.030 0.920 £ 0.030
30 - 33 0.965 £ 0.027 0.958 + 0.030 0.949 + 0.030 0.935 £ 0.030
33 - 35 0.968 £ 0.027 0.961 £+ 0.030 0.954 + 0.030 0.943 + 0.030
35 37 0.969 + 0.027 0.964 + 0.030 0.959 + 0.030 0.949 £+ 0.030
37 -39 0.970 £+ 0.027 0.965 + 0.030 0.963 £ 0.030 0.954 £+ 0.030
39 - 41 0.971 £+ 0.027 0.967 + 0.030 0.966 £ 0.030 0.959 £ 0.030
41 - 43 0.972 £+ 0.027 0.968 £ 0.030 0.970 £+ 0.030 0.964 + 0.030
43 - 45 0.972 + 0.027 0.969 £ 0.030 0.973 £ 0.030 0.968 + 0.030
45 - 50 0.973 + 0.027 0.970 £ 0.030 0.978 £ 0.030 0.975 £ 0.030
> 50 0.973 + 0.027 0.972 + 0.030 0.985 £ 0.030 0.985 + 0.030

Table C.10: Scale factors and their systematic uncertainties for all Run IIb core cuts except

CCcore0 [90].
Run IIb CCecorel CCcore2 ECcore0 ECcorel ECcore2
Scale factor | 0.992 £ 0.027 | 0.989 &£ 0.027 | 0.975 &£ 0.030 | 0.965 &£ 0.030 | 0.935 £ 0.030

Table C.11: Scale factors and their systematic uncertainties for the Run ITa ECcore cuts [90].

Tldet

ECcore0

ECcorel

ECcore2

1.5-1.6

0.957 £ 0.040

0.957 £+ 0.044

0.953 £+ 0.040

1.6 -1.7

0.958 £ 0.040

0.962 £ 0.044

0.957 £+ 0.040

1.7 -1.8

0.964 £ 0.040

0.970 £ 0.044

0.965 £ 0.040

1.8-1.9

0.975 £ 0.040

0.980 £ 0.044

0.976 £ 0.040

1.9-2.0

0.988 + 0.040

0.992 £ 0.044

0.988 £ 0.040

20-21

1.002 £ 0.040

1.005 £ 0.044

1.000 £ 0.040

21-22

1.016 £ 0.040

1.018 £+ 0.044

1.012 £+ 0.040

22-23

1.028 £ 0.040

1.031 £+ 0.044

1.023 £+ 0.040

23-24

1.036 £ 0.040

1.043 £+ 0.044

1.031 £+ 0.040

24-25

1.039 £ 0.040

1.054 £+ 0.044

1.035 £ 0.040
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C.8 Background Subtraction

At the Tevatron, there is not pure photon data enough to measure efficiencies and scale
factors with small uncertainty. Therefore, Z — ee data and MC selected with the tag-and-
probe method are used to measure scale factors for various photon selection cuts since electrons

have similar performance to photons on the core cuts. The tag electron is required to pass:

e cmfrac > 0.97

isolation < 0.07

track iso < 2 GeV

H-matrix7 < 12

ANNT > 0.6

e likelihood® > 0.8

To select a probe electron , the invariant mass of tag and probe electrons should satisfy the Z
mass window cut (82 < M. < 100 GeV), and the probe electron must pass the event selection
described in section C.3. There can be QCD contribution in the low pr region, and result
can be biased by the QCD contribution, therefore background estimation is conducted using

“Template fitting”, and “Side-band fitting” for the purpose of cross check.

C.8.0.1 Template Fitting

To estimate and subtract the QCD contribution, the fitting on the invariant mass spectrum
of the di-electron is conducted by minimizing the difference between the templates of expected
events and the data template. The templates of expected events consist of the Pythia Z — ee
simulation and the multijet background which is estimated by reverting the H-matrx7 (> 25)
requirement in the QCD data. Figures C.31 - C.34 show the template fitting results for Run
ITa and Run IIb in different pr regions. In the captions, CC-CC is refers that two electrons are
found in same Central Calorimeter region, and CC-EC means that one electron is identified in

the Central Calorimeter region and the other electron is found in the End Calorimeter region.
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C.8.1 Side-band Fitting

The purpose of QCD background estimation by the side-band fitting is to cross check the
result by the template fitting. Assuming that the events below the invariant mass of the di-
electron 60 GeV (M., < 60 GeV) and above 120 GeV (M, > 120 GeV) are from the QCD
background contribution predominantly, the side-band fitting is done in the invariant mass of
the di-electron spectrum. Using the exponential function exp(p0 + pl * M. + p2 * M?2), the
outside of signal region is fitted and the shape of background contribution in the signal region is
interpolated by the exponential function, where the signal region is referred to 60 < M, < 110
GeV. The side-band fitting results are shown in Figures C.35 - C.42, and the efficiency scale
factors derived with the subtraction of QCD background by the side-band fitting are shown in
Tables C.12 and C.13.

Table C.12: Scale factors and their statistical uncertainties for the CCcore cuts in Run IIb
data [90].

CCcore0 CCcorel CCcore2

Tldet

10 GeV < pr < 15 GeV

0.686 £+ 0.060

0.660 £+ 0.070

0.659 £ 0.083

15 GeV < pr < 20 GeV

1.061 £ 0.028

1.064 £ 0.035

1.085 £ 0.048

20 GeV < pr < 25 GeV

0.956 + 0.012

0.928 + 0.014

0.906 £ 0.018

25 GeV < pr < 30 GeV

0.964 £ 0.007

0.960 £ 0.007

0.951 £ 0.009

Table C.13: Scale factors and their statistical uncertainties for the ECcore cuts in Run IIb

data [90].

Tldet

ECcore0

ECcorel

ECcore2

10 GeV < pr < 15 GeV

0.995 £ 0.021

0.995 £+ 0.024

0.996 £+ 0.032

15 GeV < pr < 20 GeV

0.977 £ 0.010

0.975 + 0.011

0.943 £ 0.016

20 GeV < pr < 25 GeV

0.993 £ 0.005

0.993 £ 0.006

0.986 £ 0.009

25 GeV < pr < 30 GeV

0.984 £ 0.004

0.979 £ 0.005

0.959 £ 0.007




210

1200 . ]
1 1400 -

1000 = 1200 —
800 - 1000~ =
600 3 800 7
] 600[ -

400 — E ]
] 400 ]

200 E 2001 =
" [T ITA DT TN A S F [T I ST DA \:

9 80 100 120 140 160 % 60 80 100 120 140 160
(10.0,15.0) M _.GeV (15.0,200) M _.,GeV

- 1000=——————— =
1000? 7 r b
r ] [ 1 ]
800 . 800? ]
600 , 600~ .
400 B 400~ -
200 J 200~ ]
it N | I el ]

% 60 80 100 120 140 160 % 60 80 100 120 140 160
(20.0,25.0) M_,GeV (25.0,30.0) M _,GeV

L - E Ed 3
1400~ - 9000 —
1200 3 8000 3
r 1 7000 -

1 — | E 3
OOOE E 6000 —
8001 E 5000F- E
600/~ B 4000F- E
400} { 3000§ é
E ] 2000E- E
200( E 1000E- =
L A | . [ E ol | ! I ]

% 60 80 100 120 140 160 % 60 80 100 120 140 160
30.0,33.0) M_,GeV (45.050.0) M_,GeV

A U e A B
3000 = F 1
E ] 600E =
25001 - F 1
C 7 500 —
2000 - E 3
E B 4001~ =
1500; E 300 -3
1000 E 2005 E
500F = 100 =
E | L " ] E e } —T—t—T—r—r—+ =|

% 60 80 100 120 140 160 % 60 80 100 120 140 160
(50.0,60.0) M_,GeV (60.0,80.0) M_,GeV

Figure C.31: The template fitting on the Z mass spectrum for the various pr regions of CC-CC
probe electrons in Run IIb data and MC [90].
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probe electrons in Run IIb data and MC [90].
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Figure C.33: The template fitting on the Z mass spectrum for the various pr regions of CC-CC
probe electrons in Run ITa data and MC [90].
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Figure C.35: The side-band fitting for the Preselection in CC: 10 < pr < 15 GeV (Top left),
10 < pp < 15 GeV (Top right), 20 < pp < 25 GeV (Bottom left), 25 < pr < 30 GeV (Bottom
right) [90)].
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Figure C.36: The side-band fitting for the CCcore0: 10 < pp < 15 GeV (Top left), 10 < ppr <
15 GeV (Top right), 20 < pr < 25 GeV (Bottom left), 25 < pr < 30 GeV (Bottom right) [90].



Z inv. mass, 10 GeV<pT<15 GeV, CC-CC electrons

216
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%27 ndf 2144717 X/ ndf 202715
Prob 0.2071 + Prob 0.1643
107 po 1,107 +0.305 p0 11481 089
E pl 0.23 +0.01 o p1 -0.1709 + 0.0270
[ p2 -0.003597 + 0.000132 10° ¢ p2 0.0006647 + 0.0002076
total 80<M(ee)<100 GeV: 68 - total 80<M(ee)<100 GeV: 415
10—
r background 80<M(ee)<100 GeV: 0.0818669 10 = background 80<M(ee)<100 Ge/: 70.1548
1= 1= i
Gt b b e Lol b b b L *HHHH‘H‘\H‘HH\Humumumu
0 40 60 80 100 120 140 160 180 200 0 40 60 80 100 120 140 160 180 200
M(ee) GeV M(ee) GeV
Z inv. mass, 20 GeV<pT<25 GeV, CC-CC electrons \ Z inv. mass, 25 GeV<pT<30 GeV, CC-CC electrons \
727 ndf 17.15/15 E x® I ndf 8.197/15
Prob 0.3098 C 0.9157
pO 12,53+ 0.29 L 9.001+0.343
p1 -0.1733+ 0.0079 L -0.06006 + 0.00830
102 p2 0.0005619 = 0.0000604 -0.0001494 + 0.0000582
F 10°E
r total 80<M(ee)<100 GeV: 1634 : total 80<M(ee)<100 GeV: 5002
10 — ' 10
E s, background 80<M(ee)<100 GeV: 98.1217 E background 80<M(ee)<100 Gel: 244.04
1=
i\\\HH\\ | SSPRRSN NRRPIRI IR I A I PN RN AR B

|
40 60 80 100 120 140 160

M(ee) GeV

Figure C.37: The side-band fitting for the CCcorel: 10 < pp < 15 GeV (Top left), 10 < pp <
15 GeV (Top right), 20 < pr < 25 GeV (Bottom left), 25 < pr < 30 GeV (Bottom right) [90].
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Figure C.38: The side-band fitting for the CCcore0: 10 < pp < 15 GeV (Top left), 10 < pp <
15 GeV (Top right), 20 < pr < 25 GeV (Bottom left), 25 < pr < 30 GeV (Bottom right) [90].
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Figure C.40: The side-band fitting for the ECcore0: 10 < pr < 15 GeV (Top left), 10 < pp <
15 GeV (Top right), 20 < pr < 25 GeV (Bottom) [90].
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Figure C.41: The side-band fitting for the ECcorel: 10 < pp < 15 GeV (Top left), 10 < pp <

15 GeV (Top right), 20 < pr < 25 GeV (Bottom) [90].
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Figure C.42: The side-band fitting for the ECcore2: 10 < pp < 15 GeV (Top left), 10 < pp <
15 GeV (Top right), 20 < pr < 25 GeV (Bottom) [90].
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C.8.2 Electron Passing “no-track” Matching Efficiency

Using electrons passed the core cuts, the efficiency that an electron passes the no-track
requirement is measured, i.e. the efficiency that an electron fakes a photon is measured.
Figures C.43 - C.54 show no-track matching efficiencies as function of pr, 14e: and ¢ger in Run
ITa and IIb data, and MC. The scale factors corresponding to them are also shown in Figures.
In the CC (—1.1 < nget < 1.1) region, the scale factors have ¢g4.; dependence, thus they
are parameterized as function of ¢. The functions are fitted with the third order polynomial
function (p0 + pl - Pger + P2 - qﬁzet + p3 - qbflet). The parameters in the polynomial function
are shown in Table C.14, and the systematic uncertainty of 15% is assigned to cover the one
standard deviation of the scale factor fluctuation (bottom right plots in Figures C.43 - C.45,
and C.49 - C.51). In the EC (1.5 < |n4et| < 2.5) region, the scale factors have dependence
of both nge; and ¢ger, and 10% is assigned to their systematic uncertainties. The no-track

matching efficiencies of electrons passing ECcore cuts and their scale factors are shown in

Figures C.46 - C.48, and C.52 - C.54.

Table C.14: Parameters for the scale factor function of the electron no-track matching efficiency
(p0 + pl - Gger + p2 - ¢2,, + P3 - ¢3,,) in the CC region [90].

Run IIb Run Ila
Parameters | CCcore0 CCcorel CCcore2 CCcore0 CCcorel CCcore2
p0 1.40805 1.56334 1.6503 2.11331 2.09394 2.13796
pl 0.496714 | 0.799907 | 0.817676 | -0.274626 | -0.255502 | -0.289944
p2 -0.297867 | -0.441342 | -0.460075 | -0.0258044 | -0.0320524 | -0.0189376
p3 0.0363113 | 0.0522431 | 0.0547057 | 0.0101667 | 0.0107348 | 0.00938735

C.8.3 Study the Rate of Quark and Gluon Jets Faking Photon

By splitting the emjet MC samples into quark and gluon jets samples, the rates that quark
and gluon jets fake photons are investigated. According to Table C.15, the quark jets have a
higher fake rate by a factor of two than the gluon jets. For this case, the rate is calculated
by the ratio of quark or gluon jets passing the core cuts after requiring the preselection cut

to those passing the preselection cut. Figure C.55 shows the fake rates in the CC and EC
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Figure C.43: The no-track matching efficiencies of electrons passing CCcore0 for pr, nge: and
Gdet, and their scale factors for Run IIb [90].

regions. But no significant difference of fake rate between the quark and gluon jets are found
after requiring Onn (NN output) > 0.6 (Table C.16 and Figure C.56). For this case, the rate
is found by the ratio of quark or gluon jets passing Oyy (NN output) > 0.6 after requiring

the core cuts to those passing the core cuts.

Table C.15: Mean efficiencies for the quark and gluon jets passing core cuts. The statistical
uncertainty is considered [90].

Jet CCcore0 CCcorel CCcore2 CCcore0 CCcorel CCcore2
Quark | 0.071 4+ 0.001 | 0.037 4+ 0.001 | 0.025 4+ 0.001 | 0.123 4+ 0.001 | 0.065 £ 0.001 | 0.042 + 0.001
Gluon | 0.057 & 0.001 | 0.012 4 0.001 | 0.007 £ 0.001 | 0.081 &+ 0.001 | 0.019 & 0.001 | 0.012 & 0.001
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Figure C.44: The no-track matching efficiencies of electrons passing CCcorel for pr, 14 and
®det, and their scale factors for Run IIb [90].

Table C.16: Mean efficiencies for the quark and gluon jets passing core cuts and Oyy (NN
output) > 0.6. The statistical uncertainty is considered [90].

Jet CCcore0 CCcorel CCcore2 CCcore0 CCecorel CCcore2
Quark | 0.535 &= 0.004 | 0.512 4 0.006 | 0.675 & 0.007 | 0.479 £ 0.004 | 0.467 £ 0.005 | 0.659 £ 0.006
Gluon | 0.545 &£ 0.010 | 0.502 &£ 0.022 | 0.670 &+ 0.026 | 0.568 & 0.016 | 0.493 4 0.034 | 0.710 4 0.040
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Figure C.54: The no-track matching efficiencies of electrons passing ECcore2 for pr, nge: and
Gdet, and their scale factors for Run ITa [90].
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preselection cuts in the CC (left) and EC (right) regions. This efficiencies are parameterized
in pr [90].
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APPENDIX D. Discrimination of a Single Photon and a Photon Doublet

from 7 Decay

The neutral pion is the most important background for the selection of single photons

0 5 ~v decay and the geometrical coalescing, or overlapping, of the two photons

due to w
in the D@ calorimeter. Rejecting these 7° — v decay photons relative to single photons is
important for raising the purity of a single photon sample. In this note, we introduce two new
variables (the energy asymmetry Ag and the dispersion in energy of the two photons, D,) to

discriminate a single photon and a photon doublet from neutral pion decay with CPS detector

information.

D.1 Introduction

In a pp collider experiment, the 7° is the important background to high purity single
photons. A photon is selected by cuts based on the calorimeter variables, and the D@ EM
calorimeter recognizes the di-photon from 7V decay above 10 GeV as one EM object instead of
two due to the small opening angle of the di-photon. Thus this di-photon final state can fake a
single photon and lower the purity of single photons. This affects analyses related to final states
which have an isolated photon or photons such as H— ~v, SUSY, Z~ and so on. We developed
two variables to discriminate a single photon and a photon doublet from 7° decay using CPS
detector information. In this note, we present CPS cluster selection and the performance of
the two variables. One is the energy asymmetry (Ag) of two cps clusters and the other is the

dispersion of the energies of two Central Pre Shower (CPS) clusters (D).
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D.2 Data and Monte Carlo samples

D.2.1 Data Samples

For both Z — ee and Z~v — ee+y event selections, we used the 2EMhighpt skims provided

by Common Sample Group [86].

e CSG_CAF_2EMhighpt_PASS4_p21.10.00_p20.12.00

CSG_CAF_2EMhighpt_PASS4 p21.10.00_p20.12.01

CSG_CAF_2EMhighpt_PASS4_p21.10.00_p20.12.02

CSG_CAF_2EMhighpt_PASS4 p21.10.00_p20.12.04

e CSG_CAF_2EMhighpt PASS4 p21.12.00_p20.12.05_allfix

Z~ — pp + v events were found in the 2MUhighpt skims [86].

e CSG_CAF_2MUhighpt PASS4 p21.10.00_p20.12.00

CSG_CAF_2MUhighpt_PASS4_p21.10.00-p20.12.01

CSG_CAF_2MUhighpt_PASS4_p21.10.00_p20.12.02

CSG_CAF_2MUhighpt_PASS4_p21.10.00_p20.12.04

CSG_CAF_2MUhighpt_PASS4_p21.12.00_p20.12.05_allfix

To check whether the correct invariant mass of the 7° is reconstructed, the following QCD

CSG skims were used [86].

e CSG_CAF_QCD_PASS4 p21.10.00_p20.12.00

CSG_CAF_QCD_PASS4_p21.10.00_p20.12.01

CSG_CAF_QCD_PASS4_p21.10.00_p20.12.02

CSG_CAF_QCD_PASS4 p21.10.00_p20.12.04

CSG_CAF_QCD_PASS4_p21.12.00_p20.12.05_summer2009
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D.2.2 Monte Carlo Samples

First off, this study was conducted with single photons in the QCD direct gamma-gamma
sample and 7's which were extracted from emjet samples. The final states of those samples
are apparently from the physics collisions.

Single photon samples are [87]:

e QCD direct gamma-gamma m=15-50 GeV

70 samples are [88]:

e p20-pythia_p17.06.02_qcd_emjet_Pt10_20_mcp17

p20-pythia_p17.06.02_gcd_emjet_Pt20_30_mcpl7

p20-pythia_p17.06.02_qcd_emjet_Pt30_40_mcpl7

p20-pythia_p17.06.02_gcd_emjet_Pt40_60_mcpl7

p20-pythia_p17.06.02_gcd_emjet_Pt60_80_mcpl7

p20-pythia_p17.09.06_gcd_emjet_Pt80_120_mcpl7

Z/v* — ee [89]

o Z/v* — ee (m=15-60GeV)

D.2.3 Event Selection

Section D.2.1 and D.2.2 listed data and MC samples that we used for the photon identifi-
cation development.

D.2.3.1 The selection of photon candidates

In these samples, we required photon candidates in the CC region and three standard
photon identification criteria, which are core0, corel and core2 [90]. The z position of the

primary vertex should be |z| < 60 cm.
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The common criteria for photon candidates are:

o —1.1 < nger < 1.1, n fiducial region
e The pr of EM cluster > 10 GeV

e id=+11o0r 10

The additional criteria for core0 photon candidates are:

Isolation < 0.15

EMfrac > 0.9

e Track isolation < 2.0

Sigphi < 18

ANN5 > 0.1

The additional criteria for corel photon candidates are:

Isolation < 0.10

EMifrac > 0.95

Track isolation < 2.0

Sigphi < 18

ANNS5 > 0.1

The additional criteria for core2 photon candidates are:

Isolation < 0.07

EMifrac > 0.97

Track isolation < 1.5

Sigphi < 18

ANNS5 > 0.3
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D.2.3.2 CPS cluster selection

The CPS detector plays an important role in distinguishing a single photon and a di-photon
final state from 7° decay. Thus, selecting cps clusters associated with a photon candidate found
in the EM calorimeter is the important step in this study. The following paragraph explains

how we selected cps clusters.
CPS cluster selection:
e we found all cps clusters in a event.

e The 3D cps clusters whose dR from the selected photon candidate in the EM calorimeter

was bigger than 0.1 were rejected.

e Tight cps clusters were selected to reduce fake cps clusters. Tight cps cluster selection

was described well in the [91].

matchEQ < 1.5.

— matchQ < 0.7.

samlles number of SLC strips is above 2.

smallest energy of SLC must exceed 0.007 GeV.

e We selected one or two most energetic cps clusters in accordance with how many 3D cps

clusters a photon candidate left in the CPS detector while it passed through the detector.

D.3 Validation of the CPS cluster selection

In this section, we would like to validate the CPS cluster selection by investigating recon-
structed invariant mass in the 70 MC samples and measure the opening angle between two
CPS clusters to confirm what 7° energies we can reconstruct correctly.

In Fig. D.1 we show the two-body decay diagrams in the center of mass frame and in the

lab frame, respectively.
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Figure D.1: The 2-body particle decay in the center of mass frame (left) and in the lab frame
(right).

The relation between angles in the center-of-mass frame and the lab frame can be written

Eq. D.1, D.2

in 0
tan 0] = # (D.1)
V(5w + cosbh)

tan 0 = ﬂsm 02 _ Bsm 01 (D.2)
V(g +cost) (4= — costh)

If we consider the 70 rest frame, v and § can be derived from the energy and the mass of the
79, B* =1 for photons. If we follow the notation in the Eq. D.1, the opening angle o between
two photons from the m’decay will be o = ¢} + 6. Let us look into the opening angle of the
di-photon final state from the 7° decay. If cos#; = 1, one of the photons goes forward and the
other goes backward because the mass of the photon is zero, its backwards velocity is ¢ and
the boost of the 7° to the lab frame can not overcome this. In this case, the opening angle
between the two photons is w. This is maximum opening angle of this system. On the other
hand, the minimum opening angle occurs for the symmetric decay, cosf; = cosflp = 0 or
01 = 0 = 90°. Section D.7 verifies where the minimum opening angle occurs. The table D.1
shows the minimum opening angles corresponding to the individual 7° energies.

In Figs. D.2, D.3 are shown the distribution of the invariant mass reconstructed by two

most energetic CPS clusters and the opening angle of them. The opening angle was found by
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Table D.1: The minimum opening angle between the two photons corresponding to each 70 en-
ergy

70 energy | 01 (rad) | 62 (rad) | The min. opening angle o (rad)
10 GeV 0.013 0.013 0.026
20 GeV 0.067 0.067 0.0134
30 GeV 0.0045 0.0045 0.009
40 GeV 0.0034 0.0034 0.0068
50 GeV 0.0027 0.0027 0.0054
60 GeV 0.0023 0.0023 0.0046

the vector dot product.

l
S

cosf =
|al[b]

(D.3)

Let’s assume that two photons left two traces as two 3D CPS clusters in the CPS detector when
they passed through the detector. We know the positions of two CPS clusters and the primary

vertex. If we let two CPS cluster positions and the primary vertex position be (a;,a’y,a;),

(b, b, 0%) and (Zota, Yota, Zutz) Tespectively, the two vectors @ and b w.r.t. the primary vertex

for two CPS clusters will be

a= (CL; - xvtw)g + (a; - yvt:c)j =+ (CL; - thx)I% (D4)
b= (0, — ora)i + (b — Yota) + (0, — 20tk (D-5)
(D.6)

and finally, the opening angle measured by the CPS detector will be

@b a-b
6 = arccos —— or cosf =
|al[b] |al[b]

(D.7)

Due to very small opening angle between two photons from the decay of the ¥ above 10
GeV, they deposit energy as only one EM object in the calorimeter. Thus the energy of the
EM object Egas can be assumed to be the m’energy. From this, we estimate the energy of

the individual photon candidates E; by scaling the EM object energy using the energies of
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the CPS clusters Ecpgs1 and Egopge associated with the EM object as Eq. D.8 .

E .
E; = Epy S (D.8)

Ecpsi + Ecps2

where i = 1, 2. The invariant mass of the 7’can be found by the Eq. D.9

My = \/2E1 Eo(1 — cos6) (D.9)

The cos 8 is calculated using Eq. D.7.

The fig. D.2, D.3 show the opening angle and the invariant mass distributions derived by

Eq. D.7, D.9
opening angle
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Figure D.2: The opening angles distributions (left) and the invariant mass distributions (right)
for the individual 7%energies. The core0 photon candidates and no tight cut for CPS clusters
were required.

The core0 photon candidates were selected and we didn’t required the tight cut for CPS
clusters in fig. D.2 but the tight cut for CPS clusters was included in the fig. D.3. Also fig. D.4
was plotted with the corel and no tight CPS cut, fig. D.5 with the corel and the tight CPS cut,
fig. D.6 with the core2 and no CPS cut and fig. D.7 with the core2 and the tight CPS cut. If
we compare the opening angle distributions to Table D.1, the opening angle of the 7° between
10 GeV and 30 GeV is well measured by the CPS detector for both the tight CPS cut and no
tight cut but the other energy range of the 7° has the same angle peak in 0.01 rad. According
to Table D.1, the opening angles should be less than 0.01 rad for the 7° energy above 30 GeV.

This explains why we have reasonable invariant mass peaks below 30 GeV for both the tight
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Figure D.3: The opening angles distributions (left) and the invariant mass distributions (right)
for the individual m%nergies. The core0 photon candidates and tight cut for CPS clusters
were required.

CPS cluster cut and no tight cut but invariant mass peaks are above the 7° mass when its
energies are above 30 GeV. This demonstrates that we can reconstruct the 7 mass correctly
for the m%nergy below 30 GeV. Thus we will consider the acceptance of single photons and
the rejection for the 7° between 10 GeV and 30 GeV for the tight CPS cluster cut and no tight
cut.

The final step for the CPS cluster validation is to check the performance in QCD data.
We reconstructed the invariant mass with core0 photon candidates in the CC region between
10 and 30 GeV. Both tight and no tight CPS cluster cut were considered. The invariant mass
distributions are shown in the fig. D.8. The invariant mass peaks for both tight and no tight
CPS cluster cut are located in the 7% mass. We could conclude that these CPS cluster selection
worked well for the extraction of the m%candidates. We go forward to the discrimination of
single photons and photon doublets from the mdecay with the energy asymmetry and the

energy dispersion of two selected CPS clusters.
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Figure D.4: The opening angles distributions (left) and the invariant mass distributions (right)
for the individual 7%energies. The corel photon candidates and no tight cut for CPS clusters

were required.
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Figure D.5: The opening angles distributions (left) and the invariant mass distributions (right)
for the individual m%nergies. The corel photon candidates and tight cut for CPS clusters
were required.
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Figure D.6: The opening angles distributions (left) and the invariant mass distributions (right)
for the individual 7%energies. The core2 photon candidates and no tight cut for CPS clusters

were required.

opening_angle inv_mass_two_cps

0.45 E — 7,17 pt10-20 GeV 045 F 7,17 pt10-20 GeV
E —e— 1, —> 7 y Pt20-30 GeV R —e— 7y —> 7 y Pt20-30 GeV
0.4 —e— 7, —> 77 Pt30-40 GeV 0.4 —e— 7, —> 77 Pt30-40 GeV

0.35F —e— 7, —> 7 7 Pt40-50 GeV. 0.35F —e— 7, —> 7 y Pt40-50 GeV.
0.3 0.3F

0.25F 0.250]

0.2 024
0.15F ] 015 HH
0.1F oA
= ] H 1|
0.05F — 0.05 [~
[ S i . . 0’—‘” FOeed OO0 ol 00 |00 00
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.5 1.5 25
rad GeV

Figure D.7: The opening angles distributions (left) and the invariant mass distributions (right)
for the individual m%nergies. The core2 photon candidates and tight cut for CPS clusters
were required.
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Figure D.8: Invariant mass distributions by two CPS clusters in QCD data described in the
section D.2.1. Photon candidates are core0 in the CC region and 10 < pr < 30GeV. The
tight CPS cluster cut was not required (left) and required (right).
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D.4 The performance of the new variables

We consider two variables for discriminating single photons and a photon doublets from
the 70 decay, which are the energy asymmetry of one or two CPS clusters and the dispersion
of CPS clusters energy.

The fig. D.9 are the number of CPS clusters before and after the tight CPS cluster cut for
10 - 20 GeV single photons and 7¥s which were selected as core0 photon. The fig. D.9 tells
the number of photon candidates which have two or more CPS clusters is reduced significantly
by the tight CPS cluster cut. For example, if we assume that a photon candidate has two cps
clusters, it has two CPS clusters before the tight CPS cluster cut. After applying the tight
cut, only one of two clusters passes the cut but the other CPS cluster is rejected by cut. Thus
this event comes to have only one CPS cluster. This is why the tight CPS cluster cut reduces

the number of photon candidates which have two or more CPS clusters.
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Figure D.9: The number of CPS clusters before the tight CPS cluster cut (letf) and after the
tight cut (right). The core0 photon candidates between 10 and 20 GeV were used.

To verify this statement, we investigated the number of photon candidates before and after
the tight CPS cluster cut with the CCcore0 photon candidates. In the Table D.2, the first row
in the 10-20 GeV row is the number of photon candidates before the tight CPS cluster cut.
The total number of photon candidates is 1943, the number of photon candidates which have

only 1 CPS cluster and 2 or more CPS clusters are 709 and 1234, respectively. The second



250

N_CPS_Clusters N_CPS_Clusters
E 0.6
E = w020
0.45[ £
E —— T, | —— T, eV
0.4F 0.5
F [
0.35F C
E 0.4
0.3F C
0.255 0.3
0.2F F
0.15F 0.2
01F 01 =
0.05" _‘_ F
E I — Bl L
% 2 4 6 8 10 12 14 16 18 20 L R R 10 12 14 16 18 20

Figure D.10: The number of CPS clusters before the tight CPS cluster cut (letf) and after the
tight cut (right). The corel photon candidates between 10 and 20 GeV were used.

row shows rejected number of photon candidates by the tight CPS cluster cut. 482 photon
candidates which have only one CPS cluster and 184 which have 2 or more CPS clusters were
thrown away by the tight CPS cluster cut. Subtracting the second row (2) from the first row
(1) results in the third row. These numbers in the third row are the reduced number by the
cut. By the way, as we can know in the fig. D.9, we can anticipate some photon candidates
which have 2 or more CPS clusters become those which have only one CPS cluster by the cut.
The fourth row tells about this number of photon candidates. 895 photon candidates which
have 2 or more CPS clusters become those which have only one CPS cluster. Finally, the
total number of photon candidates is 1277 and the number of photon candidates which have
one and 2 or more CPS clusters are 1122 and 155 after the tight CPS cluster cut. 895 out
of 1234 photon candidates come to have one CPS cluster from 2 or more. 72.5 % of photon
candidates which have 2 or more CPS clusters was changed to photon candidates which have
one CPS cluster. The row for the 20-30 GeV can be understood like the row for the 10-20
GeV. For this 20-30 GeV, 83.5 % is changed to photon candidates which have one CPS cluster.
These 72.5 % and 83.5 % are not small number and the tight CPS cluster cut will reduce
the discrimination power of the variables significantly that we would like to use, which will be
shown in the section D.4.1, D.4.2. The corel and the core2 photon candidates also have same

behavior as the core0 according to the fig. D.10, D.11. However, as we could see the plots in
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Figure D.11: The number of CPS clusters before the tight CPS cluster cut (letf) and after the
tight cut (right). The core2 photon candidates between 10 and 20 GeV were used.

Table D.2: The number of photon candidates before and after the tight CPS cluster cut for
the 70 sample.

Energy Total | 1 CPS cluster | >2 CPS clusters
Before the tight CPS cluster cut — (1) 1943 709 1234
Rejected # of photon candidates by the tight CPS cluster cut — (2) 666 482 184
10-20 GeV (1)-(2) 1277 227 1050
# of photon candidates whose # of CPS clusters are changed from >2 to 1 +895 -895
# of photon candidates after the tight CPS cluster cut 1277 1122 155
Before tight CPS cluster cut — (3) 3962 1480 2482
Rejected # of photon candidates by the tight CPS cluster cut — (4) 1116 1116 0
20-30 GeV (3) - (4) 2846 364 2482
# of photon candidates whose # of CPS clusters are changed from >2 to 1 +2072 -2072
# of photon candidates after the tight CPS cluster cut 2846 2436 410

the section D.3, both the tight and no tight CPS cluster cuts gave us reasonable opening angle
and invariant mass distributions in the range of 10 - 30 GeV. So we consider the acceptance

of single photons, 70 rejection rate and compare efficiencies for both cases.

D.4.1 The energy asymmetry of one or two CPS clusters

As explained in the section D.2.3.2, we selected one or two most energetic CPS clusters.

When a photon candidate has one CPS cluster, the asymmetry is 1 and if there are two CPS



252

clusters associated with a photon candidate, it is derived by the Eq. D.10.

(D.10)

As we can anticipate, naively, a single photon would leave one CPS cluster in the CPS detector
while the 70 two CPS clusters. This means that a single photon have mostly the asymmetry 1
but the m¥less than 1. By this anticipation and considering all of the asymmetry distributions,
we picked 0.99 as a cut value to reject 7%s and then calculated the acceptance of single photons
and the rejection of s using Eq. D.11. Single photons above 0.99 were accepted and 7’s below

0.99 rejected.

the number of accepted single photons by a cut value

Acceptance of single photon =
p f single p the total number of single photons

(D.11)

_ the number of rejected 795 by a cut value

Rejection of 7 (D.12)

the total number of ©0s

The Table. D.3 classifies the energy range of photon candidates, which core cut and whether
the tight CPS cluster cut are applied or not. The Table. D.4 includes the acceptance of
single photons and the rejection of photon doublets from the 7%decay for all cases which are

mentioned in the Table. D.3.
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Figure D.12: The asymmetry distribution of cps clusters energies (letf) and the log scaled plot
of the left (right). The tight CPS cluster was not required. CCcore0, 10 GeV < pp < 20 GeV.

The acceptance of single photons and the rejection of photon doublets from the 7% decay

are in the Table D.4. On average over all energy range and photon IDs, the acceptance of
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Table D.3: Energy range and applied cuts for the asymmetry distribution figures.

Energy Photon ID cut | Tight CPS cluster
Fig.D.12 | 10-20 GeV core0 No
Fig.D.13 | 10-20 GeV corel Yes
Fig.D.14 | 20-30 GeV core( No
Fig.D.15 | 20-30 GeV core() Yes
Fig.D.16 | 10-20 GeV corel No
Fig.D.17 | 10-20 GeV corel Yes
Fig.D.18 | 20-30 GeV corel No
Fig.D.19 | 20-30 GeV corel Yes
Fig.D.20 | 10-20 GeV core2 No
Fig.D.21 | 10-20 GeV core2 Yes
Fig.D.22 | 20-30 GeV core2 No
Fig.D.23 | 20-30 GeV core2 Yes

single photons is 63.5 % and the rejection of the 7 is 61.8 % for the no tight CPS cluster
cut but they are 95.5 % and 12.7 % for the tight CPS cluster cut, respectively. The tight CPS
cluster cut kills the fake CPS clusters but it reduces the 7°rejection significantly. It rejects the
second CPS cluster although it is a real CPS cluster from the 7% decay and many 7% come
to have only one CPS cluster. This results in single photons can be contaminated seriously by
7Owhen we apply the tight CPS cluster cut as we can know from the fig. D.9, D.10, D.11 and
the m¥rejection in the Table D.4. However, the tight CPS cluster cut will select EM-like cps
clusters with higher probability instead that we select fake ones. This helps reconstruct purer

70 invariant mass.
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Figure D.13: The asymmetry distribution of c¢ps clusters energies (letf) and the log scaled plot of
the left (right). The tight cut for cps clusters was required. CCcore0, 10 GeV < pr < 20 GeV.
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Figure D.14: The asymmetry distribution of cps clusters energies (letf) and the log scaled plot
of the left (right). The tight cut for cps clusters was not required. CCcore0, 20 GeV < ppr <
30 GeV.
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Figure D.15: The asymmetry distribution of c¢ps clusters energies (letf) and the log scaled plot of
the left (right). The tight cut for cps clusters was required. CCcore0, 20 GeV < pr < 30 GeV.
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Figure D.16: The asymmetry distribution of cps clusters energies (letf) and the log scaled plot
of the left (right). The tight cut for cps clusters was not required. CCcorel, 10 GeV < pp <
20 GeV.
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Figure D.17: The asymmetry distribution of c¢ps clusters energies (letf) and the log scaled plot of
the left (right). The tight cut for cps clusters was required. CCcorel, 10 GeV < pr < 20 GeV.
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Figure D.18: The asymmetry distribution of cps clusters energies (letf) and the log scaled plot
of the left (right). The tight cut for cps clusters was not required. CCcorel, 20 GeV < pp <
30 GeV.
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Figure D.19: The asymmetry distribution of c¢ps clusters energies (letf) and the log scaled plot of
the left (right). The tight cut for cps clusters was required. CCcorel, 20 GeV < pr < 30 GeV.
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Figure D.20: The asymmetry distribution of cps clusters energies (letf) and the log scaled plot
of the left (right). The tight cut for cps clusters was not required. CCcore2, 10 GeV < pp <
20 GeV.
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Figure D.21: The asymmetry distribution of c¢ps clusters energies (letf) and the log scaled plot of
the left (right). The tight cut for cps clusters was required. CCcore2, 10 GeV < pr < 20 GeV.
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Figure D.22: The asymmetry distribution of cps clusters energies (letf) and the log scaled plot
of the left (right). The tight cut for cps clusters was not required. CCcore2, 20 GeV < ppr <
30 GeV.
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Figure D.23: The asymmetry distribution of c¢ps clusters energies (letf) and the log scaled plot of
the left (right). The tight cut for cps clusters was required. CCcore2, 20 GeV < pr < 30 GeV.

Table D.4: The acceptance of single photons and the rejection of the by the asymmetry of
the CPS clusters energies

Energy Photon ID | Tight CPS cluster | The acceptance of single photons (%) | The rejection of the 70 (%)
10-20 GeV core() No 63.3 63.5
10-20 GeV core() Yes 95.9 12.1
20-30 GeV core() No 60.8 62.6
20-30 GeV core Yes 94.0 14.4
10-20 GeV corel No 64.3 63.3
10-20 GeV corel Yes 96.0 12.4
20-30 GeV corel No 61.4 61.9
20-30 GeV corel Yes 94.2 14.4
10-20 GeV core2 No 66.9 61.2
10-20 GeV core2 Yes 97.0 11.6
20-30 GeV core2 No 64.2 58.1
20-30 GeV core2 Yes 95.9 11.2
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D.4.2 The dispersion of CPS cluster energies

The second variable for the discrimination of single photons and 7% is the dispersion,
D. The dispersion that we looked in this note represents the energy distribution of the CPS

clusters along a selected axis.

7 i
D— ZEEE,LZ _ (%EEZ )2 (D.13)

where F; is the energy of the iy, cluster, x; is the x position of the i, cluster. The x can be

extended to y or z coordinates. The Eq. D.13 tells that D will have bigger value if the CPS
clusters are dispersed broadly. In other words, the 7%which has two photons final state would
have bigger D than a single photon. The figures in this section show that the second peak
occurs for the 7°. Even though the height of the second peak is not high as compared with the
first peak at 0, the second peak of the 7'is higher than that of single photon. This also give us
a discrimination power. We picked 0.25 for cut value, which distinguishes the first peak and
the second peak. The acceptance of single photons and the rejection of the 7%s were found by
Eq. D.11 The Table. D.5 classifies the energy range of photon candidates, which core cut and

whether the tigh CPS cluster cut were applied or not.

Table D.5: Energy range and applied cuts for the asymmetry distribution figures.

Energy Photon ID cut | Tight CPS cluster
Fig.D.24 | 10-20 GeV core0 No
Fig.D.25 | 10-20 GeV corel Yes
Fig.D.26 | 20-30 GeV core( No
Fig.D.27 | 20-30 GeV core() Yes
Fig.D.28 | 10-20 GeV corel No
Fig.D.29 | 10-20 GeV corel Yes
Fig.D.30 | 20-30 GeV corel No
Fig.D.31 | 20-30 GeV corel Yes
Fig.D.32 | 10-20 GeV core2 No
Fig.D.33 | 10-20 GeV core2 Yes
Fig.D.34 | 20-30 GeV core2 No
Fig.D.35 | 20-30 GeV core2 Yes
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Figure D.24: The dispersion of cps clusters energies (letf) and the log scaled plot of the left
(right). The tight cut for cps clusters was not required. CCcore0, 10 GeV < ppr < 20 GeV.

The acceptance of single photons and the rejection of photon doublets from the 7% decay
are in the Table D.6. On average over all energy range and photon IDs, the acceptance of
single photons is 67.4 % and the rejection of the 7% is 53.2 % for the no tight CPS cluster cut
but they are 95.5 % and 12.7 % for the tight CPS cluster cut, respectively. In this case, we can
see the tight CPS cluster reduces the rejection of the 7 too like the case of the asymmetry of

the energy of the CPS clusters.
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Figure D.25: The dispersion of cps clusters energies (letf) and the log scaled plot of the left
(right). The tight cut for cps clusters was required. CCcore0, 10 GeV < pr < 20 GeV.
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Figure D.26: The dispersion of cps clusters energies (letf) and the log scaled plot of the left
(right). The tight cut for cps clusters was not required. CCcore0, 20 GeV < pp < 30 GeV.
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Figure D.27: The dispersion of cps clusters energies (letf) and the log scaled plot of the left
(right). The tight cut for cps clusters was required. CCcore0, 30 GeV < pr < 30 GeV.
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Figure D.28: The dispersion of cps clusters energies (letf) and the log scaled plot of the left
(right). The tight cut for cps clusters was not required. CCcorel, 10 GeV < pp < 20 GeV.
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Figure D.29: The dispersion of cps clusters energies (letf) and the log scaled plot of the left
(right). The tight cut for cps clusters was required. CCcorel, 10 GeV < pr < 20 GeV.
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Figure D.30: The dispersion of cps clusters energies (letf) and the log scaled plot of the left
(right). The tight cut for cps clusters was not required. CCcorel, 20 GeV < pp < 30 GeV.
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Figure D.31: The dispersion of cps clusters energies (letf) and the log scaled plot of the left
(right). The tight cut for cps clusters was required. CCcorel, 20 GeV < pr < 30 GeV.
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Figure D.32: The dispersion of cps clusters energies (letf) and the log scaled plot of the left
(right). The tight cut for cps clusters was not required. CCcore2, 10 GeV < pp < 20 GeV.



266

1g
1 —— E ~—e— Single photon pt10-20 GeV.
[ , 107
- —e— 1,77 pt10:20 GeV E —o— 7,77 P10-20 GeV.
0.8 10?2 ;
[ 10°F LT
L -4 E —Iﬁ nh
08 107 i M
r 10° g
0.4 r 10°¢ ;
[ 107
0.2 E
F 10°E
oltloan 10°F
0 5 10 15 20 0 5 10 15 20

Figure D.33: The dispersion of cps clusters energies (letf) and the log scaled plot of the left
(right). The tight cut for cps clusters was required. CCcore2, 10 GeV < pr < 20 GeV.
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Figure D.34: The dispersion of cps clusters energies (letf) and the log scaled plot of the left
(right). The tight cut for cps clusters was not required. CCcore2, 20 GeV < ppr < 30 GeV.
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Figure D.35: The dispersion of cps clusters energies (letf) and the log scaled plot of the left
(right). The tight cut for cps clusters was required. CCcore2, 20 GeV < pr < 30 GeV.

Table D.6: The acceptance of single photons and the rejection of the 7%by the dispersion of

the CPS clusters energies

Energy Photon ID | Tight CPS cluster | The acceptance of single photons (%) | The rejection of the 70 (%)
10-20 GeV core() No 67.4 55.0
10-20 GeV core() Yes 98.2 8.6
20-30 GeV core() No 65.0 54.0
20-30 GeV core Yes 96.9 11.3
10-20 GeV corel No 68.4 54.4
10-20 GeV corel Yes 98.2 8.8
20-30 GeV corel No 65.5 53.5
20-30 GeV corel Yes 97.1 11.2
10-20 GeV core2 No 70.5 52.4
10-20 GeV core2 Yes 98.6 9.3
20-30 GeV core2 No 67.8 49.9
20-30 GeV core2 Yes 97.7 8.9
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D.5 The response of the new variables in Data

In this section, we would like to show the performance of the new variables in Zv — ee + 7
and Zvy — pp + v as well as Zee Data and MC. According to the section D.4, the tight CPS
cluster cut tends to change photon candidates which have two CPS clusters into those which
have one CPS cluster. The second CPS cluster is rejected by the tight CPS cluster cut even
thought it is real one generated by one of two photons from the 7° decay. Finally, we could
see the tight CPS cluster cut reduced the rejection of the 7°. To avoid this situation in the
looking of real data and since we could confirm that the invariant mass reconstruction and
the measurement of opening angle for the m’worked well without the tight CPS cluster cut,
we didn’t require the tight CPS cluster cut and selected just one or two most energetic CPS
clusters and the core0 photon candidates for better statistics. However, we also show the result

by the tight CPS cluster cut.

D.5.1 The performance of the new variables in Zee Data and MC

As described in the section D.2.1and D.2.2, the 2EMhighpt data and the Z/v* — ee MC

sample were used.

Table D.7: The acceptance of Zee Data and MC by the energy asymmetry (>0.99) and the Dz
(<0.25). The tight CPS cluster cut was not required.

Energy Photon ID | Tight CPS cluster | The acceptance (%)
Data | 10-30 GeV coreQ No 51.4
The energy asymmetry of CPS clusters MC | 10-30 GeV core0 No 578
. . Data | 10-30 GeV core( No 59.1
The dispersion of CPS clusters energy MC | 10-30 GeV core0 No 63.8

The number of CPS clusters, the invariant mass distributions, the energy asymmetry and
the dispersion of CPS clusters in fig. D.36, D.37 have fair Data and MC agreement. Based on
this agreement, we measured the acceptances using the energy asymmetry and the dispersion
of CPS clusters. Table. D.7, D.8 show the acceptances by the energy asymmetry and the

dispersion of CPS cluster in Data and MC. When we required the tight CPS cluster cut, the
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Figure D.36: The comparison of Zee Data and MC. The number of CPS clusters (upper left).
The invariant mass distributions (upper right). The energy asymmetry of CPS clusters (lower
left). The dispersion of the CPS clusters energy (lower right). The tight CPS cluster cut was
not required.

acceptance is definitely higher as we mentioned in the section D.4. Also we demonstrated why

the tight CPS cluster cut made the acceptance rise in the beginning of section D.4.

D.5.2 The response of the new variables in Zvy — ee +v and Zv — pp + v events

Fig. D.38 is drawn with Zv — ee 4 «v events selected in data and Fig. D.39 Zv — up + v.
In fig. D.38, D.39, the upper and lower left are the energy asymmetry of CPS clusters, the
upper and lower mid the dispersion of CPS cluster energy and the upper and lower right the
invariant mass distributions by two CPS clusters. We required the tight CPS cluster cut for
the lower plots and no tight CPS cluster cut for the upper plots. According to fig. D.38, D.39,

the tight CPS cluster cut seems to let us have purer Z~ events and give higher acceptance that
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Figure D.37: The comparison of Zee Data and MC. The number of CPS clusters (upper left).
The invariant mass distributions (upper right). The energy asymmetry of CPS clusters (lower
left). The dispersion of the CPS clusters energy (lower right). The tight CPS cluster cut was
required.

are shown in Table. D.9, D.11. But Table. D.10, D.12 tell us that photon candidates which
have two or more CPS clusters become those which have one CPS cluster because the number
of photon candidates which is higher than the asymmetry 0.99 increases after the tight CPS
cluster cut. The section D.4.1 explained that the asymmetry 1 means photon candidates have
only one CPS cluster. Also the section D.4 showed that after applying the tight CPS cluster
cut, most photon candidates which have two or more CPS clusters became those which have
only one CPS cluster in the 7%samples. The same situation happens in the Z+ events samples.
Thus although the tight CPS cluster cut seem to give purer single photon candidates, we have

to consider that these can be from the 7°.



Table D.8: The acceptance of Zee Data and MC by the energy asymmetry (>0.99) and the Dz
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(<0.25) cuts. The tight CPS cluster cut was not required.

Energy | Photon ID | Tight CPS cluster | The acceptance (%)
Data | 10-30 GeV core() Yes 90.3
The energy asymmetry of CPS clusters MC | 10-30 GeV corel Yos 92.7
. . Data | 10-30 GeV core( Yes 91.9
The dispersion of CPS clusters energy MC | 10-30 GeV core0 Yes 945

Table D.9: The acceptance of Zy — ee + v by the energy asymmetry (>0.99) and the Dz

(<0.25) cuts

Energy | Photon ID | Tight CPS cluster | The acceptance (%)
10-30 GeV coreQ No 57.4
Tt -y of CPS cl
1e energy asymmetry of CPS clusters 10-30 GeV corel Yos 98.8
10-30 GeV core( No 60.2
The dispersi f CPS clusters
e dispersion of CPS clusters energy 10-30 GeV core0 Yos 100

D.6 Conclusion

In MC, we have looked into the invariant mass, opening angle, the number of CPS clusters
and the performance of the two new variables. From the consideration of all of these, we could
show the acceptance of single photons and the rejection of the 7° in the Tables. D.4, D.6. The
tight CPS cluster cut reduces the 7° rejection and makes single photons have higher possibility
that they can be contaminated by 7°. The selection of CPS clusters using one or two most
energetic without the tight CPS cluster cut have better performance for filtering 7°.

In Z — ee Data and MC, the fair agreement between Data and MC was demonstrated
and based on this, we measured the acceptance for both Data and MC. In all Data samples
showed in the section D.5, the tight CPS cluster cut gave higher acceptance but those photon
candidates accepted by the asymmetry or the dispersion cut after applying the cut can have
higher possibility to come from the 7° than accepted photon candidates without the tight CPS

cluster cut. We need more study about CPS cluster selection.
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Figure D.38: The energy asymmetry of CPS clusters (upper and lower left), the dispersion of
CPS cluster energy (upper and lower mid), the invariant mass of two CPS clusters (upper and
lower right). The tight CPS cluster was not required in the upper row but required in the lower
row. These distributions came from Zvy — ee + 7.

D.7 The minimum opening angle of a photon doublet from the 7’decay

We can derive the opening formula using Eq. D.1, D.2 in Section D.3. The opening angle

in the lab frame « is

- i1 0
a = 0] + 05 = arctan # + arctan # (D.14)

V(4= + cosbr) V(5= — costh)
The fig. D.40 is the opening angle in the lab frame as function of ; in the center of mass

frame for the 10 GeV 7°. The 7° mass is 134.9766 MeV. For a 10 GeV 7%, the v = 7%; = 74.09,
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Table D.10: The number of photon candidates by the energy asymmetry cut for the tight and
the no tight CPS cluster cut in Zvy — ee + « events

The energy asymmetry of CPS clusters | Total | >0.99 | <0.99
No tight CPS cluster cut 108 62 46
Tight CPS cluster cut 85 84 1

Table D.11: The acceptance of Zvy — pp + 7 by the energy asymmetry (>0.99) and the Dz
(<0.25) cuts

Energy Photon ID | Tight CPS cluster | The acceptance (%)
) 10-30 GeV core0 No 62.7
The energy asymmetry of CPS clusters 10-30 GeV core0 Yes 05.8
. . 10-30 GeV core0 No 64.5
The dispersion of CPS clusters energy 10-30 GeV core0 Yos 08.3

P
=%

™

0.9991 and pB* = 1 for the photon. Fig.. D.40 shows that the minimum opening
angle occurs at 87 = 90" . The minimum opening angle for other energy of the pion will also
occur at 61 = 90 since the boost of the 7¥ to the lab frame can not overcome the speed of the

photon.

D.8 The 7° detection in the D@ EM calorimeter

In this section, we will explain why we can not use EM calorimeter variables to discriminate
single photons from the di-photon of the 7%decay. The 10-20 GeV single photon and 7’samples
are used since 10 GeV 70 has largest opening angle in the energy what we are interested in.
First off, we need to look into the basic properties of the 7%at 10 GeV and 20 GeV. The mass
of the 7%s 135 MeV and the life time 8.7 x 107!7s. The n%whose energy is higher than 10
GeV is relativistic so a distance d between two photons from the decay can be estimated by

Eq. D.15 assuming that the length from the production vertex to the calorimeter is D [92]. m
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Figure D.39: The energy asymmetry of CPS clusters (upper and lower left), the dispersion of
CPS cluster energy (upper and lower mid), the invariant mass of two CPS clusters (upper and
lower right). The tight CPS cluster was not required in the upper row but required in the lower
row. These distributions came from Zvy — pup + 7.

and E are the mass and energy of the 7°, repectively.

Dm
d~ — D.1
- (D.15)

From Table D.13, the 7% definitely decay to two photon before entering the CPS detector
and the EM calorimeter due to their short decay length.

As the fig. D.41 shows, each calorimeter tower covers n 0.1 and the length for the first
tower at the beginning of the EM calorimeter is ~ 7.5 ¢m due to the distance from the center

to the EM calorimeter is ~75 cm. ds are 10.13 mm and 5.06 mm for 10 GeV and 20 GeV 7°,
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Table D.12: The number of photon candidates by the energy asymmetry cut for the tight and
the no tight CPS cluster cut in Zvy — uu + v events

The energy asymmetry of CPS clusters | Total | >0.99 | <0.99
No tight CPS cluster cut 166 104 62
Tight CPS cluster cut 118 113 5

[ opening angle for 10 GeV n° |

6 /+6, in the lab frame (rad)
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0.4

\
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Figure D.40: The relation of the opening angle in the lab frame and 6; in the center of mass
frame

respectively. Thus one tower in the Central Calorimeter is wide enough to contain two photons
as one EM object. The energy of each photon coming from the 7%decay is not deposited to
each tower. These two photons are detected as one EM object and deposit energy through
one, two or more EM calorimeter towers. The asymmetry distribution of single photons and
photon doublets from the 7’by one or two most energetic towers are very similar each other
and this is not useful to discrimination of single photons and photon doublets from the 7°.

This is shown in the fig. D.42.

Etowerl - EtowerQ
A = D.16
tower Etowerl + Etowe7’2 ( )

From the dispersion of EM object energy in the fig. D.42 which were found by Eq. D.17,
what we can see are that the dispersion distributions of single photons and photon doublets

are very similar and two explicit peaks are there. This means that both single photons and
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Table D.13: Decay length and separation distance between two photons.

10 GeV 7% | 20 GeV 7°
~ 74.1 148.1
Time dilation 6.4 x 10~ 1.37H
Decay length 1.9276m 3.9x107%m
D (from center to EM calorimeter) ~ 75 cm ~ 75 cm
d (distance between two photons) 10.13 mm 5.06 mm

Figure D.41: The first quadrant of D@ calorimeter.

photon doublets are detected as one EM object in the EM calorimeter and these EM objects
deposit most energy through two towers and the rest of energy is deposited beyond the second

tower.

P=%E sn (0

where E; is energy in the ith cell and x;is the cell position in 7 or ¢.

In conclusion, the behavior of photon doublets coming from the 7°decay is very similar to

single photons. Thus the asymmetry of two tower energies can not be good discriminator.
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