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“Cosmologists are often in error, but never in doubt.”

Lev Davidovich Landau

“Time present and time past
Are both perhaps present in time future,
And time future contained in time past.

If all time is eternally present
All time is unredeemable”

T.S. Eliot, The Four Quartets

iii





Summary of Methods and Results

This thesis concerns the proof that a specific action of (three-dimensional
and real) Bianchi groups on a (four-dimensional) space-time is (i) possible to
be formulated as a particular foliation that covers the manifold of the space-
time, and (ii) consists a solution to the Einstein field equations of General
Relativity under several different matter models - namely, the vacuum, the
pseudo-vacuum (a scalar field), the electro-vacuum (a free electromagnetic
field), and the perfect fluid (in the classical macroscopic formulation).

There are three fundamental methods utilised:

(1) In the case of the fundamental theorem, presented in Chapter 2, the
methods of algebra and differential geometry are used to prove the
theorem.

(2) In the case of the actual construction of the space-time, in Chapter
3, everything appears as a simple exercise on differential geometry -
the main feature of it used being the definitions of connection and
curvature.

(3) Finally, when proving the existence and uniqueness of the Einstein
system, the whole result is based on the Picard-Lindelöf theorem,
that is based on real analysis and fixed point theorem (like Banach).
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Abstract

In the standard treatment, a group acts by isometries on a space-time,
imposing its generators as the Killing vectors of this space-time, hence the
corresponding solution to Einstein’s field equations bears these physical sym-
metries. This treatment has produced a number of results with particular
interest; examples of this are the spatially homogeneous cosmological mod-
els, some inhomogeneous cosmological models, but also several solutions of
gravitational radiation. However, most of these solutions are carried out in
vacuum or with the utilization of a perfect fluid as source. In the cases where
either classical macroscopic (Euler) matter, or kinetic microscopic (Vlasov or
Boltzmann) matter is used, the analysis is usually carried out with respect to
an orthogonal slicing of space-time, which is further restrictive on the freedom
of the action of the Bianchi group on the space-time.

In this work, we attempt to generalise these works by assuming that the
Bianchi group acts by homotheties and the quotient is any one-dimensional
submanifold invariant to the action of the group. We propose that such a
space-time can be constructed, given the action is free and regular, i.e., that
the orbits of the group are three-dimensional submanifolds of the space-time.
Moreover, we propose that the transversal vector field (1) commutes with the
Bianchi group generators, and (2) is tangent to a geodesic at any point of the
homogeneous hypersurface. Consequently, such a space-time may indeed be
a solution of the Einstein equations.

We specify this even further, by specifying the matter fields that act as
the source of the Einstein equations. Initially, we prove that vacuum solutions
of this set-up exist. Second, we assume free scalar fields as the source, thus
pairing the Einstein equations with the Klein-Gordon one (the Einstein-scalar
field system); once again, this system is also integrable under the condition
that the scalar fields propagate along the orbits of the group (that is, they
inherit the homotheties of the group). Following, we assume free electromag-
netic fields as the source of the Einstein equations, which are now paired by
the Maxwell equations (the Einstein-Maxwell system); such a system is also
integrable under the condition that the electromagnetic fields inherit the ho-
motheties of the space-time (i.e., that the electromagnetic waves propagate
along the orbits of the group). Interestingly, in both cases, these conditions
can be proved. Finally, we consider the case of perfect fluids; in this case,
the Einstein equations are combined with the Euler equations of fluid dynam-
ics (the Einstein-Euler system) and are similarly integrable; the last case is
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particularly interesting, since, apart from the usual condition that the fluid
inherits the symmetries of the space-time, it poses restrictions in the equation
of state of the fluid.

All three cases are followed by realistic examples, some of which can be
found in the literature. Interestingly, the particular space-times (where the
Bianchi groups act freely and regularly by homotheties) reveal certain pecu-
liarities that are not present in the usually considered (spatially or space-time)
homogeneous space-times. Moreover, we can prove that solutions with such
peculiarities are not unique; given initial conditions sufficiently close to them,
other similar solutions (with the same peculiarities) can be found.



CHAPTER 1

Introduction

1. The Purpose of this Thesis

A space-time is called homogeneous if it is a non-empty manifold on which
a Lie group of symmetries acts transitively, so that the the elements of this
group are identified as symmetries for the space-time. These symmetries are
defined as (smooth) vector fields whose local flow diffeomorphisms preserve
some property of the space-time and are classified according to the type of this
preservation [1]. If the group acts by isometries (whereas the metric is pre-
served along the local flow of the generators), then its generators are identified
as Killing vectors of the entire space-time; if the group acts by homotheties
(whereas the metric is preserved up to a constant factor along the local flow
of the generators), then its generators are homothetic vectors of the space-
time; finally, if the group acts by conformal symmetries (whereas the metric
is preserved up to a conformal factor, depending on the local coordinates,
along the local flow of the generators), its generators are conformal motions
of the space-time [2]. When a space-time occurs as a solution to Einstein’s
field equations of General Relativity, then the symmetry group is essential to
divulge the symmetries of the matter fields and the physical meaning of the
space-time. Consequently, the Killing, homothetic, or conformal vector fields
and their algebra contain and represent the physical meaning of the specific
space-times.

This category becomes particularly important if the group acts transi-
tively on a 3-d hypersurface of the space-time alone, allowing for an invariant
vector field. This case concerns the 3-dimensional Lie groups of symmetries,
classified by Bianchi in eleven types, six of which (namely I, II, V I0, V II0,
V III and IX) are unimodular and belong to Class A, and the five remain-
ing (namely III, IV , V , V Ih, V IIh) are solvable but not unimodular and
belong to Class B; it is important that those belonging to Class B contain
a 2-dimensional real Lie subgroup. These groups can act (usually by isome-
tries) on either a spacelike hypersurface, S3, a timelike hypersurface T3, or
a light-like hypersurface, N3, deeming the space-time hypersurface homoge-
neous. Essentially, the geodesics defined on the 3-dimensional sub-space are
adjoint representations of the particular group orbits. Of course, the orbits of
the group can be of dimension less than 3, resulting to surface homogeneous,
curve homogeneous, etc. space-times.

Such (hypersurface) homogeneous space-times are of particular interest in
astrophysical and cosmological context, as they may present realistic models -
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2 1. INTRODUCTION

eg. the flat Friedmann-Lemâıtre-Robertson-Walker cosmology is a particular
subcase of Bianchi I acting on S3, while the Schwarzschild solution is a case
of (or rather contains) Bianchi IX acting on T3. Petrov classified all vacuum
and Λ-vacuum solutions of General Relativity that admit a Bianchi group
action with any type of orbit and provided the canonical form of the metric
for each [3]. However, it was Taub who originally applied such techniques
to physically meaningful space-times [4]. Specifically, Taub assumed that the
Bianchi classes of the real 3-dimensional Lie groups can act transitively on
S3 with a timelike vector being invariant to this action; hence the spatial
symmetries of such a space-time are entirely contained in one of the eleven
Bianchi groups and its spatial geodesics are purely determined by this group
orbits. Constraining these spatial hypersurfaces orthogonally to the timelike
coordinate and assuming a perfect fluid as a source to Einstein’s equations,
these space-times have been widely used to describe spatially homogeneous
cosmological models, as examined thoroughly by Ellis and Collins [5] inter
alia, while Ryan and Shepley covered the fundamental results of these early
investigations in [8]. These spatially homogeneous cosmological models are
called Bianchi models or homogeneous of dimension 3 models.1 Among many,
Collins and Stewart [6] and Wainwright and Hewitt [7] studied the evolution,
constraints and stability of such models in the context of dynamical systems;
some of these studies also focused on the viability of the models and their
comparison to observational evidence. The fundamental results can be found
in [9].

Assuming a different slicing of the space-time, so that a Bianchi group
does not act transitively on the spatial hypersurfaces; in this case, the or-
thogonal slicing over the temporal coordinate is not necessary, hence the
temporal coordinate can be contained in the geodesics that represent the
symmetry group orbits. In this sense, the spatial homogeneity of the model
is not ensured, but generalized space-time homogeneity can be considered.
Ryan and Shepley gave insights towards space-time homogeneouns models in
the context of General Relativity [8], with the Gödel space-time as a funda-
mental example [10]. Several studies attempted to associate such slices with
inhomogeneous cosmological models; the usual treatment considered a 2 − d
homogeneous symmetry over the space-time, so that the temporal coordinate
to be distinguished, hence this model became known as homogeneous of di-
mension 2 cosmologies.2 Szafron gave a first account of such solutions in [11],
while Collins and Szafron utilized the concept of intrinsic symmetries of the
space-time to consider a whole class of inhomogeneous cosmologies that follow
the Bianchi classification [12]; Carmeli and Charach, Wainwright, and Rainer
and Schmidt inter alia gave similar account in [13, 14, 15], concerned mainly
with the irrotational models, while Krasiński focused in the rotational models

1In cosmology, it is usual to call these models G3, though this is not to be confused
with the Galilean group.

2In cosmology, it is usual to call these models G2, though this is not to be confused
with the the automorphism group of the octonion algebra.
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obeying the same symmetries [16]. Van Helst et al. considered an holistic
approach founded on dynamical systems that deals with homogeneous of di-
mension 2 cosmologies [17]; a thorough examination of all these cases can
be found in [18]. We should notice again that perfect fluid was utilized as a
source.

The choice of the orthogonal 1 + 3 slicing is useful and easily associated
with physical properties of the space-time, however it is generally restrictive.
The choice of 3-d homogeneous models in the spatially homogeneous case
is further restricted to 2-d homogeneous models in the inhomogeneous case,
since time must be distinguished -for a general treatment of the case, see
[19]. In general, if the Bianchi groups are allowed to transitively act in any
3-dimensional sub-space of a space-time, inhomogeneous models with sym-
metry of dimension 3 might also occur. In this case, the usual 1 + 3 slicing
of the space-time is not possible, as time cannot be à priori distinguished.
Wainwright and subsequent studies of the 2-d homogeneous models admit-
ted a 1 + 1 + 2 slicing, while Nilsson and Uggla attempted to generalize this
formalism in the case of a 1 + 3 slicing over any vector, independent of its sig-
nature [20]; Harness also has probed towards this direction [21]. In general,
it is possible to slice the space-time along any chosen coordinate (timelike,
spacelike or null) and apply the very same techniques.

Most of these models were considered with a fluid as source, utilizing the
standard hydrodynamic description. Knowing that actual matter may devi-
ate from this treatment, due to its underlying statistical character, we may
choose to describe it in the context of Vlasov distribution of particle, hence
departing from the Einstein-fluid system towards the Einstein-Vlasov system
-ref. [22] by Andreasson may provide the fundamentals to the treatment of
such a system. Several studies have been conducting on 3-d spatially homo-
geneous cosmological models, obeying the symmetries of a particular Bianchi
group and generated by the Einstein-Vlasov system, including [23, 24, 25];
the methodology and main results are summarized by Rendall in [26], while
Ringström presented a thorough examination of the case of maximum sym-
metry -the FLRW universe- in [27]. However, little work has been done so far
in 2-d homogeneous cosmological models -except perhaps for [28]. This gap
in the literature can be bridged by extending the afore-mentioned works.

What is attempted in this work is the study of the Einstein system in the
case of a Bianchi group acting freely without any restriction on the nature
of the homogeneous hypersurfaces. In order to achieve this, we must first
drop the assumption of a transitive action, since this allows for a wide variety
of orbits. As we mentioned, a Bianchi group acting transitively may have
orbits of dimension less than three; seeking for the entire hypersurface to be
homogeneous, we need the group to act freely and regularly.

Another assumption that is dropped is that of orthogonal slicing. In the
studies mentioned, the quotient of the group is a unique transversal vector
field in the space-time, orthogonal to the homogeneous hypersurface. In the
case of homogeneous cosmological models, this vector field can coincide with
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the coordinate time; for inhomogeneous cosmological models, it can coincide
with either the coordinate time, or with one of the spatial coordinates de-
pending on the signature of the homogeneous hypersurfaces. In our case,
the orthogonality is dropped, hence the uniqueness of the transversal is also
dropped. As a result, the transversal vector field of the group will be any of
all vectors that are invariant under the action of the group.

Furthermore, seeking to allow for a completely free and regular action,
we are also bound to drop the assumption of it acting by isometries. The
case of the Bianchi group acting by homotheties and conformal symmetries
has been studied by Steele in the case of vacuum [31], and by Kramer and
Carot in the case of perfect fluids [32]. Attempting to extend it to the case
of collisionless matter, we acknowledge that the Vlasov equation for massive
particles is invariant under isometries alone; it is the case of massless particles
(radiation) that allows the Vlasov equation to be invariant for homotheties -
which is the case we are interested at.

As for the freedom of the nature of orbits on the homogeneous manifold,
there are two reasons to consider. If the group orbits are spacelike, then we
arrive to an extension of the usual 3-d spatially homogeneous cosmologies; if
the group orbits are timelike, then we arrive to an extension of the 2-d homo-
geneous cosmologies, or even to some cases of inhomogeneous cosmologies -
proposing that the Bianchi group can be divided to a subgroup of dimensnion
2, which will act on 2-dimensional spatial surfaces. Hence, the case of non-null
orbits combines a large case of universes dominated by collisionless massless
particles. Though, the case of lightlike orbits is somehow vague, Kramer et
al. [29] and Hall [1] concluded that motions along null hypersurfaces denotes
space-times that are solutions of General Relativity describing plane waves (at
least locally, where the null homothetic vector exists). Consequently, allowing
for null group orbits in the space-time, we consider gravitational waves com-
ing through collisionless matter. As in the case of homogeneous cosmologies,
these gravitational waves are not only plane, but may have up to eleven sym-
metry groups - eg. the action of Bianchi I would result to plane gravitational
waves, the action of Bianchi III would result to cylindrical gravitation waves,
and the action of Bianchi IX would result to spherical gravitational waves.

Thus, the work can be summarized in the proof of a theorem, as follows

Theorem (Construction of a Homogeneous Space-time). Assume there is
a four-dimensional space-time V4 and a three-dimensional group G, such that

(1) the group G acts freely and regularly on the space-time V3, admitting
3-dimensional orbits on it, and

(2) the group G acts by homotheties on the space-time V4, hence the
generators of the group are homothetic vector fields of the space-time.

For any such space-time, there exists some vector field ~ζ in the neighbourhood
of the generators of G that satisfies the following properties:

(1) it is invariant under the action of the group, i.e., it commutes with
the generators of the group;
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(2) it is tangent to a geodesic at any point of the space-time; and
(3) is null.

Then, a coordinate patch can be constructed that covers locally the space-time,

based on the transversal ~ζ and the generators of the group.

In the proof of the theorem, we proceed on the following stages: First, we

prove that ~ζ commutes with the generators, as a consequence of the free and

regular action of the group. Second, we prove that ~ζ is tangent to a geodesic
by using its commutation with the generators and the action of the group by

homotheties. Third, we specify ~ζ to be null so as to ensure a convenient and
generic normalisation condition. Finally, we construct a coordinate chart for

the space-time using the affine parameter of the geodesic on which ~ζ is tangent,
and the canonical coordinates of the group; thus, ~z and the generators span
a 4-dimensional vector basis. This is a universal result, as the orientation
of the generators of the group, as well as the signature of the homogeneous
hypersurface are unspecified, while any vector transversal to the group (that

is geodesic and null) can play the role of ~ζ at any point of the space-time.
The thesis is organized as follows: In Chapter 2, we present the main

notions of the group acting freely and regularly on the space-time and the
fundamental relations of vectors on this space-time. Following, the construc-
tion of the space-time is schematized, hence the three parts of the theorem
are proved. Finally, we present the two possible forms of the metric as well as
the Einstein field equations, the conservation laws for the matter fields and
the four possible forms of these matter fields - namely, the scalar fields, the
electromagnetic fields, the classical macroscopic fluid, and the Vlasov (colli-
sionless) matter.

In Chapter 3, we deal with the parametrisation of the space-time under
the coordinate chart specified in the previous chapter. We use the conditions
of the theorem to specify the structure of the metric - and we explain why
other structures are not discussed. We compute the Levi-Civita connections,
the curvature tensors and the energy-momentum equation in the most generic
form. What we aim to prove is that a non-null transversal is restrictive and
yields trivial or well-known results; thus, a null transversal must be opera-
tionalised. In this case, the third part of the theorem is easily proved.

In Chapter 4, we consider the case of vacuum solution (the Einstein sys-
tem). In this case, the Einstein tensor is set equal to zero, due to the absence
of any matter fields. Assuming a set of coordinates adapted to the transversal
and the group, the derivatives of the metric along the transversal are reduced
to simple partial derivatives, while the derivatives along the group are given
by the group. Hence, the Einstein equations reduce to ordinary differential
equations. Following, the existence and uniqueness of solutions can be proved
given a set of initial data (on an orbit of the Bianchi group) and a fixed in-
terval of the independent variable (along the transversal collineation);3. these

3A comment must be made here about the use of the word “collineation” throughout
this thesis. Usually, a vector field is termed collineation (with respect to something) when the
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are proved by means of a fixed-point argument and the Picard-Lindelöf the-
orem. We also attempt to extend the the fixed interval of the independent
variable so as to cover the entirety of the space-time. Finally, examples of
such solutions are presented, such as the Minkowski space-time.

In Chapter 5, we extend our research to the Λ−vacuum solution (the
Einstein system with a cosmological constant). In this case, the Einstein
tensor is not zero, but proportional to the metric tensor; nevertheless, the
rest of the set-up remains the same. The Einstein equations are reduced
to ordinary differential equations and the existence and uniqueness of their
solutions can be proved by means of the same fixed-point argument and the
Picard-Lindelöf theorem. Examples of this case, e.g., the de-Sitter space-time,
are provided as well.

In Chapter 6, we turn our emphasis on electro-vacuum solutions (the
Eintein-Maxwell system), where the presence of free (charge-less) electromag-
netic fields in the space-time is allowed. In this case, the Einstein tensor is
equal to the Maxwell energy-momentum tensor, which is given with respect
to the Faraday electromagnetic tensor. By proving that the electromagnetic
fields inherit the symmetries of the space-time, we show that the derivatives of
the Faraday tensor along the transversal reduce to simple partial derivatives,
while its derivatives along the group are determined by relations similar to
those for the metric; hence, the Maxwell equations reduce to a set of ordinary
differential equations with respect to the same independent variable as the
metric and a set of constraints. Thus, the complete Einstein-Maxwell system
is an ordinary differential system, which can be solved in the same manner
as the Einstein system in Chapters III and IV. Examples of space-times with
free electromagetic fields are given in the end.

Chapter 7 introduces matter fields in the context of a perfect fluid (the
Einstein-Euler system). Now, the Einstein tensor is equal to the energy-
momentum tensor of a perfect fluid, determined by the latter’s energy density
and pressure -two scalar quantities- and the velocity of the fluid. What we
prove here is that the matter-energy density and the isotropic pressure of the
fluid, as well as the observer’s velocity vector inherit the symmetries of the
space-time; consequently, their derivatives along the quotient are reduced to
simple partial derivatives along the chosen parameter, and their derivatives
along the group are determined by simple relation similar to those for the
metric. In this case, both the Einstein and the Euler equations are simply
ordinary differential equations. Their solution over a given interval of the
independent variable can follow using a fixed-point argument and the Picard-
Lindelöf theorem; an extension is possible trivially. Finally, a number of

“movement of a specific quantity along it can be described as an isomorphism of this vector
field (e.g., a “curvature collineation” is one that preserves the Riemann tensor, a “matter
collineation” one that preserves the stress-energy-momentum tensor, etc.). In our case, this
vector field does preserve the group elements, as it commutes with them. Therefore, we will
use the term in the following meaning: any vector field in the quotient of the group that
preserves the group action will be termed a “transversal collineation”.
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known perfect fluid solutions that yield homothetic vectors are considered as
possible examples of this case.

Chapter 8 concludes the thesis, summarizing the results and suggesting
possible extensions of the work for the future. The main goal is to consider the
Einstein-Vlasov and the Einstein-Boltzman systems under the same set-up.
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2. A Notice on Notions and Notation

Before we proceed, it is useful to make a short comment on the notions
and notation used so far, that will be used in the dissertation as follows.

The main geometric features employed in relativistic gravity and cosmol-
ogy, hence in the modified theories of gravity and cosmology as well, are the
tensors. Tensors are geometric objects that map other objects to itself in a
multi-linear manner; given a metric affine manifold with a coordinate basis,
tensors can be expressed as multidimensional arrays, whose elements corre-
spond to a mapping on the specific basis. Such an object is expressed with
indices in the form

Tα1α2...αn
κ1κ2...κm ,

where n + m is the rank of the tensor. The simplest form of tensors are the
scalars (0-rank) and the vectors (1-rank).

The full definition of tensors is given by means of a coordinate basis
change, since these objects remain unaffected, or rather invariant in such
changes, proposing that the manifold on which they are defined in affine. As
a result, given an “old” coordinate basis, {xµ}, and a “new” one, {x̃µ}, along
with the (reversible) transformation rules, x̃µ = x̃µ (xν), any tensor follows
the following transformation rule,

T̃α1α2...
κ1κ2... =

∂x̃α1

∂xβ1
∂x̃α2

∂xβ2
...
∂xλ1

∂x̃κ1
∂xλ1

∂x̃κ1
...T β1β2...λ1λ2... .

Any other multidimensional array of arithmetics that does not follow this
transformation rule during a change of the coordinate basis, is not considered
an invariant of the manifold and, thus, is not a tensor.

The indices of the tensors can be upper or lower, depending on whether
they correspond to the tangent or the cotangent space defined by the coordi-
nate basis on the manifold. Upper indices correspond to the tangent space,
that is defined by means of the coordinate curves tangent on the unit vectors;
lower incides correspond to the cotangent space, that is defined by means
of the coordinate surfaces vertical to the unit vectors. Greek letters will be
used for the indices of tensors that are defined on 4-d pseudo-Riemannian or
Einstein manifolds (that have non-degenerate metric and curvature propor-
tional to it), used in General Relativity, where α = 0 denotes the temporal
components and α = 1, 2, 3 denote the spatial components; latin letters will
be used for the indices of tensors defined on 3-d Riemannian manifolds (that
have positively defined metric and curvature), where i = 1, 2, 3 correspond to
spatial components only.

Since the analysis is conducted on curved differentiable manifolds, many
forms of differentiation shall appear. Partial derivative with respect to the
coordinate basis shall be denoted as

∂U

∂xµ
= ∂µU .

Thus, the covariant derivative is defined as the derivative of a tensor along
the tangent curves of the manifold; it is an extension of the partial derivative,
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equal to it when scalars are considered and diverging from it when higher-order
tensors are differentiated. The divergence results from the affine connection of
the manifold, measuring the latter’s divergence from a flat Euclidean space,
and is as large as the order of the differentiated tensor. More specifically,
given a scalar, Φ, we have

∇µΦ = ∂µΦ ;

given a vector, V µ in the tangent space and Vµ in the cotangent space, we
have

∇µV ν = ∂µV
ν + ΓνµλV

λ and ∇µVν = ∂µVν − ΓλµνVλ ;

finally, given a 2-rank tensor, Tµν , or Tµν , or Tµν , we have

∇µT ρσ = ∂µT
ρσ + ΓρµλT

λσ + ΓσµλT
ρλ ,

∇µTρσ = ∂µTρσ − ΓλµρTλσ − ΓλµσTρλ and

∇µT ρσ = ∂µT
ρ
σ + ΓρµλT

λ
σ − ΓλµσT

ρ
λ ,

and so on. Γαβγ is the affine connection of the manifold, a non-tensor object,

as it is not invariant in the manifold (it does not transform accordingly when
the coordinates change).

Moreover, throughout this work, Greek letters shall be used for indices
on the 4-dimensional space-time, while Latin letters for the indices on the
3-dimensional homogeneous sub-space. Following Gourgoulhon, {α, β, γ, ...}
and {a, b, c, ...} shall be used as free indices, while {κ, λ, µ, ν, ...} and {i, j, k, l, ...}
as contracting indices [33]; this could be is used in accordance to some parts
of the literature to ease the immediate identification of the tensor rank of each
equation. Round brackets among the indices denote symmetry, angle brackets
denote trace-free symmetry and square brackets denote skew-symmetry.

Finally, to distinguish between forms and vectors, we shall employ distinct
symbols: bold for the former, and an arrow-above for the latter. As a result,

~u = ui
∂

∂xi

is a vector spanned in the tangent space, TpM, while

u = uidx
i

is the corresponding 1-form spanned in the dual or cotangent space, T ∗pM
(at some point p). This is done as to avoid the confusion of using indices
to denote vectors that belong in a certain algebra, rather than coordinates
(which is the convention). We should note that the metric and other famous
rank 2 tensors (e.g., the Faraday tensor, the stress-energy-momentum tensor)
are usually written as 2−forms, so they will follow the same writing.





CHAPTER 2

The Construction of the Space-Time

1. Introduction

In this chapter, we discuss the construction of the space-time under the
particular conditions of a Bianchi group acting freely and regularly on it. The
chapter begins with a brief review on groups and their action on manifolds,
specifically about the classification of Bianchi groups.

The first part of the chapter leads to a theorem describing the construc-
tion of such a space-time, such that the foliation does not occur under an
orthogonal (time-like or space-like) slicing, but following a null collineation
that is geodesic and invariant under the action of the group. The second
part discusses the the elements of the space-time, i.e. the connection, the
curvature elements and the matter models.

2. Manifolds and Groups

Consider a space-time (V4, g), where V4 is a (non-empty) pseudo-Riemannian
manifold and g the (definite) metric imposed to it, with signature (−,+,+,+);
TV4(q) is the tangent bundle of V on a point q ∈ V4. Consider G a 3-
dimensional group of symmetries with algebra G, that acts freely and reg-
ularly on (V4, g); hence a 3-dimensional submanifold M ⊂ V4 exists, whose
symmetry group is G. It is important to explain what free and regular mean,
since we use the definitions set out by Olver [34]. For the former we have:

Definition 2.1 (Free Action). The action of a group G on a manifold V
is free if the isotropy subgroup of any individual point z0 ∈ V is trivial.

This definition is similar to the usual definition of a free action (e.g. in
[35]), since it implies that the action contains no fixed points - i.e., g · x 6= x
for g ∈ G. Now, for the latter, we have:

Definition 2.2 (Regular Action). The action of a group G on a manifold
V is regular if

• all orbits of the group have the same dimension, and
• each point z ∈ V has a system of arbitrarily small neighbourhoods
U(z) such that each orbit of the group O(z′) for z′ ∈ U(z) intersects
these neighbourhoods in a pathwise connected subset.

11
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This definition is not identical to the usual definition of regular action,
since it does not contain transitivity by definition.1

It follows from the “Homogeneous Space Construction Theorem” thatM
is a homogeneous manifold represented as the left coset space M = G/H,
where H a closed subgroup of G, whose dimension is given as

dimH = dimG − dimM .

Of course, if H is a discrete closed subgroup of G, then dimH = 0; hence,
dimG = dimM = 3 [36].

Given a point h1 on this hypersurface is “moved” along an orbit on this
hypersurface according to h2 = g · h1, where g ∈ G. If Lg : G → G the diffeo-
morphism on the group, or equivalently Lg :M→M the diffeomorphism on
the 3-dimensional sub-manifold, such that

(1) h2 = Lgh1 = g · h1 ,
is unique for any g, h1, h2 ∈M and has the following properties

(2)
(
Lg

)−1
= Lg−1 and Lg ◦ Lh = Lg·h .

Then, the derivative of the diffeomorphism “moves” vectors, ~v, from the tan-
gent space of M on some point h1 ∈ M to the tangent space of M on some
point h2 ∈M as
(3)

dLg : TM (h1)→ TM (h2) : ~vh2 = ~vg·h1 = dLg (~vh1) =
(
vi
)
h1

∂
(
Lj
)
g

∂xi

∣∣∣
h1
∂j .

In this, we consider that
(
Lj
)
g

(x) are the components of the left translation

Lg(h) = g · h in some local coordinates {xi}; vectors like ~v that fulfill these
identities are known as left invariant vector fields and have the following
properties:

(4)

(i) dLg (~vh) = dLg (dLh(~v0)) =
(
dLg ◦ dLh

)
(~v0) = dLg·h (~v0) = ~vg·h

(ii) ~vg = dLg (~v0)→ ~v0 = dLg−1

(iii) dLg

(
[~vh, ~vf ]

)
=
[
dLg (~vh) ,dLg (~vf )

]
= [~vg·h, ~vg·f ]

Let us first consider the group. Without loss of generality, we can assume
that the group referred to is a Bianchi group; that is, a three-dimensional

1Transitive actions are usually defined as those for which, for any two points x , y ∈M
there is some g ∈ G such that g · x = y [35]. Following this idea, regular actions are defined
as simply transitive, that is, as actions that are both free and transitive; hence, regular
actions, in this fashion, are those for which there is a unique g ∈ G such that any two
different points x , y ∈ G are uniquely related as g · x = y.

To give an example of why the two definitions are not alike, let us take a direct sum of
a one-dimensional and a two-dimensional Lie group that act simply transitively (regularly
in the usual definition for ordinary groups) on the direct sum of a straight and a plane,
respectively. Then, we have orbits of unequal dimensions; so this action is not regular (in
the definition given by Olver).
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real group whose non-isomorphic structure is determined by a closed set of
commutators. Any such group belongs to a classification of nine, the im-
portance of which lies in a complete accounting of the symmetry groups of
three-dimensional real spaces [37]. All Bianchi groups except for types V III
and IX can be constructed as a semidirect product of IR2 and IR, with IR
acting on IR2 by some 2 × 2 matrix A; as for types V III and IX, they are
directly related to the special linear and the special orthogonal groups respec-
tively. Notably, the class is divided to two sub-classes: Class A refers to those
that are unimodular and Class B to those that are non-unimodular.

Let ~ξa be the generators of a Bianchi group, which act by homotheties on
the 3-dimensional sub-manifold M, hence

(5)
[
~ξa, ~ξb

]
= ∇~ξa

~ξb −∇~ξb
~ξa = Cmab

~ξm ,

where Ccab the structure constants of the Bianchi group. The generators of
the Bianchi group are also related by means of the Jacobi identity,

(6)
[
~ξa, [~ωb, ~ξc]

]
+
[
~ξb, [~ξc, ~ξa]

]
+
[
~ξc, [~ξa, ~ξb]

]
= 0 ,

which can also be written with respect to the structure constants, as

(7) CdamC
m
bc + CdbmC

m
ca + CdcmC

m
ab = 0 .

For a detailed account of the non-isomorphic structure and the automorphisms
of the Bianchi groups, see Tables 1 and 2.

It is easy to see that the form of the matrix A is sufficient to determine
the particular Bianchi group:

• Bianchi I corresponds to any simply connected group whose centre
is IR3 and outer automorphism the three-dimensional general linear
group. The matrix is zero (A = 0).
• Bianchi II corresponds to any simply connected group whose centre

is IR and outer automorphism the two-dimensional general linear
group. The matrix is nilpotent, but not zero. The corresponding
algebra is the Heisenberg algebra.
• Bianchi III corresponds to any simply connected group with centre

IR and outer automorphism the group of non-zero real numbers. The
matrix A has one zero and one non-zero eigenvalue. The correspond-
ing algebra is solvable and non-unimodular.
• Bianchi IV corresponds to any simply connected group with trivial

centre and outer automorphism the product of the reals and a group
of order 2. The matrix A has two equal non-zero eigenvalues, but it
is not diagonisable.
• Bianchi V corresponds to any simply connected group with triv-

ial centre and outer automorphism group the elements of the two-
dimensional general linear group with determinant equal to 1 or −1.
The matrix A has two eigenvalues and it is diagonisable.
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Table 1. Properties of the Class A Bianchi Groups

Bianchi
Group

Non-isomorphic
Structure

Automorphism Group
Lie
Algebra

Dimension of
Automorphisms

Dimension of
Isometries

I

[~ξ1, ~ξ2] = 0

[~ξ2, ~ξ3] = 0

[~ξ3, ~ξ1] = 0

GL(3, IR) U(1)3 9 6

II

[~ξ1, ~ξ2] = 0

[~ξ2, ~ξ3] = 0

[~ξ3, ~ξ1] = −~ξ2

(
det|A| 0
~vT A

)
where A ∈ GL(2, IR)
and ~v ∈ IR2

Heis3 6 4

V I0

[~ξ1, ~ξ2] = 0

[~ξ2, ~ξ3] = 0

[~ξ3, ~ξ1] = −~ξ1

 c −d 0
d c 0
~vT 1


where c, d ∈ IR,
such that c or d 6= 0
and ~v ∈ IR2

iso(1, 1) 4 3

V II0

[~ξ1, ~ξ2] = 0

[~ξ2, ~ξ3] = ~ξ1
[~ξ3, ~ξ1] = ~ξ2

−c d 0
d c 0
~vT 1


where c, d ∈ IR,
such that c or d 6= 0
and ~v ∈ IR2

iso(2) 4 3

V III

[~ξ1, ~ξ2] = ~ξ1
[~ξ2, ~ξ3] = ~ξ3
[~ξ3, ~ξ1] = −2~ξ2

SO(2, IR) so(2, 1) 3 3, 4

IX

[~ξ1, ~ξ2] = ~ξ3
[~ξ2, ~ξ3] = ~ξ1
[~ξ3, ~ξ1] = ~ξ2

SO(3) so(3) 3 3, 4

• Bianchi V I0 corresponds to any simply connected group with triv-
ial centre and outer automorphism the product of the positive real
numbers with the dihedral group of order 8. The matrix A has non-
zero distinct real eigenvalues with zero sum. The corresponding Lie
algebra of the two-dimensional Poincaré group, i.e. the group of
isometries of two-dimensional Minkowski space.
• Bianchi V Ih corresponds to any simply connected group with trivial

center and outer automorphism group a product of the non-zero real
numbers and a group of order 2. The matrix A has non-zero distinct
real eigenvalues with non-zero sum. The corresponding algebra is
solvable and non-unimodular.
• Bianchi V II0 corresponds to any simply connected group with trivial

centre and outer automorphism a product of the non-zero real num-
bers and a group of order 2. The matrix A has non-zero imaginary
eigenvalues.
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• Bianchi V IIh corresponds to any simply connected group with trivial
centre and outer automorphism group the non-zero real numbers.
The matrix A has strictly complex (non-real and non-imaginary)
eigenvalues.
• Bianch V III corresponds to any simply connected group with centre

IZ and its outer automorphism group has order 2. The corresponding
algebra is that of a two-dimensional special linear group of traceless
2× 2 matrices, which is simple and unimodular.
• Bianchi IX corresponds to any simply connected group with centre

of order 2 and trivial outer automorphism group. This is equiva-
lent to a spin group. The corresponding Lie algebra is that of a
two-dimensional special orthogonal group, which is simple and uni-
modular.

Table 2. Properties of the Class B Bianchi Groups

Bianchi
Group

Non-isomorphic
Structure

Automorphism Group
Lie
Algebra

Dimension of
Automrphisms

Dimension
of
Isometries

III

[~ξ1, ~ξ2] = 0

[~ξ2, ~ξ3] = 0

[~ξ3, ~ξ1] = −~ξ1

1 ~v
0 c d
0 d c


where c, d ∈ IR,
such that c or d 6= 0
and ~v ∈ IR2

R× l2 4 4

IV

[~ξ1, ~ξ2] = 0

[~ξ2, ~ξ3] = ~ξ2
[~ξ3, ~ξ1] = −~ξ1 − ~ξ2

1 ~v
0 c d
0 0 c


where c, d ∈ IR,
such that c or d 6= 0
and ~v ∈ IR2

R× l2 4 3

V

[~ξ1, ~ξ2] = 0

[~ξ2, ~ξ3] = ~ξ2
[~ξ3, ~ξ1] = −~ξ1

(
1 ~v
0 A

)
where A ∈ GL(2, IR)
and ~v ∈ IR2

R× gl(2) 6 6

V Ih

[~ξ1, ~ξ2] = 0

[~ξ2, ~ξ3] = h~ξ2
[~ξ3, ~ξ1] = −~ξ1

1 ~v
0 c d
0 d c


where c, d ∈ IR,
such that c or d 6= 0
and ~v ∈ IR2

RoR2 4 3

V IIh

[~ξ1, ~ξ2] = 0

[~ξ2, ~ξ3] = ~ξ1 + h~ξ2
[~ξ3, ~ξ1] = ~ξ2 − h~ξ1

1 ~v
0 c d
0 −d c


where c, d ∈ IR,
such that c or d 6= 0
and ~v ∈ IR2

RoR2 4 3, 6



16 2. THE CONSTRUCTION OF THE SPACE-TIME

Also, from the contractions of the Jacobi identity, we easily prove that the
Killing form,

(8) CnmaC
m
nb = CnmbC

m
na ,

is a symmetric rank-2 tensor, and thus the following contraction between
structure constants is also zero,

(9) CnabC
m
mn = 0 .

These ensure the prerequisites of our theorem for the construction of a space-
time.

Let us now consider the action of the group on the space-time. In general,
there are three manners a group can act on a manifold:

(1) A group acts by isometries when the Lie derivative of the metric
along the generators of the group vanishes

(10) L~ξag = 0 ,

in which case, moving along the orbits of the group, distance are pre-
served. Examples of such actions include the usual ‘physical symme-
tries’ observed in many well-known solutions of General Relativity,
such as translations, rotations and Lorentzian boosts. Generators of
such a group are known as Killing vector fields of the manifold.2

Given two vectors, ~x and ~y, and a metric, g, the definition of an
isometry leads to the Killing equation

(11) g
(
∇~x~ξa, ~y

)
+ g
(
~x,∇~ξa~y

)
= 0 .

(2) A group acts by homotheties when the Lie derivative of the metric
along the generators of the group is

(12) L~ξag = φag ,

where φa ∈ IR are scalar constants, dependent only on the particular
generator and g the 4-dimensional metric. In this case, moving along
the orbits of the group, distances grow (or shrink) proportionately;

2For example, in Minkowski space-time, in the standard coordinates,

ds2 = −dt2 + dx21 + dx22 + dx23 ,

the Killing vector fields correspond to the translations with respect to space and time,

~ξ0 =
∂

∂t
, ~ξ1 =

∂

∂x1
, ~ξ2 =

∂

∂x2
and ~ξ3 =

∂

∂x3
,

the rotations about all three spatial axes,

~ξ4 = −x2
∂

∂x1
+ x1

∂

∂x2
, ~ξ5 = −x3

∂

∂x2
+ x2

∂

∂x3
and ~ξ6 = −x1

∂

∂x3
+ x3

∂

∂x1
,

and the Lorentzian boost along all three spatial axes,

~ξ7 = x1
∂

∂t
+ t

∂

∂x1
, ~ξ8 = x2

∂

∂t
+ t

∂

∂x2
and ~ξ9 = x3

∂

∂t
+ t

∂

∂x3
.
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that is, an action by homotheties implies uniform scaling of ‘objects’
moving along the orbits of the group. Generators of such a group
are known as homothetic vectors or homothetic collineations.3

Given two vectors, ~x and ~y, and a metric, g, the definition of a
homothety leads to the homothetic Killing equation

(13) g
(
∇~x~ξa, ~y

)
+ g
(
~x,∇~ξa~y

)
= 2φag

(
~x, ~y
)
.

(3) A group acts by conformal symmetries when the Lie derivative of
the metric along the generators of the group is

(14) L~ξag = φa(x)g ,

where φa(x) ∈ IR are scalar functions, dependent both on the par-
ticular generator and g, and on the point x of the manifold. In this
case, moving along orbits of the group, angles are preserved but dis-
tances are not. Generators of such a group are known as conformal
Killing vectors or conformal collineations.4

Given two vectors, ~x and ~y, and a metric, g, the definition of a
homothety leads to the homothetic Killing equation

(15) g
(
∇~x~ξa, ~y

)
+ g
(
~x,∇~ξa~y

)
=

2

n
g
(
~x, ~y
)
divg

(
~ξa

)
.

These groups can act on either a spacelike hypersurface, S3, a timelike hy-
persurface T3, or a light-like hypersurface, N3, deeming the space-time V
hypersurface homogeneous (Stephani et al. 2003). As a result, the orbits

3For example, in the space-time defined by the metric [44]

ds2 = −e
t
r dt2 + dr2 + r2dΩ ,

there are three homothetic vectors: a scaling along the radial direction

~ξ1 = t
∂

∂t
+ r

∂

∂r
,

and three rotations, along angles θ and φ

~ξ2 = sinφ
∂

∂θ
+ cosφ cot θ

∂

∂φ
, ~ξ3 = − cosφ

∂

∂θ
+ sinφ cot θ

∂

∂φ
and ξ4 =

∂

∂φ
.

4For example, the space-time where the Bianchi III group acts by isometries,

ds2 = A2(t)
(
emλt

(
− dt2 + dx21

)
+ em(λ−1)tdx22 + e−2x1dx23

)
,

admits one proper conformal symmetry

~ξ1 =
2

m

∂

∂t
+ x2

∂

∂x2
+ λx3

∂

∂x3
,

for given parameters m,λ ∈ IR and arbitrary function A(t).
Similarly, the space-time where the Bianchi V group acts by isometries,

ds2 = A2(t)
(
emλt

(
− dt2 + dx21

)
+ e2x1

(
em(λ−1)tdx22 + dx23

))
,

admits one proper conformal symmetry

~ξ1 =
2

m

∂

∂t
+ x2

∂

∂x2
+ λx3

∂

∂x3
,

for given parameters m,λ ∈ IR and arbitrary function A(t) [45].
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of the group are identified with the homogeneous three-dimensional hyper-
surfaces (the foliation) of the space-time; as for the geodesics on the three-
dimensional hpersurfaces are adjoint representations of the particular group
orbits - of dimension 3 or less.

In the case considered, we will assume that the group acts by homotheties.
As a result,

(16) L~ξag = φag .

We should notice that the multiplication of the homothety constants to the
structure constants sums to zero,

(17) φiC
i
ab = 0 .

2.1. Preliminary relations between vectors. In order to proceed, we
will need to calculate the covariant and the Lie derivatives of arbitrary vectors
along arbitrary directions. In particular, we can calculate inner products of
vector fields with covariant derivatives of vector fields. The first part is just
Lie derivatives that do not need the specification of the space-time connection.
Consider three vector fields, ~v, ~u and ~w, defined on the space-time. Then, the
Lie derivatives of their inner products are

~w
(
g(~v, ~u)

)
= L~w

(
g(~v, ~u)

)
=
(
L~wg

)
(~v, ~u) + g

(
[~w,~v], ~u

)
− g
(
[~u, ~w], ~v

)
,

~v
(
g(~u, ~w)

)
= L~v

(
g(~u, ~w)

)
=
(
L~vg

)
(~u, ~w) + g

(
[~v, ~u], ~w

)
− g
(
[~w,~v], ~u

)
and

~u
(
g(~w,~v)

)
= L~u

(
g(~w,~v)

)
=
(
L~ug

)
(~w,~v) + g

(
[~u, ~w], ~v

)
− g
(
[~v, ~u], ~w

)
(18)

The corresponding relations for the covariant derivatives follow

~w
(
g(~v, ~u)

)
= ∇~w

(
g(~v, ~u)

)
= g

(
∇~w~v, ~u

)
+ g
(
∇~u ~w,~v

)
− g
(
[~u, ~w], ~v

)
,

~v
(
g(~u, ~w)

)
= ∇~v

(
g(~u, ~w)

)
= g

(
∇~v~u, ~w

)
+ g
(
∇~w~v, ~u

)
− g
(
[~w,~v], ~u

)
and

~u
(
g(~w,~v)

)
= ∇~u

(
g(~w,~v)

)
= g

(
∇~u ~w,~v

)
+ g
(
∇~v~u, ~w

)
− g
(
[~v, ~u], ~w

)
.

(19)

This leads to formulae which are more or less the coordinate free versions
of the familiar formulae for the Christoffel symbols of the first kind, with all
indices lower. There are commutator terms because the vector fields aren’t
partial derivatives with respect to a system of coordinates and the derivatives
of the metric are Lie derivatives. First of all, for any three vectors ~xα , ~xβ , ~xγ ∈
TV4, we have

g
(
∇~xα~xβ, ~xγ

)
+ g
(
∇~xγ~xα, ~xβ

)
=
(
L~xαg

)
(~xβ, ~xγ) + g

(
[~xα, ~xβ], ~xγ

)
,

g
(
∇~xβ~xγ , ~xα

)
+ g
(
∇~xα~xβ, ~xγ

)
=
(
L~xβg

)
(~xγ , ~xα) + g

(
[~xβ, ~xγ ], ~xα

)
and

g
(
∇~xγ~xα, ~xβ

)
+ g
(
∇~xβ~xγ , ~xα

)
=
(
L~xγg

)
(~xα, ~xβ) + g

(
[~xγ , ~xα], ~xβ

)
.
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Then, the Christoffel symbols of the first kind for generic directions can be
given as

g
(
∇~xγ~xβ, ~xα

)
= Γαβγ =

1

2

((
L~xγg

)
(~xβ, ~xα) +

(
L~xβg

)
(~xα, ~xγ)−

(
L~xαg

)
(~xβ, ~xγ)

)
+

1

2

(
g
(
[~xγ , ~xβ], ~xα

)
+ g
(
[~xβ, ~xα], ~xγ

)
− g
(
[~xα, ~xγ ], ~xβ

))
.

(20)

These Christoffel symbols are not symmetric with respect to the second and
third indices, as is the usual case; the symmetry is broken due to the skew-

symmetric term
1

2

(
g
(
[~xγ , ~xβ], ~xα

)
, and can easily be restored if we assume

that vectros ~xβ and ~xγ commute. The Christoffel symbols of the second kind
are easily derived from these by raising the first index as

Γαβγ =g−1(xα,xµ)Γµβγ

=
1

2
g−1(xα,xµ)

((
L~xγg

)
(~xβ, ~xµ) +

(
L~xβg

)
(~xµ, ~xγ)−

(
L~xµg

)
(~xγ , ~xβ)

)
+

1

2
g−1(xα,xµ)

(
g
(
[~xγ , ~xβ], ~xµ

)
+ g
(
[~xβ, ~xµ], ~xγ

)
− g
(
[~xµ, ~xγ ], ~xβ

))
,

(21)

where xα, xβ are the 1-forms corresponding to ~u and ~y - that is the ‘index-
lowered’ 1-forms

x = g
(
~x, ·
)
,

and conversely
~x = g−1

(
x, ·
)
.

It is worth pointing out that vector ~x and 1-form x are not necessarily dual,
since the assumption of a tetrad basis

{
~xα
}
α=0,1,2,3

has not been made. If we

allow this assumption, i.e, that
{
~xα
}
α=0,1,2,3

is a basis of the tangent space

TV4, then
{
xα
}
α=0,1,2,3

is a basis of the dual space T ∗V4, such that

xα
(
~xβ
)

= δαβ .

However, this assumption is not necessary, in the sense that these relations
can hold for any number of vectors ~x.5

Obviously, the covariant derivatives of any vector field ~xα with respect to
any other ~xβ (even the same) can be given as usual, utilizing the Christoffel
symbols of the second kind as,

(22) ∇~xβ~xα = Γµαβ~xµ ,

where the Einstein notation is being used (i.e., this relation assumes a summa-
tion over all µ’s).

Another important relation, before we turn to Einstein’s equations, is
mixing the Lie and the covariant derivative of vectors. Let us assume that in

5This means that xα is not uniquely defined by ~xα.
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Eq. (18), one of the vectors multiplied is the covariant derivative of two other
vectors; hence, if

L~xα
(
g(~v, ~xβ)

)
=
(
L~xαg

)
(~v, ~xβ) + g

(
[~xα, ~v], ~xβ

)
− g
(
[~xβ, ~xα], ~v

)
then ~v = ∇~xδ~xγ , so that
(23)
L~xα

(
g(∇~xδ~xγ , ~xβ)

)
=
(
L~xαg

)
(∇~xδ~xγ , ~xβ)+g

(
[~xα,∇~xδ~xγ ], ~xβ

)
−g
(
[~xβ, ~xα],∇~xδ~xγ

)
.

Similarly, from Eq. (20), we can compute the inner product of a covariant
derivative and a Lie derivative as

2g
(
∇~xδ~xγ , [~xα, ~xβ]

)
=
(
L~xγg

)(
[~xα, ~xβ], ~xδ

)
+
(
L~xδg

)(
[~xα, ~xβ], ~xγ

)
−
(
L[~xα,~xβ ]g

)(
~xδ, ~xγ

)
+ g
([
~xγ , [~xα, ~xβ]

]
, ~xδ
)

+ g
([
~xδ, [~xα, ~xβ]

]
, ~xγ
)
− g
(
[~xα, ~xβ], [~xγ , ~xδ]

)
.

(24)

So, from Eqs. (23) and (24), we may get

2g
(
L~xα∇~xδ~xγ , ~xβ

)
=2L~xα

(
g
(
∇~xδ~xγ , ~xβ

))
− 2
(
L~xαg

)(
∇~xδ~yγ , ~xβ

)
−
(
L~xγg

)(
[~xα, ~xβ], ~xδ

)
−
(
L~xδg

)(
[~xα, ~xβ], ~xγ

)
+
(
L[~xα,~xβ ]g

)(
~xγ , ~xδ

)
− g
([
~xγ , [~xα, ~xβ], ~xδ

)
− g
([
~xδ, [~xα, ~xβ], ~xγ

)
+ g
(
[~xγ , ~xδ], [~xα, ~xβ]

)
,

(25)

where
(
L[~xα,~xβ ]g

)(
~xγ , ~xδ

)
=
(
L~xαL~xβg

)
(~xγ , ~xδ

)
−
(
L~xβL~xαg

)
(~xγ , ~xδ

)
.

The Lie derivative of the connection (Eq. (20)) along ~w is

2L~xα
(
g
(
∇~xδ~xγ , ~xβ

))
=
(
L~xαL~xβg

)
(~xγ , ~xδ

)
−
(
L~xβL~xγg

)
(~xγ , ~xγ

)
+
(
L~xαL~xδg

)
(~xβ, ~xγ

)
+
(
L~xγg

)(
[~xα, ~xβ], ~xδ

)
+
(
L~xγg

)(
~xβ, [~xα, ~xδ]

)
−
(
L~xβg

)(
[~xα, ~zγ ], ~xδ

)
−
(
L~xβg

)(
~xγ , [~xα, ~xδ]

)
+
(
L~xδg

)(
[~xα, ~xγ ], ~xβ

)
+
(
L~xδg

)(
~xγ , [~xα, ~xβ]

)
+ g
([

[~xγ , ~xβ], ~xα
]
, ~xδ
)

+ g
(
[~xγ , ~xβ], [~xα, ~xδ]

)
− g
([

[~xγ , ~xδ], ~xα
]
, ~xβ
)
− g
(
[~xγ , ~xδ], [~xα, ~xβ]

)
+ g
([

[~xβ, ~xδ], ~xα
]
, ~xγ
)

+ g
(
[~xβ, ~xδ], [~xα, ~xγ ]

)
.

(26)

Substituting Eq. (36) to Eq. (35), we obtain a relation that decomposes the
Lie derivative of the covariant derivative of a vector along another vector to
a series of Lie derivatives,

2g
(
L~xα∇~xδ~xγ , ~xβ

)
=− 2

(
L~xαg

)(
∇~xδ~xγ , ~xβ

)
+
(
L~xαL~xγg

)(
~xβ, ~xδ

)
+
(
L~xαL~xδg

)(
~xβ, ~xγ

)
−
(
L~xβL~xαg

)(
~xγ , ~xδ

)
+
(
L~xδg

)(
~xβ, [~xα, ~xδ]

)
+
(
L~xδg

)(
~xβ, [~xα, ~xγ ]

)
−
(
L~xβg

)(
~xδ, [~xα, ~xγ ]

)
−
(
L~xβg

)(
~xγ , [~xα, ~xδ]

)
+ g
([
~xα, ~xγ ], ~xβ

]
, ~xδ
)

+ g
([
~xα, ~xδ], ~xβ

]
, ~xγ
)

+ g
([
~xγ , ~xδ], ~xα

]
, ~xβ
)

+ g
(
[~xγ , ~xβ], [~xα, ~xδ]

)
+ g
(
[~xβ, ~xδ], [~xα, ~xγ ]

)
.

(27)
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This relation can be used to examine whether these two vectors are orthogonal
or not; if they are, the above relation should be zero.

2.2. Riemann and Ricci curvature in a generalised frame. Cur-
vature of (pseudo-)Riemannian manifolds is defined as the difference between
the original and the final state of the parallel transport of a vector along a
closed loop. This curvature is measured by the Riemann-Christoffel tensor,
that is defined as

(28) R (~v, ~u) ~w = ∇~v∇~u ~w −∇~u∇~v ~w −∇[~v,~u] ~w ,

for any vector fields ~v, ~u and ~w on the manifold. Assuming a tetrad basis
{~xα}α=0,1,2,3, this would be written as

Rαβγδxα = R (xγ , xδ)xβ

Obviously, the last two indices of the Riemann tensor (γ and δ) are anti-
symmetric, regardless of the frame on which it is written.

Given any vectors ~xα, ~xβ, ~xγ (not necessarily a tetrad basis), we have

(29) R
(
~xγ , ~xδ

)
~xα = ∇~xγ∇~xδ~xα −∇~xδ∇~xγ~xα −∇[~xγ ,~xδ]~xα ,

where the covariant derivatives are given as

(30) ∇~xγ~xα = Γµαγ~xµ

and, subsequently, the second-order covariant derivatives are give as

∇~xγ∇~xδ~xα =∇~xγ
(
Γµαδ~xµ

)
=

=
(
L~xγΓµαδ

)
~xµ + Γmuαδ∇~xγ~xµ =

(
L~xγΓµαδ

)
~xµ + ΓµαδΓ

ν
γµ~xν

(31)

We note again that the Christoffel symbols are matrices, not tensors; hence,
they must be differentiated accordingly. As a result, the Riemann tensor can
be written as
(32)
R
(
~xγ , ~xδ

)
~xα =

(
L~xγΓµαδ

)
~xµ−

(
L~xδΓ

µ
αγ

)
~xµ+ΓµαδΓ

ν
γµ~xν−ΓµαγΓνδµ~xν−C

µ
γδΓναµ~xν .

The only problem is to specify the Lie derivatives of the Christoffel sym-
bols of the second kind. That is

L~xδΓ
α
βγ =L~xδ

(
g−1 (xα,xµ) g

(
∇~xγ~xβ, ~xµ

) )
=

=L~xδ
(
g−1 (xα,xµ)

)
g
(
∇~xγ~xβ, ~xµ

)
+ g−1 (xα,xµ)L~xδ

(
g
(
∇~xγ~xβ, ~xµ

) )
=− g−1

(
xα,xκ

)
g−1
(
µ, λ

)
L~xδ
(
g(~xκ, ~xλ)

)
g
(
∇~xγ~xβ, ~xµ

)
+ g−1

(
xα,xµ

)
L~xδ
(
g
(
∇~xγ~xβ, ~xµ

) )
.

To calculate this we require the Lie derivative of an inner product of two
vectors (L~xδ

(
g(~xκ, ~xλ)

)
), the inner product of a covariant derivative with a

vector (g
(
∇~xγ~xβ, ~xµ

)
), and the Lie derivative of the inner product of a covari-

ant derivative with a vector (L~xδ
(
g
(
∇~xγ~xβ, ~xµ

) )
). The first two are known,
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from Eqs. (18) and (20); the third is easy to compute if we substitute one of
the vectors multiplied to Eq. (18) with the covariant derivative, so that
(33)
L~xδ
(
g(∇~xγ~xβ, ~xµ)

)
=
(
L~xδg

)
(∇~xγ~xβ, ~xµ)+g

(
[~xδ,∇~xγ~xβ], ~xµ

)
−g
(
[~xµ, ~xδ],∇~xγ~xβ

)
.

From Eq. (20), we can compute the inner product of a covariant derivative
and a Lie derivative as

2g
(
∇~xγ~xβ, [~xµ, ~xδ]

)
=
(
L~xβg

)(
[~xµ, ~xδ], ~xγ

)
+
(
L~xγg

)(
[~xµ, ~xδ], ~xβ

)
−
(
L[~xµ,~xδ]g

)(
~xβ, ~xγ

)
+ g
([
~xβ, [~xµ, ~xδ]

]
, ~xγ
)

+ g
([
~xγ , [~xµ, ~xδ]

]
, ~xβ
)
− g
(
[~xµ, ~xδ], [~xβ, ~xγ ]

)
.

(34)

So, from Eqs. (23) and (24), we may get

2g
(
L~xδ∇~xγ~xβ, ~xµ

)
=2L~xδ

(
g
(
∇~xγ~xβ, ~xµ

))
− 2
(
L~xδg

)(
∇~xγ~xβ, ~xµ

)
−
(
L~xβg

)(
[~xδ, ~xµ], ~xγ

)
−
(
L~xγg

)(
[~xδ, ~xµ], ~xβ

)
+
(
L[~xδ,~xµ]g

)(
~xβ, ~xγ

)
− g
([
~xβ, [~xδ, ~xµ], ~xγ

)
− g
([
~xγ , [~xδ, ~xµ], ~xβ

)
+ g
(
[~xγ , ~xβ], [~xδ, ~xµ]

)
,

(35)

where
(
L[~xδ,~xµ]g

)(
~xβ, ~xγ

)
=
(
L~xδL~xµg

)
(~xβ, ~xγ

)
−
(
L~xµL~xδg

)
(~xβ, ~xγ

)
. Eventu-

ally, the Lie derivative of the connection (Eq. (20)) along ~xδ is

2L~xδ
(
g
(
∇~xγ~xβ, ~xµ

))
=
(
L~xδL~xµg

)
(~xγ , ~xβ

)
−
(
L~xµL~xδg

)
(~xγ , ~xβ

)
+
(
L~xδL~xγg

)
(~xµ, ~xβ

)
+
(
L~xβg

)(
[~xδ, ~xµ], ~xγ

)
+
(
L~xβg

)(
~xµ, [~xδ, ~xγ ]

)
−
(
L~xµg

)(
[~xδ, ~xβ], ~xγ

)
−
(
L~xµg

)(
~xβ, [~xδ, ~xγ ]

)
+
(
L~xγg

)(
[~xδ, ~xβ], ~xµ

)
+
(
L~xγg

)(
~xβ, [~zδ, ~xµ]

)
+ g
([

[~xβ, ~xµ], ~xδ
]
, ~xγ
)

+ g
(
[~xβ, ~xµ], [~xδ, ~xγ ]

)
− g
([

[~xγ , ~xβ], ~xδ
]
, ~xµ
)
− g
(
[~xγ , ~xβ], [~xδ, ~xµ]

)
+ g
([

[~xµ, ~xβ], ~xδ
]
, ~xγ
)

+ g
(
[~xµ, ~xβ], [~xδ, ~xγ ]

)
.

(36)
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Consequently, the Lie derivative of the Christoffel symbol is

L~xδΓ
α
βγ =

1

2
g−1
(
xα,xκ

)
g−1
(
xµ,xλ

)( (
L~xδg

)
(~xκ, ~xλ)(

(L~xγg) (~xβ, ~xµ) + (L~xβg) (~xµ, ~xγ)− (L~xµg) (~xβ, ~xγ)

+ g ([~xδ, ~xκ], ~xλ)− g ([~xλ, ~xδ], ~xκ)
)

− g ([~xβ, ~xγ ], ~xµ) + g ([~xβ, ~xµ], ~xγ)− g ([~xµ, ~xγ ], ~xβ)
)

+
1

2
g−1
(
xα,xµ

)(
(L~xδL~xµg) (~xβ, ~xγ)

− (L~xµL~xδg) (~xβ, ~xγ) + (L~xδL~xγg) (~xβ, ~xµ)

+ (L~xβg) ([~xδ, ~xµ], ~xγ) + (L~xβg) ([~xδ, ~xγ ], ~xµ)

− (L~xµg) ([~xδ, ~xβ], ~xγ)− (L~xµg) ([~xδ, ~xγ ], ~x)

+ (L~xγg) ([~xδ, ~xβ], ~xµ) + (L~xγg) ([~xδ, ~xµ], ~xβ)

+ g
([

[~xβ, ~xµ], ~xδ
]
, ~xγ
)

+ g ([~xβ, ~xµ], [~xδ, ~xγ ])

− g
([

[~xβ, ~xγ ], ~xδ
]
, ~xµ
)
− g ([~xβ, ~xµ], [~xδ, ~xµ])

+ g
([

[~xµ, ~xγ ], ~xδ
]
, ~xβ
)

+ g ([~xµ, ~xγ ], [~xδ, ~xβ])
)
.

(37)

As a result, the Riemann-Christoffel tensor is written as

Rαδβγ =
1

2
gαµ
(

(L~xβL~xµg)γδ − (L~xµL~xβg)γδ + (L~xβL~xδg)γµ

− (L~xγL~xµg)βδ + (L~xµL~xγg)βδ − (L~xγL~xδg)βµ

+ Cνβµ (L~xγg)δν + Cνβδ (L~xγg)µν − Cνβγ (L~xµg)νδ − Cνβδ (L~xµg)γν

+ Cνβγ (L~xδg)µν + Cνβµ (L~xδg)γν − Cνγµ (L~xβg)δν − Cνγδ (L~xβg)µν

+ Cνγβ (L~xµg)δν + Cνγδ (L~xµg)βν − Cνγβ (L~xδg)µν − Cνγµ (L~xδg)βν

+ CκγµC
λ
κβ gδλ − CκγδCλκβ gµλ + CκµδC

λ
κβ gγλ

− CκβµCλκγ gλδ + CκβδC
λ
κγ gλµ − CκµδCλκγ gβλ

)
+

1

2
gακgµλ

(
(L~xγg)δκ + (L~xδg)γκ − (L~xκg)γδ + gκρC

ρ
γδ + gγρC

ρ
δκ + gδρC

ρ
γκ

)
(

(L~xµg)βλ + (L~xβg)µλ − (L~xλg)βµ + gλσC
σ
βµ + gµσC

σ
βλ + gβσC

σ
µλ

)
− 1

2
gακgµλ

(
(L~xβg)δκ + (L~xδg)βκ − (L~xκg)βδ + gκρC

ρ
βδ + gβρC

ρ
δκ

)
+ gδρC

ρ
βκ(

(L~xµg)γλ + (L~xγg)µλ − (L~xλg)γµ + gκσC
σ
γµ + gµσC

σ
γλ + gγσC

σ
µλ

)
+

1

2
gαµ
(

(L~xδg)µν + (L~xνg)δµ − (L~xµg)δν − gµλCλδν − gδλCλµν + gνλC
λ
δµ

)
Cνβγ

(38)
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Of course, the traces of the Riemann tensor are said to represent the local
features of Riemannian curvature and are defined as

Rαβ = Rλαλβ and(39)

R = gµνRµν = gµνRλµλν .(40)

Given the relation, for the Riemann-Christoffel tensor, it is easy to ex-
press the Ricci tensor with respect to the derivatives of the metric and the
commutators as

Rαβ =
1

2
gκλ
(

(L~xκL~xλg)αβ − (L~xκL~xλg)αβ + (L~xκL~xαg)βλ

− (L~xβL~xλg)ακ + (L~xλL~xβg)ακ − (L~xβL~xαg)κλ

+ Cµαλ (L~xβg)µκ + Cµακ (L~xβg)µλ

− Cµαβ (L~xλg)κµ − Cµακ (L~xλg)βµ

+ Cµκα (L~xβg)λµ + Cµκα (L~xλg)βµ

+ Cµβκ (L~xλg)αµ − Cµκβ (L~xαg)λµ

+ CµβλC
ν
µκgαν − C

µ
αλC

ν
µκgβν + CµαβC

ν
µκgλν

)
+

1

2
gκρgλσ

(
(L~xαg)βρ + (L~xβg)αρ − (L~xρg)αβ − gρµCµαβ + gαµC

µ
βρ + gβµC

µ
αρ

)
(

(L~xλg)κσ + (L~xκg)λσ − (L~xσg)κλ + gσνC
ν
κλ + gλνC

ν
κσ + gκνC

nu
λσ

)
− 1

2
gκρgλσ

(
(L~xαg)κρ + (L~xκg)αρ − (L~xρg)ακ − gρµCµακ + gαµC

µ
κρ + gκµC

k
αρ

)
(L~xβg)λσ +

(
(L~xλg)βσ − (L~xσg)βλ + gσνC

ν
βλ + gλνC

ν
βσ + gβνC

ν
λσ

)
− 1

2
gκλ
(

(L~xαg)κµ + (L~xµg)ακ − (L~xκg)αµ − gκνCναµ + gανC
ν
µκ + gµνC

ν
αλ

)
Cµβλ ,

(41)
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and the Ricci scalar as

R =
1

2
gκλgµν

(
(L~xµL~xνg)κλ − (L~xνL~xµg)κλ + (L~xµL~xκg)λν

− (L~xλL~xνg)κµ + (L~xνL~xλg)κµ − (L~xλL~xκg)µν

+ Cρκν (L~xλg)ρµ + Cρκµ (L~xλg)ρν − Cρκλ (L~xνg)ρµ − Cρκµ (L~xνg)ρλ

+ Cρµκ (L~xλg)ρν + Cρµκ (L~νg)ρλ + Cρµλ (L~xνg)ρκ − Cρµλ (L~xκg)ρν

+ CρλνC
σ
ρµgκσ − C

ρ
λνC

σ
ρµgλσ + CρκλC

σ
ρµgνσ

+
1

2
gκλgµπgνσ(
(L~xκg)λπ + (L~xλg)κπ − (L~xπg)κλ − gπσCσκλ + gκσC

σ
λπ + gλσC

σ
κπ

)
(

(L~xµg)νρ + (L~xνg)νρ − (L~xρg)wu + gρτC
τ
µν + gµτC

τ
νρ + gµτC

τ
µρ

)
− 1

2
gκλgµνgπρ(
(L~xκg)µν + (L~xµg)κν − (L~xνg)κµ − gµσCσκν + gνσC

σ
κµ

)
(

(L~xλg)πρ + (L~xπg)λρ − (L~xρg)λπ + gρτC
τ
λπ + gπτC

τ
λρ

)
− 1

2
gκλgµν

(
(L~xκg)µρ + (L~xρg)κµ − (L~xµg)κρ

+ gµσC
σ
ρκ + gκσC

σ
ρµ − gρσCσµκ

)
Cρλν .

(42)

As for the long-range effects of curvature, they are represented by the
traceless and conformal Weyl tensor,
(43)

Wαβγδ = gαµR
µ
βγδ−

1

2

(
Rαδgβγ+Rβγgαδ−Rαγgβδ−Rβδgalphaγ

)
+

1

6
R
(
gαγgβδ−gαδgβγ

)
.

We should note that the Ricci tensor should be symmetric in its indices,
proposing that the frame on which it is written is an orthonormal one. As for
the Weyl tensor, it retains the symmetries of the Riemann tensor.

2.3. The construction of the space-time. This study focuses on space-
times where a Bianchi group acts freely without any restriction on the nature
of the homogeneous hypersurfaces. This comes at odds with previous exam-
ples of Bianchi group actions on space-times where the group acted transitively
by isometries leading to an orthogonal slicing of the space-time. In our case,
the following usual assumptions are dropped:

(1) First assumption dropped: Transitive Action.
The Bianchi group acts freely and regularly (in the definition of Olver
[34]). This implies that the orbits of the Bianchi group are strictly
of dimension three.
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(2) Second assumption dropped: Isometries.
The Bianchi group acts by homotheties.

(3) Third assumption dropped: Orthogonal Slicing.
The quotient of the group is not a unique neither an orthogonal
transversal vector field in the space-time, but may be any of all vec-
tors that are invariant under the action of the group.

Theorem 2.1 (Construction of a Homogeneous Space-time). Assume there
is a four-dimensional space-time V4 and a three-dimensional group G, such
that

(1) the group G acts freely and regularly on the space-time V3, admitting
3-dimensional orbits on it, and

(2) the group G acts by homotheties on the space-time V4, hence the
generators of the group are homothetic vector fields of the space-time.

For any such space-time, there exists some vector field ~ζ in the neighbourhood
of the generators of G that satisfies the following properties:

(1) it is invariant under the action of the group, i.e., it commutes with
the generators of the group;

(2) it is tangent to a geodesic at any point of the space-time; and
(3) is null.

Then, a coordinate patch can be constructed that covers locally the space-time,

based on the transversal ~ζ and the generators of the group.

The scope of the theorem is to prove that the construction of the space-
time is possible by choosing any such vector field at any point of the homo-
geneous hypersurfaces of the space-time.

Proof. The proof will follow the following order: a point P is arbitrarily

chosen on the space-time V4, and on it a vector ~ζ that has the properties
described in the theorem. The vector is subsequently “moved” along the
group and the quotient of its action; the order of the “movement” does not
matter (whether the vector is moved first along the group and then along the

quotient or vice versa). The properties of the vector ~ζ are matched to this
“movement” in such a way that a certain map J is proved to exist, from the
direct sum

[
IR×G

]
to the space-time; this map serves as the coordinate patch

that can locally cover V4.
Before we proceed: Let ~ζ be some vector field in the quotient of the group

action. Then, let Cζ be the family of curves tangent to some (or all possible)
~ζ; this family of curves is parametrised by means of an affine parameter, z,
which takes values in IR. As a result, the direction defined by them is spanned

by the vector ~v =
∂

∂z
; then, any vector ~ζ will be given as

~ζ = uz~v .
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By contrast, the homogeneous submanifold M is parametrised by means of

the generators of the group, ~ξa. As a result, any vector on M is expressed
with respect to them as

~u = ui~ξi ,

where ua take values in G. We can similarly claim that every generator defines
some “direction” in the group - or, which is the same, is tangent on some one-
dimensional suborbit of the group action, that is parametrised by means of

an affine parameter, wi, which takes values in G, such that ~ξa ∼
∂

∂wa
- these

are the canonical coordinates of group; whereas

~u = ũi
∂

∂wi
.

We will not specify these affine parameters more, as they are always easy
to disentangle (they largely depend on the Class of the group and whether
the one-dimensional suborbits are directly distinguishable from the three-
dimensional orbit); however, we claim that such wi’s always exist.

Let us proceed with the proof.

(1) Invariance of ~ζ under the action of the group.

Choosing ~ζ1 on some point P of a homogeneous hypersurface should

be equivalent to choosing some ~ζ ′1 = ~ζ1 + λi~ξi, where λi ∈ IR, on
point P ′ = g · P , where g ∈ G, so that P and P ′ belong to the same

group orbit (see Fig. 1). Hence, the choice of ~ζ along the the group

should not be unique or special in any way. This means that ~ζ should
commute with the generators of the group.

The commutator of vectors ~ζ and ~u is[
~ζ, ~u
]

= uzui
[
~v, ~ξi

]
+ uiL~ξiu

z~v + uz
∂ui

∂z
~ξi .

Given the vector ~v is on the quotient of the group,
[
~v, ~ξi

]
= 0; and,

given ui ∈ G,
∂ui

∂z
= 0. Then, the commutator is[

~ζ, ~u
]

= uiL~ξiu
z~v .

From here, we have the following result: the vector field ~ζ is invariant
under the action of the group if-f

L~ξau
z = 0 ,

that is, if-f the projection of ~ζ on ~v (the ‘length’ of ~ζ) is independent

of the group. Therefore, the vector field ~ζ can be chosen to be in-
variant under the action of the group by choosing its “length” to be
independent from the elements of the group. Then,

∇~ξa
~ζ = ∇~ζ~ξa ,
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or

(44) [~ζ, ~ξa] = 0 .

(2) Geodesic nature of ~ζ.

Choosing ~ζ1 on some point P of a homogeneous hypersurface should

be equivalent to choosing some ~ζ2 on point Q on another homoge-
neous hypersurface, so that P and Q belong to different group orbits
and the one cannot be “moved” to the other by means of the group

elements (see Fig. 2.1). Hence, the ~ζ should not behave differently at

different points of the space-time. Given that ~ζ “flows” from the one
homogeneous hypersurface to another along a family of curves, Cz,
on which it is tangent, its transport along these curves should not
change its nature and behaviour; this may only happen if its trans-
port along these curves is zero, hence if these curves are geodesics.

Assume Eq. (27) with ~xδ = ~xγ being transversal, thus equal to ~ζ,
and ~xα being any of the generators. ~xβ is for the moment unspecified,
and allowed to be either transveral or tangential to the group action

and, thus, it always commutes with ~ζ; we denote it as ~v. We also
remember that G acts by homotheties; then

(45) 2g
(
L~ξa∇~ζ

~ζ,~v
)

= −2φag
(
∇~ζ~ζ,~v

)
+ 2φa

(
L~ζg

)(
~v, ~ζ
)
− φa

(
L~vg

)(
~ζ, ~ζ
)
.

Then, from Eq. (20), the covariant derivative of ~ζ with respect
to itself is

(46) 2g
(
∇~ζ~ζ,~v

)
= 2
(
L~ζg

)(
~v, ~ζ
)
−
(
L~vg

)(
~ζ, ~ζ
)
.

Combining Eqs. (45) and (46), we easily see that

g
(
L~ξa∇~ζ

~ζ,~v
)

= 0 ,

independent of whether ~v is transversal or tangential. This is true

if-f the Lie derivative of ∇~ζ~ζ along the generators is orthogonal to

~ζ or ~ξa - in fact, to both. So, it must be zero at any point of the
space-time,

L~ξa∇~ζ
~ζ = 0 .

Since the transversal and the generators commute if-f the length of ~ζ
is independent of the group (L~ξau

z = 0), then the covariant derivative

of ~ζ along itself can only be tangent on Cζ as well, since

∇~ζ~ζ = ∇uz~v(uz~v) =
∂uz

∂z
~v .

Thus, the Lie derivative of ∇~ζ~ζ along ~ξa can be zero only as long as

the covariant derivative itself is zero,

(47) ∇~ζ~ζ = 0 .
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Therefore,
∂uz

∂z
= 0; and the vector field ~ζ is geodesic (the curves Cζ

being geodesic curves).

(3) The null character of ~ζ.

Choosing ~ζ1 on some point P of a homogeneous hypersurface should

be equivalent to choosing some ~ζ ′2 on point Q′ on another homoge-
neous hypersurface, such that

• ~ζ2 on point Q is related to ~ζ1 on point P by means of “move-

ment” along a curve Cζ , and to ~ζ ′2 on point Q′ = g ·Q by means
of “movement” along the group; and

• ~ζ ′1 on point P ′ = g · P is related to vecζ1 on point P by means

of “movement” along the group, and to ~ζ ′2 on point Q′ = g · Q
by means of “movement” along a curve Cζ .

That is, the choice of the “starting point” is irrelevant, as any two
points in the space-time can be connected by means of a “two-fold
movements”, along the group and along the geodesic curves Cζ .
Moreover, the order of the two “movements” does not matter and

can easily be transposed. For this to be true, the vector field ~ζ must
retain its character along all such “movements”; or, which is the
same, to obey some normalisation condition that is unchanged along
these “movements”.

There are several options we can choose from, of which the most

logical are three: ~ζ can be normal, orthogonal to the group, or null.
Let us examine these cases.
• If the vector field is initially normal, then “moving” along the

group will stretch or shrink it, due to the fact that the group
acts by homotheties and, thus, it changes the length of vectors.
Therefore, it will not remain normal as it “moves” along the
group; so, this normalisation condition cannot hold.
• If the vector field is initially orthogonal to the group, then the

orbits of the group cannot be null (either on the point or any
other). Consequently, this normalisation condition cannot hold,
if we hope to treat all possible actions of the Bianchi groups on
space-times.
• If the vector field is null, none of the above problems exists; so,

this normalisation condition can hold.
It must be noted that this normalisation condition is a simplifying

option and can be omitted. It is one that seems to violate the usual
3+1 formalism, as time-like vectors are usually preferred; however,
it is not so unusual a choice [38, ?] and, as we shall see, it simplifies
calculations significantly.

Assume now that a point P ∈ M is chosen and ~ζ is defined on it. The
point can be “moved” along the curve Cζ1 so that z increases to some interval

[0, z] ⊂ IR; the new point Q is then mapped back to M by means of ~ξa and
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z. Then, the point Q can be “moved” along the submanifold M in such a
manner that wi will increase (or decrease) within a subset of the group; the

new point Q′ = g · Q is then mapped back to Cζ1 by means of wi and ~ζ.6

The mapping of this “motion” from P ∈
[
Cζ1 ×M1

]
to Q′ ∈

[
Cζ2 ×M2

]
(where the indices correspond to different curves and hypersurfaces of the
same families respectively) and back can be given by means of z and wi.
Therefore, this “motion” of P is described as a vector of the space-time that
is a linear combination of ~v and ~u. Consequently, there exists some function

(48) J : [IR× G]→ [IR× G]

that tracks this “motion”. This function constitutes the coordinate chart,
while the affine parameters z ans wi constitute the coordinates. �

Figure 1. The schematic representation of Theorem 2.1.

What the theorem suggests is that a coordinate chart can always be con-
structed in a space-time where a Bianchi group acts freely and regularly by
homotheties, by means of the generators of the group and a null, geodesic
vector field that is invariant under the action of the group - what we may re-
fer from now on as a transveral collineation. Such a coordinate chart always
exist, at least locally, and the process of constructing it is exactly the process
used to prove the theorem. It must be noted that similar coordinate charts
can be found for space-times of this type without the strict prerequisites on

the transversal collineation ~ζ (namely, the geodesicity and the null character)
and well-known examples in the literature can testify to this; however, what

6Of course, we could opt for the commutation of these two “motions”; point P could
move first along the group to P ′ = g · P , causing an increase (or decrease) of wi - and then
along Cζ2 to Q′ = g ·Q, causing an increase of z. The two cases would be identical.
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we claim is that these restrictions on the transversal collinieation ~ζ allow for
an exhaustive and generic treatment of all space-times where the action of
a Bianchi group admits homotheties and leads exactly to three-dimensional
homogeneous submanifolds.7

3. Elements of the Space-Time

3.1. The metric. As usual, the metric g is covariantly constant, so the
space-time connection is torsion-free Levi-Civita,

(49) ∇~ζg = 0 .

At the same moment, the Lie derivative of the metric g along the invariant

vector field ~ζ is defined as

(50) L~ζg = k .

In the usual treatment, k would be equivalent to the ‘second fundamental
form’, as it denotes the extrinsic curvature of the homogeneous submanifold
M; in the same manner, the line element

ds2 = g
(
dxi, dxi

)
is the ‘first fundamental form’. In our case, the latter is true, as it is derived

from the metric; but the former is not, because ~ζ is by definition null.8 We

can similarly define the Lie derivative of k along the invariant vector field ~ζ
as

(51) L~ζk = ` .

3.2. Einstein’s field equations. Einstein proved that the afore-mentioned
geometric objects are related with the matter distributed on the space-time.
His theory states that the space-time is structured (curved) according to the
density, energy and stress of the matter fields. Or, in the well-known phras-
ing, “Space-time tells matter how to move; matter tells space-time how to
curve”. Consequently, the Riemann and the Ricci curvature reflects the en-
ergy and momentum of matter, while the distribution and the evolution of
matter reflects the curvature of the space-time.

The postulates on the foundations of Einstein’s thought are:

(1) The laws of physics have the same form in all inertial reference
frames.
As a result, there is no preferred frame (hence no preferred coordi-
nate system) in the space-time and all observers are equivalent. All
observers in all frames are to observe the same laws of physics and

7There appears to be an exception in this treatment, that could potentially make it
non-exhaustive, but we will explain why it is not so; this case indeed restricts the generality
of the theorem’s application, but it has to be examined separately, as it does not fall under
the conditions of the theorem altogether.

8Gourgoulhon uses a timelike or spacelike vector normal to a hypersurface to define
the second fundamenta form, claiming that a similar construction is impossible with a null
vector [33].
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make equivalent measurements - while all deviations in the measure-
ments are due to the difference between coordinate systems.

(2) Light propagates through empty space with a definite speed, inde-
pendent of the speed of the observer (or the source).
Thus, there is only one point of common reference for all distinct
observers; all of them yield the same measurement of the speed of
light.

(3) In the limit of low speeds the gravity formalism should agree with
Newtonian gravity.
As a result, the proposed theory of gravity should retain the results
of the classical theory in the case of low speeds as, in this limit, the
curvature of the space-time should decrease towards flatness.

From these hypotheses, Einstein related the curvature in a local scale with the
stress-energy-momentum tensor, that gives the flux of the momentum vector
across a hypersurface. Hilbert proposed an action in the form

(52) S =

∫
d4x
√
−det |g|

( R
8π
− Λ

)
− Smatter ,

where Smatter is the action describing the properties of matter, Λ the cosmo-
logical constant and det|g| is the determinant of the metric g - as usual, we
assumed a geometric system of units, hence the speed of light and Newton’s
constant are equal to one. Varying the action with respect to the metric, one
arrives to Einstein’s field equations

(53) Rαβ −
1

2
Rgαβ − Λgαβ = 8πTαβ ,

where

(54) T =
δSmatter
δg

the stress-energy-momentum tensor, a second-rank tensor derived as the vari-
ation of the Smatter with respect to the metric.

Usually, the first two terms of the left-hand side of Eq. (53) are considered
a specific tensor, known as the Einstein tensor

(55) Gαβ = Rαβ −
1

2
Rgαβ .

The Einstein tensor contains the properties of the Ricci tensor (symmetry on
the two indices). But, its most important property is that it divergence-free,

(56) g−1
(
∇~x,G

(
~y, ~z
))

= 0 ,

or gµν∇µGνα = 0 in some local coordinate system. Interestingly, the third
term of the left-hand side is also divergence-free, as the metric is covariantly
constant. As a result, the entire left-hand side of Einstein’s field equations is
covariantly constant; hence, the right-hand side must be divergence-free,

(57) g−1
(
∇~x,T

(
~y, ~z
))

= 0 ,
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or gµν∇µTνα = 0 in some local coordinate system. This equation states that
the stress-energy-momentum tensor is conserved along the geodesics. This
reflects the well-known properties of physical systems: the conservation of
energy and of momentum. Essentially, the components of Eq. (57) denote
the conservation laws for energy and for momentum.

It is worth pointing out that there is a different version of the field equa-
tions. The trace of the Einstein tensor is easily proved to be equal to the
negative of the Riccic scalar,

G = −R ;

and given eq. (53), we can easily see that

G = 8πT ,

where T = g−1
(
xµ,xν

)
T
(
~xµ, ~xν

)
the trace of the stress-energy-momentum

tensor. Therefore,

(58) R = −8πT .

Substituting to eq. (53), we easily obtain

(59) Rαβ = 8π
(
Tαβ −

1

2
gαβT

)
.

This equation links directly the Ricci tensor with the stress-energy-momentum
tensor; this form may prove useful in transforming the Einstein equations to
a system of evolution equations and constraints.

3.3. The matter models. The specific form of Smatter and, by extent, of
the stress-energy-momentum tensor depends on the particular matter model
used to describe the sources of the Einstein equations. Here we will briefly
present four fundamental matter models: the first one refers to the description
of scalar fields - supposedly describing low-order approximations of quantum
phenomena, or the aggregate effect of ‘exotic’ particles; the second concerns
the description of (free or not) electromagnetic fields; and the third and fourth
are two different approximations of usual (baryonic) matter - the former treats
it as a classical macroscopic fluid, while the latter as an ensemble of particles
described through kinetic (Vlasov) theory.

3.3.1. The scalar field. Let us assume a scalar field, Φ, and the corre-
sponding potential, V (Φ).

The action related to the scalar field is composed of two terms: kinetic
one (the derivatives of the scalar field) and the potential:

(60) Smatter = −1

2
g (∇~uΦ,∇~uΦ)− V (Φ) .

The corresponding stress-energy-momentum tensor is derived by varying this
action with respect to the metric. When doing so, we obtain

(61) T (~xα, ~xβ) = ∇~xαΦ∇~xβΦ− 1

2
g(~xα, ~xβ)

(
g
(
∇~xµΦ,∇~xµΦ

)
− V (Φ)

)
.
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In some local coordinates, this expression becomes

Tαβ =
∂Φ

∂xα
∂Φ

∂xβ
− 1

2
gαβ

(
gµν

∂Φ

∂xµ
∂Φ

∂xν
− V (Φ)

)
.

The equations of motion of the scalar field are similarly derived by varying
the action with respect to the scalar field (or, more appropriately, its covariant
derivatives). When doing so, we obtain the following equation

(62)
1√

−det |g|
∇µ
(√
−det |g|gµν∇νΦ

)
− ∂V

∂Φ
= 0

3.3.2. The electromagnetic field. Let us consider the electromagnetic field
described by two one-forms: the electric field intensity E, and the magnetic
flux density B. The two vectors are determined through the Maxwell equa-
tions

divx(E) =
ρ

ε0
divx(B) = 0

curlx(E) = − ∂

∂t
B

curlx(B) = µ0j + ε0µ0
∂

∂t
E ,

(63)

where ε0 and µ0 the electric permittivity and magnetic parmeability of vacuum
respectivel; and ρ and j the electric charge and electric current densities
respectively. Because of the over-determinacy of the Maxwell equations, both
fields can be derived by means of a single four-potential, A; and the entire
description of the magnetic field can be given in terms of a tensor - the Faraday
tensor,

(64) F (~x, ~y) = ∇~xA(~y)−∇~yA(~x) ,

which is skew symmetric (and thus trace-free). Using the Faraday tensor, the
Maxwell equations are reduced to

dF = 0

?d(?F ) = J ,
(65)

where J the four-current density and ? the Hodge star operator [33].
With respect to the Faraday tensor, the stress-energy-momentum tensor

for (free or not) electromagnetic fields is written as

T (~xα, ~xβ) =g−1
(
xµ,xν

)
F (~xα, ~xµ)F (~xβ, ~xν)

− 1

4
g(~xα, ~xβ)g−1

(
xκ,xλ

)
g−1
(
xµ,xν

)
F (~xκ, ~xµ)F (~xλ, ~xν) .

(66)

In some local coordinates, this expression becomes

Tαβ = gµνFαµFβν −
1

4
gαβg

κλgµνFκµFλν .



3. ELEMENTS OF THE SPACE-TIME 35

3.3.3. The perfect fluid. The first attempt to model realistic baryonic mat-
ter is that of a classical macroscopic fluid, described by two real-valued func-
tions, the matter-energy density ρ the isotropic pressure P , which are scalars
(zero-forms); the energy flux q, which is a vector; and the anisotropic pres-
sure (or viscosity) π, which is a rank two tensor. These are measured by an
observer, whose velocity ~υ, which is a one-form as well, is also required for
the description. The stress-energy-momentum tensor is then simply given as
[33]
(67)

T (~x, ~y) =
(
ρ+P

)
υ(~x)⊗υ(~y)+Pg (~x, ~y)+

1

2

(
q(~x)⊗υ(~y)−q(~y)⊗υ(~x)

)
+π (~x, ~y) ,

where ⊗ denotes tensor differentiation (the Kronecker product). In some local
coordinate system, this becomes

Tab =
(
ρ+ P

)
υaυb + Pgab +

1

2

(
qaυb + qbυa

)
+ πab .

We should note that the energy flux and anisotropic pressure are defined
purely on the space-like submanifold of the space-time; thus, given the ob-
server’s velocity is a time-like vector, we have

(68) g−1
(
υ, q

)
= 0 and g−1

(
υ,π

)
= 0 ;

moreover, the tensor of anisotropic pressure is trace-free and symmetric.
3.3.4. The Liouville operator. The second attempt to a realistic descrip-

tion of baryonic matter is that of collisionless matter distributed according to
a non-negative real-valued function, f , defined on the mass shell that repre-
sents the density of particles with given space-time position and momentum;
the mass shell is a hypersurface P in the cotangent bundle TM [26]. It is
important to note that each point in the cotangent bundle refers to the energy
and momentum of a specific particle. The momenta of the particles, pµ, are
1-forms defined on the cotangent bundle, whose dispersion relation

(69) pµpνg
µν = −m2 ,

wherem is the mass of the particles, identifies the mass shell. Obviously, in the
case of massive particles, this relation defines the mass shell as a hyperboloid
within the past half of the light-cone - hence within all possible “futures”
of the observer. In the case of massless particles, though, this relation is
simplified to

pµpνg
µν = 0

and the mass shell coincides with the past half of the light-cone.
The Liouville operator describes the transport of the particles with posi-

tions (in local coordinates) xα and momenta pα, under the assumption that
these particles move along geodesics; this operator can be defined as in [28],

£ =
∂H
∂pµ

∂

∂xµ
− ∂H
∂xµ

∂

∂pµ
,
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where

H =
1

2
gµνpµpν

is the Hamiltonian corresponding to the geodesic motion of (massive) parti-
cles. Hence, the Liouville operator is

(70) £ = gµνpµ
∂

∂xν
− 1

2
pµpν

∂gµν

∂xλ
∂

∂pλ
.

Given that the particles are non-interacting and non-affected by any external
force (eg. the electromagnetic force), then the action of the Liouville operator
on the distribution function yields zero,

(71) £f = 0 .

What is important in our case is that the momenta are not necessarily
spanned on the local coordinates; they can be spanned on the basis of the

Bianchi group (the generators ~ωa) and a transversal (~ζ), so long as they are
geodesic. As for the former, this is self-evident from the fact that the Bianchi
group acts transitively on the space-time, hence the adjoint representations
of its orbits are the geodesics on the homogeneous hypersurface; as for the
latter, the theorem proposed in the Introduction and proved in Section 3

suggests that ~ζ is also geodesic. Consequently, such a basis exists, hence the
momenta can be spanned accordingly, and subsequently the partial derivatives
with respect to the local coordinates in Eq. (70) can be substituted with Lie
derivative along the basis of the group and the transversal.

The distribution of particles on the space-time functions as a source for the
Einstein equations, hence it yields the stress-energy-momentum tensor. The
usual variables of matter (mass-energy density, energy flux, isotropic pressure
and viscosity) are respectively the first and second moments of f . Specifically,
the stress-energy-momentum tensor is defined as

(72) T
(
~x, ~y
)

=

∫
dΩpfp(~x)p(~y) ,

where p(~x) = xµpµ the span of the momenta along the vector ~x and dΩp the
volume in the momenta space. In some local coordinates, this would be

Tαβ =

∫
dΩpf(x, p)pαpβ .

We should note that dΩp does not assume its usual form, as it significantly

depends on the foliation of space-time according to ~ζ and ~ξa.



CHAPTER 3

The Field Equations on the Group Frame

1. Introduction

This chapter deals with the calculation of the connection and curvature of
the space-time, derived on the frame of the group, so that the Einstein field
equations can be written with explicit mention to the particular action, but
with an explicit mention of a coordinate system. The first part deals with the
form of the metric, while the second and third parts refer to the computation
of the Riemann and the Ricci tensors in the case of a non-null and a null
collineation respectively.

2. Construction of the Space-Time

The Theorem 2.1 as stated requires only that the Bianchi group acts
freely and regularly, by homotheties on a pseudo-Riemannian manifold (V4, g);
hence, there are homogeneous hypersurfaces of the manifold that constitute a
submanifold (M,γ) that is identified with the group. A result of the theorem

2.1 is that any transversal vector field ~ζ in the quotient of the group action
commutes with the generators of the group and it is tangent to some geo-
desic. If these hold, then the afore-mentioned space-time can be constructed
as follows.

First of all, the space-time V is now decomposed to [IR × G]; i.e., there
can always be found such a coordinate system {z, wi} that is attached to the
group and its quotient in such a manner that it respects the properties of
both. In this system, every vector ~v is spanned as

(73) ~v = vz
∂

∂z
+ vi

∂

∂wi
,

where vz is a 1−vector tangent to the family of curves Cζ and va is a 3−vector
spanned along the group. As expressed by the theorem,

• ~ζ =
∂

∂z
and ~ξa are commuting, which make them ~ζ invariant under

the action of the group and, as such, independent from the ~ξa - thus,
the entire space-time can be covered;

• ~ζ is geodesic, while ~ξa follow the adjoint representations of the group,
being geodesic by definition (through the action of the group being

37
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free and regular)1 - thus, the coordinate system is non-orthogonal
but curvilinear; and

• ~ζ is null.2

As a result, the coordinate system can be adjusted to each group and each
action without any problem, maintaining at all times the principle that it
must locally equivalent to an orthogonal (Cartesian) coordinate system.

As stated in previous chapter, the transversal needs not be null; this is
an option that allows for a convenient, yet generic normalisation condition

of ~ζ that will be preserved throughout the different “movements” along the
geodesics Cζ and the orbits of the group. However, this choice has an inter-
esting repercussion that somewhat limits the generality of the theorem. As
we will see, this limitation is not so strong, as it implies a violation of the
conditions of the theorem (namely, the free and regular action of the group);
however, this repercussion needs to be discussed.3

Given the null causal character of ~ζ, we express the components of the
metric as

(74) g(~ζ, ~ζ) = 0 , g(~ζ, ~ξa) = g(~ξa, ~ζ) = βα and g(~ξa, ~ξb) = γab ,

where γab the 3−metric on the submanifoldM and βa the ‘shift’ vectors. We
can assume that the inverse metric has a similar form

(75) g−1(ζ, ζ) = a , g−1(ζ, ξa) = g−1(ξa, ζ) = ba and g−1(ξa, ξb) = cab ,

where ζ the 1-form corresponding to ~ζ and ξa the 1-forms corresponding to the

generators ~ξa;
4 and where a the inverse ‘lapse’ function, ba the inverse ‘shift’

vectors and cab the inverse 3−metric on the submanifold M. Concerning the
inversion of the metric, the following relations hold

(76)

(i) βib
i = 1

(ii) βic
ia = 0

(iii) γaib
i = −aβa

(iv) γaic
bi = δ b

a − βabb

(v) γijc
ij = 2

(vi) γijb
ibj = −a

1This does not mean that ~ξα are geodesic; they can be geodesic if-f the orbits of the
group G are geodesics onM, which can be true if-f the group can be expressed as a product
of one-parameter subgroups.

2We need to remember that this is optional; ~ζ can be chosen not to be null, but other
normalisation conditions for it are hard to be found.

3Some of this discussion will happen within the context of this thesis; some of it must
be reserved for later.

4Given ~ζ and ~ξa form a tetrad basis, then ζ and ξa form the dual basis, such that

ζ
(
~ζ
)

= 1 , ζ
(
~ξa
)

= 0 , ξb
(
~ζ
)

= 0 and ξb
(
~ξa
)

= δ b
a .
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This implies that the inverse 3−metric cab is degenerate. This does not affect
the proper 3−metric γab, which is nondegenerate; however, there is an inter-
esting repercussion. In the usual treatments, where the 3+1 formalism can
be applied, the 3−metric and its inverse have the same nondegeneracy and
can function equally well as metrics, in e.g. ‘lowering’ indices of 1-forms and
‘raising’ indices of vectors, respectively, on the submanifold they are defined.
This is not the case here for two reasons: First γab and cab are not tensor, but
matrices; so, neither can play the role of a metric for the submanifold M.5

Second, the degeneracy of cab, would make it impossible to use the respective
inverse 3−metric to ‘raising’ indices of vectors - as all vectors multiplied by
it would yield 0.

We should note that the components of the metric and its inverse are
functions of all four coordinates: both the transversal one (ζ), referring to the
quotient, and the three unspecified tangential ones, referring to the group.

We should also note that, in the absence of specific coordinates on M,
Latin letters are used to describe the indices on the Bianchi group. Similarly,
the components of the metric, the connection and the curvature tensors will
be given with respect to the null vector and the generators of the group. If one
wishes to express them with respect to coordinates on the space-time, z can
be chosen as a coordinate along a null direction in the quotient of the group,
with the remaining three being specified by the choice of a frame. Choosing
the frame means specifying the form of the generators; if this is done, then the
relations given henceforth are easily transformed. An special case would be
that where the frame will be chosen so as the coordinate axis would coincide
with the generators ~ξa; in this case, the form of the metric, the connection
and the curvature tensors would not change at all.

2.1. The case of null orbits. We should make a comment about the
possibility of a = 0.

If we assume a = 0, right away, then the inversion conditions of the metric
become

(77)

(i) βib
i = 1

(ii) βic
ia = 0

(iii) γaib
i = 0

(iv) γaic
bi = δ b

a − βabb

(v) γijc
ij = 2

The fact that γijb
ibj = 0 may mean two things:

• If γab is invertible, so that there are no degeneracy issues with the
3−metric on manifold M, then

ba = 0 ,

5This is also true for βa and ba; they are not vectors and co-vectors, resepctively, in the
usual sense.



40 3. THE FIELD EQUATIONS ON THE GROUP FRAME

and, therefore,

βa = 0 .

Thus, the orbits of the group are two-dimensional. This clearly con-
tradicts the conditions of the theorem 2.1, namely of a free and reg-
ular action of the group. Therefore, this case is outside the limits of
this thesis.
• If γab is non-invertible, then the 3−metric on the homogeneous sub-

manifold M has to be degenerate; that is, the orbits of the group
are null. This is an interesting case that is within the scope of the
thesis (as it does not violate the conditions of the theorem 2.1), but
it is a ‘degenerate’ case. As we will see in the following chapters,
this case reduces the Einstein equations to an underdetermined sys-
tem, which is impossible to solve; the way to proceed is to assume
additional constraints on the derivatives of the metric.

Interestingly, there are two courses of action that would allow us to over-
come this difficulty.

The first is to consider the case of a = 0 separately, by admitting this as the
normalisation condition. More precisely, we can work with a different version

of the theorem that would requires that the null transversal ~ζ commutes with
the generators of the group, is geodesic, and its corresponding 1-form ζ is
null; this would imply that

g−1
(
ζ, ζ

)
,

and that the 3−metric of the homogeneous submanifold M is degenerate,
thus restricting the applicability of the second theorem to the one case the
original theorem treats as degenerate - the orbits of the group being null. In
this case, the metric will have the form

(78) g(~ζ, ~ζ) = α , g(~ζ, ~ξa) = g(~ξa, ~ζ) = βα and g(~ξa, ~ξb) = γab ,

where γab the 3−metric on the submanifold M, βa the ‘shift’ vector and α
the lapse function. And the inverse metric will be

(79) g−1(ζ, ζ) = 0 , g−1(ζ, ξa) = g−1(ξa, ζ) = ba and g−1(ξa, ξb) = cab ,

with the following inversion conditions holding

(80)

(i) βib
i = 1

(ii) βic
ia + αba = 0

(iii) γaib
i = 0

(iv) γaic
bi + βab

b = δ b
a

This would lead to a similar discussion like the one we will present in this
thesis; however, it would consider a very limiting case, as it is equivalent to a
theorem that treats only null homogeneous submanifolds. In contrast, what
we will concern ourselves in the thesis is the current version of the theorem,
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keeping in mind that it can treat null orbits of the group only as a degenerate
case.6

The second and more generic one would be to restate the theorem by re-
moving the requirement of the null causal character of the transversal collineation.
In this case, the metric will have the form

(81) g(~ζ, ~ζ) = α , g(~ζ, ~ξa) = g(~ξa, ~ζ) = βα and g(~ξa, ~ξb) = γab ,

where γab the 3−metric on the submanifold M, βa the ‘shift’ vector and α
the lapse function. And assuming that the inverse metric has a similar form

(82) g−1(ζ, ζ) = a , g−1(ζ, ξa) = g−1(ξa, ζ) = ba and g−1(ξa, ξb) = cab ,

where the inversion conditions that must be met are

(83)

(i) αa+ βiβ
i = 1

(ii) βic
ia + αba = 0

(iii) γaib
i + aβa = 0

(iv) γaic
bi + βab

b = δ b
a

These conditions can be solved in general, given the 4−metric g is not degen-
erate, in the following form

a =
det(γ)

det(g)
, ba =

det(γa)

det(g)
and cab =

det(ga,b)

det(g)

where γa denotes the matrix γ with the a−th column replaced by the 3−vector
β, and ga,b denotes the matrix g with the a−th column replaced by the
4−vector

(
α, β

)
and the b-th row omitted.7 From here, one can easily pro-

ceed, firstly, to restate the theorem removing the requirement ~ζ to be null
and, secondly, to compute the relevant curvature measures for the space-time
(as we do for the metric of eq. (74) in the remainder of the chapter).

This track is probably preferable to the one we relied on, but it has a se-

rious predicament: Either, there is no normalisation condition for ~ζ (whereas

theorem 2.1 would prove more general), but then the “movement” of ~ζ along
the group and the geodesics may alter its length to the point where the space-
time will appear non-metric.8 Or, some weaker and more complicated normal-
isation condition must be sought, to ensure that the space-time will remain
metric.9

6There is a different approach concerning specifically the analysis of null hypersurfaces
by Gourgoulhon and Jaramillo [38].

7Despite appearances, this more generic version does not restore the usual 3+1 for-

malism. In the usual treatment, the fact that ~ζ is strictly timelike, allows for a strictly
non-degenerate γ and c matrices. Therefore, the inversion of the metric g leads to more
familiar and easy to treat forms.

8This is easy to imagine. If ~ζ does not have some normalisation condition, then g
(
~ζ, ~ζ

)
will change when “moved” along some direction in the space-time; this may result to the
covariant derivative of the metric being non-zero.

9Here, one should remember that normality and orthogonality cannot be used for the
transversal, as they would violate the conditions of the theorem; and some other causal
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3. The Structure of the Space-Time

If the Bianchi group acts freely and regularly so that a null transversal
is invariant, then the orbits of the group are not restricted to spacelike or
timelike character only; they can be null as well. However, we have argued
that null orbits demonstrate a degeneracy, which requires separate treatment.
In this section,m we will deal with the cases where the group acts by means
of spacelike and timelike homogeneous submanifolds - as in the cases of Figs.
1a and 1b, respectively.

It is important to note that, according to a theorem laid out by McIntosh,
such non-null homothetic vector fields -as the generators in this case- are

always shear-free and their expansion is given as
3

2
φa [39].

This section is dedicated to the computation of the Christoffel symbols
and of the Riemann and Ricci curvature tensors, so as to reach to Einstein’s
field equations.

3.1. Covariant and Lie derivatives of the metric. Before moving
to the curvature tensors, the matter fields and the field equations, we shall
calculate the necessary relations for these - namely, the covariant and the Lie
derivatives of the metric. The components of the metric tensor and its inverse
are given by eqs. (74) and (75) respectively; in this form, they are scalars, so
the two types of derivatives coincide.

Using eqs. (18) in eqs. (74), we can obtain

(84) L~ζβa = ka ,

(85) L~ξbβa = φbβa − βmCmab ,

(86) L~ζγab = kab and

(87) L~ξcγab = φcγab − γamCmbc − γbmCmac .

To obtain similar relations for the components of the inverse, we must
keep in mind that the derivative of an inverse matrix follows the rule

d(Aab) = −AaiAbjd(Aij) .

Through these, we may reach

(88) L~ζa = −2abiki − bibjkij ,

(89) L~ξaa = −φaa ,

(90) L~ζb
a = −

(
acai − babi

)
ki − caibjkij ,

(91) L~ξbb
a = −φbba + bnCanb ,

character cannot be used as well, as it would limit its scope, perhaps even further than

assuming ~ζ to be null.
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(a)

(b)

Figure 1. Two possible foliations of the space-time along a
lightlike transversal.

(92) L~ζc
ab = −

(
caibb + cbiba

)
ki − caicbjkij and

(93) L~ξcc
ab = −φccab + canCbnc + cbnCanc .

Furthermore, we should mention that the contractions of the inverse 3-
metric, cab, with the shift vector, βa, is zero; from this we may prove that the
contraction of the Lie derivative of the inverse 3-metric with the shift vector
is also zero - namely

(94) βiL~ζc
ia = 0 .
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Finally, the Lie derivatives of the k are also easy to define,

(95) L~zkab = `ab ,

and derive

(96) L~ξckab = φckab − kamCmbc − kbmCmbc .

3.2. The Christoffel symbols. Specifying the arbitrary vectors as the

invariant null vector field, ~ζ, and the generators of the Bianchi groups, ~ξa, we
may obtain the Christoffel symbols of the first kind directly from eq. (20).

Γzzz = 0 ,

Γzza = Γzaz = 0 ,

Γzab =
1

2

(
− kab + φaβb + φbβa + βmC

m
ab

)
,

Γazz = ka ,

Γazb = Γabz =
1

2

(
kab − φaβb + φbβa − 3βmC

m
ab

)
and

Γabc =
1

2

(
− φaγbc + φbγac + φcγab − γamCmbc + 3γbmC

m
ca − 3γcmC

m
ab

)
.

(97)

The Christoffel symbols of the second kind, as they are usually defined,

Γαβγ = gαµΓµβγ

Hence, the space-time connection has the following components

(98) Γzzz = biki ,

(99) Γzzb = Γzbz =
1

2

(
bikib − φibiβb + φb − 3bnβmC

m
nb

)
,

(100)

Γzbc =
1

2

(
−akbc − φibiγbc + 2aβmC

m
bc + 3γbmb

nCmnc + 3γcmb
nCmnb

)
,

(101) Γazz = caiki ,

(102) Γazb = Γabz =
1

2

(
caikib − φiciaβb − 3βmc

anCmnb
)

and

Γabc =
1

2

(
− bakbc − φiciaγbc + φbδ

a
c + φcδ

a
b

− Cabc + baβmC
m
bc + 3can

(
γbmC

m
nc + γcmC

m
nb

))
.

(103)

These Christoffel symbols refer to the basis of the group G rather than to the
basis of some coordinates on the space-time. Hence, the latin indices do not

refer to coordinates on M, but to the basis of the generators ~ξa.
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Consequently, the covariant derivatives of ~ζ and ~ξa are

∇~ζ~ζ =Γzzz
~ζ + Γizz

~ξi =

=biki~ζ + caiki~ξi ,

∇~ξa
~ζ =∇~ζ~ξa = Γzza

~ζ + Γiza
~ξi =

=
1

2

(
bikia − φibiβa + φa − 3bnβmC

m
na

)
~ζ

+
1

2

(
cijkja − φjcijβa − 3cinβmC

m
na

)
~ξi and

∇~ξb
~ξa =Γzab

~ζ + Γiab
~ξi =

=
1

2

(
− akab − φibiγab + 2aβmC

m
ab + 3bn

(
γamC

m
nb + γbmC

m
na

))
~ζ

+
1

2

(
− bikab − φjcijγab + φaδ

i
b + φbδ

i
a

− Ciab + biβmC
m
ab + 3cin

(
γamC

m
nb + γbmC

m
na

))
~ξi .

We notice that ∇~ζ~ζ 6= 0 as is enforced by the geometry of the space-time;

hence, additional restrictions must be imposed to the metric in the form of

(104) ka = 0 .

As for the independence of the transversal and the tangential directions, we
notice that it is preserved.

3.3. The Riemann-Christoffel tensor. We define the following ex-
pressions

(105) µab = kab + φaβb − φbβa + βmC
m
ab

and

(106) νabc = φcγab − γamCmbc − γbmCmbc ,

which appear in the covariant derivatives. Hence, the covariant derivatives of
the transversal and tangential vectors with respect to one another become

∇~ζ~ζ = 0

(107)

∇~ζ~ξa = ∇~ξa
~ζ =

1

2

(
biµai

)
~ζ +

1

2

(
cijµaj

)
~ξi

(108)

∇~ξa
~ξb =

1

2

(
− akab − biνabi

)
~ζ +

1

2

(
− bikab + φaδ

i
b + φbδ

i
a + Ciab − cijνabj

)
~ξi .

(109)
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The two expressions are differentiated as follows

L~ζµab = L~ζkab = `ab ,(110)

L~ξcµab = φcµab − µamCmbc − µbmCmac ,(111)

and

L~ζνabc = φckab − kamCmbc − kbmCmbc ,(112)

L~ξdνabc = φdνabc − νabmCmcd − νamcCmbd − νmbcCmad .(113)

However, important are also the differentiations of the contractions of these
expressions with the inverse metric, specifically of the quantities biµai, c

aiµbi
and biνabi, c

diνabi. The first pair is differentiated as

L~ζ
(
biµai

)
= bi`ai − bicjkkijµak ,(114)

L~ξc
(
biµai

)
= −biµimCmac ,(115)

and

L~ζ
(
cbiµai

)
= cbi`ai − cbicjkkijµak ,(116)

L~ξc
(
cbiµai

)
= cinµaiC

b
nc − cbiµmiCmac ;(117)

the second pair is differentiated as

L~ζ
(
biνabi

)
= −bicjkkijνabk + φib

ikab − bn
(
kamC

m
bn + kbmC

m
an

)
,(118)

L~ξc
(
biνabi

)
= −bi

(
νamiC

m
bc + νbmiC

m
ac

)
,(119)

and

L~ζ
(
cdiνabi

)
= −cdicjkkijνabk + φic

dikab + cdn
(
kamC

m
bn + kbmC

m
an

)
,(120)

L~ξc
(
cdiνabi

)
= −cdi

(
νamiC

m
bc + νbmiC

m
ac

)
− cdnνabmCmcn .(121)

Thus, taking the second-order covariant derivatives, we have

(122) ∇~ζ∇~ζ~ζ = 0 ,

∇~ζ∇~ζ~ξa =
1

2

(
L~ζ(b

iµai)
)
~ζ +

1

4

(
biµji

)(
cjkµak

)
~ζ

+
1

2

(
L~ζ(c

ijµaj)
)
~ξi +

1

4

(
cikµjk

)(
cjlµal

)
~ξi =

=
1

4

(
2bi`ia − bicjk

(
2kij − µji

)
µak

)
~ζ

+
1

4

(
2cij`ja − cikcjl

(
2kjk − µjk

)
µal

)
~ξi ,

(123)
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∇~ζ∇~ξa
~ξb =

1

2

(
− a`ab + bibjkijkab − L~ζ(b

iνabi)
)
~ζ

+
1

4

(
− bjkab + φaδ

j
b + φbδ

j
a + Cjab − c

jlνabl
)(
biµji

)
~ζ

+
1

2

(
− bi`ab + cijbkkjkkab − L~ζ(c

ijνabj)
)
~ξi

+
1

4

(
− bjkab + φaδ

j
b + φbδ

j
a + Cjab − c

jlνabl
)(
cikµjk

)
~ξi =

=
1

4

(
− 2a`ab + bibj

(
2kij − µij

)
kab + bicjk

(
2kij − µji

)
νabk

− 2φib
ikab + bi

(
φaµbi + φbµai

)
+ biµmiC

m
ab

+ 2bn
(
kamC

m
bn + kbmC

m
an

))
~ζ

+
1

4

(
− 2bi`ab + cijbk

(
2kjk − µkj

)
kab + cikcjl

(
2kjk − µjk

)
νabl

− 2φjc
ijkab + cij

(
φaµbj + φbµaj

)
+ cijµmjC

m
ab

+ 2cin
(
kamC

m
bn + kbmC

m
an

))
~ξi ,

(124)

(125) ∇~ξa∇~ζ
~ζ = 0 ,

∇~ξa∇~ξb
~ζ =

1

2

(
L~ξa(biµbi)

)
~ζ +

1

4

(
biµbi

)(
bjµaj

)
~ζ

+
1

4

(
cjlµbl

)(
− akja − biνaji

)
~ζ

+
1

2

(
L~ξa(cijµbj)

)
~ξi +

1

4

(
bkµbk

)(
cijµaj

)
~ξi

+
1

4

(
cjlµbl

)(
− bikja + φjδ

i
a + φaδ

i
j + Cija − cikνajk

)
~ξi =

=
1

4

(
bibjµaiµbj − acijkaiµbj − bicjkνajiµbk + 2biµmiC

m
ab

)
~ζ

+
1

4

(
cijbkµajµbk − bicjkkjaµbk − cikcjlνajkµbl

+
(
φac

ij + φkc
jkδia

)
µbj − cjnµbjCian + 2cijµjmC

m
ab

)
~ξi and

(126)
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∇~ξa∇~ξb
~ξc =

1

2

(
a(kbmC

m
ca + kcmC

m
ba )− L~ξa(biνbci)

)
~ζ

+
1

4

(
− akbc − bjνbcj

)(
biµai

)
~ζ

+
1

4

(
− bjkbc + φbδ

j
c + φcδ

j
b + Cjbc − c

jlνbcl
)(
− akaj − biνaji

)
~ζ

+
1

2

(
− bnkbcCina + bi(kbmC

m
ca + kcmC

m
ba )− L~ξa(cijνbcj)

)
~ξi

+
1

4

(
− akbc − bjνbcj

)(
cikµak

)
~ξi

+
1

4

(
− bjkbc + φbδ

j
c + φcδ

j
b + Cjbc − c

jlνbcl
)
×(

− bikja + φaδ
i
j + φjδ

i
a + Cija − cikνajk

)
~ξi =

=
1

4

(
abi
(
kai − µai

)
kbc +

(
acijkia − bibjµai

)
νbcj − a

(
φbkac + φckab

)
+ bibjνaijkbc + cijbkνajkνbci − bi

(
φbνaci + φcνabi

)
− akamC

m
bc + 2a

(
kbmC

m
ca + kcmC

m
ba

)
− biνamiCmbc + 2bi

(
νbmiC

m
ca + νcmiC

m
ba

))
~ζ

+
1

4

(
−
(
acijµaj − bibjkja

)
kbc −

(
cijbkµaj − bicjkkaj

)
νbck

− bi
(
φakbc + φbkac + φckab

)
− φjbjδiakbc + cijbkνakjkbc

− cij
(
φaνbcj + φbνacj + φcνabj

)
− φjcjkδiaνbck + cikcjlνajkνbcl

+ φaφbδ
i
c + φaφcδ

i
b + 2φbφcδ

i
a − φaCibc − φbCica + φcC

i
ab

+ bnkbcC
i
an − bikamCmbc + 2bi

(
kbmC

m
ca + kcmC

m
ba

)
+ cjnνbcjC

i
an − 2cinνbcmC

m
an

− cijνamjCmbc + 2cij
(
νbmjC

m
ca + νcmjC

m
ba

)
+ CianC

n
bc

)
~ξi .

(127)

Hence, applying the definition of the Riemann-Christofell tensor,

(128) R
(
~u,~v
)
~w = ∇~u∇~v ~w −∇~v∇~u ~w −∇ ~u,~v] ~w

we have

Rzzza =
1

4

(
2bi`ia − bicjk

(
2kij − µji

)
µak

)
,(129)

Rdzza =
1

4

(
2cdi`ia − cdicjk

(
2kij − µij

)
µak

)
,(130)
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Rzcza =
1

4

(
− 2a`ac +

(
acijkai − bibjµai

)
µcj + bibj

(
2kij − µij

)
kac

+ bi
(
φaµci + φcµai

)
− 2φib

ikac + bicjk
(
2kij − µij

)
νack + bicjkνaijµck

− biµmiCmac + 2bn
(
kamC

m
cn + kcmC

m
an

)
,

(131)

Rdcza =
1

2

(
− 2bd`ac + cdibj

(
2kij − µji

)
kac − cdibjµaiµcj + bdcijkiaµcj

+ cdicjk
(
2kij − µij

)
νabk + cdicjkνajiµck

+
(
φac

di − φjcijδda
)
µci − 2φic

dikac

− cdi
(
2µim − µmi

)
Cmac + cinµciC

d
an + 2cdn

(
kamC

m
cn + kcmC

m
an

)
,

(132)

Rzzab =
1

4

(
− acij

(
kaiµbj − kbiµaj

)
− bicjk

(
νajiµbk − νbjiµak

)
+ 2biµmiC

m
ab

)
,

(133)

Rdzab =
1

4

(
cdibj

(
µaiµbj − µbiµaj

)
− bdcij

(
kiaµbj − kibµaj

)
− cdicjk

(
νaijµbk − νbijµak

)
+ cdi

(
φaµbi − φbµai

)
+ φjc

ij
(
δdaµbi − δdbµai

)
+ cin

(
µaiC

d
bn − µbiCdak

)
+ cdi

(
4µim − 2µmi

)
Ciab

)
,

(134)

Rzcab =
1

4

(
abi
(
kai − µai

)
kbc − abi

(
kbi − µbi

)
kac

+ bibj
(
νaijkbc − νbijkac

)
− bibj

(
µaiνbcj − µbiνacj

)
+ acij

(
kaiνbcj − kbiνacj

)
+ a
(
φakbc − φbkac

)
+ cijbk

(
νajkνbci − νbjkνaci

)
+ bi

(
φaνbci − φbνaci

)
+ a
(
kamC

m
bc − kbmCmac

)
+ 2akcmC

m
ab

+ bi
(
νamiC

m
bc − νmbiCmac

)
+ 2biνcmiC

m
ab

)
and

(135)
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Rdcab =
1

4

(
bdbi

(
kiakbc − kibkac

)
− acdi

(
µaikbc − µbikac

)
+ cdibj

(
νaijkbc − νbijkac

)
− cdibj

(
µaiνbcj − µbiνacj

)
+ bdcij

(
kiaνbcj − kibνacj

)
− φibi

(
δdakbc − δdbkac

)
− φjcij

(
δdaνbci − δdbνaci

)
+ cdicjk

(
νajiνbck − νbjiνack

)
− φc

(
φaδ

d
b − φbδ d

a

)
− bn

(
kacC

d
bn − kbcCdan

)
+ bd

(
kamC

m
bc − kbmCmac

)
+ 2bdkcmC

m
ab

− cin
(
νaciC

d
bn − νbciCdan

)
+ 2cdn

(
νacmC

m
bn − νbcmCman

)
+ cdi

(
νamiC

m
bc − νbmiCmac

)
+ 2cdiνcmiC

m
ab

+ CdanC
n
bc − CdbnCnac − 2CdcnC

n
ab

)
.

(136)

Lowering the first index of the Riemann-Christoffel tensor, we have

Rzcza =βiR
i
cza =

=
1

4

(
− 2`ac + cijkaiµcj − φjcijβaµci + cinβmµciC

m
na

)
,

(137)

Rdzza =βdR
z
zza + γdiR

i
zza =

=
1

4

(
2`ad − cij

(
2kid − µid

)
µaj

)
,

(138)

Rdcza =βdR
z
cza + γdiR

i
cza =

=
1

4

(
bi
(
2kdi − µdi

)
kac − biµadµci

+ φab
iβdµci − 2φdkac + φcµad − φjcijγadµci

+ cij
(
2kdi − µdi

)
νacj + cijνiadµcj − 2φdkac

+
(
µmd − 2µdm

)
Cmac + cinγdmµciC

m
an − 2biβd

(
µmi − µim

)
Cmac

+ 2
(
kamC

m
cd + kcmC

m
ad

))
,

(139)
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Rzcab =βiR
i
cab =

=
1

4

(
bi
(
kiakbc − kibkac

)
− cij

(
kiaνbcj − kibνacj

)
− φibi

(
βakbc − βbkac

)
− 3bnβm

(
kacC

m
bn − kbcCman

)
− kamCmbc + kbmC

m
ac − 2kcmC

m
ab

− φjcij
(
βaνbci − βbνaci

)
− φc

(
φaβb − φbβa

)
− cinβm

(
νaciC

m
bn − νbciCman

)
+ βm

(
CmnaC

n
bc − CmnbCnac + 2CmncC

n
ab

))
and

(140)

Rdcab = βdR
z
cab + γdiR

i
cab =

=
1

4

(
− a
(
µadkbc − µbdkac

)
+ bi

(
νaidkbc − νbidkac

)
− bi

(
µadνbci − µbdνaci

)
+ aβd

(
φakbc − φbkac

)
− φibi

(
γadkbc − γbdkac

)
− φicij

(
γadνbci − γbdνaci

)
+ biβd

(
φaνbci − φbνaci

)
− φc

(
φaγbd − φbγad

)
− bnγdm

(
kacC

m
bn − kbcCman

)
− cinγdm

(
νaciC

m
bn − νbciCman

)
+
(
νamdC

m
bc − νbmdCmac + 2νcmdC

m
ab

)
− 2bnβd

(
νacmC

m
bn − νbciCman

)
+ 2
(
νacmC

m
bd − νbcmCmad

)
+

+ γdm
(
CmnaC

n
bc − CmnbCnac + 2CmncC

n
ab

))
.

(141)

3.4. The Ricci tensor and the Ricci scalar; the Einstein tensor.
The Ricci tensor is given from Eq. (39), we easily find that the components
of the Ricci tensor are given as

Rzz = Rzzzz +Riziz ,

Rza = Rzzza +Rizia and

Rab = Rzazb +Riaib .

Using the afore-mentioned components of the Riemann tensor; hence

Rzz =
1

4

(
− 2cij`ij + cikcjl

(
2kij − µij

)
µlk

)
=

1

4

(
− 2cij`ij + cikcjlkijkkl + cikcjlβmβnC

m
ijC

n
kl

)
,

(142)
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Rza = Raz =
1

4

(
2bi`ia − bicjk

(
2kij − µij

)
µak + bicjk

(
kak − µak

)
kij

− cikcjlνijkµal + cikcjlνaikkjl + 3φjc
ijµai − φacijkij

+ cin
(
3µmi − 4µim

)
Cman − cinµaiCmmn =

=
1

4

(
2bi`ia − cijblkjlkia − φkbicjkβakij − 3φjc

ijkai

− 2cikblβmkaiC
m
kl − cinkimCman + cijkijC

m
ma

− 3φiφjc
ijβa

+ 2φic
ikblβaβmC

m
kl + 3φic

inβmC
m
an + 2φic

inβaC
m
mn

− 2cjkblβmβnC
m
ajC

n
kl + 7cklβmC

m
nkC

n
al

)
and

(143)

Rab =
1

4

(
− 2a`ab −

(
acij − 2bibj

)
kijkab + 2φk

(
bicjk − cijbk

)
γabkij

− 3φib
ikab + bi

(
φakbi − φbkai

)
− 2
(
bicjn − cijbn

)
kij
(
γamC

m
bn + γbmC

m
an

)
− 2bn

(
kamC

m
bn + kbmC

m
an + kabC

m
mn

)
+ φiφj

(
cijγab − bibjβaβb

)
+ 2φib

i
(
φaβb + φbβa

)
+ 3φaφb

+ 2φic
ikblγabβmC

m
kl + 2φic

ikbl
(
βaγbm − βbγam

)
Cmkl

− 2φic
in
(
γamC

m
bn + γbmC

m
an − γabCmmn

)
+ cikcjlγamγbnC

m
ijC

n
kl − 2cjkblβn

(
γamC

n
bj + γbmC

n
aj

)
Cmkl

− 2ckl
(
γamC

n
bk + γbmC

n
ak

)
Cmnl − 2cklγmnC

m
akC

n
bl

− 2ckl
(
γamC

m
bk + γbmC

m
ak

)
Cnnl

− blβmCmanCnbl + bl
(
βaC

m
bn + βbC

m
an

)
Cnml

− 3CmanC
n
bm − CmmaCnnb .

(144)

In the same manner, the Ricci scalar is defined in Eq. (40) and given Eqs.
(142), (143) and (144), we have,

R = aRzz + 2biRzi + cijRij ,
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so

R =
1

4

(
− 4
(
acij − bibj

)
`ij + cik

(
acjl − 2bjbl

)
kijkkl + φk

(
2bicjk + 7cijbk

)
kij

− 3cikblkimC
m
kl −

(
4bicjn − 5cijbn

)
kijC

m
mn

+ 2φiφjc
ij − φicikblβmCmkl

− cikcjl
(
γmn + aβmβn

)
CmijC

n
kl

− 3cjkblβmC
m
njC

n
kl − 7cklCmnkC

n
ml − 5cklCmmkC

n
nl .

(145)

We should again mention the first two terms of the Ricci tensor (eqs. 142-
144) and the first term of the Ricci scalar (eq. 184) are the ones specified by
Lifshitz and Khalatnikov in the case of a Bianchi group acting by isometries on
synchronous coordinates [40]; the remaining terms are either due to the action
by homotheties (whereas the homothety constants φa are present), or due to
the non-synchronous frame (whereas the structure constants Ccab are present).

Having defined the Einstein tensor in Eq. (53), using Eqs. (142), (143),
(144) and (184), we can calculate its components to be

Gzz =
1

4

(
− 2cij`ij + cikcjlkijkkl + cikcjlβmβnC

m
ijC

n
kl

)
,(146)

Gza = Gaz =
1

4

(
2bi`ia + 2

(
acij − bibj

)
βa`ij

− bicjkkijkak −
1

2
cik
(
acjl − 2bjbl

)
βakijkkl

− 3φjc
ijkai −

1

2
φk
(
4bicjk + 7cijbk

)
βakij − 4φiφjc

ijβa

− 2cikblβmkiaC
m
kl −

3

2
cikblβakimC

m
kl

+
1

2

(
5cijbn − 4bicjn

)
βakijC

m
mn − cinkimCman + cijkijC

m
ma

− 5

2
φic

ikblβaβmC
m
kl + 3φic

inβmC
m
an + 2φic

inβaC
m
mn

− 2cjkblβmβnC
m
ajC

n
kl +

3

2
cjkblβaβmC

m
njC

n
kl

+
1

2
cikcjlβa

(
γmn + aβmβn

)
CmijC

n
kl

+ 7cklβmC
m
nkC

n
al

+
7

2
cklβaC

m
nkC

n
ml +

5

2
cklβaC

m
mkC

n
nl

)
and

(147)



54 3. THE FIELD EQUATIONS ON THE GROUP FRAME

Gab =
1

4

(
− 2a`ab + 2

(
acij − bibj

)
γab`ij

−
(
acij − 2bibj

)
kijkab +

1

2
cik
(
acjl − bjbl

)
γabkijkkl

+
1

2
φk
(
2bicjk − 11bkcij

)
γabkij − 3φib

ikab + bi
(
φakbi + φbkai

)
− 2bn

(
kamC

m
bn + kbmC

m
an + kabC

m
mn

)
− 2
(
bicjn − cijbn

)
kij
(
γamC

m
bn + γbmC

m
an + γabC

m
mn

)
+

1

2
γab
(
3cikblkimC

m
kl + cijbnkijC

m
mn

)
+ φiφjb

ibjβaβb + 2φib
i
(
φaβb + φbβa

)
+ 3φaφb

+ 2φic
ikbl
(
βaγam + βbγam

)
Cmkl +

5

2
φic

ikblγabβmC
m
kl

− 2φic
in
(
γamC

m
bn + γbmC

m
an + γabC

m
mn

)
+ cikcjlγamγbnC

m
ijC

n
kl +

1

2
cikcjl

(
γmn + aβmβn

)
γabC

m
ijC

n
kl

− 2cjkblβn
(
γamC

n
bj + γbmC

n
aj

)
Cmkl +

3

2
cjkblγabβmC

m
njC

n
kl

− 2ckl
(
γamC

n
bk + γbmC

n
ak

)
Cmnl − 2ckl

(
γamC

m
bk + γbmC

m
ak

)
Cnnl

− 2cklγmnC
m
akC

n
bl +

7

2
cklγabC

m
nkC

n
ml +

5

2
cklγabC

m
mkC

n
nl

− blβmCmanCnbl + bl
(
βaC

m
bn + βbC

m
na

)
− 3CmanC

n
bm − CmmaCnnb

)
.

(148)

It is worth pointing out that the trace of the Einstein tensor, say the
“Einstein scalar”, is simply the negative of the Ricci scalar, since

G = aGzz + 2biGzi + cijGij = aRzz + 2biRzi −R+ cijRij −R = −R ;

and, therefore,

G = −R =− 1

4

(
− 4
(
acij − bibj

)
`ij − cik

(
acjl − 2bjbl

)
kijkkl

− φk
(
2bicjk + 7cijbk

)
kij − 2φiφjc

ij

+ 3cikblkimC
m
kl +

(
4bicjn − 5cijbn

)
kijC

m
mn

+ φic
ikblβmC

m
kl + cikcjl

(
γmn + aβmβn

)
CmijC

n
kl

+ 3cjkblβmC
m
njC

n
kl + 7cklCmnkC

n
ml + 5cklCmmkC

n
nl .

(149)
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Figure 2. The remaining possible foliation of the space-time
along a lightlike transversal.

4. The Structure of the Space-Time for Null Orbits

In this section, we will show the specific form the curvature elements of
the space-time take in the case the group acts by means of lightlike homoge-
neous submanifolds. This case is merely an extension (or a specification) of
the previous section, not a separate one; however, we decided to present it
separately, as, under the theorem 2.1, it becomes a degenerate case.

In this case (shown in Fig. 2), the result by McIntosh does not hold;
however, a similar theorem holds, deeming the null homothetic vectors shear-

free and their expansion equal to
φa
ψa

, where ψa the proportionality constant

of the generetor ~ξa over a principal null transversal [39].

4.1. The Christoffel symbols. Admitting that a = 0, we can obtain
the following relations for the Lie derivatives of the components of the metric,
given in eq. (81), as

(150) L~ζβa = 0 ,

(151) L~ξbβa = φbβa − βmCmab ,

(152) L~ζγab = kab and

(153) L~ξcγab = φcγab − γamCmbc − γbmCmac .
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As for the Lie derivatives of the inverse metric, given in eq. (82), we have

(154) L~ζb
a = −caibjkij ,

(155) L~ξbb
a = −φbba + bnCanb ,

(156) L~ζc
ab = −caicbjkij and

(157) L~ξcc
ab = −φccab + canCbnc + cbnCanc .

Here, we should remind that, when the orbits of the group action are null,
both matrices γab and cab are singular, since

γaib
i = 0 and caiβi = 0 ,

for non-zero βa and ba. Differentiating the former with respect to ~ζ, we have

L~ζ
(
γaib

i
)

= kaib
i − γaicijbkkjk = 0 ,

and, remembering that γaic
ij = δ j

a − βabj , we can easily derive10

(158) kijb
ibj = 0 .

For a non-zero ba, this implies that the matrix kab is indefinite, since it is
symmetric; given it has at least one zero eigenvalue, it also becomes singular.
Thus, in general,

(159) kaib
i = 0 .

This immediately implies that

(160) L~ζb
a = 0 .

So, not only βa, but also ba is invariant under the “movement” along the
geodesics in the transversal. Interestingly, repeating the process, we also
obtain

(161) bi`ia = 0 .

Therefore, the Christoffel symbols of the first kind are unchanged:

Γzzz = 0 ,

Γzza = Γzaz = 0 ,

Γzab =
1

2

(
− kab + φaβb + φbβa + βmC

m
ab

)
,

Γazz = ka ,

Γazb = Γabz =
1

2

(
kab − φaβb + φbβa − 3βmC

m
ab

)
and

Γabc =
1

2

(
− φaγbc + φbγac + φcγab − γamCmbc + 3γbmC

m
ca − 3γcmC

m
ab

)
.

(162)

10Another way to reach the same conclusion is to use eq. (88) and substitute a = 0;
then the right-hand side must be equal to zero as well.
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While those of the second kind become

Γzzz = 0 ,

Γzzb = Γzbz =
1

2

(
− φibiβb + φb − 3bnβmC

m
nb

)
,

Γzbc =
1

2

(
−φibiγbc + 3γbmb

nCmnc + 3γcmb
nCmnb

)
,

Γazz = 0 ,

Γazb = Γabz =
1

2

(
caikib − φiciaβb − 3βmc

anCmnb
)

and

Γabc =
1

2

(
− bakbc − φiciaγbc + φbδ

a
c + φcδ

a
b

− Cabc + baβmC
m
bc + 3can

(
γbmC

m
nc + γcmC

m
nb

))
.

(163)

4.2. The Riemann-Christoffel tensor. Following the same process as
in the previous section, we obtain the second order covariant derivatives of
~ζ and ~ξa with respect to themselves. It is interesting to note that, given the
degeneracy in both γ and k, the similarly defined tensors µab and νabc have
the following additional properties: Firstly,

(164) bibjµij = 0 and bibjνaij = 0 ;

note that this does not imply they are singular, or even indefinite, because
(unlike kab) they are not symmetric. Secondly,

(165) L~ζ
(
biµai ,

hence the contraction biµai is not altered by a “movement” along the family
of geodesics Cζ .

Knowing those, it is easy to compute the second-order covariant deriva-
tives:

(166) ∇~ζ∇~ζ~ζ = 0 ,

∇~ζ∇~ζ~ξa =
1

4

(
bicjkµjiµak

)
~ζ

+
1

4

(
2cij`ja − cikcjl

(
2kjk − µjk

)
µal

)
~ξi ,

(167)
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∇~ζ∇~ξa
~ξb =

1

4

(
− bicjkµjiνabk

− 2φib
ikab + bi

(
φaµbi + φbµai

)
+ biµmiC

m
ab

+ 2bn
(
kamC

m
bn + kbmC

m
an

))
~ζ

+
1

4

(
− 2bi`ab + cijbk

(
2kjk − µkj

)
kab + cikcjl

(
2kjk − µjk

)
νabl

− 2φjc
ijkab + cij

(
φaµbj + φbµaj

)
+ cijµmjC

m
ab

+ 2cin
(
kamC

m
bn + kbmC

m
an

))
~ξi ,

(168)

(169) ∇~ξa∇~ζ
~ζ = 0 ,

∇~ξa∇~ξb
~ζ =

1

4

(
bibjµaiµbj − bicjkνajiµbk + 2biµmiC

m
ab

)
~ζ

+
1

4

(
cijbkµajµbk − bicjkkjaµbk − cikcjlνajkµbl

+
(
φac

ij + φkc
jkδia

)
µbj − cjnµbjCian + 2cijµjmC

m
ab

)
~ξi and

(170)

∇~ξa∇~ξb
~ξc =

1

4

(
− bibjµaiνbcj + cijbkνajkνbci − bi

(
φbνaci + φcνabi

)
− biνamiCmbc + 2bi

(
νbmiC

m
ca + νcmiC

m
ba

))
~ζ

+
1

4

(
−
(
cijbkµaj − bicjkkaj

)
νbck − bi

(
φakbc + φbkac + φckab

)
− φjbjδiakbc + cijbkνakjkbc

− cij
(
φaνbcj + φbνacj + φcνabj

)
− φjcjkδiaνbck + cikcjlνajkνbcl

+ φaφbδ
i
c + φaφcδ

i
b + 2φbφcδ

i
a − φaCibc − φbCica + φcC

i
ab

+ bnkbcC
i
an − bikamCmbc + 2bi

(
kbmC

m
ca + kcmC

m
ba

)
+ cjnνbcjC

i
an − 2cinνbcmC

m
an

− cijνamjCmbc + 2cij
(
νbmjC

m
ca + νcmjC

m
ba

)
+ CianC

n
bc

)
~ξi .

(171)

From these, applying the definition of the Riemann-Christofell tensor,

(172) R
(
~u,~v
)
~w = ∇~u∇~v ~w −∇~v∇~u ~w −∇ ~u,~v] ~w
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we have

Rzzza =
1

4

(
bicjkµjiµak

)
=

=
1

4

(
φjc

ijkia − φiφjcijβa + φic
inβmC

m
an

)
,

(173)

Rdzza =
1

4

(
2cdi`ia − cdicjk

(
2kij − µij

)
µak

)
=

=
1

4

(
2cdi`ia − cdicjkkijkak − φkcdicjkβakij

− cdkcilβmkiaCmkl + cdicjnβakijC
m
an

+ φic
dkcilβaβmC

m
kl − cdkcjlβmβnCmajCnkl

)
,

(174)

Rzcza =
1

4

(
− bibjµaiµcj + bi

(
φaµci + φcµai

)
− 2φib

ikac

− bicjkµijνack + bicjkνaijµck

− biµmiCmac + 2bn
(
kamC

m
cn + kcmC

m
an

)
=

=
1

4

(
− 2φib

ikac + 2bn
(
kamC

m
cn + kcmC

m
an

)
− cikblγamkicCmkl

+ φiφjc
ijγac + φiφjb

ibjβaβc + φib
i
(
φaβc + φcβa

)
− 2φaφc

+ φic
ikblγacβmC

m
kl − φicin

(
γamC

m
cn + γcmC

m
an

)
− φibibnβm

(
βaC

m
cn + βcC

m
an

)
+ bnβm

(
φaC

m
cn + φcC

m
an

)
+ φib

iβmC
m
ac

− cjkblβn
(
γamC

m
cj + γcmC

m
aj

)
Cnkl − bkblβmβnCmakCncl

− blβmCmnlCnac
)
,

(175)



60 3. THE FIELD EQUATIONS ON THE GROUP FRAME

Rdcza =
1

4

(
− 2bd`ac − cdibjµjikac − cdibjµaiµcj + bdcijkiaµcj

+ cdicjk
(
2kij − µij

)
νabk + cdicjkνajiµck

+
(
φac

di − φjcijδda
)
µci − 2φic

dikac

− cdi
(
2µim − µmi

)
Cmac + cinµciC

d
an

+ 2cdn
(
kamC

m
cn + kcmC

m
an

)
=

=
1

4

(
− 2bd`ac + bdcijkiakjc + phikc

dicjkγackij − 2φic
dikac

− φicdibj
(
βakci − βckai

)
+ cdi

(
φakci − φckai

)
− φicijδdakci

− cdicjnkij
(
γamC

m
cn + γcmC

m
an

)
− 2cdn

(
kamC

m
cn + kcmC

m
an

)
+ cdkblβmkacC

m
kl +

(
bdcin − cdibn

)
βmkaiC

m
cn

+ cinkciC
d
an − cdikimCmac

− φaφjcijδdaβc + φcφjic
diβa

+ φkc
dkcilγacβmC

m
kl + φic

dkcilγamβcC
m
kl

+ φic
dnbiβm

(
βaC

m
cn − βcCman

)
+ cdnβm

(
φaC

m
cn + φcC

m
an

)
− φicinδdaβmCmcn − φicinβcCdan − 4φic

diβmC
m
ac

− cdkcjlγcmβnCmajCnkl − cklβmCdakCmcl + 3cklβmC
m
lnC

n
ac ,

(176)

Rzzab =
1

4

(
− bicjk

(
νajiµbk − νbjiµak

)
+ 2biµmiC

m
ab

)
=

=
1

4

(
cjkbl

(
γamkbi − γbmkai

)
Cmkl + bn

(
kamC

m
bn − kbmCman

)
− φicikbl

(
γamβb − γbmβa

)
Cmkl + 2φib

ibnβm
(
βaC

m
bn − βbCman

)
− 4φib

iβmC
m
ab

+ cjkblβm
(
γamC

n
bj − γbmCnaj

)
+ bnβm

(
CmanC

n
bm − CmbnCnam

)
+ 2blβmC

m
nlC

n
ab

)
,

(177)
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Rdzab =
1

4

(
cdibj

(
µaiµbj − µbiµaj

)
− bdcij

(
kiaµbj − kibµaj

)
− cdicjk

(
νaijµbk − νbijµak

)
+ cdi

(
φaµbi − φbµai

)
+ φjc

ij
(
δdaµbi − δdbµai

)
+ cin

(
µaiC

d
bn − µbiCdak

)
+ cdi

(
4µim − 2µmi

)
Ciab

)
=

=
1

4

(
φjb

dcij
(
βakbi − βbkai

)
+ 2cdikimC

m
ab

+ cdkcil
(
γamkbi − γbmkai

)
Cmkl + cdibnβm

(
kaiC

m
bn − kbiCman

)
+ φic

dkcil
(
βaγbm − βbγam

)
Cmkl

− φi
(
cdibn + bdcin

)
βm
(
βaC

m
bn − βbCman

)
+ cdkcjlβn

(
γamC

n
bj − γbmCnaj

)
+ cdkblβmβn

(
CmakC

n
bl − CmbkCnal

)
+ 6cdlβmC

m
nlC

n
ac

)
,

(178)

Rzcab =
1

4

(
− bibj

(
µaiνbcj − µbiνacj

)
+ cijbk

(
νajkνbci − νbjkνaci

)
+ bi

(
φaνbci − φbνaci

)
+ bi

(
νamiC

m
bc − νmbiCmac

)
+ 2biνcmiC

m
ab

)
=

=
1

4

(
− 2φiφijb

ibj
(
βaγbc − βbγac

)
+ φib

i
(
φaγbc − φbγac

)
− φicikbl

(
γamγbc − γbmγac

)
Cmkl + 2φib

i
(
γamC

m
bc − γbmCmac

)
+ 2φib

i
(
γamC

m
bc − γbmCmac + γcmC

m
ab

)
− cjkbl

(
γamγbc − γbmγac

)
CmcjC

n
kl + cjkblγcm

(
γanC

m
bj − γbnCmaj

)
Cnkl

− bl
(
γamC

n
bc − γbmCnac

)
Cmnl − bl

(
γamC

n
bl − γbmCnal

)
Cmcn

− blγcm
(
CmanC

n
bl − CmbnCnal + 2CmnlC

n
ab

)
− blγmn

(
CmalC

n
bc − CmblCnac + 2CmclC

n
ab

)
and

(179)
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Rdcab =
1

4

(
cdibj

(
νaijkbc − νbijkac

)
− cdibj

(
µaiνbcj − µbiνacj

)
+ bdcij

(
kiaνbcj − kibνacj

)
− φibi

(
δdakbc − δdbkac

)
− φjcij

(
δdaνbci − δdbνaci

)
+ cdicjk

(
νajiνbck − νbjiνack

)
− φc

(
φaδ

d
b − φbδ d

a

)
− bn

(
kacC

d
bn − kbcCdan

)
+ bd

(
kamC

m
bc − kbmCmac

)
+ 2bdkcmC

m
ab

− cin
(
νaciC

d
bn − νbciCdan

)
+ 2cdn

(
νacmC

m
bn − νbcmCman

)
+ cdi

(
νamiC

m
bc − νbmiCmac

)
+ 2cdiνcmiC

m
ab

+ CdanC
n
bc − CdbnCnac − 2CdcnC

n
ab

)
=

=
1

4

(
φj
(
cdibj − bdcij

)(
γackbi − γbckai

)
− φibdbi

(
βakbc − βbkac

)
− cdkbl

(
γamkbc − γbmkac

)
Cmkl − cdibn

(
γamkbi − γbmkai

)
Cmcn

+ cdibnγcm
(
kaiC

m
bn − kbiCman

)
− bdbnβm

(
kacC

m
bn − kbcCman

)
+ bd

(
kamC

m
bc − kbmCmac + 2kcmC

m
ab

+ φic
di
(
φaγbc − φbγac

)
− φiφjcij

(
δdaγbc − δdbγac

)
+ φic

dkcil
(
γamγbc − γbmγac

)
Cmkl

)
+ 2φic

dibn
(
βaγbm − βbγam

)
Cmcn − 2φic

dibnγcm
(
βaC

m
bn − βbCman

)
− φicin

(
δdaγbm − δdbγam

)
Cmcn − φicinγcm

(
δdaC

m
bn − δdbCman

)
+ cdkcjl

(
γamγbn − γbmγan

)
CmcjC

n
kl

− cdkcjlγcm
(
γanC

m
bj − γbnCmaj

)
Cnkl

+
(
cdkbl + cdlbk

)
βn
(
γamC

n
bl − γbmCnal

)
Cmck

− cdkblγcmβn
(
CmakC

n
bl − CmbkCnal

)
+ ckl

(
γamC

d
bk − γbmCdak

)
Cmcl − cklγcm

(
CdakC

m
bl − CdbkCmal

)
− 3cdl

(
γamC

n
bl − γbmCnal

)
Cmcn − cdl

(
γamC

n
bc − γbmCnac

)
Cmnl

+ 2cdlγcm
(
CmanC

n
bl − CmbnCnal − CmnlCnab

)
+ cdlγmn

(
CmalC

n
bc − CmblCnac − 2CmclC

n
ab

)
+ CdanC

n
bc − CdbnCnca + 2CdcnC

n
ab

)
.

(180)

4.3. The Ricci tensor and the Ricci scalar; the Einstein tensor.
The Ricci tensor is derived in the same way - by subtracting the upper with
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the second lower index of the Riemann tensor.

Rzz =
1

4

(
− 2cij`ij + cikcjl

(
2kij − µij

)
µlk

)
=

1

4

(
− 2cij`ij + cikcjlkijkkl + cikcjlβmβnC

m
ijC

n
kl

)
,

(181)

Rza = Raz =
1

4

(
bicjkµijµak − cikcjlνijkµal + cikcjlνaikkjl + 3φjc

ijµai − φacijkij

+ cin
(
3µmi − 4µim

)
Cman − cinµaiCmmn =

=
1

4

(
− 3φjc

ijkai − 3φiφjc
ijβa

− 2cikblβmkaiC
m
kl − cinkimCman + cijkijC

m
ma

+ 2φic
ikblβaβmC

m
kl + 3φic

inβmC
m
an + 2φic

inβaC
m
mn

− 2cjkblβmβnC
m
ajC

n
kl + 7cklβmC

m
nkC

n
al

)
and

(182)

Rab =
1

4

(
− 2φkc

ijbkγabkij − 3φib
ikab

+ 2cijbnkij
(
γamC

m
bn + γbmC

m
an

)
− 2bn

(
kamC

m
bn + kbmC

m
an + kabC

m
mn

)
+ φiφj

(
cijγab − bibjβaβb

)
+ 2φib

i
(
φaβb + φbβa

)
+ 3φaφb

+ 2φic
ikblγabβmC

m
kl + 2φic

ikbl
(
βaγbm + βbγam

)
Cmkl

− 2φic
in
(
γamC

m
bn + γbmC

m
an − γabCmmn

)
+ cikcjlγamγbnC

m
ijC

n
kl − 2cjkblβn

(
γamC

n
bj + γbmC

n
aj

)
Cmkl

− 2ckl
(
γamC

n
bk + γbmC

n
ak

)
Cmnl − 2cklγmnC

m
akC

n
bl

− 2ckl
(
γamC

m
bk + γbmC

m
ak

)
Cnnl

− blβmCmanCnbl + bl
(
βaC

m
bn + βbC

m
an

)
Cnml

− 3CmanC
n
bm − CmmaCnnb .

(183)

In the same manner, the Ricci scalar is defined in Eq. (40); so, we have,

R = aRzz + 2biRzi + cijRij ,

so

R =
1

4

(
7φkc

ijbkkij − 3cikblkimC
m
kl + 5cijbnkijC

m
mn

+ 2φiφjc
ij − φicikblβmCmkl

− cikcjlγmnCmijCnkl − 3cjkblβmC
m
njC

n
kl

− 7cklCmnkC
n
ml − 5cklCmmkC

n
nl .

(184)
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Having defined the Einstein tensor in Eq. (53), we can calculate its com-
ponents to be

Gzz =
1

4

(
− 2cij`ij + cikcjlkijkkl + cikcjlβmβnC

m
ijC

n
kl

)
,(185)

Gza = Gaz =
1

4

(
− 3φjc

ijkai −
7

2
φkc

ijbkβakij − 4φiφjc
ijβa

− 2cikblβmkiaC
m
kl −

3

2
cikblβakimC

m
kl

+
5

2
cijbnβakijC

m
mn − cinkimCman + cijkijC

m
ma

− 5

2
φic

ikblβaβmC
m
kl + 3φic

inβmC
m
an + 2φic

inβaC
m
mn

− 2cjkblβmβnC
m
ajC

n
kl +

3

2
cjkblβaβmC

m
njC

n
kl

+
1

2
cikcjlβaγmnC

m
ijC

n
kl

+ 7cklβmC
m
nkC

n
al

+
7

2
cklβaC

m
nkC

n
ml +

5

2
cklβaC

m
mkC

n
nl

)
and

(186)
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Gab =
1

4

(
− 11

2
φkb

kcijγabkij − 3φib
ikab

− 2bn
(
kamC

m
bn + kbmC

m
an + kabC

m
mn

)
+ 2cijbnkij

(
γamC

m
bn + γbmC

m
an + γabC

m
mn

)
+

1

2
γab
(
3cikblkimC

m
kl + cijbnkijC

m
mn

)
+ φiφjb

ibjβaβb + 2φib
i
(
φaβb + φbβa

)
+ 3φaφb

+ 2φic
ikbl
(
βaγam + βbγam

)
Cmkl +

5

2
φic

ikblγabβmC
m
kl

− 2φic
in
(
γamC

m
bn + γbmC

m
an + γabC

m
mn

)
+ cikcjlγamγbnC

m
ijC

n
kl +

1

2
cikcjlγmnγabC

m
ijC

n
kl

− 2cjkblβn
(
γamC

n
bj + γbmC

n
aj

)
Cmkl

+
3

2
cjkblγabβmC

m
njC

n
kl

− 2ckl
(
γamC

n
bk + γbmC

n
ak

)
Cmnl

− 2ckl
(
γamC

m
bk + γbmC

m
ak

)
Cnnl

− 2cklγmnC
m
akC

n
bl +

7

2
cklγabC

m
nkC

n
ml +

5

2
cklγabC

m
mkC

n
nl

− blβmCmanCnbl + bl
(
βaC

m
bn + βbC

m
na

)
− 3CmanC

n
bm − CmmaCnnb

)
.

(187)





CHAPTER 4

Vacuum Solutions: The Einstein System

1. Introduction

This chapter deals with the Einstein system when the source (the stress-
energy-momentum tensor) is zero; i.e., when the space-time is deprived of all
matter and energy. In this case, the Einstein equations take their simpler form;
and, when the coordinate system is chosen appropriately so as to coincide with
the group and its quotient, they are reduced to a set of ordinary differential
equations. Of course, not all ordinary differential solutions are integrable, but
the existence and uniqueness of a solution is easy to prove locally (i.e., within
a certain range of value of the independent variable) using the Picard–Lindelöf
theorem and the Banach fixed point theorem.

The first part of the chapter concerns the form the Einstein system takes
in the vacuum case and the existence and uniqueness of its solutions. It is
followed by two major examples: the application of Bianchi I and Bianchi II
groups in the Minkowski space-time. We show how the appropriate coordi-
nate system can be found for each case; moreover, we examine a peculiarity
appearing in the case of Bianchi I, which distinguishes this particular class of
space-times from other similar treatments. Finally, we discuss the solution of
the Einstein system in a general case, so as to consider solutions near the ones
examined as examples; as part of this discussion, we show that the peculiarity
emerging in one of the examples is not necessarily a isolated event, but may
appear in several space-times.

2. The Einstein System

The Einstein system is composed of the Einstein tensor is equal to zero:

(188) G = 0 .1

This system refers to space-times ‘deprived’ of any form of matter or energy;
space-times that are referred to as ‘vacua’. Some of these space-times are also
known as ‘flat’, but this is not a safe designation in General Relativity. In
general, it is assumed that space-time is curved because of the presence of
matter (and/or energy); however, this is true only to some extent. There are

1This is equivalent to setting the Ricci tensor equal to zero:

R = 0 .

However, the Einstein tensor is preferred, because it is the ‘natural’ choice in the context of
General Relativity.
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space-times that are ‘empty’ (in that they contain no matter and/or energy),
but are not ‘flat’. The best examples of such space-times are the Schwarzschild
and Kerr black hole solutions: while, they contain no matter, the intrinsic
curvature of the foliated (spatial) submanifolds is non-zero - in fact, it grows
as the singularity is approached and it blows up there. As a result, these
space-times, although ‘empty’, are not ‘flat’ in the manner usually perceived
by three-dimensional observers (such as us). On the contrary, the Friedmann-
Lemâıtre-Robertson-Walker cosmologies are an example of space-times that
are non-empty (they contain a homogeneous perfect fluid), but possess spatial
manifolds with zero intrinsic curvature. As a result, a clarification needs to
be made:

• There are space-times that are flat, because all (extrinsic and intrin-
sic) measures of curvature are zero everywhere; that is, the Riemann-
Chistoffel tensor is zero. An obvious example of this is the Minkowski
space-time.
• There are space-times that are flat because they contain no matter

and/or energy; thus, their Ricci tensor is zero, but not necessarily the
Riemann-Christoffel tensor. The Schwarzschild and the Kerr black
holes are such solutions. These spaces are denoted Ricci-flat.
• There are space-times that are flat only with respect to some particu-

lar measure of curvature (e.g., the Weyl curvature), but they contain
matter and/or energy, thus their Ricci tensor is non-zero. An exam-
ple of this is the Friedmann-Lemâıtre-Robertson-Walker cosmologies.
These spaces are denoted conformally flat.
• Finally, there are space-times that are not ‘empty’ or ‘flat’ in any of

the afore-mentioned senses, however, they approach (Ricci-)flatness
either for large distances (away from any centre of symmetry), or for
large times. These are known as asymptotically flat. The Schwarzschild
and the Kerr space-times are examples of this.

It should be obvious that our case is that of Ricci-flatness.

2.1. The evolution equations and the constraints. The Einstein
system in vacuum consist of a system of differential equations for the metric,
g, and its first derivative along z, k, that are written in the compact form

L~ζg = k and

T (g, k) = 0 .
(189)

Given the derivatives of both g and k along the generators of the group are
given by

L~ξag = φag and

L~ξak = φak ,
(190)

the Einstein system is reduced to a system of ordinary differential equations,
whose independent parameter is z.
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Using eqs. (84), (85) and (88), (90), (92), we can express the derivatives
of the metric and its inverse, as

(191)
∂βa
∂z

= 0 ,

(192)
∂γab
∂z

= kab ,

(193)
∂a

∂z
= −bibjkij ,

(194)
∂ba

∂z
= −caibjkij and

(195)
∂cab

∂z
= −caicbjkij .

Using eqs. (185), (186) and (187), and setting them equal to zero, we can
express the derivatives of k as

(196) 2cij
∂kij
∂z

= cikcjlkijkkl + cikcjlβmβnC
m
ijC

n
kl ,

2bi
∂kia
∂z

+ 2
(
acij − bibj

)
βa
∂kij
∂z

=

= bicjkkijkak +
1

2
cik
(
acjl − 2bjbl

)
βakijkkl

+ 3φjc
ijkai +

1

2
φk
(
4bicjk + 7cijbk

)
βakij

+ 2cikblβmkiaC
m
kl +

3

2
cikblβakimC

m
kl

− 1

2

(
5cijbn − 4bicjn

)
βakijC

m
mn + cinkimC

m
an − cijkijCmma

+ 4φiφjc
ijβa

+
5

2
φic

ikblβaβmC
m
kl − 3φic

inβmC
m
an − 2φic

inβaC
m
mn

+ 2cjkblβmβnC
m
ajC

n
kl −

3

2
cjkblβaβmC

m
njC

n
kl

− 1

2
cikcjlβa

(
γmn + aβmβn

)
CmijC

n
kl

− 7cklβmC
m
nkC

n
al

− 7

2
cklβaC

m
nkC

n
ml −

5

2
cklβaC

m
mkC

n
nl and

(197)
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2a
∂kab
∂z
− 2
(
acij − bibj

)
γab

∂kij
∂z

=

= −
(
acij − 2bibj

)
kijkab +

1

2
cik
(
acjl − bjbl

)
γabkijkkl

+
1

2
φk
(
2bicjk − 11bkcij

)
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ikab + bi
(
φakbi + φbkai

)
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(
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m
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m
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m
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)
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(
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mn
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mn
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m
mn
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m
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n
kl +

1

2
cikcjl

(
γmn + aβmβn

)
γabC

m
ijC

n
kl

− 2cjkblβn
(
γamC

n
bj + γbmC

n
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)
Cmkl +

3

2
cjkblγabβmC

m
njC
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kl

− 2ckl
(
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ak
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(
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ak
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Cnnl
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akC
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bl +

7
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cklγabC
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nkC

n
ml +

5

2
cklγabC

m
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nl

− blβmCmanCnbl + bl
(
βaC

m
bn + βbC

m
na

)
− 3CmanC

n
bm − CmmaCnnb .

(198)

However, we need to note that, unlike eqs. (191)-(195), the derivatives of
the dependent variable are not isolated in eqs. (196)-(198). To isolate them,
we proceed to the following: First of all, we contract eq. (197) with ba and
then we subtract it from eq. (196) - the result is the following

− 1

2
acikcjlkijkkl +

1

2
φk
(
10bicjk − 7cijbk

)
kij

+
1

2
cikblkimC

m
kl +

1
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(
4bicjn − 7cijbn

)
kijC

m
mn

+ 4φiφjc
ij +
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2
φic

ikblβmC
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kl − 2φic

inCmmn

− cik
(
acjl − 2bjbl

)
βmβnC

m
ijC

n
kl −

1

2
cikcjl

(
γmn + aβmβn

)
CmijC

n
kl

+ 7cjkblβmC
m
njC

n
kl −

7

2
cklCmnkC

n
ml −

5

2
cklCmmkC

n
nl = 0 ,

(199)

which serves as a constraint equation for the components of g and k. This
constraint
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Second, we contract eq. (197) with ba and eq. (198) with cab, adding them
afterwards. The result is

2
(
acij − bibj

)∂kij
∂z

=
1

2

(
acij − bibj

)
cklkijkkl −

1

4
cik
(
acjl − 3bjbl

)
kijkkl

+
1

2
φk
(
6bicjk + 7cijbk

)
kij

+
1

4

(
10bicjn − 9cijbn

)
kijC

m
mn +

3

4
cikblkimC

m
kl

+
1

2
φiφjc

ij +
5

2
φic

ikblβmC
m
kl + 2φic

inCmmn

− 1

2
cikcjlγmnC

m
ijC

n
kl −

1

4
cik
(
3acjl − 4bjbl

)
βmβnC

m
ijC

n
kl

+
3

4
cjkblβmC

m
njC

n
kl + 2cjkblβmC

m
klC

n
nj

− 7

4
cklCmnkC

n
ml −

5

4
cklCmmkC

n
nl ,

(200)

which contains the derivative of k subtracted with the rank-2 tensor acij−bibj
(a ‘block determinant’ of the inverse matrix). Subtracting from eq. (197), we
obtain

2bi
∂kia
∂z

=bicjkkijkak +
1

4
cik
(
acjl − 3bjbl

)
kijkkl

+ 3φjc
ijkai − φkbicjkβakij

+
3

4
cikblβakimC

m
kl + 2cikblβmkiaC

m
kl

− 1

4

(
2bicjn + cijbn

)
βakikC

m
mn + cinkimC

m
na − cijkijCmma

+
7

2
φiφjc

ijβa − 3φic
inβmC

m
na − 4φic

inβaC
m
mn

+
1

4
cik
(
acjl − 4bjbl

)
βaβmβnC

m
ijC

n
kl

+ 2cjkblβmβnC
m
ajC

n
kl −

9

4
cjkblβaβmC

m
njC

n
kl

− 2cjkblβaβmC
m
klC

n
nj − 7cklβmC

m
nkC

n
al

− 7

4
cklβaC

m
nkC

n
ml −

5

4
cklβaC

m
mkC

n
nl ;

(201)
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and adding to eq. (198), we obtain

2a
∂kab
∂z

=−
(
acij − 2bibj

)
kijkab +

1

4
cik
(
acjl + bjbl

)
γab
(
2kikkjl + kijkkl

)
+ 4φk

(
bicjk − cijbk

)
γabkij − 2φib

ikab + bi
(
φakbi + φbkai

)
− 2bn

(
kamC

m
bn + kbmC

m
an + kabC

m
mn

)
+

1

4

(
2bicjn + cijbn

)
γabkijC

m
mn +

9

4
cikblγabkimC

m
kl

− 2
(
bicjn − cijbn

)
kij
(
γamC

m
bn + γbmC

m
an

)
− 1

2
φic

ijγab + φiφjb
ibjβaβb + 2φib

i
(
φaβb + φbβa

)
+ 3φaφb

+ 2φic
ikbl
(
βaγbm + βbγam + 2βmγab

)
Cmkl

− 2φic
in
(
γamC

m
bn + γbmC

m
an

)
+ cikcjlγamγbnC

m
ijC

n
kl −

1

4
cik
(
acjl − 4bjbl

)
γabβmβnC

m
ijC

n
kl

+
9

4
cjkblγabβmC

m
njC

n
kl + 2cjkblγabβmC

m
klC

n
nj

− 2ckl
(
γamC

n
bk + γbmC

n
ak

)
− 2ckl

(
γamC

m
bk + γbmC

m
ak

)
Cnnl

+
7

4
cklγabC

m
nkC

n
ml +

5

4
cklγabC

m
mkC

n
nl

− blβmCmnaCnbl + blβm
(
βaC

m
bn + βbC

m
an

)
Cnml

− 3CmnaC
n
mb − CmmaCnnb .

(202)

The system of eqs. (196), (201) and (202) are a series of evolution equa-
tions for kab, each of whom corresponds to a different subtraction of the

derivative
∂kab
∂z

with the metric. Counting equations and unknowns, we have

10 equations (as expected from the Einstein system) for 6 unknowns (the in-
dependent components of kab). It is clear that the system is overdetermined
and eqs. (196) and (201) are redundant, while eq. (202) should be sufficient
to account for the evolution of all components of k; given a 6= 0, the easily
obtain the usual structure of an evolution equation.2 This is not an uncom-
mon result in the Einstein system, especially if we account for the particular
structure of the metric (namely, no zz-component and a constant with respect
to z za−component). Moreover, the two additional equations are not exactly
redundant; in the same manner that eq. (199) provides a constraint for the
components of k (particularly for the initial conditions), they can provide
constraints for the derivative of it.

2We remind here that the case a = 0 should not be considered within this formalism,
as it leads to pathologies.
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It is noteworthy that eqs. (201) and (202) lead back to eqs. (197) and
(198) respectively if we use eq. (200), in the same manner they were de-
rived; thus, they are equivalent to the Einstein equations. However, there is a
stronger claim that these equations are equivalent to the Einstein equations:
The same equations can be derived using the fact that

Rzz = 0 , Rza = 0 and Rab = 0 ,

which is true for vacuum space-times. Notably, Rzz = 0 yields eq. (196) imme-
diately, while Rza = 0 and Rab = 0 may yield eqs. (201) and (202) if the con-
straint eq. (199) is used appropriately.

One final word with regards to the constraint equations. Apart from their
use to recover the Ricci tensor from the evolution equations, the constraint
equations serve another purpose in the Initial Value Problem of eqs. (196),
(201) and (202): any initial condition

{
g0,k0

}
must fulfill the constraint eq.

(199). Moreover, if the constraint propagates, then the solution of the system
for any ‘moment’ along z will also fulfill the constraint. To show that this
is possible, we can differentiate the left-hand side of eq. (199) and show, by
means of the evolution equations, that the derivative is equal to zero.

2.2. The case of null orbits. Let us go consider now the special case
where a = 0 and the 3−metric on the homogeneous submanifold M is de-
generate. Firstly, we must consider what happens to the components of the
metric and their derivatives, given both γab and cab are singular.

The first evolution equations come from eqs. (84), (85) and (88), (90), (92)
and refer to the derivatives of the components of the metric and its inverse:

(203)
∂βa
∂z

= 0 ,

(204)
∂γab
∂z

= kab ,

(205)
∂ba

∂z
= 0 and

(206)
∂cab

∂z
= −caicbjkij .

Next, we need evolution equations (and constraints) for the components
of k. Using the Einstein or tensor does not help much, because there appears
to be no way to express the derivative of kab separately. Namely, the only
equation that involves derivatives of kab comes from Gzz = 0 and is given as

(207) 2cij
∂kij
∂z

= cikcjlkijkkl + cikcjlβmβnC
m
ijC

n
kl ;

Taking Gza = 0, we obtain
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3φjc
ijkai +

7

2
φkc

ijbkβakij + 4φiφjc
ijβa

+ 2cikblβmkiaC
m
kl +

3

2
cikblβakimC

m
kl −

5

2
cijbnβakijC

m
mn

+ cinkimC
m
an − cijkijCmma

+
5

2
φic

ikblβaβmC
m
kl − 3φic

inβmC
m
an − 2φic

inβaC
m
mn

+ 2cjkblβmβnC
m
ajC

n
kl −

3

2
cjkblβaβmC

m
njC

n
kl

− 1

2
cikcjlβaγmnC

m
ijC

n
kl

− 7cklβmC
m
nkC

n
al −

7

2
cklβaC

m
nkC

n
ml −

5

2
cklβaC

m
mkC

n
nl = 0 ,

(208)

and taking Gab = 0, we obtain

− 11

2
φkb

kcijγabkij − 3φib
ikab

− 2bn
(
kamC

m
bn + kbmC

m
an + kabC

m
mn

)
+ 2cijbnkij

(
γamC

m
bn + γbmC

m
an + γabC

m
mn

)
+

1

2
γab
(
3cikblkimC

m
kl + cijbnkijC

m
mn

)
+ φiφjb

ibjβaβb + 2φib
i
(
φaβb + φbβa

)
+ 3φaφb

+ 2φic
ikbl
(
βaγam + βbγam

)
Cmkl +

5

2
φic

ikblγabβmC
m
kl

− 2φic
in
(
γamC

m
bn + γbmC

m
an + γabC

m
mn

)
+ cikcjlγamγbnC

m
ijC

n
kl +

1

2
cikcjlγabγmnC

m
ijC

n
kl

− 2cjkblβn
(
γamC

n
bj + γbmC

n
aj

)
Cmkl +

3

2
cjkblγabβmC

m
njC

n
kl

− 2ckl
(
γamC

n
bk + γbmC

n
ak

)
Cmnl − 2ckl

(
γamC

m
bk + γbmC

m
ak

)
Cnnl

− 2cklγmnC
m
akC

n
bl +

7

2
cklγabC

m
nkC

n
ml +

5

2
cklγabC

m
mkC

n
nl

− blβmCmanCnbl + bl
(
βaC

m
bn + βbC

m
na

)
− 3CmanC

n
bm − CmmaCnnb .

(209)

It is noteworthy that the latter two are constraints, while the former is a
contracted evolution equation for kab, which cannot be separated from cab. It
is also noteworthy that using the Ricci tensor, we will not yield very different
results.3 Therefore, finding an evolution equation for k is not possible within
this context.

3In fact, Rzz = 0 will result to eq. (207), while Rza = 0 and Rab = 0 will result to eqs.
(208) and (209) if the constraint eq. (199) is used.
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What we can observe though is that, defining κ = cijkij , then

∂κ

∂z
= cij

∂kij
∂z
− cikcjlkijkkl ,

and, using eq. (207),

∂κ

∂z
= cikcjlkijkkl + 2cikcjlβmβnC

m
ijC

n
kl .

Now, defining Ka
b = caikib, the latter become

(210)
∂κ

∂z
= Ki

jK
j
i + 2cikcjlβmβnC

m
ijC

n
kl ,

which does not contain kab whatsoever. Moreover, if the evolution of the
new variable Ka

b can be expressed explicitly, then we have an alternative set
of evolution equations that can be used instead of those for kab. Notably,
knowing Ka

b , it is easy to determine kab as

(211) γaiK
i
b = kab .

Differentiating Ka
b = caikib with respect to z, we have

∂Ka
b

∂z
= cai

∂kib
∂z
−Ka

iK
i
b .

The difficult part here is identifying the term cai
∂kib
∂z

and replacing it by some-

thing “meaningful”. At first, this term seems odd as neither the components
of the Ricci tensor nor those of the Einstein tensor contain it; however, look-
ing at the components of the Riemann-Christoffel tensor, we can easily see
that Razzb contains this term. The problem now is to express the Riemann-
Cristoffel tensor as something meaningful - something that is given in relation
to the variables we have (βa, γab, b

a, cab and kab - or κ and Ka
b instead of

kab) and the stress-energy-momentum tensor. This is possible if we recall eq.
(43), whereas the Riemann-Christoffel tensor can by definition be written as

Rαβγδ =gαµWµβγδ +
1

2

(
δαγRβδ + gαµgβδRµγ − gαµgβγRµδ − δαδRβγ

)
− 1

6

(
δαγgβδ − δαδgβγ

)
R ;

(212)

and if we recall from eq. (59), that the Ricci tensor and the Ricci scalar can
be expressed directly with respect to the stress-energy-momentum tensor as

Rαβ = 8π
(
Tαβ −

1

2
gαβT

)
R = −8πT

Therefore, the Riemann-Christoffel tensor is

Rαβγδ =gαµWµβγδ + 4π
(
δαγTβδ − δαδTβγ + gαµgβδTµγ − gαµgβγTµδ

)
− 20π

3

(
δαγgβδ − δαβgβγ

)
T .

(213)
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Specifying this for α = a, β = γ = z and δ = b, we have

(214) Razzb = caiWizzb − 4π
(

(δab − baβb)Tzz + caiβbTzi
)
.

Of course, in the case of vacuum Tzz = Tzi = 0; and in the case of a flat
space-time (where both the Ricci and the Weyl curvature vanish), the whole
expression reduces to Razzb = 0. But, in the more generic case, eq. (214)
along with the general form of the specific component in Chapter 3, give us
the way to express the evolution of Ka

b with respect to our state variables.
The general form of this evolution equation, then, become

∂Ka
b

∂z
=Ka

iK
i
b + 2φjc

aiβbK
j
i + 4cakβmK

l
aC

m
kl

− 2φic
akcilβbβmC

m
kl + 2cakcilβmβnC

m
biC

n
kl

+ caiWizzb − 4π
(

(δab − baβb)Tzz + caiβbTzi
)
.

(215)

This equation serves as the evolution equation for our new variable Ka
b ;

similarly, eq. (471) serves as the evolution equation for its trace, κ, in the
general case. Specifying this for vacuum(Tzz = Tza = 0), gives us the following
equation

∂Ka
b

∂z
=Ka

iK
i
b + 2φjc

aiβbK
j
i + 4cakβmK

l
aC

m
kl

− 2φic
akcilβbβmC

m
kl + 2cakcilβmβnC

m
biC

n
kl

+ caiWizzb .

(216)

Using κ and Ka
b to replace kab in eqs. (208) and (209), we can also

determine the two constraints that complete the system. The first one is

3φiK
i
a +

7

2
φib

iβaκ

− 2bkβmK
l
aC

m
kl −

3

2
bkβaK

l
mC

m
kl −

5

2
bnβaκC

m
mn +Kn

mC
m
an − κCmma

+ 4φiφjc
ijβa +

5

2
φic

ikblβaβmC
m
kl − 3φic

inβmC
m
an − 2φic

inβaC
m
mn

+ 2cjkblβmβnC
m
ajC

n
kl −

3

2
cjkblβaβmC

m
njC

n
kl −

1

2
cikcjlβaγmnC

m
ijC

n
kl

− 7cklβmC
m
nkC

n
al −

7

2
cklβaC

m
nkC

n
ml −

5

2
cklβaC

m
mkC

n
nl = 0 ,

(217)

and the second one
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− 11

2
φib

iγabκ− 3φib
iγaiK

i
b

− 2bnKi
m

(
γaiC

m
bn + γbiC

m
an

)
− 2bnγaiK

i
bC

m
mn

)
+ 2bnκ

(
γamC

m
bn + γbmC

m
an + γabC

m
mn

)
+

1

2
γab
(
− 3bkK l

mC
m
kl + bnκCmmn

)
+ φiφjb

ibjβaβb + 2φib
i
(
φaβb + φbβa

)
+ 3φaφb

+ 2φic
ikbl
(
βaγam + βbγam

)
Cmkl +

5

2
φic

ikblγabβmC
m
kl

− 2φic
in
(
γamC

m
bn + γbmC

m
an + γabC

m
mn

)
+ cikcjlγamγbnC

m
ijC

n
kl +

1

2
cikcjlγabγmnC

m
ijC

n
kl

− 2cjkblβn
(
γamC

n
bj + γbmC

n
aj

)
Cmkl +

3

2
cjkblγabβmC

m
njC

n
kl

− 2ckl
(
γamC

n
bk + γbmC

n
ak

)
Cmnl − 2ckl

(
γamC

m
bk + γbmC

m
ak

)
Cnnl

− 2cklγmnC
m
akC

n
bl +

7

2
cklγabC

m
nkC

n
ml +

5

2
cklγabC

m
mkC

n
nl

− blβmCmanCnbl + bl
(
βaC

m
bn + βbC

m
na

)
− 3CmanC

n
bm − CmmaCnnb .

(218)

The system of eqs. (467), (468), (469), (470), (471) and (472) is the system
of evolution equations for the metric components and their derivatives, with
eqs. (473) and (474) serving as constraints, in the case the group acts by null
orbits, resulting to both the induced 3−metric γab and its inverse cab being
degenerate. It must be noted, however, that this is an incomplete system, in
the sence that the term caiWizzb and its dynamics have not been specified; this
appears as a ‘source term’ in the evolution equation for Ka

b , which conveys
the effects of ‘tidal forces’ or ‘long-range curvature’ to the evolution of the
‘second fundamental form’.4 There are two ways of dealing with this term:

(1) If we restrict our focus to space-times that are conformally symmet-
ric, then this term will vanish identically. Interestingly, this course
immediately prevents us from studying any case where the lightlike
homogeneous manifolds are somehow justified by the physical man-
ifestations (e.g., the case of solutions for homogeneous gravitational
waves).

(2) If we do not, then the evolution equations and constraints for the
Weyl tensor must also be included in the system. To specify these

4The presence of this term in eq. (215) is actually very interesting. One of the fun-
damental examples for the case where the group acts by means of null orbits is that of
homogeneous gravitational waves; in this example, even if the waves propagate in vacuum,
tidal forces are present. Therefore, the fact that the Weyl tensor affects the evolution of the
derivatives of the metric appears to be entirely logical.
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equations, we can use the second (differential) Bianchi identities

∇αRβγδε +∇βRγαδε +∇γRαβδε = 0 ,

which can be rewritten as

∇αWβγδε +∇βWγαδε +∇γWαβδε =

+
1

2

(
gαδ (∇βRγε −∇γRβε)− gαε (∇βRγδ −∇γRβδ)

− gβδ (∇αRγε −∇γRαε) + gβε (∇αRγδ −∇γRαδ)
+ gγδ (∇αRβε −∇βRαε)− gγε (∇αRβδ −∇βRαε)

)
+

1

6

(
(gαδgβε − gαεgβδ)∇γR− (gαδgγε − gαεgγδ)∇βR

+ (gβδgγε − gβεgγδ)∇αR
)
.

(219)

This relates the covariant derivative of the Weyl tensor to the co-
variant derivatives of the Ricci tensor and the Ricci scalar; given the
latter are already expressed with respect to the components of the
metric, its inverse and its derivative, we can easily express the change
of the Weyl tensor with respect to z (that would yield the evolution
equation for it) and with respect to the group (that would yield the
respective constraints) in relation to them, thus closing the system.5

Let us consider the second, more general case. First, it is important
to note that any homothetic vector field in a space-time is also a curvature
collineation, meaning that

(220) L~ξaR
(
~u, ~w

)
= 0 ;

and a Ricci collineation, meaning that

(221) L~ξaR = 0 .

Therefore, it is also a Weyl collineation,

(222) L~ξaW
(
~u, ~w

)
= 0 .

This means that the constraint equations that are derived from the Bianchi
identities are simply

(223) L~ξfWazbz = 0 ,

(224) L~ξfWazbc = 0 ,

(225) L~ξfWacbz = 0 and

5The alternative would be to mimic the usual 3+1 formalism by admitting some ob-

server’s velocity vector (that spans over ~ζ and ~ξa) and decompose the Weyl tensor to its
‘electric’ and ‘magnetic’ part, writing an evolution equation and a constraint for each of
them [43]. However, this implies additional complexity that is not required at this point.
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(226) L~ξfWacbd = 0 .

As for the evolution equations, they are given as

(227) L~ζWazzb =
1

2

(
γabL~ζRzz − βaL~ζRzb

)
,

(228) L~ζWazbc + L~ζWbzac =
1

2
βcL~ζRab ,

(229) L~ζWzabc + L~ζWazbc = 0 and

L~ζWabcd =
1

2

(
γacL~ζRbd − γadL~ζRbc + γbcL~ζRad − γbdL~ζRad

+
1

6

(
γacγbd − γadγbc

)
L~ζR .

(230)

The Lie derivatives of the Ricci tensor components and of the Ricci scalar

with respect to the transversal ~ζ can be given directly from the matter terms,
remembering that

Rαβ = 8π
(
Tαβ −

1

2
gαβT

)
,

and

R = −8πT .

Of course, of all these evolution equations and constraints, only one is of
importance to us: the evolution equation for the component Wazzb. In the
case of vacuum, the evolution equation is simply

(231)
∂Wazzb

∂z
= 0 .

This system of equations (471), (472), (473), (474) and (407) is still a
system that can be treated in the same manner as the more generic case of non-
null orbits that was introduced in the previous subsection.6 So, the argument
of a general local solution that is put forth in the following subsection holds
equally well for both.

There is, nevertheless, a minor problem that one needs to consider

6The main difference of the two system is the fact that, in the case of non-null orbits,
one can work directly with the components of the metric and the ‘second fundamental form’
- while, in the case of null orbits, we have to rely on the auxiliary variables κ and Ka

b . Yet,
it is easy to compute the solution for the actual variable (kab) once the solution for these
two is known.
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2.3. A fixed point argument for a general local solution. The eqs.
(191), (192), (193), (194), (195) and (202) are a set of evolution equations of
the form

(232)
∂

∂z
~X(z) = F

(
~X(z)

)
;

i.e., they are an autonomous system of ordinary differential equations.7 This
system can be integrated in a certain range of values of z, say

[
z0, z1

]
, when

a set of initial conditions

(233) ~X(z0) = ~X0 ,

is given, and when the right-hand side, F ( ~X) fulfills some criteria (e.g., it is
Lipschitz).

As for eq. (199), it serves as a constraint of g and k, in the form of

(234) G2

(
~X
)

= 0 .

This constraint must be fulfilled for the initial conditions, before the integra-
tion is attempted.

The existence and uniqueness of solutions of eq. (232) under generic initial
conditions of eq. 233) that satisfy the constraint of eq. (234) can be proved
by means of the Picard-Lindelöf theorem, so long as the solution is local, i.e.
confined within an interval z ∈

[
z1, z2

]
. The theorem is states as

Theorem 2.1 (Picard-Lindelöf (existence and uniqueness) theorem). Let
Ω be a n open subset of IRn and F be a continuous function from Ω to IRn;

and let ~X be a function defined on IRn that satisfied the Initial Value Problem
(232-234) for z ∈

[
z1, z2

]
, such that z0 ∈

[
z1, z2

]
. Then,there exists at least

one solution to the Initial Value Problem in some closed interval
[
z0−h, z0+h

]
where h > 0 and z0 − h ≥ z1 and z0 + h ≤ z2.
Moreover, if F is continuously differentiable, the exists a unique solution, X̄,
to the Initial Value Problem in the closed interval

[
x0 − h, x0 + h

]
.

Finally, the Picard iteration, defined as

(235) ~X(n+1)(z) = ~X0 +

∫ z

z0

F
(
~X(n)(s)

)
ds ,

produces a sequence of functions
{
~X(n)

}
that converges to X̄ uniformly within

the interval
[
z1, z2

]
.

The conditions required to prove the theorem are

(1) Some metric space
(
D, d

)
, where all functions ~X , ~Y belong; the met-

ric of the space can be defined by the uniform norm

(236) d
(
~X, ~Y

)
=
∥∥∥ ~X(z)− ~Y (z)

∥∥∥
∞

= sup
z∈
[
z1,z2

] | ~X(z)− ~Y (z)| .

7Here, ~X =
{

a, ba, cab, γab, kab
}

and F is the right-hand side of the afore-mentioned

equations.
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(2) The Lipschitz continuity of F .

(3) The Lipschitz condition for the operator H = ~X0 +
∫ z
z0
F
(
~X(s)

)
ds,

so that

(237)
∥∥∥H ~X(z)−H~Y (z)

∥∥∥
∞
≤ q

∥∥∥ ~X(z)− ~Y (z)
∥∥∥
∞
,

for a real parameter q ∈ [0, 1] and all functions ~X , ~Y in the metric
space

(
D, d

)
.

(4) The Banach fixed-point theorem, applied to prove the existence of
a solution, by proving that the application of the operator H is a
contraction

(238)
∥∥∥H ~X(n+1)(z)−H ~X(n)(z)

∥∥∥
∞
≤ qp1

∥∥∥ ~X(n+1)(z)− ~X(n)(z)
∥∥∥
∞

for p1 ∈ IR an integration constant; so, as n → ∞, the solutions
converge to X̄.

(5) The Grönwall lemman, applied to prove the uniqueness of the so-

lution, by proving that any two function ~X(z) and ~Y (z) that have
been derived from the Picard iteration have to be equal.

∥∥∥ ~X(z)− ~Y (z)
∥∥∥
∞

=

∥∥∥∥∫ z

z0

(
F
(
~X(n)(s)− ~Y(n)(s)

))
ds

∥∥∥∥
∞
≤ qp2

∥∥∥ ~X − ~Y
∥∥∥
∞

(239)

for p2 ∈ IR an integration constant; so, as n→∞, ~X = ~Y .

We shall omit a more detailed proof, as the theorem is relatively well-known.

Given that the conditions of the Picard-Lindelöf theorem are generally met
int he case of eqs. (232), we can immediately claim that the Einstein system
in vacuum is integrable within an interval of z, such that constraint is always
satisfied. The question of extended the interval

[
z1, z2

]
so that the entire

manifold V4 is covered by the resulting metric g, may remain unanswered for
the moment; the reasons are two:

• The Picard-Lindelöf theorem proves local and not global existence;
to prove global existence, it is likely that additional assumptions on
the Initial Value Problem must be imposed [41, 42]. However, this
global existence refers to the particular choice of z, so the space-time
may not be covered; therefore, in this thesis, we are concerned with
local existence.
• As we will attempt to show by means of examples, it is not always

possible to find a quotient ~ζ such that the entire space-time
(
V4, g

)
can be foliated accordingly; so, global existence may not exist for all
possible space-times.

3. Examples

This section provides some examples of vacuum space-times that are so-
lutions to the Einstein system.
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3.1. Bianchi I acting on the Minkowski space-time. Let the Minkoski
space-time, describing a vacuum solution of General Relativity with maximal
symmetries. Its metric is given as

(240) ds2 = −dt2 + dx21 + dx22 + dx23 .

Let a group G acting on this space-time, whose algebra yields the following
generators:

(1) Boost along the x direction:

(241) ~ξ1 = z
∂

∂t
+ t

∂

∂x3
.

(2) Rotation on the x1 − x2 plane:

(242) ~ξ2 = x2
∂

∂x1
− x1

∂

∂x2
.

(3) Dilation:

(243) ~ξ3 = t
∂

∂t
+ x1

∂

∂x1
+ x2

∂

∂x2
+ x3

∂

∂x3
.

The commutators of the group are

(244) [~ξ1, ~ξ2] = 0 , [~ξ2, ~ξ3] = 0 and [~ξ3, ~ξ1] = 0 ,

which deems G a Bianchi I group. Furthermore, it is relatively easy to see
that the action of the group on the Minkowski space-time is as follows

L~ξ1g = 0 ,

L~ξ2g = 0 and

L~ξ3g = 2g ,

(245)

hence the boost and the rotation can be classified as isometries of the Minkowski
space-time, while dilation is a homothety with φ3 = 2.

In order to rewrite the metric according to the group acting on it, we wish
to obtain a set of coordinates, three of which are the canonical coordinates of
the group, while the fourth refers to the quotient of its action. Given the Ricci-
flatness of the Minkowski space-time, the group action can be approximated
by the exponential map of the corresponding algebra defined as

(246) eA = eq1D
~ξ1+q2D~ξ2+q3D~ξ3 ,

where D~ξi the Jacobian matrix of each generator and qi a respective param-
eter; these parameters will help us define the canonical coordinates. Then,
to obtain a transversal to the group, we choose an arbitrary point on the
space-time, e.g.

(247) P = (1, 1, 0, 0) ,

and a null direction for the Minkowski space-time that will serve as the initial
transversal geodesic; then, applying the exponential map on this geodesic, we
shall obtain the general form of the transversal geodesic.
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Concerning the exponential map, it is easily constructed as

A = q1


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

+ q2


0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0

+ q3


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 =

=


q3 0 0 q1
0 q3 q2 0
0 −q2 q3 0
q1 0 0 q3

 ,

(248)

hence

(249) eA =


eq3 cosh q1 0 0 eq3 sinh q1

0 eq3 cos q2 eq3 sin q2 0
0 −eq3 sin q2 eq3 cos q2 0

eq3 sinh q1 0 0 eq3 cosh q1

 .

Now, having chosen the initial point of the initial transversal geodesic

as P0(1, 1, 0, 0) and its initial “velocity” as
∂

∂t
+

∂

∂x2
, the initial transversal

geodesic is simply the line described parametrically as

(250) ε :
{

t = 1 + z , x1 = 1 , x2 = z and x3 = 0 ,

where z a parameter increasing along the ~e2 direction. This parameter will
function as the transversal coordinate. For the canonical coordinates of the
group, let them be w1, w2 and w3, we may choose the algebraic expressions
related to the parameters q1, q2 and q3,

1 + w2
1

1− w2
1

= cosh q1 and
2w1

1− w2
1

= sinh q1

1− w2
2

1 + w2
2

= cos q2 and
2w2

1 + w2
2

= sin q2

w3 = eq3 .

(251)

Now, the exponential map is written as

(252) eA =



w3
1 + w2

1

1− w2
1

0 0 w3
2w1

1− w2
1

0 w3
1− w2

2

1 + w2
2

−w3
2w2

1 + w2
2

0

0 w3
2w2

1 + w2
2

w3
1− w2

2

1 + w2
2

0

w3
2w1

1− u2
0 0 w3

1 + w2
1

1− w2
1


.
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The action of the exponential map on the straight line ε yields the general
form of the transversal line with respect to the new set of coordinates
(253)

ε :

{ t =
w3(1 + w2

1)(1 + z)

1− w2
1

, x1 =
w3

(
(1− w2

2)− 2zw2

)
1 + w2

2

,

x2 =
w3

(
2w2 + (1− w2

2)z
)

1 + w2
2

and x3 =
2w3w1(1 + z)

1− w2
1

.

These function as the transformation rule from the Cartesian coordinates
{t, x1, x2, x3} to the group-specific coordinates {z, w1, w2, w3}. What we need
to do now is to specify the inverse transformation, from the group-specific
coordinates to the Cartesian coordinates. To do so, we assume two points on
the space-time, P1(τ, χ1, χ2, χ3) and P2(t, x1, x2, x3), that are related by the
group action. In this, we distinguish between the quotient of the group action
(that corresponds to the choice of z) and the group action itself; furthermore,
we distinguish the group action to its two isometries (boost and rotation,
related to w1 and w2 respectively) and the homothety (dilation, related to
w3).

(1) The point P1 is the initial point of the action, so its coordinates can
be described with respect to z as

(254) τ = 1 + z , χ1 = 1 , χ2 = z and χ3 = 0 .

(2) Distinguishing between the group action and its quotient, we can
identify the coordinate on the latter, z, through the invariant of the
group,

−t2 + x23
x21 + x22

.

Moving along z, the above quantity remains constant. Hence,

(255)
−t2 + x23
x21 + x22

=
−τ2 + χ2

3

χ2
1 + χ2

2

.

Thus, we have moved from point P1 to point P2; now we take the
way back through the group action.

(3) Distinguishing the group action to the isometries and the homoth-
ety, we can isolate the effects of each symmetry and the respective
invariants. This is expressed as if the move “back” from P2 to P1 is
decomposed by a motion from P2 to P ′2(t

′, x′1, x
′
2, x
′
3) by means of the

homothety (dilation), and then a motion from P ′2 to P2 by means of
the isometries (boost and rotation). This means that the coordinates
of the two points are related as

(256) t′ =
t

w3
, x′1 =

x1
w3

, x′2 =
x2
w3

and x′3 =
x3
w3

.
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(4) Identifying w3 with the dilation (~ξ3), this remains constant under the
isometries, hence

−
(
t′
)2

+
(
x′3
)2

= −
( t

w3

)2
+
( x3
w3

)2
= −τ2 + χ2

3 and(
x′1
)2

+
(
x′2
)2

=
( x1
w3

)2
+
( x2
w3

)2
= χ2

1 + χ2
2 .

(257)

(5) Following, the rotation symmetry, identified with w2, results by mov-
ing along the an angle, θ in a circle on the x1 − x2 plane, in such a
manner that

cos θ =
(x′1, x

′
2) · (χ1, χ2)

|(x′1, x′2)||(χ1, χ2)|
=

x′1χ1 + x′2χ2

(x′1)
2 + (x′2)

2 = w3
x1χ1 + x2χ2

x21 + x22
and

sin θ =

(
(x′1, x

′
2)× (χ1, χ2)

)̇
~n

|(x′1, x′2)||(χ1, χ2)|
=
−x′1χ2 + x′2χ1

(x′1)
2 + (x′2)

2 = w3
−x1χ2 + x2χ1

x21 + x22
,

(258)

where ·, × and | | are the Euclidean inner product, cross product
and norm respectively; and ~n any unit vector perpendicular to the
x1 − x2 plane. Following, we may take

(259) w2 = tan
(θ

2

)
=

sin θ

1 + cos θ
.

(6) Following, the boost symmetry, identified with w1, results by moving
along the an angle, φ, along a hyperbola on the t− x3 plane, in such
a manner that

coshφ =
(t′, x′3)� (τ, χ3)

o(t′, x′3) o o(τ, χ3)o
=
−t′τ + x′3χ3

− (t′)2 + (x′3)
2 = w3

−tτ + x3χ3

−t2 + χ2
3

and

sinhφ =

(
(t′, x′3)⊗ (τ, χ3)

)
� ~m

o(t′, x′3) o o(τ, χ3)o
=

t′χ3 − x′3τ
− (t′)2 + (x′3)

2 = w3
tχ3 − x3τ
−t2 + x23

(260)

where �, ⊗ and o o are the Minkowskian inner product, cross product
and norm respectively (that is, the inner product, cross product and
norm in hyperbolic geometry);8 and ~m any unit vector perpendicular
to the t− x3 plane. Following, we may take

(261) w1 = tanh
(φ

2

)
=

sinhφ

1 + coshφ
.

8The Minkowskian (or hyperbolic) operations are defined in accordance to their Eu-
clidean ones, as

~a�~b = −a0b0 + a3b3

~a⊗~b = (a0b3 − a3b0) ~m

o ~ao = ~a� ~a = −(a0)2 + (a3)2

for any two vectors of the form ~a = a0
∂

∂t
+ a3

∂

∂x3
and ~b = b0

∂

∂t
+ b3

∂

∂x3
with aκ , bκ ∈ IR;

and for ~m a unit vector perpendicular to the t− x3 plane.
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Substituting τ , χ1, χ2 and χ3 to the invariant of the group, we arrive at
a quadratic equation with respect to s,

(262)
−t2 + x21 + x22 + x23

x21 + x22
z2 + 2z +

−t2 + x21 + x22 + x23
x21 + x22

= 0 ,

whose solutions are

(263) z =
x21 + x22 ±

√
(t2 − x23)(−t2 + 2x21 + 2x22 + x23)

−t2 + x21 + x22 + x23
.

From the other two invariants (for the boosts and the rotations respec-
tively), we obtain the following solutions for w3,

(264) w3 = ±
√
t2 − x23
1 + z

= ±

√
x21 + x22
1 + z2

.

Finally, from the rotation, we obtain the following transformation rule

(265) w2 = tan
(θ

2

)
=

−x1z + x2√
(1 + z2)(x21 + x22) + x1 + x2z

,

and from the boost, we obtain the following transformation rule

(266) w1 = tanh
(φ

2

)
=

−t(1 + z2)√
(1 + z2)(t2 − x23) + x3(1 + z2)

The generators may now take the form

~ξ1 =
2(z + 1)w1w3

1− w2
1

∂

∂t
+

(z + 1)(1 + w2
1)w3

1− w2
1

∂

∂x3
,

~ξ2 =

(
2w2 + z(1− w2

2)
)
w3

1 + w2
2

∂

∂x1
−
(
(1− w2

2)− 2zw2

)
w3

1 + w2
2

∂

∂x2
and

~ξ3 =
(z + 1)(1 + w2

1)w3

1− w2
1

∂

∂t
+

(
(1− w2

2)− 2zw2

)
1 + w2

2

∂

∂x1

+

(
2w2 + z(1− w2

2)
)
w3

1 + w2
2

∂

∂x2
+

2(z + 1)w1w3

1− w2
3

∂

∂x3
,

and in the new coordinate system they are simplified to

~ξ1 =
2

1− w2
1

∂

∂w1
,

~ξ2 = − 2

1 + w2
2

∂

∂w2
and

~ξ3 = w3
∂

∂w3
.

(267)

At the same time, the ray on the quotient is tangent to

~ζ = eA
( ∂
∂t

+
∂

∂x2

)
=

(
1 + w2

1

)
w3

1− w2
1

∂

∂t
− 2w2w3

1 + w2
2

∂

∂x1
+

(
1− w2

2

)
w3

1 + w2
2

∂

∂x2
+

2w1w3

1− w2
1

∂

∂x3
,
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while in the new coordinate system it becomes

(268) ~ζ =
∂

∂z
.

The four vectors of the basis are linearly independent given w3 6= 0, since the

determinant with ~ζ, ~ξ1, ~ξ2 and ~ξ3 as column-entries is − 4w3(
1− w2

1

) (
1 + w2

2

) .

Now the metric can be expressed as the Minkowskian inner products of
the four vectors,

gzz = g
(
~ζ, ~ζ
)

= ~ζ � ~ζ = 0

gz1 = g
(
~ζ, ~ξ1

)
= ~ζ � ~ξ1 = 0

gz2 = g
(
~ζ, ~ξ2

)
= ~ζ � ~ξ2 = w2

3

gz3 = g
(
~ζ, ~ξ3

)
= ~ζ � ~ξ3 = −w2

3

g11 = g
(
~ξ1, ~ξ1

)
= ~ξ1 � ~ξ1 = (1 + z)2w2

3

g12 = g
(
~ξ1, ~ξ2

)
= ~ξ1 � ~ξ2 = 0

g13 = g
(
~ξ1, ~ξ3

)
= ~ξ1 � ~ξ3 = 0

g22 = g
(
~ξ2, ~ξ2

)
= ~ξ2 � ~ξ2 = (1 + z2)w2

3

g23 = g
(
~ξ2, ~ξ3

)
= ~ξ2 � ~ξ3 = 0

g33 = g
(
~ξ3, ~ξ3

)
= ~ξ3 � ~ξ3 = −2zw2

3

or

(269) g =


0 0 w2

3 −w2
3

0 (z + 1)2w2
3 0 0

w2
3 0

(
z2 + 1

)
w2
3 0

−w2
3 0 0 −2zw2

3

 ,

while the inverse is

(270) g−1 =


2z(z2+1)
(z−1)2w2

3
0 − 2z

(z−1)2w2
3
− z2+1

(z−1)2w2
3

0 1
(z+1)2w2

3
0 0

− 2z
(z−1)2w2

3
0 1

(z−1)2w2
3

1
(z−1)2w2

3

− z2+1
(z−1)2w2

3
0 1

(z−1)2w2
3

1
(z−1)2w2

3

 .

The Lie derivative of the metric along ~ζ is

(271) L~ζg =
∂

∂z
g =


0 0 0 0
0 2(z + 1)w2

3 0 0
0 0 2zw2

3 0
0 0 0 −2w2

3

 ,
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and the second Lie derivative of the metric is

(272) L~ζ
(
L~ζg

)
=

∂2

∂z2
g =


0 0 0 0
0 2w2

3 0 0
0 0 2w2

3 0
0 0 0 0

 ,

Now, the Lie derivative along ~ξ1 is

(273) L~ξ1g =
2

1− w2
1

∂

∂w1
g = 0 ,

the Lie derivative along ~ξ2 is

(274) L~ξ2g = − 2

1 + w2
2

∂

∂w2
g = 0 ,

and the Lie derivative along ~ξ3 is

(275) L~ξ3g = w3
∂

∂w3
g = 2g .

The present example is particularly interesting, as it reveals a problem
peculiar to this class of space-times. The quotient of the group is determined
by means of a quadratic equation (262); so, there is no unique quotient that
respects all criteria of the Theorem ??, but there can be multiple (up to two)
quotients that fulfill these criteria and yield the same foliation. In this sense,
no clear distinction between ‘past’ and ‘future’ along the range of values of
z exists - the parameter can ‘bifurcate’ between the collineations while the
foliation is unaltered. However, the more interesting issue arises in the points
where this ‘bifurcation’ can occur. Let us consider that the evolution of the
coordinates is such that −t2 +x21 +x22 +x23 → 0; then, z → 0 regardless of the
‘nearby’ values. Similarly, when −t2 + x23 → 0, z → 1. Essentially, z ‘jumps’
non-smoothly from whatever value it may have to 0 when−t2+x21+x22+x23 → 0
and to 1 when−t2+x23 → 0, although t , x1 , x2 , x3 are evolving smoothly. This
makes z a pathological function, and leads to the result that the transversal
collineation is non-Hausdorff.

Fig. 1 depicts this non-Hausdorff nature of the transversal in the following
way: Different values of z are depicted as different hypersurfaces in the space-
time. Alternatively, each hypersurface corresponds to all the points of space-
time that yield the same value for z; and, of course, it represents a ‘slice’ of the
embedded homogeneous submanifold for the said value of z.9 It is easy to see
that the t− x3 hypersurface in the first case, and the x1 = x2 = 0 light-cone
in the second, do not are pathologies of z, as the coordinates approach to 0
along them; these are exactly the cases where z → 0 and z → 1, respectively,
regardless of the ‘nearby’ values.

9The two subfigures correspond to the two different solutions of eq. (262).
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Figure 1. Different values of z as a function of the coordi-
nates of space-time.

This pathology is intriguing (and paradoxical) as it is not expected to
occur in a subspace of a well-known, well-studied, and relatively simple case
as the Minkowski space-time is. It is not clear, at first, if this depends on the
particular example (the group chosen to act on the Minkowski space-time)
and, thus, it is an ‘uncovered’ feature of the space-time - or, if it depends
on our particular formalism and, thus, it is a “coordinate pathology” rather
than a “topological” one.10 However, it is noteworthy that both pathologies

occur on a light-cone, the one of which is associated with ~ξ2 and the other

with ~ξ3. It is a logical conclusion, then, that these pathologies are built-in the
example, playing the role of ‘cosmic censorship’; z cannot behave smoothly
near these regions, because it runs the risk violating some physical property
(e.g., allowing the system to evolve in such a way as to meet its ‘past’ self in
the ‘future’).

With regards to pathologies of this sort, we will discuss more in the final
section of this chapter.

3.2. Bianchi III acting on the Minkowski space-time. Let the
Minkoski space-time, describing a vacuum solution of General Relativity with
maximal symmetries. Its metric is given as

(276) ds2 = −dt2 + dx21 + dx22 + dx23 .

10This remark can be clearly compared to the question of a singularity. A point or
moment in space-time is not characterides as a singularity when the particular coordinates
lead to a ‘blow-up’ of the metric (a “coordinate singularity”, like the event horizon in the
Schwarzschild coordinates in the Schwarzschild solution) - but when invariant geometric or
topological variables ‘blow up’ (a “topological singularity”, like the ‘centre’ of rotation in
the same example).
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Let a group G acting on this space-time, whose algebra yields the following
generators:

(1) Boost along the x3 direction:

(277) ~ξ1 = x3
∂

∂t
+ t

∂

∂x3
.

(2) Loxodromy on the t− x3 plane:

(278) ~ξ2 = x1
∂

∂t
+ (t− x3)

∂

∂x1
+ x1

∂

∂x3
.

(3) Dilation:

(279) ~ξ3 = t
∂

∂t
+ x1

∂

∂x1
+ x2

∂

∂x2
+ x3

∂

∂x3
.

The commutators of the group are

(280) [~ξ1, ~ξ2] = −~ξ2 , [~ξ2, ~ξ3] = 0 and [~ξ3, ~ξ1] = 0 ,

which deems G a Bianchi III group with the non-vanishing structure constants
C2

21 = −C2
12 = 1. Furthermore, it is relatively easy to see that the action of

the group on the Minkowski space-time is as follows

L~ξ1g = 0 ,

L~ξ2g = 0 and

L~ξ3g = 2g ,

(281)

hence the boost and the loxodromy can be classified as isometries of the
Minkowski space-time, while dilation is a homothety with φ3 = 2.

In order to rewrite the metric according to the group acting on it, we wish
to obtain a set of coordinates, three of which are the canonical coordinates
of the group, while the fourth is transversal to it. To trace the canonical
coordinates of the group, we rely on the exponential map of the algebra defined
as

(282) eA = eq1D
~ξ1eq2D

~ξ2eq3D
~ξ3 ,

where D~ξi the Jacobian matrix of each generator and qi a respective parame-
ter. This leads to the following exponential map
(283)

eA =


1

2
eq3
(
eq1
(
q22 + 1

)
+ e−q1

)
eq1eq3q2 0 −1

2
eq3
(
eq1
(
q22 − 1

)
+ e−q1

)
eq3q2 eq3 0 −eq3q2

0 0 eq3 0
1

2
eq3
(
eq1
(
q22 + 1

)
− e−q1

)
eq1eq3q2 0 −1

2
eq3
(
eq1
(
q22 − 1

)
− e−q1

)
 .

Consider now the following transformations

(284)
1 + w1

1− w1
= eq1 , w2 = q2 and w3 = eq3 ,
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the exponential map is rewritten as

(285) eA =


w3

2
W−

1 + w1

1− w1
w2w3 0 −w3

2
W−

w2w3 w3 0 −w2w3

0 0 w3 0
w

2
W+

1 + w1

1− w1
w2w3 0 −w3

2
W+

 ,

where

W− =

(
1 + w1

1− w1

(
w2
2 − 1

)
+

1− w1

1 + w1

)
.

and

W+ =

(
1 + w1

1− w1

(
w2
2 + 1

)
− 1− w1

1 + w1

)
.

Then, to obtain a transversal to the group, we choose an arbitrary point
on the space-time, that is invariant under the group, e.g. P0(1, 0, 1, 0), and
a null direction for the Minkowski space-time that will serve as the initial

transversal geodesic, e.g.
∂

∂t
+

∂

∂x1
; then, applying the exponential map on

this geodesic, we shall obtain the general form of the transversal geodesic.
This transversal geodesic begins a simple line, described parametrically as

(286) ε :
{

t = 1 + z , x1 = z , x2 = 1 and x3 = 0 ,

where z a parameter increasing along the ~e2 direction. This parameter will
function as the transversal coordinate; the canonical cooridnates of the group
are chosen as in the previous example to be u, r and w - algebraic transfor-
mations of q1, q2 and q3. The action of the exponential map on the straight
line ε yields the general form of the transversal line with respect to the new
set of coordinates
(287)

ε :

{ t =
w3

2

(
(1 + w1)

(
w2
2 + 1 + (w2 + 1)2z

)
1− w1

+
(z + 1)(1− w1)

1 + w1

)
,

x1 = w1

(
(w2 + 1)z + w2

)
,

x2 = w3 and

x3 =
w3

2

(
(1 + w1)

(
w2
2 + 1 + (w2 + 1)2z

)
1− w1

− (z + 1)(1− w1)

1 + w1

)
.

To obtain the reverse transformation from the group-specific coordinates
to the Cartesian coordinates, we will -as in the previous example- consider
two points on the space-time, P1(τ, χ1, χ2, χ3) and P2(t, x1, x2, x3), that are
related by the group action. In this, we distinguish between the quotient of the
group action (that corresponds to the choice of z) and the group action itself;
furthermore, we distinguish the group action to its two isometries (boost and
loxodromy, related to w1 and w2 respectively) and the homothety (dilation,
related to w3).
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(1) The point P1 is the initial point of the action, so its coordinates can
be described with respect to z as

(288) τ = 1 + z , χ1 = z , χ2 = 1 and χ3 = 0 .

(2) Distinguishing between the group action and its quotient, we can
identify the coordinate on the latter, s, through the invariant of the
group,

x22
−t2 + x21 + x22 + x23

.

Moving along s, the above quantity remains constant. Hence,

(289)
x22

−t2 + x21 + x22 + x23
=

χ2
2

−τ2 + χ2
1 + χ2

2 + χ2
3

.

Thus, we have moved from point P1 to point P2; now we take the
way back through the group action.

(3) Distinguishing the group action to the isometries and the homoth-
ety, we can isolate the effects of each symmetry and the respective
invariants. This is expressed as if the move “back” from P2 to P1 is
decomposed by a motion from P2 to P ′2(t

′, x′1, x
′
2, x
′
3) by means of the

homothety (dilation), and then a motion from P ′2 to P2 by means of
the isometries (boost and rotation). This means that the coordinates
of the two points are related as

(290) t′ =
t

w3
, x′1 =

x1
w3

, x′2 =
x2
w3

and x′3 =
x3
w3

.

(4) Identifying w3 with the dilation (~ξ3), this remains constant under
the isometries. The coordinate not affected at all by the isometries,
hence which remains constant under their action, is x2; we know
already that x2 = w3. Hence, this is given immediately as

(291) w3 = x2 .

(5) Following, the boost symmetry, identified with w1, results by moving
along the an angle, φ, along a hyperbola on the t− x3 plane, in such
a manner that

coshφ =
(t′, x′3)� (τ, χ3)

o(t′, x′3) o o(τ, χ3)o
=
−t′τ − x′3χ3

− (t′)2 + (x′3)
2 = w3

−tτ − x3χ3

−t2 + x23
and

sinhφ =
(t′, x′3)⊗ (τ, χ3)

o(t′, x′3) o o(τ, χ3)o
=

t′χ3 + x′3τ

− (t′)2 + (x′3)
2 = w3

tχ3 + x3τ

−t2 + x23

(292)

where �, ⊗ and o o are the Minkowskian inner product, cross product
and norm respectively. Following, we may take

(293) w1 = tanh
(φ

2

)
=

sinhφ

1 + coshφ
.
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(6) Finally, knowing w3 and x3, we may use the exponential map -
especially the action on x1- to determine w2, since

(294) x1 = w3 (w2τ + χ1 − w2χ3) .

Substituting τ , χ1, χ2 and χ3 to the invariant of the group, we easily get

x22
−t2 + x21 + x22 + x23

=
1

2z
,

which is immediately solved to

(295) z =
t2 − x21 − x22 − x23

2x22
.

The dilation is directly given as

(296) w3 = x2 .

From the boost, we obtain

w1 =
w3(tχ3 + x3τ)

−t2 + x23 + w3(−tτ − x3χ3)
=

x2x3(1 + z)

−t2 + x23 − tx2(1 + z)
,

hence

(297) w1 = −
x3
(
t2 − x21 + x22 − x23

)
2x2

(
t2 − x23

)
+ t
(
t2 − x21 + x22 − x23

) .
Finally, from the exponential map, we obtain

x1 = x2 (w2(1 + z) + z) ,

which is easily solved to

(298) w2 = − t
2 − x21 − 2x1x2 − x22 − x23

t2 − x21 + x22 − x23
.

The generators may now take the form

~ξ1 =
w3

2

(
(1 + w1)

(
(1 + z)w2

2 + 2zw2 + z + 1
)

1− w1
+

(1 + z)(1− w1)

1 + w1

)
∂

∂t

+
w3

2

(
(1 + w1)

(
(1 + z)w2

2 + 2zw2 + z + 1
)

1− w1
− (1 + z)(1− w1)

1 + w1

)
∂

∂x3
,

~ξ2 =w3 ((1 + z)w2 + z)
∂

∂t
+

(1 + z)(1− w1)w3

1 + w1

∂

∂x1
+ w3 ((1 + z)w2 + z)

∂

∂x3
and

~ξ3 =
w3

2

(
(1 + u1)

(
(1 + z)w2

2 + 2zw2 + z + 1
)

1− w1
− (1 + z)(1− w1)

1 + w1

)
∂

∂t

+ w3 ((1 + z)w2 + z)
∂

∂x1
+ w3

∂

∂x2

+
w3

2

(
(1 + w1)

(
(1 + z)w2

2 + 2zw2 + z + 1
)

1− w1
+

(1 + z)(1− w1)

1 + w1

)
∂

∂x3
,
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and in the new coordinate system they are simplified to

~ξ1 =
1− w2

1

2

∂

∂w1
,

~ξ2 =
1− w1

1 + w1

∂

∂w2
and

~ξ3 = w3
∂

∂w3
.

(299)

At the same time, the ray on the quotient is tangent to

~ζ = eA
( ∂
∂t

+
∂

∂x1

)
=

=
w3

2

(
(1 + w2)

2(1 + w1)

1− w1
+

1− w1

1 + w1

)
∂

∂t
+ (1 + w2)w3

∂

∂x1

+
w3

2

(
(1 + w2)

2(1 + w1)

1− w1
− 1− w1

1 + w1

)
∂

∂x3
,

while in the new coordinate system it becomes

(300) ~ζ =
∂

∂z
.

The four vectors of the basis are linearly independent, since the determinant

with ~ζ, ~ξ1, ~ξ2 and ~ξ3 as column-entries is (1 + z)
(1− w1)w

4
3

1 + z1
.

Now the metric can be expressed as the Minkowskian inner products of
the four vectors,

gss = g
(
~ζ, ~ζ
)

= ~ζ � ~ζ = 0

gs1 = g
(
~ζ, ~ξ1

)
= ~ζ � ~ξ1 = w2w

2
3

gs2 = g
(
~ζ, ~ξ2

)
= ~ζ � ~ξ2 =

1− w1

1 + w1
w2
3

gs3 = g
(
~ζ, ~ξ3

)
= ~ζ � ~ξ3 = −w2

3

g11 = g
(
~ξ1, ~ξ1

)
= ~ξ1 � ~ξ1 = (1 + z)

(
1 + w2

2 + (1 + w2)
2z
)
w2
3

g12 = g
(
~ξ1, ~ξ2

)
= ~ξ1 � ~ξ2 = (1 + z) (z + (1 + z)w2)

1− w1

1 + w1
w2
3

g13 = g
(
~ξ1, ~ξ3

)
= ~ξ1 � ~ξ3 = 0

g22 = g
(
~ξ2, ~ξ2

)
= ~ξ2 � ~ξ2 = (1 + z)2

(w1 − 1)2

(w1 + 1)2
w2
3

g23 = g
(
~ξ2, ~ξ3

)
= ~ξ2 � ~ξ3 = 0

g33 = g
(
~ξ3, ~ξ3

)
= ~ξ3 � ~ξ3 = −2zw2

3
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or
(301)

g =


0 w2w

2
3

(1− w1)w
2
3

1 + w1
−w2

3

w2w
2
3 (z + 1)

(
w2
2 + (w2 + 1)2z + 1

)
w2
3

(z+1)(zw2+w2+z)(1−w1)w2
3

1+w1
0

(1−w1)w2
3

w1+1
(z+1)(zw2+w2+z)(1−w1)w2

3
1+w1

(z+1)2(1−w1)2w2
3

(1+w1)2
0

−w2
3 0 0 −2zw2

3

 .

The Lie derivative of the metric along ~ζ is
(302)

L~ζg =


0 0 0 0

0 2
(
w2
2 + w2 + (w2 + 1)2z + 1

)
w2
3

(2z+2(1+z)w2+1)(1−w1)w2
3

1+w1
0

0
(2z+2(1+z)w2+1)(1−w1)w2

3
1+w1

2(1+z)(1−w1)2w2
3

(1+w1)2
0

0 0 0 −2w2
3

 ,

and the second Lie derivative of the metric is

(303) L~ζ
(
L~ζg

)
=


0 0 0 0

0 2(w2 + 1)2w2
3

2(w2+1)(1−w1)w2
3

1+w1
0

0
2(w2+1)(1−w1)w2

3
1+w1

2(1−w1)2w2
3

(1+w1)2
0

0 0 0 0

 ,

Now, the Lie derivative along ~ξ1 is
(304)

L~ξ1g =
1− w2

1

2

∂

∂w1
g =


0 0

(1−31)w2
2

1+w1
0

0 0 − (1+z)(zw2+w2+z)(1−w1)w2
3

1+w1
0

− (1−w1)w2
3

1+w1
− (1+z)(zw2+w2+z)(1−w1)w2

3
1+w1

−2(1+z)2(1−w1)2w2
3

(1+w1)2
0

0 0 0 0

 ,

the Lie derivative along ~ξ2 is

L~ξ2g =
1− w1

1 + w1

∂

∂w2
g =

=


0

(1−w1)w2
3

1+w1
0 0

(1−w1)w2
3

1+w1

2(1+z)(zw2+w2+z)(1−w1)w2
3

1+w1

(1+z)2(1−w1)2w2
3

(1+w1)2
0

0
(1+z)2(1−w1)2w2

3
(1+w1)2

0 0

0 0 0 0

 ,

(305)
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and the Lie derivative along ~ξ3 is
(306)

L~ξ3g = w3
∂

∂w3
g = 2g =


0 2w2w

2
3

2(1−w1)w2
3

1+w1
−2w2

3

2w2w
2
3 2(1 + z)

(
w2
2 + (1 + w2)

2z + 1
)
w2
3

2(1+z)(zw2+w2+z)(1−w1)w2
2

1+w1
0

2(1−w1)w2
3

1+w1

2(1+z)(zw2+w2+z)(1−w1)w2

1+w1

2(1+z)2(1−w1)2w2
3

(1+w2)2
0

−2w2
3 0 0 −4zw2

3

 .

4. Solving the Einstein System

As discussed, a general solution to the Einstein system is possible only
locally, within an interval of z. A global solution would be possible only if
additional conditions are imposed; the simplest such case is the derivatives of

the right-hand side, F ( ~X) are bounded in the entire domain [51].
However, what the examples revealed is that the foliation considered in

this work may not always fulfill any additional conditions (e.g., the geodesics
may be incomplete, or the quotient may be non-Hausdorf). As a result, global
existence may not exist for several examples. The question that is immediately
brought up, then, is whether these examples are ‘isolated events’, or whether
they are a generic feature of this class of space-times. In an attempt to answer
this question, we proceed in proving a theorem about ‘neighbouring solutions’.

4.1. The existence of local solutions near known space-times.
The theorem can be stated as follows:

Theorem 4.1 (Existence of neighbouring solutions). Let Ω be an open
subset of IRn and F be a continuously differentiable function from Ω to IRn.

Suppose that ~X satisfied the ordinary differential equation

∂

∂z
~X(z) = F

(
~X(z)

)
,

for z ∈
[
z1, z2

]
. Suppose finally that U1 ⊂ Ω and U2 ⊂ Ω are two open subsets

of Ω, such that
~X(z1) ∈ U1 and ~X(z2) ∈ U2 .

Then, there exists some δ > 0 such that all ~W ∈ B
(
~X(z1), δ

)
there is a

continuously differentiable solutions ~Y to the Initial Value Problem

∂

∂z
~Y (z) = F

(
~Y (z)

)
~Y (z1) = ~W ,

for z ∈
[
z1, z2

]
. This solution ~Y also satisfies

~Y (z1) ∈ U1 and ~Y (z2) ∈ U2 .

This theorem follows from the usual well-posedeness theorem of the Initial
Value Problem for ordinary differential equations. However, not the entire
theorem follows trivially; the main conclusion that does not is that the solution
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is defined on the netire interval
[
z1, z2

]
, since the existence part of the Picard-

Lindelöf theorem is purely local. To overcome this difficulty, we consider a
well-known fact from the theory of metric spaces:

Lemma 4.2. Let K1 be a compact subset of Ω. Then there is some µ > 0

and a compact subset K2 ⊂ Ω, such that B
(
~V , µ

)
⊂ K2 for every ~V ∈ K1.

This lemma can be applied to K1 = ~X
[
z1, z2

]
=
{
~X(z) : z ∈

[
z1, z2

]}
,

which is a compact subset of IRn, since ~X is continuous and the interval[
z1, z2

]
is compact.

Proof. Let K1 = ~X
[
z1, z2

]
=
{
~X(z) : z ∈

[
z1, z2

]}
a compact subset

of IRn, ans q be the corresponding positive number from the application of
Lemma 4.2. Remembering that U1 and U2 are open, then there are ε1 > 0
and ε2 > 0 such that

(307) B
(
~X(z1), ε1

)
⊂ U1 and B

(
~X(z2), ε2

)
⊂ U2 .

Now, let us define the maximum norm of the Jacobian of F , which we
have assumed to be continuous,

(308) λ = max
~V ∈K2

∥∥∥∥∂F
∂ ~X

(~V )

∥∥∥∥ ,
where

∂F

∂ ~X
is an abuse of notation to refer to all derivatives of F with respect

to all arguments ~X (a usual symbol for the Jacobian). Let

η = min
{
ε2, q

}
,

whereas we can show that theorem holds for

(309) δ = min
{
ε1, η exp (λ(z1 − z2)) .

We define

(310) ~Y(0)(z) = ~X(z) + ~W − ~X(z1)

and

(311) ~T(0)(z) = ~W − ~X(z1) ,

so that ~Y(0) − ~T(0) = ~X(z) is a solution to the Initial Value Problem; we also
define

(312) ~Y(n+1)(z) = ~W +

∫ z

z1

F
(
~Y(n)(s)

)
ds

and

(313) ~T(n+1)(z) = ~W − ~X(z1) +

∫ z

z1

F
(
~T(n)(s)

)
ds

the Picard iterates of ~Y(0) and ~T(0) for all n ≥ 0.
It follows trivially that
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• For all z ∈
[
z1, z2

]
,∥∥∥~Y(0)(z)− ~X(z)

∥∥∥ ≤ ∥∥∥ ~W − ~X(z1)
∥∥∥

and
~Y(0)(z) ∈ B

(
~X(z), µ

)
.

• For all z ∈
[
z1, z2

]
,∥∥∥~T(0)∥∥∥ ≤ ∥∥∥ ~W − ~X(z1)

∥∥∥
and

~T(0)(z) ∈ B
(
~X(z1), µ

)
.

However, we are interested in proving similar relations for the Picard iterates,
i.e. for any j. This proof is cyclical as it requires to prove these relation for
the previous step so as to extend it to the next. Let us collect the process in
a list of statements.

(a) For all n ≥ 0 and z ∈
[
z1, z2

]
,

(314)
∥∥∥~Y(n)(z)− ~X(z)

∥∥∥ ≤ ∥∥∥ ~W − ~X(z1)
∥∥∥ n∑
i=0

λi(z − z1)i

i!
.

(b) For all n ≥ 0 and z ∈
[
z1, z2

]
,

(315)
∥∥∥~T(n)(z)∥∥∥ ≤ ∥∥∥ ~W − ~X(z1)

∥∥∥ λn(z − z1)n

n!
.

(c) For all n ≥ 0 and z ∈
[
z1, z2

]
,

(316)
∥∥∥~T(n)(z)∥∥∥ ≤ ∥∥∥ ~W − ~X(z1)

∥∥∥ λn(z2 − z1)n

n!
.

(d) For all n ≥ 0 and z ∈
[
z1, z2

]
,

(317) ~Y(n)(z) ∈ B
(
~X(z), µ

)
.

(e) For all r ∈
[
0, 1
]

and all z ∈
[
z1, z2

]
,

(318) ~P(n)(r, z) ∈ B
(
~X(z), µ

)
,

where ~P(n) = rY(n)(z) + (1− r)X(z).

(f) If n > 0, then for all z ∈
[
z1, z2

]
,

(319) ~Y(n−1)(z) ∈ B
(
~X(z), µ

)
.

(g) If n > 0, then for all r ∈
[
0, 1
]

and for all z ∈
[
z1, z2

]
,

(320) ~Q(n)(r, z) ∈ B
(
~X(z), µ

)
,

where ~Q(n)(r, z) = r~Y(n)(z) + (1− r)~Y(n−1).
(h) For all r ∈

[
0, 1
]

and all z ∈
[
z1, z2

]
,

(321) ~P(n)(r, z) ∈ K2 .
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(i) If j > 0, then for all r ∈
[
0, 1
]

and all z ∈
[
z1, z2

]
,

(322) ~Q(n)(r, z) ∈ K2 .

(j) For all z ∈
[
z1, z2

]
,

(323) ~Y(n) ∈ Ω .

(k) The function ~Y(n+1)(z) = ~X(z)+ ~W− ~X(z1)+
∫ z
z1

(
F
(
~Y(n)(s)

)
− F

(
~X(s)

))
ds

is well-defined for all z ∈
[
z1, z2

]
.

(l) The function ~T(n+1)(z) = ~Y(n+1)(z) − ~Y(n)(z) is well-defined for all

z ∈
[
z1, z2

]
.

(m) The function Mn given by

(324) Mn(r, s) =


∂F

∂ ~X

(
~P(j)(r, s)

)
if n = 0

∂F

∂ ~X

(
~Q(j)(r, s)

)
if n > 0

,

is well-defined for all r ∈
[
0, 1
]

and all z ∈
[
z1, z2

]
and satisfies

(325) ‖Mn(r, s)‖ ≤ λ

(n) For all z ∈
[
z1, z2

]
,

(326) ~T(n+1)(z) =

∫ z

z1

∫ 1

0
Mj(r, s)~T(n)(s)drds .

(o) For all z ∈
[
z1, z2

]
,

(327)
∥∥∥~T(n+1)(s)

∥∥∥ ≤ ∥∥∥ ~W − ~X(z1)
∥∥∥ λn+1(z − z1)n+1

(n+ 1)!
.

(p) For all z ∈
[
z1, z2

]
,

(328)
∥∥∥~Y(n+1)(z)− ~X(z)

∥∥∥ ≤ ∥∥∥ ~W − ~X(z1)
∥∥∥ n+1∑
i=0

λi(z − z1)i

i!
.

These statements can be proved one at a time by inducing the index n.
Statement (a) is proved trivially for n = 0; in the inductive case, where

n > 0, it follows from statement (p).
Similarly, statement (b) is proved trivially for n = 0; in the inductive case,

where n > 0, it follows from statement (o).
Statement (c) follows from statement (b), given z − z1 ≤ z2 − z1 for all

z ∈
[
z1, z2

]
.
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Statement (d) follows from statement (a), given

∥∥∥ ~W − ~X(z1)
∥∥∥ n∑
i=0

λi(z − z1)i

i!
≤
∥∥∥ ~W − ~X(z1)

∥∥∥ ∞∑
i=0

λi(z − z1)i

i!

⇒
∥∥∥ ~W − ~X(z1)

∥∥∥ n∑
i=0

λi(z − z1)i

i!
≤
∥∥∥ ~W − ~X(z1)

∥∥∥ exp (λ(z − z1))

⇒
∥∥∥ ~W − ~X(z1)

∥∥∥ n∑
i=0

λi(z − z1)i

i!
< δ exp (λ(z − z1)) ≤ µ .

Statement (e) follows from statement (d) and the fact that balls are con-

vex, so ~X(z) ∈ B
(
~X(z), µ

)
.

Statement (f) is vacuously true for n = 0; in the inductive case, where
n > 0, it follows from statement (d).

Statement (g) follows directly from statements (d) and (f), since balls are
convex.

Statement (h) follows from statement (e), given B
(
~X(z), µ

)
⊂ K2.

Similarly, statement (i) follows from statement g, given B
(
~X(z), µ

)
⊂ K2.

Statement (j) follows from statement (i), since K2 ⊂ Ω.
Statement (k) follows from statement (j) and the Picard iteration, given

the integrand is well-defined and continuous (so, it satisfies the assumptions
of the Picard-Lindelöf theorem).

Statement (l) follows directly from statement (k) and the Picard iteration.
Statement (m) is proved using the fact that Mj is well defined; the latter

follows from statement (h) if n = 0 (the base case), or from statement (i) if
n > 0 (the inductive case).

Statement (n) is proved through Picard iteration. Since ~T(n+1)(z) =
~Y(n+1)(z)− ~Y(n), we have

~T(n+1)(z) = ~X(z) + ~W − ~X(z1) +

∫ z

z1

(
F
(
~Y(n)(s)

)
− F

(
~X(z)

))
ds− ~Y(n) .

For n = 0 (the base case), this reduces to

~T(1)(z) =

∫ z

z1

(
F
(
~Y(0)(s)

)
− F

(
~X(z)

))
ds ;

while for n > 0 (the inductive case), this becomes

~T(n+1)(z) =

∫ z

z1

(
F
(
~Y(n)(s)

)
− F

(
~Y(n−1)(z)

))
ds .
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If n = 0, from the Fundamental Theorem of Calculus, we can see that

F
(
~Y(0)(s)

)
− F

(
~X(z)

)
= F

(
~P(0)(1, s)

)
− F

(
~P(0)(0, z)

)
=

=

∫ 1

0

(
∂F

∂ ~X

(
~P(0)(r, s)

)∂ ~P(0)

∂r
(r, s)

)
dr =

=

∫ 1

0
M0(r, s)

(
~Y(0)(s)− ~X(s)

)
dr =

=

∫ 1

0
M0(r, s)~T(0)dr ;

while, for n > 0, we can use a similar reasoning

F
(
~Y(n)(s)

)
− F

(
~Y(n−1)(z)

)
= F

(
~Q(n)(1, s)

)
− F

(
~Q(n)(0, z)

)
=

=

∫ 1

0

(
∂F

∂ ~X

(
~Q(n)(r, s)

)∂ ~Q(n)

∂r
(r, s)

)
dr =

=

∫ 1

0
Mn(r, s)

(
~Y(n)(s)− ~Y(n−1)(s)

)
dr =

=

∫ 1

0
Mn(r, s)~T(n)dr .

In either case, integrating over the interval
[
z1, z2

]
results to (n).

Statement (o) can be proved using the submultiplicativity of the norm,∥∥∥Mn(r, s)~T(n)(s)
∥∥∥ ≤ ‖Mn(r, s)‖

∥∥∥~T(n)(s)∥∥∥ ,
and statements (b) and (m) to obtain∥∥∥Mn(r, s)~T(n)(s)

∥∥∥ ≤ ∥∥∥ ~W − ~X(z1)
∥∥∥ λn+1(z − z1)n

n!
.

Using statement (n) and since the norm of an integral is less than the integral
of the norm, we can prove that∥∥∥∥∫ z

z1

∫ 1

0
Mn(r, s)~T(n)(s)drds

∥∥∥∥ ≤ ∫ z

z1

∫ 1

0

∥∥∥Mn(r, s)~T(n)(s)
∥∥∥drds

≤
∫ z

z1

∫ 1

0

∥∥∥ ~W − ~X(z1)
∥∥∥ λn+1(z − z1)n

n!
drds

⇒ ~T(n+1)(z) ≤
∥∥∥ ~W − ~X(z1)

∥∥∥ λn+1(z − z1)n+1

(n+ 1)!

whence statement (o) is proved.
Statement (p) follows simply from statements (a) and (o) and the Triangle

Inequality.
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Given the infinite sum
∑∞

i=0

λi(z2 − z1)i

i!
always converges to exp (λ(z2 − z1));

and given statement (c), we get a uniform convergence for
∞∑
i=0

~T(i)(z)

on the interval
[
z1, z2

]
by the comparison test; that is, limk→∞

∑k
i=0

~Zi(s) is
convergent. However, this sum is equal to

k∑
i=0

~T(i)(z) = ~Y(k)(z) + ~W − ~X(z1) ,

where only the first summand depends on k; so limk→∞ ~Y(k)(z) is also uni-

formly convergent. Let ~Y (z) be its limit. Then, assuming r = 1 in statement

(h), we obtain ~Y(k)(z) ⊂ K2; and, since K2 is compact and, by extent, closed,
we have

~Y (z) ∈ K2 ,

and thus
~Y (z) ∈ Ω ,

for all z ∈
[
z1, z2

]
.

Due to uniform convergence, we can show that

~Y (z) = ~X(z) + ~W − ~X(z1) +

∫ z

z1

(
F
(
~Y (s)

)
− F

(
~X(s)

))
ds .

Using the Fundamental Theorem of Calculus, it is easy to conclude that

∂

∂z
~Y (z)− ∂

∂z
~X(z) = F

(
~Y (z)

)
− F

(
~X(z)

)
,

for all z ∈
[
z1, z2

]
. Given statement (k), whereas ~Y(k+1)(z1) = ~Y (z) = ~W ;

and given ~X satisfies the Initial Value Problem, it is easy to conclude that

∂

∂z
~Y (z) = F

(
~Y (z)

)
;

that is, ~Y (z) also satisfies the Initial Value Problem for all z ∈
[
z1, z2

]
.

Remembering that∥∥∥~Y (z1)− ~X(z1)
∥∥∥ =

∥∥∥ ~W − ~X(z1)
∥∥∥ < δ < ε1

and B
(
~X(z1), ε1

)
⊂ U1, so that ~Y (z1) ∈ U1. Taking limits in statement (a),

we easily obtain∥∥∥~Y (z)− ~X(z)
∥∥∥ ≤ ∥∥∥ ~W − ~X(z1)

∥∥∥ exp (λ(z − z1)) ,

and hence∥∥∥~Y (z2)− ~X(z2)
∥∥∥ ≤ ∥∥∥ ~W − ~X(z1)

∥∥∥ exp (λ(z2 − z)1)) < δ exp (λ(z2 − z1)) ≤ η ≤ ε1 .

Remembering that B
(
~X(z2), ε2

)
⊂ U2, we can see that ~Y (z2) ∈ U2. �
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Let us now consider the following special case: If ϕ is a continuous function
on Ω, then U1 = ϕ−1 ((−∞, 0)) and U2 = ϕ−1 ((0,∞)), we see that, if there is

a solution ~X of the Initial Value Problem on the interval
[
z1, z2

]
, such that

ϕ
(
~X(z1)

)
< 0 and ϕ

(
~X(z2)

)
> 0 ,

then, there always exists some δ > 0 such that, for all ~W ∈ B
(
~X(z1), δ

)
,

there is a solution to the Initial Value Problem
∂

∂z
~Y (z) = F

(
~Y (z)

)
~Y (z1) = ~W

on the interval
[
z1, z2

]
, such that

ϕ
(
~Y (z1)

)
< 0 and ϕ

(
~Y (z2)

)
> 0 ,

Of course, the Intermediate Value Theorem shows that

ϕ
(
~X(z)

)
= 0 and ϕ

(
~Y (z′)

)
= 0

for some z , z′ ∈
[
z1, z2

]
.





CHAPTER 5

Pseudo-Vacuum Solution: The
Einstein-Klein-Gordon System

1. Introduction

This chapter is concerned with the first extension of the previous result.
We consider the case of free scalar fields as source for the Einstein equations;
that is, we consider the Einstein-Klein-Gordon system. The latter is com-
posed by the Einstein equations, where the stress-energy-momentum tensor
is derived from the kinetic term and the potential of a scalar field, and the
Klein Gordon equation for an arbitrary potential. The fundamental assump-
tion here is that the scalar fields (being free) propagate along the geodesics of
the space-time, and thus they inherit the symmetries (i.e., the homotheties)
of the space-time; as a result, the Klein-Gordon equation is also reduced to
an ordinary differential equation in the same manner as the Einstein equa-
tions. This means that the Picard-Lindelöf theorem still holds and existence
and uniqueness of solutions can be proved locally simply by extending the
argument from the previous chapter.

In the first part, we deal with

• providing an exact form for the stress-energy-momentum tensor in
the case of scalar fields; and
• expressing the Klein-Gordon equation in the foliation that the Ein-

stein equations are expressed.

Then, we discuss the existence and uniqueness of solutions of the system.

2. The Einstein-Klein-Gordon System

The Einstein-Klein-Gordon system is composed of the Einstein tensor
equal to the stress-energy-momentum tensor for a scalar field, Φ:

(329) G = 8πT (Φ) ,

where the stress-energy-momentum tensor is written as

(330) T (~xα, ~xβ) = ∇~xαΦ∇~xβΦ− 1

2
g(~xα, ~xβ)

(
g
(
∇~xµΦ,∇~xµΦ

)
− V (Φ)

)
,

where ⊗ denotes the tensor multiplication (Kronecker product). This system
refers to space-times whose sole energy and/or momentum is produced by the
presence of some scalar field. This field is of unspecified physical meaning, as it
does not seek to describe a well-defined classical force (e.g., electromagnetism)
or well-defined macroscopic matter (e.g., a fluid); however, it is often used to

105
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mimic the low-order effects of a modified, even quantum theory of gravity,1 or
the low-order effects of an ‘exotic’ particle that may be in abundance in the
early or the late Universe (e.g., the particles or fields that caused inflation, or
the particles or fields that cause the accelerated expansion).2 It often leads
to unexpected results, such as the violation of the energy conditions. Despite
this limited and rather controversial use, we shall explore the case for the sake
of completeness.

2.1. The scalar fields. First of all, let us assume that the stress-energy-
momentum tensor in the form

(331) T
(
~x, ~y
)

= ∇~xΦ,∇~yΦ + g
(
~x, ~y
)(
g−1
(
∇~uΦ,∇~uΦ

)
− V (Φ)

)
,

is projected along the group and the quotient in the same manner that the
metric and the curvature tensors are. Thus, we define

Tzz = T
(
~ζ, ~ζ
)

=
(
∇~ζΦ

)2
Tza = T

(
~ζ, ~ξa

)
= ∇~ζΦ∇~ξaΦ− 1

2
βa

(
a
(
∇~ζΦ

)2
+ 2bi∇~ζΦ∇~ξiΦ + cij∇~ξiΦ∇~ξjΦ− V (Φ)

)
Tab = T

(
~ξa, ~ξb

)
= ∇~ξaΦ∇~ξbΦ +

1

2
γab

(
a
(
∇~ζΦ

)2
+ 2bi∇~ζΦ∇~ξiΦ + cij∇~ξiΦ∇~ξjΦ− V (Φ)

)

(332)

We also know that the stress-energy-momentum tensor inherits the sym-
metries of the space-time. In our case, its Lie derivative along a homothety
vanishes,

L~ξaT = 0 .

Applying this to the definition of eq. (331), we can prove that scalar fields
also inherit the symmetries of the space-time.

Theorem 2.1 (Symmetry Inheritance of Scalar Fields). Let the stress-
energy-momentum tensor of a scalar field, as in eq. (331); and let a space-
time

(
V4, g

)
where a Bianchi group G acts freely and regularly by means of

homotheties. Then, the kinetic term and the potential of the scalar field are
propagated along the scalar fields as

(333) L~ξa
(
∇~xΦ

)
= 0

and

(334) L~ξaV (Φ) = −φaV (Φ) .

1The scalar field can also be used to describe the low-order effects of string or brane
theories.

2The term pseudo-vacuum solutions used here, usually refers to the Einstein-
cosmological constant system, where the Einstein tensor is proportional to the metric by
some constant Λ. This can be seen as a limit case of this particular type, where the scalar
field is constant, or reaches a constant value in the late Universe.
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Proof. Taking the Lie derivative of eq. (331), we have

L~ξaT = 0

⇒ 2grad(Φ)L~ξagrad(Φ) + φag
(
g−1
(
grad(Φ), grad(Φ)

)
− V (Φ)

)
+ g

(
−φag−1

(
grad(Φ), grad(Φ)

)
− L~ξaV (Φ)

)
= 0

⇒ 2grad(Φ)L~ξagrad(Φ) + g
(
− L~ξaV (Φ)− φaV (Φ)

)
= 0 .

Since the total expression is equal to 0, each part should also be:

2grad(Φ)L~ξagrad(Φ) = 0 ⇒ L~ξagrad(Φ) = 0

and
L~ξaV (Φ) = −φaV (Φ) .

�

The theorem leads to a further restriction in the propagation of the scalar
field along the orbits of the group.

Corollary 2.1.1. Given the scalar field inherits the homotheties of the
space-time

(
V4, g

)
as descirbed by theorem 2.1, then

(335) L~ξaΦ = Φa ,

where Φa ∈ IR.

The results of these is that the scalar field and its kinetic term are invariant
under the action of the group; the depend merely on z (the parameter along
the quotient). Moreover, a further restriction exists for the potential.

Corollary 2.1.2. Given the scalar field inherits the homotheties of the
space-time

(
V4, g

)
as descirbed by theorem 2.1, then

(336) V (Φ) = V0 exp

(
−φa

Φ

Φa

)
.

Interestingly, if we choose Φa = 0, without any loss of generality, then
V (Φ) = 0. This result is not paradoxical; given a free scalar field (one that
inherits the symmetries of the space-time), the evolution along the orbits of
the group should be minimal. If the action of the group was by isometries,
whereas L~ξaΦ = 0, the potential would vanish identically and the scalar field

would be constant. The reason some evolution of the scalar field, even mini-
mal, is possible is due to the fact that the group acts by homotheties.

Of course, these results imply that the stress-energy-momentum tensor
changes to

Tzz = Ψ2

Tza = −1

2
aβaΨ

2 +
(
Φa − Φib

iβa
)

Ψ− 1

2
ΦiΦjc

ijβa +
1

2
βaV (Φ)

Tab = −1

2
aγabΨ

2 − Φib
iγabΨ +

(
ΦaΦb −

1

2
ΦiΦjc

ijγab

)
+

1

2
γabV (Φ) ,

(337)
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where Ψ = ∇~ζΦ. It is also worth noting that such a potential (the exponential

one) has been used to describe the early Universe and the incidence of inflation
- or the late Universe and the accelerated expansion; however, in these uses,
the energy conditions are often violated.

2.2. The evolution and constraint equations. The Einstein-Klein-
Gordon system is an extension of the Einstein system we considered in the
previous chapter; it consists of the Einstein equations and the Klein-Gordon
equations.

The former are derived in the same manner that they were derived in
Chapter 4, with the exception that the right-hand side of eq. (185), (186) and
(187) is not zero, but equal to 8πTzz, 8πTza and 8πTab respectively. Therefore,
the evolution equations for the metric and its inverse are

(338)
∂βa
∂z

= 0 ,

(339)
∂γab
∂z

= kab ,

(340)
∂a

∂z
= −bibjkij ,

(341)
∂ba

∂z
= −caibjkij and

(342)
∂cab

∂z
= −caicbjkij .

And the evolution equation for the derivatives, k, is
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2a
∂kab
∂z

=−
(
acij − bibj

)
kijkab +

1

2

(
acik − bibk

)
cjlγabkijkkl +

3

4
acijcklγabkijkkl

− 3φib
ikab + bi

(
φakbi + φbkai

)
+

1

4
φk
(
4bicjk + 3cijbk

)
γabkij

− 2bn
(
kamC

m
bn + kbmC

m
an + kabC

m
mn

)
− 2
(
bicjn − cijbn

)
kij
(
γamC

m
bn + γbmC

m
an

)
− 1

2

(
3bicjn − 5cijbn

)
γabkijC

m
mn +

1

2
cikblγabkimC

m
kl

+
1

4
φiφj

(
11cijγab − 4bibjβaβb

)
+ 2φib

i
(
φaβb + φbβa

)
+ 3φaφb

+
5

2
φic

ikblγabβmC
m
kl + 2φic

ikbl
(
βaγbm + βbγbm

)
Cmkl

− 2φic
in
(
γamC

m
bn + γbmC

m
an − 2γabC

m
mn

)
+ cikcjlγamγbnC

m
ijC

n
kl +

3

2
cikcjl

(
γmn + aβmβn

)
γabC

m
ijC

n
kl

− 2ckl
(
γamC

m
bk + γbmC

m
bk

)
Cnnl − 2ckl

(
γamC

n
bk + γbmC

n
bk

)
Cmnl

+
7

4
cklγabC

m
nkC

n
mk −

5

4
cklγabC

m
mkC

n
nl − 4cklγmnC

m
akC

n
bl

− blβmCmanCnbl − bl
(
βaC

m
bn + βbC

m
an

)
Cnml

− 3CmanC
n
bm − CmmaCnnb

+ 4πaγabΨ
2 + 8πΦaΦb ,

(343)

And the constraint becomes

(
acik − bibk

)
cjlkijkkl +

1

2
acijcklkijkkl +

7

2
φkc

ijbkkij

− 2cikbjblβmkijC
m
kl + cikblkimC

m
kl −

(
cijbn − 2bicjn

)
kijC

m
mn

− 5

2
φiφjc

ij − 7φic
ikblβmC

m
kl

+
(
acik − 2bibk

)
cjlβmβnC

m
ijC

n
kl +

7

2
cklCmnkC

n
ml +

5

2
cklCmmkC

n
nl

+ 6πaΨ2 + 4πΨΦib
i ,

(344)

Interestingly, choosing Φa = 0 and Ψ = 0, the terms related to the scalar
field vanish. This is not surprising though. A constant scalar field does not in-
teract with the space-time.

The Klein-Gordon equation is derived by varying the action with respect
to the scalar field (or, more appropriately, its derivative). In the absence of
a potential and given the scalar field depends only on z, the Klein-Gordon
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takes the form

(345) a
∂

∂z
Ψ− 1

2

(
acij + 2bibj

)
kijΨ−

∂V

∂Φ
= 0 ,

and

(346)
∂

∂z
Φ = Ψ .

2.3. The case of null orbits. Let us go consider now the special case
where a = 0 and the 3−metric on the homogeneous submanifold M is de-
generate. Firstly, we must consider what happens to the components of the
metric and their derivatives, given both γab and cab are singular.

The first evolution equations come from eqs. (84), (85) and (88), (90), (92)
and refer to the derivatives of the components of the metric and its inverse:

(347)
∂βa
∂z

= 0 ,

(348)
∂γab
∂z

= kab ,

(349)
∂ba

∂z
= 0 and

(350)
∂cab

∂z
= −caicbjkij .

Next, we need evolution equations (and constraints) for the components
of k. Following the same idea, we define

κ = cijkij and Ka
b = caikib .

we can then produce evolution equations and constraints for the derivatives
of the metric.

First of all, given Rzz = 8πTzz, we have the first evolution equation

(351)
∂κ

∂z
= Ki

jK
j
i + 2cikcjlβmβnC

m
ijC

n
kl + 8πΨ2 ,

Then, rom eq. (215), we obtain the second evolution equation

∂Ka
b

∂z
=Ka

iK
i
b + 2φjc

aiβbK
j
i + 4cakβmK

l
aC

m
kl

− 2φic
akcilβbβmC

m
kl + 2cakcilβmβnC

m
biC

n
kl

+ caiWizzb − 4π
(
δab − baβb

)
Ψ2 − 4πcaiβbΦiΨ .

(352)
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From Gza = 8πTza, we obtain the first constraint,

3φiK
i
a +

7

2
φib

iβaκ

− 2bkβmK
l
aC

m
kl −

3

2
bkβaK

l
mC

m
kl −

5

2
bnβaκC

m
mn +Kn

mC
m
an − κCmma

+ 4φiφjc
ijβa +

5

2
φic

ikblβaβmC
m
kl − 3φic

inβmC
m
an − 2φic

inβaC
m
mn

+ 2cjkblβmβnC
m
ajC

n
kl −

3

2
cjkblβaβmC

m
njC

n
kl

− 1

2
cikcjlβaγmnC

m
ijC

n
kl

− 7cklβmC
m
nkC

n
al −

7

2
cklβaC

m
nkC

n
ml −

5

2
cklβaC

m
mkC

n
nl =

= 8πΨΦa − 4πβa
(
aΨ2 + 2biΦiΨ + cijΦiΦj − V (Φ)

)
,

(353)

and, from Gab = 8πTab, the second one

− 11

2
φib

iγabκ− 3φib
iγaiK

i
b

− 2bnKi
m

(
γaiC

m
bn + γbiC

m
an

)
− 2bnγaiK

i
bC

m
mn

)
+ 2bnκ

(
γamC

m
bn + γbmC

m
an + γabC

m
mn

)
+

1

2
γab
(
− 3bkK l

mC
m
kl + bnκCmmn

)
+ φiφjb

ibjβaβb + 2φib
i
(
φaβb + φbβa

)
+ 3φaφb

+ 2φic
ikbl
(
βaγam + βbγam

)
Cmkl +

5

2
φic

ikblγabβmC
m
kl

− 2φic
in
(
γamC

m
bn + γbmC

m
an + γabC

m
mn

)
+ cikcjlγamγbnC

m
ijC

n
kl +

1

2
cikcjlγabγmnC

m
ijC

n
kl

− 2cjkblβn
(
γamC

n
bj + γbmC

n
aj

)
Cmkl +

3

2
cjkblγabβmC

m
njC

n
kl

− 2ckl
(
γamC

n
bk + γbmC

n
ak

)
Cmnl − 2ckl

(
γamC

m
bk + γbmC

m
ak

)
Cnnl

− 2cklγmnC
m
akC

n
bl +

7

2
cklγabC

m
nkC

n
ml +

5

2
cklγabC

m
mkC

n
nl

− blβmCmanCnbl + bl
(
βaC

m
bn + βbC

m
na

)
− 3CmanC

n
bm − CmmaCnnb =

= 8πΦaΦb − 4πγab
(
aΨ2 + 2biΦiΨ + cijΦiΦj − V (Φ)

)
.

(354)

As for the evolution of the Weyl tensor, using the components of the
stress-energy-momentum tensor, we have

(355)
∂Wazzb

∂z
= 8πγabΨ

∂Ψ

∂z
− 4πΦa

∂Ψ

∂z
+ πβaβbΨ

∂V

∂Φ
.
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Finally, for the evolution of the scalar field, the equations become

(356)
∂V

∂Φ
= 0 ,

and

(357)
∂

∂z
Φ = Ψ .

These equations mean that the potential is constant, even zero without loss
of generality; hence, the scalar field may evolve according to

(358)
∂2Φ

∂z2
− 1

2
κ
∂Φ

∂z
= 0 ,

which solves to

(359) Φ = Φ0(wi) + Φ1(wi)

∫ z

1
exp

(
1

2

∫ χ

1
κdχ

)
dχ ,

where Φ0 ,Φ1 depend on the initial conditions; and χ an auxiliary variable for
the integration. If the proper initial conditions are chosen (such that Φ1 = 0),
or if the intrinsic curvature is trace-free (κ = 0), then the scalar field will be
constant with respect to z.

2.4. A fixed point argument for a general local solution. The
extension of the previous chapter’s results on local existence and uniqueness
is immediate. The Einstein-Klein-Gordon system of eqs. (338), (339), (340),
(341), (342), (343), (345) and (346) can be written in the form of the Initial
Value Problem

∂

∂z
~X(z) = F

(
~X(z)

)
~X(z0) = ~X0

(360)

for z in some interval
[
z1, z2

]
; where ~X =

{
a, ba, cab, γab, kab,Ψ,Φ

}
and F

the right-hand side of the corresponding equations (which is continuously
differentiable in the interval); and assuming that the initial conditions satisfy
the constraint of eq. (344).

Then, the Picard-Lindelöf theorem holds and the Einstein-Klein-Gordon
system has a unique solution X̄ in the interval

[
z0 − h, z0 + h

]
, which can be

extended to the entire
[
z1, z2

]
(but not beyond than that).3 Given the choice

Φa = 0 and V (Φ) = 0, this solution will be the same for g and k as in Chapter
4, as they will not be affected by the evolution of the scalar field; as for the
evolution of the scalar field it will be determined immediately by integrating

a
∂2

∂z2
Φ =

1

2

(
acij + 2bibj

)
kij

∂

∂z
Φ .

3Here
[
z1, z2

]
, as in theorem 2.1, refers to the interval in which we know that the Initial

Value Problem is well-defined, i.e., F meets the criteria of the theorem (namely, Lipschitz
continuity).
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3. Examples

An example of a solution of the Einstein-Klein-Gordon can be found in
Carot and Coligne [52], that we will briefly discuss here. Both examples
belong in the class of self-similar Wainwright solutions of General Relativity.

3.1. Bianchi V and V I0 acting on self-similar Wainwright B − ii
space-times. Let the metric of a scalar field space-time

(361) ds2 = f2t−
16
7

[
−2x

1
2
1 dt2 + 2x

1
2
1 dx21 + x1

(
dx22 + dx23

)]
,

where f a real constant; notably, this metric retains the correct signature
only for x1 , t > 0. The space-time in question admits three Killing fields: two
translations along the directions of x1 and x2,

(362) ~ξ1 =
∂

∂x1
and ~ξ2 =

∂

∂x2

and a rotation on the x1 − x2 plane,

(363) ~ξ3 = x2
∂

∂x1
− x1

∂

∂x2
.

These vectors are the generators of a Bianchi V II0 group:[
~ξ1, ~ξ2

]
= 0 ,[

~ξ2, ~ξ3
]

= ~ξ1 and[
~ξ3, ~ξ1

]
= ~ξ2 .

(364)

However, this group acts on the space-time in an inappropriate manner; the
orbits of the group are two-dimensional submanifolds. So, instead of the
rotation, we will choose a Lorentzian boost along x1 as the third vector:

(365) ~ξ3 = 2t
∂

∂t
+ 2x1

∂

∂x1
+

3

2
x2

∂

∂x2
+

3

2
x3

∂

∂x3
,

which is a homothetic vector of the space-time, such that

(366) L~ξ3g = −16

7
g .

Moreover, the group now is a Bianchi V :[
~ξ1, ~ξ2

]
= 0 ,[

~ξ2, ~ξ3
]

=
3

2
~ξ2 and[

~ξ3, ~ξ1
]

= −3

2
~ξ1 .

(367)

This group acts freely and regularly on the space-time, allowing only for
three-dimensional orbits, and admitting at least one homothetic vector. How-
ever, it is difficult to find the appropriate collineation on the quotient that
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would complete the foliation. For example, let us start by attempting a gen-
eral form

~ζ = A
∂

∂t
+B

∂

∂x1
+ C

∂

∂x2
+D

∂

∂x3
,

and imposing the conditions required: by demanding that ~ζ commutes with
~ξ1 and ~ξ2, the coefficients A, B, C and D are independent of x1 and x2 - and

demanding that it commutes with ~ξ3, we have

t
∂A

∂t
−A = 0 ⇒ A = A0t

t
∂B

∂t
−B = 0 ⇒ B = B0t

t
∂C

∂t
− C = 0 ⇒ C = C0t

t
∂D

∂t
−D = 0 ⇒ D = D0t

Now, imposing geodesicity, we have

∇~ζ~ζ = A2
0t
∂

∂t
+A0B0t

∂

∂x1
+A0C0t

∂

∂x2
+A0D0t

∂

∂x3
= 0

⇒ A0 = 0 .

However, imposing nullity, we get

g
(
~ζ, ~ζ
)

= 2x
1
2
1B

2
0t

2 + x21
(
C2
0 +D2

0)t2 ,

which is impossible, since B0, C0 and D0 are independent of x1. As a result, no
null and geodesic collineation invariant to the action of the group exists in this
case.

Let us now consider the scalar field space-time described by the metric

(368) ds2 = e2αtH2c1
(
−dt2 + dx21

)
+ e2βtH

(
e2γtH2c2dx22 + e−2γtH−2c2dx23

)
,

where α, β, γ, c1 and c2 are real constants; and H(x1) a function equal to
either cosh a(x1−x1(0)), or cos a(x1−x1(0)), or ln a(x1−x1(0)). This space-time
admits a homothetic vector,

(369) ~ξ1 =
k

2α

∂

∂t
+ k
(

1− β + 2γ

α

)
x2

∂

∂x2
+ k
(

1− β − 2γ

α

)
x3

∂

∂x3
,

such that

(370) L~ξ1g =
k

2
g ;

and two isometries,

(371) ~ξ2 =
∂

∂t
and ~ξ3 =

∂

∂x3
.
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The algebra of these vectors is that of the Bianchi V I0 group.4[
~ξ1, ~ξ2

]
= 0 ,[

~ξ2, ~ξ3
]

= 0 and[
~ξ3, ~ξ1

]
= k

(
1− β − 2γ

α

)
~ξ3 .

(372)

Interestingly, this action is free and regular (the orbits of the group are
three-dimensional submanfiolds) and a very simple vector can be defined on
the quotient, that is null, geodesic and invariant under the action of the group
- a peculiar ‘translation’ along the t− x1 plane of the form

(373) ~ζ = A
∂

∂t
+B

∂

∂x1
.

Demanding that this vector commutes with ~ξ2, we obtain

∂A

∂t
=
∂B

∂t
= 0 ;

and demanding that it also commutes with ~ξ3,

∂A

∂x3
=
∂B

∂x3
= 0 .

So, A and B are both independent of t and x3. Finally, demanding that it

commutes with ~ξ1, we obtain

∂A

∂x2
=
∂B

∂x2
= 0 .

Thus, A and B depend only on x1.

Imposing the null condition on the proposed ~ζ, we get

A2 = B2 ,

which can be solved to either A = B or to A = −B.
Finally, invoking geodesicity, we have,5

∇A ∂
∂t

+B ∂
∂x1

(
A
∂

∂t
+B

∂

∂x1

)
=

=
(
B
∂A

∂x1
+ α(A2 +B2) + 2c1

∂x1H

H
AB
) ∂
∂t

+
(
B
∂B

∂x1
+ c1

∂x1H

H
(A2 +B2) + 2αAB

) ∂

∂x1
= 0 ,

4It is easier to see if k = 1− β − 2γ

α
.

5It is useful to remind that the Christoffel symbols of interest for this metric as

Γttt = Γtx1x1 = Γx1tx1 = a and Γttx1 = Γx1tt = Γx1x1x1 = c1
∂x1H

H
.



116 5. PSEUDO-VACUUM SOLUTION: THE EINSTEIN-KLEIN-GORDON SYSTEM

which means that

B
∂A

∂x1
= −α(A2 +B2)− 2c1

∂x1H

H
AB

B
∂B

∂x1
= −c1

∂x1H

H
(A2 +B2) + 2αAB

For A = −B, both equations can be true either if A = B = 0, or if
∂x1H

H
=
c1
α

;

however, the former implies there is no transversal (of this form, at least),
while the latter cannot hold for any of the possible forms for H(x1). For
A = B, both equations can be true and they solve to

A = B = c3e
αx1+c1

∫ x1
1

∂χ1H

H
dχ1 ,

for any integration constant c3 (we can assume c3 = 1, for simplicity) and χ1

being an auxiliary variable for the integration.
Then, the transversal collineation can take the form

(374) ~ζ = eαx1+c1
∫ x1
1

∂χ1H

H
dχ1

( ∂
∂t

+
∂

∂x1

)
.

Then, the metric will have the form

gzz = g
(
~ζ, ~ζ
)

= 0

gz1 = g
(
~ζ, ~ξ1

)
=
kH2c1

2α
e2α

2tx1+2αc1t
∫ x1
1

∂χ1H

H
dχ1

gz2 = g
(
~ζ, ~ξ2

)
= H2c1e2α

2tx1+2αc1t
∫ x1
1

∂χ1H

H
dχ1

gz3 = g
(
~ζ, ~ξ3

)
= 0

g11 = g
(
~ξ1, ~ξ1

)
= − k2

4α2
e2αtH2c1 + x22

(
− 1 +

β

α
+ 2

γ

α

)2
H1+2c2e2(β+γ)t

+ x22

(
1− β

α
+ 2

γ

α

)2
H1−2c2e2(β−γ)t

g12 = g
(
~ξ1, ~ξ2

)
= −ke

2αtH2c1

2α

g13 = g
(
~ξ1, ~ξ3

)
=
k(α− β + 2γ)x3H

1−2c2e2(β−γ)t

α

g22 = g
(
~ξ2, ~ξ2

)
= −e2αtH2c1

g23 = g
(
~ξ2, ~ξ3

)
=
k(α− β + 2γ)x3H

1−2c2e2(β−γ)t

α

g33 = g
(
~ξ3, ~ξ3

)
= H1−2c2e2(β−γ)t

(375)
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4. The Existence of Neighbouring Solutions in the
Einstein-Klein-Gordon System

The example examined resulted to the impossibility to construct the fo-
liation on the space-time according to the Theorem 2.1, even if the Bianchi
group was acting freely and regularly. This brings up the possibility that
space-times that are solution to the Einstein-Klein-Gordon system and allow
for a Bianchi group to act freely and regularly do not belong to the class we
study. The question as of whether these space-times are unique or not is easy
to answer by invoking the Theorem 4.1 proved in the previous chapter. No
further amendment is needed, as the Eintein-Klein-Gordon system has been
stated as a system of evolution equations in the same manner the Einsteins
system was.





CHAPTER 6

Electro-Vacuum Solution: The Einstein-Maxwell
System

1. Introduction

This chapter is concerned with another extension of the previous result.
We consider the case of free electromagnetic fields as source for the Einstein
equations; that is, we consider the Einstein-Maxwell system. The latter is
composed by the Einstein equations, where the stress-energy-momentum ten-
sor is derived from the Faraday electromagnetic stress tensor, and the Maxwell
equations, whose sources (the electric charge and currency densities) are zero.
The fundamental assumption here is that the electromagnetic fields (being
free) propagate along the geodesics of the space-time, and thus they inherit
the symmetries (i.e., the homotheties) of the space-time; as a result, the
Maxwell equations are also reduced to ordinary differential equations in the
same manner as the Einstein equations. This means that the Picard-Lindelöf
theorem still holds and existence and uniqueness of solutions can be proved
locally simply by extending the argument from the previous chapter.

In the first part, we deal with

• providing an exact form for the stress-energy-momentum tensor in
the case of electromagnetic fields; and
• expressing the Maxwell equations in the foliation that the Einstein

equations are expressed.

Then, we discuss the existence and uniqueness of solutions of the system. In
the second part, we present an example: the Bianchi III group acting on
the Ehlers-Kundt pp-wave space-time, which has been used to describe plane
electromagnetic or gravitational waves propagating freely in an (otherwise)
vacuum space-time. This example presents a similar peculiarity to the case
of the Bianchi I action in a Minkowski space-time presented in the previous
chapter. Subsequently, we attempt to extend the result of the previous chapter
(for vacuum space-times), that ‘unknown’ solutions exist near ‘known’ ones,
that inherit the same paculiarities.

2. The Einstein-Maxwell System

The Einstein-Maxwell system is composed of the Einstein tensor equal to
the stress-energy-momentum tensor for a electromagnetic field, F :

(376) G = 8πT (F ) ,

119
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where the stress-energy-momentum tensor is written as
(377)

T = g−1
(
u,w

)
F
(
~x, ~u

)
F
(
~y, ~w

)
− 1

4
g
(
~x, ~y
)
g−1
(
u, s
)
g−1
(
v, t
)
F
(
~u,~v
)
F
(
~s,~t
)
.

This system refers to space-times whose sole energy and/or momentum is pro-
duced by the presence of free electromagnetic fields. This could be the propa-
gation of electromagnetic waves (i.e. light) in an otherwise empty space-time
(these space-times are usually described by the Ehlers-Kundt class of plane-
wave solutions); but, it could also be the concentration of an electric field in
a very small (almost infinitesimal) region, giving birth to a spherically sym-
metric asymptotically flat space-time, like the Reissner-Nordström solution.
These cases can be more physical than the case of a scalar field; though they
may lead to very similar results (from a mathematical perspective).

2.1. The electromagnetic fields. First of all, let us assume that the
stress-energy-momentum tensor in the form of eq. (377) is projected along the
group and the quotient in the same manner that the metric and the curvature
tensors are. Thus, we define

Tzz = T
(
~ζ, ~ζ
)

= cijFziFzj

Tza = T
(
~ζ, ~ξa

)
= biFzaFzi + cijFziFaj

− 1

4
βa

(
acijFziFzj + bibjFziFzj + 2bicjkFzkFij + cikcjlFijFkl

)
Tab = T

(
~ξa, ~ξb

)
= aFzaFzb − 2biFzaFib + cijFaiFbj

− 1

4
γab

(
acijFziFzj + bibjFziFzj + 2bicjkFzkFij + cikcjlFijFkl

)

(378)

We also know that the stress-energy-momentum tensor inherits the sym-
metries of the space-time. In our case, its Lie derivative along a homothety
vanishes,

L~ξaT = 0 .

Applying this to the definition of eq. (377), we can prove that electromagnetic
fields also inherit the symmetries of the space-time.

Theorem 2.1 (Symmetry Inheritance of Free Electromagnetic Fields).
Let the stress-energy-momentum tensor of a free electromagnetic field, as in
eq. (377); and let a space-time

(
V4, g

)
where a Bianchi group G acts freely

and regularly by means of homotheties. Then, the Faraday tensor inherits the
symmetry as

(379) L~ξaF =
φa
2
F .
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Proof. Taking the Lie derivative of eq. (377), we have

L~ξaT = 0

⇒ −φag−1
(
u,w

)
F
(
~x, ~u

)
F
(
~y, ~u
)

+ 2g−1
(
u,v

)
F
(
~x, ~u

)
L~ξaF

(
~y, ~w

)
− 1

4
φag

(
~x, ~y
)
g−1
(
u, s
)
g−1
(
v, t
)
F
(
~u,~v
)
F
(
~s,~t
)

+
1

2
φag

(
~x, ~y
)
g−1
(
u, s
)
g−1
(
v, t
)
F
(
~u,~v
)
F
(
~s,~t
)

− 1

2
g
(
~x, ~y
)
g−1
(
u, s
)
g−1
(
v, t
)
F
(
~u,~v
)
L~ξaF

(
~s,~t
)

= 0

⇒ g−1
(
u,w

) (
2L~ξaF

(
~y, ~w

)
− φaF

(
~y, ~w

))
F
(
~x, ~u

)
+

1

4
g
(
~x, ~y
)
g−1
(
u, s
)
g−1
(
v, t
) (
−2L~ξaF

(
~v,~t
)
− φaF

(
~v,~t
))
F
(
~u,~s
)

= 0 .

Since the total expression is equal to 0, each part should also be; thus,

2L~ξaF − φaF = 0 ⇒ L~ξaF =
φa
2
F .

�

Thus, the electromagnetic fields are differentiating along the group in the
same manner as the metric.

L~ξbFza =
φb
2
Fza − FzmCmab

L~ξcFab =
φc
2
Fab − FamCmbc − FmbCmac .

(380)

Also, raising the indices leads to similar differentiation relations,

L~ξbF
za = −φb

2
F za + F znCanb

L~ξcF
zb = −φc

2
F ab + F anCbnc + FnbCanc .

(381)

2.2. The evolution and constraint equations. The Einstein-Maxwell
system is an extension of the Einstein system we considered in the previous
chapter; it consists of the Einstein equations and the source-free Maxwell
equations.

The former are derived in the same manner that they were derived in
Chapter 4, with the exception that the right-hand side of eq. (185), (186) and
(187) is not zero, but equal to 8πTzz, 8πTza and 8πTab respectively. Therefore,
the evolution equations for the metric and its inverse are

(382)
∂βa
∂z

= 0 ,

(383)
∂γab
∂z

= kab ,
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(384)
∂a

∂z
= −bibjkij ,

(385)
∂ba

∂z
= −caibjkij and

(386)
∂cab

∂z
= −caicbjkij .

And the evolution equation for the derivatives, k, is

2a
∂kab
∂z

=−
(
acij − bibj

)
kijkab +

1

2

(
acik − bibk

)
cjlγabkijkkl +

3

4
acijcklγabkijkkl

− 3φib
ikab + bi

(
φakbi + φbkai

)
+

1

4
φk
(
4bicjk + 3cijbk

)
γabkij

− 2bn
(
kamC

m
bn + kbmC

m
an + kabC

m
mn

)
− 2
(
bicjn − cijbn

)
kij
(
γamC

m
bn + γbmC

m
an

)
− 1

2

(
3bicjn − 5cijbn

)
γabkijC

m
mn +

1

2
cikblγabkimC

m
kl

+
1

4
φiφj

(
11cijγab − 4bibjβaβb

)
+ 2φib

i
(
φaβb + φbβa

)
+ 3φaφ)b

+
5

2
φic

ikblγabβmC
m
kl + 2φic

ikbl
(
βaγbm + βbγbm

)
Cmkl

− 2φic
in
(
γamC

m
bn + γbmC

m
an − 2γabC

m
mn

)
+ cikcjlγamγbnC

m
ijC

n
kl +

3

2
cikcjl

(
γmn + aβmβn

)
γabC

m
ijC

n
kl

− 2ckl
(
γamC

m
bk + γbmC

m
bk

)
Cnnl − 2ckl

(
γamC

n
bk + γbmC

n
bk

)
Cmnl

+
7

4
cklγabC

m
nkC

n
mk −

5

4
cklγabC

m
mkC

n
nl − 4cklγmnC

m
akC

n
bl

− blβmCmanCnbl − bl
(
βaC

m
bn + βbC

m
an

)
Cnml

− 3CmanC
n
bm − CmmaCnnb

+ 24π

(
βaβbγij − γabγij −

1

2
γabβiβj

)
F ziF zj

+ 24π
(
aFzaFzb − 2biFzaFib + cijFaiFbj

)
− 12π

(
acijFziFzj + bibjFziFzj − bicjkFzkFij

)
γab ,

(387)
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And the constraint becomes

(
acik − bibk

)
cjlkijkkl +

1

2
acijcklkijkkl +

7

2
φkc

ijbkkij

− 2cikbjblβmkijC
m
kl + cikblkimC

m
kl −

(
cijbn − 2bicjn

)
kijC

m
mn

− 5

2
φiφjc

ij − 7φic
ikblβmC

m
kl

+
(
acik − 2bibk

)
cjlβmβnC

m
ijC

n
kl +

7

2
cklCmnkC

n
ml +

5

2
cklCmmkC

n
nl

+ 4π
(
2acijFziFzj − 4bibjFziFzj + bicjkFzkFij − cikcjlFijFkl

)
.

(388)

The Maxwell equations are derived through

dF = 0

?d
(
? F
)

= 0

that can be written in the more familiar form as

(389) g−1
(
∇~x,F

(
~x, ~y
))

= 0 and ∇~xF
(
~y, ~u
)
+∇~yF

(
~u, ~x

)
+∇~uF

(
~x, ~y
)

= 0 ,

for arbitrary vector fields ~x, ~y and ~u. Specifying the latter to be either the

generators (~ξa) or the transversal (~ζ), we have the following relations:

L~ζF
za = 0 ,

L~ξiF
iz = 0 ,

L~ξiF
ia = 0 ,

L~zFab + L~ξaFbz + L~ξbFza = 0 and

L~ξaFbc + L~ξbFca + L~ξcFab = 0 .

The first three can be rewritten with respect to Fza and Fab as

(
acai − babi

) ∂
∂z
Fzi − caibj

∂

∂z
Fij =

=
(
acai − babi

)
cjkkijFzk +

(
cakbj − bacjk

)
bikijFzk +

(
caicjlbk + bicjkcal

)
kijFkl ,

(390)

which contains the derivatives with respect to z - so, it can help in deriving
an evolutionary equation;

(391)
3

2
φi
(
acijFzi + cijbkFjk

)
=
(
acjnFzj + bicjnFij

)
Cmmn ,

which can function as a constraint for Fza and Fab; and

(392)
3

2
φi
(
bicjaFzj − caibjFzj + cijckaFjk

)
= cikblFziC

a
kl + cikcjlFijC

a
kl ,

which can also serve as a constraint.
Using the Lie derivatives of the Faraday tensor from eqs. (380), the first

one reduces to

(393)
∂

∂z
Fab =

1

2

(
φaFzb − φbFza

)
− 2FzmC

m
ab ,
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which is the evolution equation for Fab. What we need now is an evolution
equation for Fza, which can be derived from eq. (390); substituting the de-
rivative of Fab, we get(

acai − babi
) ∂
∂z
Fzi =

1

2
caibj

(
φiFzj − φjFzi

)
+ 2cakblFzmC

m
kl

+
(
acai − babi

)
cjkkijFzk +

(
cakbj − bacjk

)
bikijFzk

+
(
caicjlbk + bicjkcal

)
kijFkl ,

and substracting with γab, we obtain

a
∂

∂z
Fza =

1

2
bi
(
φaFzi − φiFza

)
− 2bnFzmC

m
an

+
(
acij − bibj

)
kjaFzi + bibjkijFza

− bicjk
(
kijFak + kakFij

)
−
(
cikbjbl − bibkcjl

)
βakklFij ,

(394)

which serves as the second evolution equation.

2.3. The case of null orbits. Let us go consider now the special case
where a = 0 and the 3−metric on the homogeneous submanifold M is de-
generate. Firstly, we must consider what happens to the components of the
metric and their derivatives, given both γab and cab are singular.

The first evolution equations come from eqs. (84), (85) and (88), (90), (92)
and refer to the derivatives of the components of the metric and its inverse:

(395)
∂βa
∂z

= 0 ,

(396)
∂γab
∂z

= kab ,

(397)
∂ba

∂z
= 0 and

(398)
∂cab

∂z
= −caicbjkij .

Next, we need evolution equations (and constraints) for the components
of k. Following the same idea, we define

κ = cijkij and Ka
b = caikib .

we can then produce evolution equations and constraints for the derivatives
of the metric.

First of all, given Rzz = 8πTzz, we have the first evolution equation

(399)
∂κ

∂z
= Ki

jK
j
i + 2cikcjlβmβnC

m
ijC

n
kl + 8πcijFziFzj ,
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Then, rom eq. (215), we obtain the second evolution equation

∂Ka
b

∂z
=Ka

iK
i
b + 2φjc

aiβbK
j
i + 4cakβmK

l
aC

m
kl

− 2φic
akcilβbβmC

m
kl + 2cakcilβmβnC

m
biC

n
kl

+ caiWizzb − 4π
(
δab − baβb

)
cijFziFzj

− 4πcaibjβbFziFzj + 4πcajcikβaFzkFij .

(400)

From Gza = 8πTza, we obtain the first constraint,

3φiK
i
a +

7

2
φib

iβaκ

− 2bkβmK
l
aC

m
kl −

3

2
bkβaK

l
mC

m
kl −

5

2
bnβaκC

m
mn +Kn

mC
m
an − κCmma

+ 4φiφjc
ijβa +

5

2
φic

ikblβaβmC
m
kl − 3φic

inβmC
m
an − 2φic

inβaC
m
mn

+ 2cjkblβmβnC
m
ajC

n
kl −

3

2
cjkblβaβmC

m
njC

n
kl

− 1

2
cikcjlβaγmnC

m
ijC

n
kl

− 7cklβmC
m
nkC

n
al −

7

2
cklβaC

m
nkC

n
ml −

5

2
cklβaC

m
mkC

n
nl =

= 8π
(
biFzaFzj + cijFziFaj

)
− 2πβa

(
acijFziFzj + bibjFziFzj + 2bicjkFzkFij + cikcjlFijFkl

)
,

(401)
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and, from Gab = 8πTab, the second one

− 11

2
φib

iγabκ− 3φib
iγaiK

i
b

− 2bnKi
m

(
γaiC

m
bn + γbiC

m
an

)
− 2bnγaiK

i
bC

m
mn

)
+ 2bnκ

(
γamC

m
bn + γbmC

m
an + γabC

m
mn

)
+

1

2
γab
(
− 3bkK l

mC
m
kl + bnκCmmn

)
+ φiφjb

ibjβaβb + 2φib
i
(
φaβb + φbβa

)
+ 3φaφb

+ 2φic
ikbl
(
βaγam + βbγam

)
Cmkl +

5

2
φic

ikblγabβmC
m
kl

− 2φic
in
(
γamC

m
bn + γbmC

m
an + γabC

m
mn

)
+ cikcjlγamγbnC

m
ijC

n
kl +

1

2
cikcjlγabγmnC

m
ijC

n
kl

− 2cjkblβn
(
γamC

n
bj + γbmC

n
aj

)
Cmkl +

3

2
cjkblγabβmC

m
njC

n
kl

− 2ckl
(
γamC

n
bk + γbmC

n
ak

)
Cmnl − 2ckl

(
γamC

m
bk + γbmC

m
ak

)
Cnnl

− 2cklγmnC
m
akC

n
bl +

7

2
cklγabC

m
nkC

n
ml +

5

2
cklγabC

m
mkC

n
nl

− blβmCmanCnbl + bl
(
βaC

m
bn + βbC

m
na

)
− 3CmanC

n
bm − CmmaCnnb =

= 8π
(
aFzaFzb − 2bibjFzaFib + cijFaiFbj

)
− 2πγab

(
acijFziFzj + bibjFziFzj + 2bicjkFzkFij + cikcjlFijFkl

)
.

(402)

As for the evolution of the scalar field, the first equation becomes

(403)
∂

∂z
Fab =

1

2

(
φaFzb − φbFza

)
− 2FzmC

m
ab ,

but the second one turns a constraint:

(404)
1

2
bi
(
φaFzi − φiFza

)
= 2bnFzmC

m
an + bicjkkakFij .

And for the constraints, we have

(405)
3

2
φic

ijbkFjk = bicjnFijC
m
mn ,

and

(406)
3

2
φi
(
bicjaFzj − caibjFzj + cijckaFjk

)
= cikblFziC

a
kl + cikcjlFijC

a
kl .

Effectively, the Einstein-Maxwell system, when the group acts by means of
null orbits, has three constraints. These three constraints are not equivalent;
as a result, the system is overdetermined.
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Finally, the component of the Weyl tensor evolves as

∂Wazzb

∂z
=4π

(
2cijγab + bibjβaβb

)
Fzi

∂Fzj
∂z

+ 4πbicjkβaβb

(
Fzk

∂Fij
∂z

+ Fij
∂Fzk
∂z

)
+ 4πcikcjlβaβbFij

∂Fkl
∂z

− 8πγabc
ikKj

kFziFzj − 2πβaβb
(
cikcjrK l

r + cjlcirKk
r

)
FijFkl

− 4πβaβbb
icjlKk

lFzkFij + 4πcikβbK
j
kFziFaj .

(407)

2.4. A fixed point argument for a general local solution. The
extension of the previous chapter’s results on local existence and uniqueness
is immediate. The Einstein-Klein-Gordon system of eqs. (382), (383), (384),
(385), (386), (387), (393) and (394) can be written in the form of the Initial
Value Problem

∂

∂z
~X(z) = F

(
~X(z)

)
~X(z0) = ~X0

(408)

for z in some interval
[
z1, z2

]
; where ~X =

{
a, ba, cab, γab, kab, Fza, Fab

}
and

F the right-hand side of the corresponding equations (which is continuously
differentiable in the interval); and assuming that the initial conditions satisfy
the constraints of eqs. (388), (391) and (392).

Then, the Picard-Lindelöf theorem holds and the Einstein-Klein-Gordon
system has a unique solution X̄ in the interval

[
z0 − h, z0 + h

]
, which can be

extended to the entire
[
z1, z2

]
(but not further than that).

3. Examples

3.1. Bianchi III acting on Ehlers-Kundt pp-wave space-times.
The solutions for plane-fronted parallelly-propagated waves were initially dis-
covered by Ehlers and Kundt in 1962 as a vacuum solution. In the general
case, the metric can be given in Brinkmann coordinates as follows

(409) ds2 = H(u, x1, x2)du
2 − 2dudv − dx21 − dx22 ,

where H(u, x1, x2) is an arbitrary smooth function, v a null coordinate (as ∂v
is a light-like vector), x1 and x2 two spatial coordinates (as ∂x1 and ∂x2 are
two space-like vectors) and u an either temporal, null or spatial coordinate
(as ∂u can be either a time-like, light-like or space-like vector respectively). In
the case of vacuum, as discussed, the smooth function is specified as it must
be harmonic over the spatial coordinates, i.e.

(410)
∂2H

∂x21
+
∂2H

∂x22
= 0 .

One of the particular cases falling into this is when H is quadratic over the
two spatial variables, or

(411) H(u, x1, x2) = hij(u)xixj ,
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for i+ j = 2.
In this case, two Killing vectors are easy to be found as

(412) ~ξ1 =
∂

∂v
and ~ξ2 = x2

∂

∂x1
− x1

∂

∂x2
,

that is, the translation along the null coordinate v and the rotation on the
space-like plane x1 − x2, are isometries of the space-time, i.e.

(413) L~ξ1g = 0 and L~ξ2g = 0

Moreover, the metric scales in a specific way - hence, a scaling symmetry exists
along the null and spatial coordinates. Consequently, the dilation along

(414) ~ξ3 = 2v
∂

∂v
+ x1

∂

∂x1
+ x2

∂

∂x2

rescales the metric by a factor of 2, i.e.

(415) L~ξ3g = 2g ;

or equivalently, the dilation ~ξ3 is a homothety of the space-time.
The two isometries and the one homothety form a Lie algebra whose

commutators are

(416)
[
~ξ1, ~ξ2

]
= 0 ,

[
~ξ2, ~ξ3

]
= 0 and

[
~ξ3, ~ξ1

]
= −2~ξ1 ,

hence the structure constants of this algebra are zero apart from

(417) C1
13 = 2 .

This Lie algebra corresponds to the Bianchi III real group.

Let us consider a vector

(418) ~ζ = a
∂

∂u
+ b

∂

∂v
+ c

∂

∂x1
+ d

∂

∂x2
,

where a, b, c and d four arbitrary functions of the four Brinkmann coordinates
to be specified later.

First, we need to show the conditions for these four functions for which
the vector z commuted with all three generators of Bianchi III group. Taking
the translation along v , we have[

~ξ1, ~ζ
]

= 0 ,

which leads to

(419)
∂a

∂v
=
∂b

∂v
=
∂c

∂v
=
∂d

∂v
= 0 ,

which means that none of the four functions is dependent on the null coordi-
nate. Moving to the rotation on the x1 − x2 plane, we have[

~ξ2, ~ζ
]

= 0 ,
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which leads to

x2
∂a

∂x1
− x1

∂a

∂x2
= 0

x2
∂b

∂x1
− x1

∂b

∂x2
= 0

x2
∂c

∂x1
− x1

∂c

∂x2
= −d

x2
∂d

∂x1
− x1

∂d

∂x2
= c .

(420)

Of these four partial differential equations, the first two are independent of

the rest and integrable to a = a1
(1

2
(x21 + x22)

)
and b = b1

(1

2
(x21 + x22)

)
, which

means they are constant along concentric circles of the x1 − x2 plane, whose
centre is the origin.

Finally, taking the dilation along v, x1 and x2, we have[
~ξ3, ~ζ

]
= 0 ,

which leads to

x1
∂a

∂x1
+ x2

∂a

∂x2
= 0

x1
∂b

∂x1
+ x2

∂b

∂x2
= 2b

x1
∂c

∂x1
+ x2

∂c

∂x2
= c

x1
∂d

∂x1
+ x2

∂d

∂x2
= d .

(421)

These partial differential equations are independent and integrable as a =

a2
(x2
x1

)
, b = x21b2

(x2
x1

)
, c = x1c1

(x2
x1

)
and d = x1d1

(x2
x1

)
, which means that a

is constant along the lines x1 = x2, while b increases as a quadratic on x1 and
c and d increase linearly on x1 along the same lines.

Comparing these results with the results found previously, we arrive at
the following problem

a1
(1

2
(x21 + x22)

)
= a2

(x2
x1

)
b1
(1

2
(x21 + x22)

)
= x21b2

(x2
x1

)
,

(422)

where the functions on the left-hand side must be equal to the function of the
right-hand side - otherwise, the solutions of the first system are not compatible
with the solution of the second. If one tries the simpler form for a1, a2 and
b1 , b2 (the linear), it becomes obvious that the first equation leads to

x1 = x2 ,
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while the second to

x2 =
1

x1
±
√

1− x41
x1

.

The two solutions coincide only when x1 = x2 = ±1; which means that, in

the linear case of a1, a2 and b1, b2, ζ will commute with ~ξ2 and ~ξ3 only at
these supersurfaces. A possible solution would be to assume that the quotient
belongs to this submanifold.

Another approach would be to combine eqs. (420) and (421), getting

∂a

∂x1
=
∂a

∂x2
= 0

∂b

∂x1
=

2x1
x21 + x22

b and
∂b

∂x2
=

2x2
x21 + x22

b

∂c

∂x1
=
x1c− x2d
x21 + x22

and
∂c

∂x2
=
x2c+ x1d

x21 + x22
∂d

∂x1
=
x2c+ x1d

x21 + x22
and

∂d

∂x2
=
x1c− x2d
x21 + x22

.

(423)

The solution to these is that a is independent of x1 and x2; and b is propor-
tional to x2 + y2.

Now, using the fact that ~ζ must be geodesic, we have

∇~ζ~ζ =a∇∂u
(
a
∂

∂u
+ b

∂

∂v
+ c

∂

∂x1
+ d

∂

∂x2

)
+ b∇∂v

(
a
∂

∂u
+ b

∂

∂v
+ c

∂

∂x1
+ d

∂

∂x2

)
+ c∇∂x1

(
a
∂

∂u
+ b

∂

∂v
+ c

∂

∂x1
+ d

∂

∂x2

)
+ d∇∂x2

(
a
∂

∂u
+ b

∂

∂v
+ c

∂

∂x1
+ d

∂

∂x2

)
= 0

which leads to

a
∂a

∂u
+ c

∂a

∂x1
+ d

∂a

∂x2
= 0

a
∂b

∂u
+ c

∂b

∂x1
+ d

∂b

∂x2
= 0

a
∂c

∂u
+ c

∂c

∂x1
+ d

∂c

∂x2
= 0

a
∂d

∂u
+ c

∂d

∂x1
+ d

∂d

∂x2
= 0

(424)
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Substituting previous results, we have

a
∂a

∂u
= 0

a
∂b

∂u
+

4x1
x21 + x22

bc+
4x2

x21 + x22
bd = 0

a
∂c

∂u
+

x1
x21 + x22

c2 +
x2

x21 + x22
d2 = 0

a
∂d

∂u
+

x2
x21 + x22

(
c2 − d2

)
+

2x1
x21 + x22

dc = 0

(425)

The first signifies that a is a constant. If we choose a = 0 for simplicity, we
reach a very interesting result, where

4x1
x21 + x22

bc+
4x2

x21 + x22
bd = 0 ⇒ b = 0 or x1c+ x2d = 0

x1
x21 + x22

c2 +
x2

x21 + x22
d2 = 0 ⇒ x1c

2 + x2d
2 = 0

x2
x21 + x22

(
c2 − d2

)
+

2x1
x21 + x22

dc = 0 ⇒ x2
(
c2 − d2

)
+ 2x1cd = 0

The easiest way for all these relations to hold is a = b = c = d = 0, whereas
there is no geodesic vector field in the quotient that commutes with the
Bianchi group. However, avoiding a = 0, we can still take b = 0 (for sim-
plicity); in which case, the second equation is always satisfied, but the third
and fourth must be solved.

Finally, for the transversal to be null, we have

(426) g
(
~ζ, ~ζ
)

= 0 ⇒ a2H(u, x1, x2)− c2 − d2 = 0 .

This leads to
c2 + d2 = a2H(u, x1, x2) .

It becomes obvious, now, that for the conditions for H(u, x1, x2) to be met,
the remaining two functions should

(427) c = c0(u)c1(x
2
1 + x22) and d = d0(u)d1(x

2
1 + x22) .

Differentiating H(u, x1, x2) with respect to x1 and x2 twice,

∂2H

∂x21
=

2

a2
c2

x21 + x22
∂2H

∂x22
=

2

a2
c2 − d2

x21 + x22

and using eq. (410), we see that

(428) 2c2 = d2 .

This means that the null vector on the quotient has the form

(429) ~ζ = a
∂

∂u
+ c0(u)c1(x

2
1 + x22)

∂

∂x1
+

√
2

2
c0(u)c1(x

2
1 + x22)

∂

∂x2
,
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where c0(u) an unspecified function. Specifying the particular solution further
is possible; the metric can be computed as

gzz = g
(
~ζ, ~ζ
)

= 0

gz1 = g
(
~ζ, ~ξ1

)
= a

gz2 = g
(
~ζ, ~ξ2

)
=

√
2

2

(
2x1 −

√
2x2
)
c0(u)c1(x

2
1 + x22)

gz3 = g
(
~ζ, ~ξ3

)
= −2av +

√
2

2

(
2x1 +

√
2x2
)
c0(u)c1(x

2
1 + x22)

g11 = g
(
~ξ1, ~ξ1

)
= 0

g12 = g
(
~ξ1, ~ξ2

)
= 0

g13 = g
(
~ξ1, ~ξ3

)
= 0

g22 = g
(
~ξ2, ~ξ2

)
= x21 + x22

g23 = g
(
~ξ2, ~ξ3

)
= x21 − x22

g33 = g
(
~ξ3, ~ξ3

)
= x21 + x22

(430)

However, computing the precise coordinates for the metric is also important.

Particular examples of Bianchi groups acting on the Ehlers-Kundt space-
time that also admit a homothetic vector field have been found by Tupper et
al. [47].

4. The Existence of Neighbouring Solutions in the
Einstein-Maxwell System

Interestingly, a similar result with Chapter 4 is present here. Determining
the precise coordinates for the space-time, where the metric is adjusted to the
frame of the group, implies specifying c0(u), d0(u) and H(u, x1, x2); also, it
implies picking a particular solution for c and d with respect to x1 and x2
among the many that may satisfy the conditions required. The latter means
that there is not a unique vector in the quotient and that may interfere in
determining the corresponding parameter z. It should be made clear that
the result stated in Theorem 4.1 still holds here. No further amendment
is needed, as the Eintein-Maxwell system has been stated as a system of
evolution equations in the same manner the Einsteins system was.



CHAPTER 7

Perfect Fluids Solution: The Einstein-Euler System

1. Introduction

This chapter is concerned with the final extension of the previous result,
where we finally depart from an ‘empty’ space-time, by allowing the presence
of fluids. In particular, we consider the simple case of perfect fluids with with
barotropic equation of state; that is, we consider the simples and most usual
form of the Einstein-Euler system. The latter is composed by the Einstein
equations, where the stress-energy-momentum tensor is derived from the en-
ergy density and pressure of the fluid, and the Euler equations that describe
the evolution of the velocity and the density of the fluid. The fundamental
result here is that the particles of the fluid travel along the geodesics of the
space-time, and thus the energy density, the pressure and the velocity of the
fluid inherit the symmetries (i.e., the homotheties) of the space-time; as a
result, the Euler equations are also reduced to ordinary differential equations
in the same manner as the Einstein equations. This means that the Picard-
Lindelöf theorem still holds and existence and uniqueness of solutions can be
proved locally simply by extending the argument from the previous chapter.

In the first part, we deal with

• providing an exact form for the stress-energy-momentum tensor in
the case of a perfect fluid; and
• expressing the Euler equations in the foliation that the Einstein equa-

tions are expressed.

Then, we discuss the existence and uniqueness of solutions of the system. In
the second part, we present an example: the Bianchi V Ih group acting on the
Kasner space-time - one of the well-known solutions of anisotropic homoge-
neous cosmology (usually classified as a Bianchi I cosmology, since its Killing
vectors form the Bianchi I algebra). Another example that is considered is
the Bianchi V Ih acting on the Gödel space-time - a very early solution of
the Einstein-Euler system that describes an inhomogeneous rotating universe
filled with dust.

2. The Einstein-Euler System

The Einstein-Euler system is composed of the Einstein tensor equal to
the stress-energy-momentum tensor for a fluid, that depends on the energy
density (ρ), the pressure (P ) and the velocity (υ) of the fluid:

(431) G = 8πT (ρ, P, υ) ,

133



134 7. PERFECT FLUIDS SOLUTION: THE EINSTEIN-EULER SYSTEM

assuming the fluid is perfect, whereas the non-isotropic pressure (viscosity)
and the energy flux vanish. Then, the stress-energy-momentum tensor is
written as

(432) T =
(
ρ+ P

)
υ(~x)⊗ υ(~y) + Pg (~x, ~y) .

For the system to be complete, the Euler equations are required, which can
be derived from the conservation of energy and momentum, given as

g−1
(
∇~x,T

(
~y, ~z
))

= 0

⇒ ∇~xρυ(~x)⊗ υ(~y) +∇~xP
(
υ(~x)⊗ υ(~y) + g

(
~x, ~y
))

+ υ(~x)⊗∇~xυ(~y) + υ(~y)⊗∇~x,υ(~x) +∇~x
(
g
(
~x, ~y
))
.

(433)

One should note that the system is incomplete even then, as the conservation
provides four additional differential equations (usually, one for the energy
density and three for the spatial components of the velocity)1, while there are
five unknown variables (the pressure is not specified internally). The system
can then be complete only by an additional assumption: that the perfect fluid
has a barotropic equation of state, whereas the pressure is not independent,
but depends on the energy density of the fluid:

(434) P = P (ρ) .

Space-times described by this system are often found in relation to ei-
ther cosmological or astrophysical problems. With regards to the former, the
Friedmann-Lemaˆitre-Robinson-Walker solution describes a fluid space-time
which is homogeneous and isotropic (thus, having the maximum number of
possible isometries); famous solutions that belong to the Bianchi cosmologies
(where the Bianchi groups act by isometries restricted to space-like obrits),
like the Collins, the Collins-Stewart and the Jacobs solutions, are also exam-
ples of perfect fluids; finally, space-times without that describe inhomogeneous
cosmologies, like the Lemâıtre-Tolman-Bondi or the Gödel solutions, use per-
fect fluids as the source for the Einstein equations. With regards to the latter,
the most solutions that describe a star in equilibrium (e.g., the Hartle-Thorne
metric) or a collapsing start (e.g., the Oppenheimer-Snyder metric) consider
perfect fluids as the source of the gravity.

2.1. The perfect fluids. The first thing to do is to project the stress-
energy-momentum tensor of a perfect fluid, as in eq. (432), along the group
and the quotient in the same manner that the metric and the curvature tensors
are. Thus, we define

Tzz = T
(
~ζ, ~ζ
)

=
(
ρ+ P

)
(υz)

2

Tza = T
(
~ζ, ~ξa

)
= ρυzυa + P

(
υzυa + βa

)
Tab = T

(
~ξa, ~ξb

)
= ρυaυb + P

(
υaυb + γab

)(435)

1For a slowly moving (non-relativistic) fluid, these would be sufficient as the time-
like component can be assumed constant; for a relativistic fluid, the spatial components of
velocity become irrelevant.
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We also know that the stress-energy-momentum tensor inherits the sym-
metries of the space-time. In our case, its Lie derivative along a homothety
vanishes,

L~ξaT = 0 .

Applying this to the definition of eq. (432), we can prove that scalar fields
also inherit the symmetries of the space-time.

Theorem 2.1 (Symmetry Inheritance of Perfect Fluids). Let the stress-
energy-momentum tensor of a perfect fluid, as in eq. (432); and let a space-
time

(
V4, g

)
where a Bianchi group G acts freely and regularly by means of

homotheties. Then, the symmetries are inherited by the velocity

(436) L~ξaυ =
φa
2
υ ,

the matter-energy density

(437) L~ξaρ = −φaρ ,

and the pressure

(438) L~ξaP = −φaP .

Proof. Taking the Lie derivative of eq. (432), we have

L~ξaT = 0

⇒ L~ξaρυ ⊗ υ + L~ξaP
(
υ ⊗ υ + g

)
+ 2
(
ρ+ P

)
υ ⊗ L~ξaυ + PL~ξag = 0

⇒ υ ⊗
(
L~ξaρυ + 2ρL~ξa

)
+ υ ⊗

(
υL~ξaPυ + 2PL~ξaυ

)
+
(
L~ξaP + φaP

)
g = 0 .

Since the sum of this equation is zero, so should each summand be;2 starting
from the last, we can immediately prove that

(439) L~ξaP = −φaP .

and substituting this to the second summand, we have

(440) L~ξaυ =
φa
2
υ ,

and, finally, substituting this to the first summand,

(441) L~ξaρ = −φaρ .

Therefore, the proof is complete. �

This symmetry inheritance has two interesting results. The first concerns
a constraint on the equation of state.

2We should note that this is possible only due to the fact that the equation is tensorial.
Therefore, the term along g is independent of the terms along υ.
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Corollary 2.1.1 (Linear Equation of State). Let there be a barotropic
equation of state, P = P (ρ).
Given both the matter-energy density and the pressure inherit the symmetries
of the space-time as in the Theorem 2.1, then the equation of state has to be
linear.

Proof. Given P = P (ρ) and L~ξaP = −φaP , we have

L~ξaP = −φaP ⇒ ∂P

∂ρ
L~ξaρ = −φaP ,

but, we know that L~ξaρ = −φaρ; so

−φa
∂P

∂ρ
ρ = −φaP ⇒ ∂P

∂ρ
=
P

ρ
⇒ P = (w − 1)ρ ,

up to the addition of a constant. �

Here w−1 is the barotropic index. Notably, the same result can also come
from the Strong and the Dominant Energy Conditions, so it is considered a
universal result to all fluid space-times that admit (at least) one homothetic
vector [49, 50]. For example, McIntosh proved that a barotropic fluid must be
strictly stiff for a homothetic vector field to exist if the flow is orthogonal to the
group [53]; similarly, Wainwright proved that the equation of state is always
linear whenever a perfect fluid space-time admits a non-trivial homothetic
vector - and, if the homothetic vector is parallel to the fluid’s velocity, then
the fluid has to be stiff [48].

The second result concerns the velocity and its differentiation along the
group and its quotient.

Corollary 2.1.2. Given the velocity spans as υ = υzζ + υiξ
i.

Since the velocity one-form is differentiated as stated by Theorem 2.1, then
its components are differentiated in the same manner:

L~ξaυz
φa
2
υz and

L~ξaυb =
φa
2
υb − υmCmab .

(442)

Proof. Let L~ξaυ =
φa
2
υ and υ = υzζ + υiξ

i. Then,

L~ξa
(
υzζ + υiξ

i
)

=
φa
2

(
υzζ + υiξ

i
)

or

(443)

(
L~ξaυz −

φ

2
υz

)
ζ +

(
L~ξaυi −

φ

2
υi

)
ξi = −υzL~ξaζ − υiL~ξaξ

i ,
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Projecting this equation along ~ζ, we get(
L~ξaυz −

φ

2
υz

)
ζ(~ζ) +

(
L~ξaυi −

φ

2
υi

)
ξi = −υz

(
L~ξaζ

)
(~ζ)− υi

(
L~ξaξ

i
)
(~ζ)

⇒ L~ξaυz −
φ

2
υz = −υz

(
L~ξaζ

)
(~ζ) .

And, given that the transversal collineation on the quotient commutes with
the group, L~ξaζ = 0, it is obvious that the left-hand side must be zero. Or

(444) L~ξaυz =
φ

2
υz .

Similarly, projecting eq. (443) along vecξb, we get(
L~ξaυz −

φ

2
υz

)
ζ(~ξb) +

(
L~ξaυi −

φ

2
υi

)
ξi(~ξb) = −υz

(
L~ξaζ

)
(~ξb)− υi

(
L~ξaξ

i
)
(~ξb)

⇒ mathcalL~ξaυb −
φ

2
υb = −υi

(
L~ξaξ

i
)
(~ξb) .

Now, given that a one-form commutes with its flow along a vector field of the

same algebra,
(
L~ξaξ

b
)
(~ξc
)

= −ξb
([
ξa, ξc

])
= −Cbac , then

(445) L~ξaυb =
φ

2
υb − υmCmab .

�

Raising the indices of the components of the velocity by use of the metric,
we can easily prove that a similar differentiation holds:

L~ξaυ
z = −φaυz and

L~ξaυ
b = −φaυb + υnCbna .

(446)

2.2. The evolution and constraint equations. The Einstein-Euler
system is an extension of the Einstein system we considered in the previous
chapter; it consists of the Einstein equations and the Euler equations.

The Einstein equations are derived in the usual manner, with the ex-
ception that the right-hand side of eq. (185), (186) and (187) is not zero,
but equal to 8πTzz, 8πTza and 8πTab respectively. Therefore, the evolution
equations for the metric and its inverse are

(447)
∂βa
∂z

= 0 ,

(448)
∂γab
∂z

= kab ,

(449)
∂a

∂z
= −bibjkij ,
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(450)
∂ba

∂z
= −caibjkij and

(451)
∂cab

∂z
= −caicbjkij .

And the evolution equation for the derivatives, k, is

2a
∂kab
∂z

=−
(
acij − bibj

)
kijkab +

1

2

(
acik − bibk

)
cjlγabkijkkl +

3

4
acijcklγabkijkkl

− 3φib
ikab + bi

(
φakbi + φbkai

)
+

1

4
φk
(
4bicjk + 3cijbk

)
γabkij

− 2bn
(
kamC

m
bn + kbmC

m
an + kabC

m
mn

)
− 2
(
bicjn − cijbn

)
kij
(
γamC

m
bn + γbmC

m
an

)
− 1

2

(
3bicjn − 5cijbn

)
γabkijC

m
mn +

1

2
cikblγabkimC

m
kl

+
1

4
φiφj

(
11cijγab − 4bibjβaβb

)
+ 2φib

i
(
φaβb + φbβa

)
+ 3φaφ)b

+
5

2
φic

ikblγabβmC
m
kl + 2φic

ikbl
(
βaγbm + βbγbm

)
Cmkl

− 2φic
in
(
γamC

m
bn + γbmC

m
an − 2γabC

m
mn

)
+ cikcjlγamγbnC

m
ijC

n
kl +

3

2
cikcjl

(
γmn + aβmβn

)
γabC

m
ijC

n
kl

− 2ckl
(
γamC

m
bk + γbmC

m
bk

)
Cnnl − 2ckl

(
γamC

n
bk + γbmC

n
bk

)
Cmnl

+
7

4
cklγabC

m
nkC

n
mk −

5

4
cklγabC

m
mkC

n
nl − 4cklγmnC

m
akC

n
bl

− blβmCmanCnbl − bl
(
βaC

m
bn + βbC

m
an

)
Cnml

− 3CmanC
n
bm − CmmaCnnb

− 12π(ρ+ P )
(
2υaυb − (aυz + biυi)υzγab

)
− 12πPγab ,

(452)

And the constraint becomes

(
acik − bibk

)
cjlkijkkl +

1

2
acijcklkijkkl +

7

2
φkc

ijbkkij

− 2cikbjblβmkijC
m
kl + cikblkimC

m
kl −

(
cijbn − 2bicjn

)
kijC

m
mn

− 5

2
φiφjc

ij − 7φic
ikblβmC

m
kl

+
(
acik − 2bibk

)
cjlβmβnC

m
ijC

n
kl +

7

2
cklCmnkC

n
ml +

5

2
cklCmmkC

n
nl

− 12π(ρ+ P )
(
aυz − biυi

)
υz − 12φP .

(453)



2. THE EINSTEIN-EULER SYSTEM 139

The Euler equations are derived from the derivatives of the stress-energy-
momentum tensor. We know that the gradient of the tensor is constant - that
is,

∇~ζT
z

z = 0 , ∇~ζT
z

a ,

∇~ξiT
i

z = 0 and ∇~ξiT
i

a .
(454)

Taking the first two of these relations, and remembering that T z
z = aTzz +

2biTzi and T z
a = 2aTzz + biTai, we can reach to two equations for the evo-

lution of the matter-energy density, the pressure and the observers’ velocity
components;3 the first equations is(

a(υz)
2 + 2biυiυz

)
L~ζρ+

(
a(υz)

2 + 2biυiυz + 2
)
L~ζP

+ 2
(
ρ+ P

)(
aυz + biυi

)
L~ζυz + 2

(
ρ+ P

)
biυzL~ζυi

−
(
ρ+ P

)(
bibjkijυz + 2cijbkkjkυi

)
υz = 0 ,

and the second

2
(
aυz + biυi

)
υaL~ζρ+

(
2aυzυa + 2biυiυa + aβa

)
L~ζP(

ρ+ P
)
υa
(
2aL~ζυz + biL~ζυi

)
+
(
ρ+ P

)(
2aυz + biυi

)
L~ζυa

+
(
ρ+ P

)(
2bibjkijυzυa + cijbkkijυiυa

)
+ P

(
2bikai + bibjβakij

)
= 0 .

Remembering that P = (w − 1)ρ and that the Lie derivatives along ~ζ reduce
to simple partial derivatives with respect to the parameter z - and defining

(455) Uz = L~ζυz =
∂

∂z
υz and Ua = L~ζυa =

∂

∂z
υa ,

we can rewrite the two equations as(
w
(
a(υz)

2 + 2biυiυz + 2
)
− 2
) ∂ρ
∂z

+ 2w
(
aυz + biυi

)
Uzρ+ 2wbiυzUiρ

− w
(
bibjkijυz + 2cijbkkjkυi

)
υzρ = 0 ,

(456)

and

(
w
(
2aυz + 2biυi

)
υa + (w − 1)aβa

) ∂ρ
∂z

+ w
(
2aUz + biUi

)
υaρ+ w

(
2aυz + biυi

)
Uaρ+ (w − 1)

(
2bikai + bibjβakij

)
ρ

+ 2w
(
bibjkijυz + cijbkkjkυi

)
υaρ = 0 .

(457)

3It should be obvious that ~υ = υz~ζ + υi~ξi, and that υ = υzζ + υiξ
i; where υz = βiυ

i

and υi = βiυ
z + γijυ

j .
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Collecting the terms from eq. (457) and assuming υa 6= 0 and Ua 6== 0, we
have

w
(
2aυz + biυi

)
ρ

⇒ w = 0 or ρ = 0 or 2aυz = −biυi

w

(
2
(
aυz + biυi

)∂ρ
∂z

+
(
2aUz + biUi

)
ρ− 2cijbkkjkυiρ

)
⇒ w = 0 or 2

(
aυz + biυi

)∂ρ
∂z

= −
(
2aUz + biUi − 2cijbkkjkυi

)
ρ

(w − 1)
(

aβa
∂

∂z
ρ− bibjβakijρ

)
+ 2(w − 1)bikiaρ = 0

⇒ w = 1 or a
∂ρ

∂z
= bibjkijρ

The following trivial cases exist:

1. Let w = 0 (the case of ‘dark energy’), and ρ =
∂ρ

∂z
= 0.

2. Let w = 1 (the case of presureless dust), and ρ =
∂ρ

∂z
= 0.

Both of these cases are degenerate in the sense that the fluid disappears (ρ = 0
and P = 0) and the Einstein-Euler system reverts to vacuum. The following
non-trivial cases also exist:

3. Let w = 1 (the case of presurelss dust), and 2aυz = −biυi (a con-
straint on the fluid velocity ); and

(458) aυz
∂ρ

∂z
= −

(
aUz +

1

2
biUi

)
ρ−

(
bibjkijυz + cijbkkjkυi

)
ρ .

Then, eq. (456) becomes

(459) aυz
∂ρ

∂z
=
(

aUz −
2

3
biUi

)
ρ+

1

3

(
bibjkijυz + 2cijbkkjkυi

)
ρ .

Differentiating the relation 2aυz = −biυi with respect to ~ζ, we obtain

2aUz − biUi = 2bibjkijυz + cij + cijbkkjkυi ,

and substituting to eq. (459), we obtain

(460) aυz
∂ρ

∂z
=
(5

3
aUz − biUi

)
ρ ,

which serves as the equation of continuity, i.e., the equation that
refers to the conservation of energy for the fluid. Returning to eq.

(458) and combining with eq. (460), we can eliminate
∂ρ

∂z
; and, given

ρ 6= 0, we obtain the following equation for the motion of the fluid

2aUz +
9

2
biUi = −bibjkijυz − cijbkkjkυi .
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Comparing this with the derivative of 2aυz = −biυi, we obtain the
following equations

aUz = a
∂υz
∂z

=
15

22
bibjkijυz +

7

22
cijbkkjkυi and

biUi = bi
∂υi
∂z
− 6

11
bibjkijυz −

4

11
cijbkkijυi .

(461)

These equations denote the evolution of the velocity of the fluid.
4. If w is not specified, then

2aυz = −biυi ,
and

(462) a
∂ρ

∂z
= bibjkijρ .

This contribute to eq. (457) yielding

(463) 3aUz − 2biUi = −4bibjkijυz − cijbkkjkυi ;

and, differentiating the relation 2aυz = −biυi, we have

(464) 2aUz − biUi = 2bibjkijυz + cijbkkijυi .

Combining these two, we obtain the following two equations for the
evolution of the velocity field,

aUz = a
∂uz
∂z

= 6bibjkijυz − 2cijbkkjkυi and

biUi = bi
∂ui
∂z

= −10bibjkij + 3cijbkkjkui .

(465)

Also, adding eqs. (463) and (464), we obtain

5

2
aUz −

3

2
biUi = bibjkijυz

and substituting this to eq. (462), we obtain the continuity equation
for the fluid

(466) aυz
∂ρ

∂z
=

5

2
aUz −

3

2
biUi .

2.3. The case of null orbits. Let us go consider now the special case
where a = 0 and the 3−metric on the homogeneous submanifold M is de-
generate. Firstly, we must consider what happens to the components of the
metric and their derivatives, given both γab and cab are singular.

The first evolution equations come from eqs. (84), (85) and (88), (90), (92)
and refer to the derivatives of the components of the metric and its inverse:

(467)
∂βa
∂z

= 0 ,

(468)
∂γab
∂z

= kab ,
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(469)
∂ba

∂z
= 0 and

(470)
∂cab

∂z
= −caicbjkij .

Next, we need evolution equations (and constraints) for the components
of k. Following the same idea, we define

κ = cijkij and Ka
b = caikib .

we can then produce evolution equations and constraints for the derivatives
of the metric.

First of all, given Rzz = 8πTzz, we have the first evolution equation

(471)
∂κ

∂z
= Ki

jK
j
i + 2cikcjlβmβnC

m
ijC

n
kl + 8π(ρ+ P )(υz)

2 ,

Then, from eq. (215), we obtain the second evolution equation

∂Ka
b

∂z
=Ka

iK
i
b + 2φjc

aiβbK
j
i + 4cakβmK

l
aC

m
kl

− 2φic
akcilβbβmC

m
kl + 2cakcilβmβnC

m
biC

n
kl

+ caiWizzb − 4π
(
δab − baβb

)
(ρ+ P )(υz)

2 − 4πcaiβb(ρ+ P )υzυi .

(472)

From Gza = 8πTza, we obtain the first constraint,

3φiK
i
a +

7

2
φib

iβaκ

− 2bkβmK
l
aC

m
kl −

3

2
bkβaK

l
mC

m
kl −

5

2
bnβaκC

m
mn +Kn

mC
m
an − κCmma

+ 4φiφjc
ijβa +

5

2
φic

ikblβaβmC
m
kl − 3φic

inβmC
m
an − 2φic

inβaC
m
mn

+ 2cjkblβmβnC
m
ajC

n
kl −

3

2
cjkblβaβmC

m
njC

n
kl

− 1

2
cikcjlβaγmnC

m
ijC

n
kl

− 7cklβmC
m
nkC

n
al −

7

2
cklβaC

m
nkC

n
ml −

5

2
cklβaC

m
mkC

n
nl =

= 8π
(
(ρ+ P )υzυa + Pβa

)
,

(473)
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and, from Gab = 8πTab, the second one

− 11

2
φib

iγabκ− 3φib
iγaiK

i
b

− 2bnKi
m

(
γaiC

m
bn + γbiC

m
an

)
− 2bnγaiK

i
bC

m
mn

)
+ 2bnκ

(
γamC

m
bn + γbmC

m
an + γabC

m
mn

)
+

1

2
γab
(
− 3bkK l

mC
m
kl + bnκCmmn

)
+ φiφjb

ibjβaβb + 2φib
i
(
φaβb + φbβa

)
+ 3φaφb

+ 2φic
ikbl
(
βaγam + βbγam

)
Cmkl +

5

2
φic

ikblγabβmC
m
kl

− 2φic
in
(
γamC

m
bn + γbmC

m
an + γabC

m
mn

)
+ cikcjlγamγbnC

m
ijC

n
kl +

1

2
cikcjlγabγmnC

m
ijC

n
kl

− 2cjkblβn
(
γamC

n
bj + γbmC

n
aj

)
Cmkl +

3

2
cjkblγabβmC

m
njC

n
kl

− 2ckl
(
γamC

n
bk + γbmC

n
ak

)
Cmnl − 2ckl

(
γamC

m
bk + γbmC

m
ak

)
Cnnl

− 2cklγmnC
m
akC

n
bl +

7

2
cklγabC

m
nkC

n
ml +

5

2
cklγabC

m
mkC

n
nl

− blβmCmanCnbl + bl
(
βaC

m
bn + βbC

m
na

)
− 3CmanC

n
bm − CmmaCnnb =

= 8π
(
(ρ+ P )υaυb + Pγab

)
.

(474)

With regards to the evolution of the fluid, we can go back to eqs. (456)
and (457), which are now rewritten as

(475)
(
2w(biυi + 1)− 2

)∂ρ
∂z

+ 2wbi
(
υiUz + υzUi

)
ρ = 0 ,

and as

(476)
(
wbiυi

∂ρ

∂z
+ wbiUiρ

)
υa +

(
wbiυi

)
Ua = 0 .

Collecting the terms from eq. (476) and assuming υa 6= 0 and Ua 6== 0, we
have

2wbi
(
υi
∂ρ

∂z
+ Uiρ

)
= 0

⇒ w = 0 or ba = 0 or υa
∂ρ

∂z
= −Uaρ

wbiυiρ = 0

⇒ w = 0 or biυi = 0 or ρ = 0

The following cases exist:

1. Let w = 0 (the case of ‘dark energy’), and ρ =
∂ρ

∂z
= 0. This case is

trivial and we can discard it.
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2. Let w = 0 (the case of ‘dark energy’). and υa
∂ρ

∂z
= −Uzρ. From eq.

(475), we obtain

(477)
∂ρ

∂z
= 0 ,

which can serve as the continuity equation; immediately,

Ua =
∂ua
∂z

= 0 .

This case is interesting because it implies a fluid with negative pres-
sure (hence, negative self-gravity) that has a steady and incompress-
ible flow.

3. Let biυi = 0, which results to biUi = 0; thus, both the group-
component of the velocity vector and its derivative with respect to
z (the ‘acceleration’) are either zero or null. Then, the continuity
equation for the fluid is4

(478) υa
∂ρ

∂z
= −Uaρ .

From eq. (475), we obtain

2(w − 1)
∂ρ

∂z
= 0 .

This equation can result to: either w = 1 (the case of dust), or
∂ρ

∂z
=

0 and Ua = 0 (the case of steady incompressible flow). Both cases
are non-trivial in the sense that the fluid does not ‘disappear’; yet,
both of them are remarkably simple, in the sense that the dynamics
of the fluid are well-defined without solving the full Einstein-Euler
system.

4. The case of ba = 0 is not of particular interest. This case would imply
that the null orbits are two-dimensional, whereas the properties of
the theorem 2.1 no longer hold.

Finally, the component of the Weyl tensor evolves as

∂Wabcd

∂z
=4π(1 + w)

(
γab(υz)

2 + βaβb(b
iυiυz + cijυiυj

)
+ βaυbυz

)∂ρ
∂z

+ 12πβaβbw
∂ρ

∂z

+ 4π(1 + w)
(
2γabυz + βaβbb

iυi + βaυb
)
ρUz

+ 4π(1 + w)βaβbc
ijρυiUj + 2π(1 + w)βaρυzUb

− 2π(1 + w)βaβbc
ikKj

kρυiυj .

(479)

4The similarity of this equation to the continuity equation in the Friedman-Robertson-
Walker case is remarkable.
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2.4. A fixed point argument for a general local solution. Once
again, the extension of the results from Chapter 4 on local existence and
uniqueness is trivial. The Einstein-Euler system of eqs. (447), (448), (449),
(450), (451), (452), (460) and (461) - or (466) and (465) can be written in the
form of the Initial Value Problem

∂

∂z
~X(z) = F

(
~X(z)

)
~X(z0) = ~X0

(480)

for z in some interval
[
z1, z2

]
; where ~X =

{
a, ba, cab, γab, kab, ρ, υz, υa

}
and

F the right-hand side of the corresponding equations (which is continuously
differentiable in the interval); and assuming that the initial conditions satisfy
the constraints of eq. (453).

3. Examples

3.1. Bianchi V Ih and III acting on Kasner space-times. The Kas-
ner solutions originally described a spatially homogeneous vacuum space-time
expanding under shear, that can be expressed in the following metric

(481) ds2 = dt2 −
3∑
i=1

t2pi(dxi)
2 ,

where pi three real constants, that fulfill
∑3

i=1 pi = 1 and
∑3

i=1(pi)
2 = 1;

however, these last conditions need not hold apart from the strict case of a
vacuum.

Of course, such a space-time has three Killing vectors at all times; three
translations along the space-like directions,

(482) ~ξ1 =
∂

∂x1
, ~ξ2 =

∂

∂x2
and ~ξ3 =

∂

∂x3
,

for which

(483) L~ξ1g = L~ξ2g = L~ξ3g = 0 .

These isometries constitute a Lie algebra with zero structure constants, i.e. a
Lie algebra corresponding to the Bianchi I real group. However, if we replace
the last one with the following dilation:

(484) ~ξ3 =
1

1− p2

(
t
∂

∂t
+ (1− p1)x1

∂

∂x1
+ (1− p2)x2

∂

∂x2
+ (1− p3)x3

∂

∂x3

)
,

for which

(485) L~ξ3g =
2

1− p2
g ;

consequently, ~ξ3 is a homothety of the spacetime that rescales the metric
accordingly.
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The three vectors, the two translations ~ω1 and ~ξ2 and the dilation ~ξ3, form
a Lie algebra with commutators

(486)
[
~ξ1, ~ξ2

]
= 0 ,

[
~ξ2, ~ξ3

]
= ~ξ2 and

[
~ξ3, ~ξ1

]
= −1− p1

1− p2
~ξ1 ,

or equivalently, they form a Lie algebra with non-zero structure constants

(487) C1
13 =

1− p1
1− p2

and C2
23 = 1 .

This Lie algebra corresponds to the Bianchi V Ih real group, where h =
1− p1
1− p2

;

this group reverts to Bianchi III in the extreme case of p1 = 1 and p2 = p3 = 0
(expansion of the spacetime only along the x1 direction) and to Bianchi V in
the case of p1 = p2 (expansion or contraction along the x1 and x2 directions
is uniform).

Let us consider a vector

(488) ~ζ = a
∂

∂t
+ b

∂

∂x1
+ c

∂

∂x2
+ d

∂

∂x3
,

where a, b, c and d four arbitrary functions of the four coordinates.to be
specified later.

First, we need to show the conditions for these four functions for which

the vector ~ζ commuted with all three generators of Bianchi III group. Taking
the translation along x1, we have[

~ξ1, ~ζ
]

= 0 ,

which leads to

(489)
∂a

∂x1
=

∂b

∂x1
=

∂c

∂x1
=

∂d

∂x1
= 0 ;

and taking the translation along x2, we have[
~ξ2, ~ζ

]
= 0 ,

which leads to

(490)
∂a

∂x2
=

∂b

∂x2
=

∂c

∂x2
=

∂d

∂x2
= 0 .

Both of these mean that the components of the vector ~z are independent of
x1 and x2. Then, taking then translation along x3, that is,[

~ξ3, ~ζ
]

= 0 ,
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which leads to

t
∂a

∂t
+ (1− p3)x3

∂a

∂x3
= a

t
∂b

∂t
+ (1− p3)x3

∂b

∂x3
= (1− p1)b

t
∂c

∂t
+ (1− p3)x3

∂c

∂x3
= (1− p2)c

t
∂d

∂t
+ (1− p3)x3

∂d

∂x3
= (1− p3)d .

(491)

These partial differential equations are independent and integrable as

a(t, x3) = tA
( x3
t1−p3

)
b(t, x3) = t1−p1B

( x3
t1−p3

)
c(t, x3) = t1−p2C

( x3
t1−p3

)
d(t, x3) = t1−p3D

( x3
t1−p3

)
,

(492)

which means that they grow over time along the world-lines x3 = t1−p3 .

Furthermore, requiring that the vectors ~ζ is geodesic, we have

∇~ζ~ζ =a∇∂t
(
a
∂

∂t
+ b

∂

∂x1
+ c

∂

∂x2
+ d

∂

∂x3

)
+ b∇∂x1

(
a
∂

∂t
+ b

∂

∂x1
+ c

∂

∂x2
+ d

∂

∂x3

)
+ c∇∂x2

(
a
∂

∂t
+ b

∂

∂x1
+ c

∂

∂x2
+ d

∂

∂x3

)
+ d∇∂x3

(
a
∂

∂t
+ b

∂

∂x1
+ c

∂

∂x2
+ d

∂

∂x3

)
= 0

(493)

which leads to

a
∂a

∂t
+ d

∂a

∂x3
+

p1
t1−2p1

b2 +
p2

t1−2p2
c2 +

p3
t1−2p3

d2 = 0

a
∂b

∂t
+ d

∂b

∂x3
+ 2

p1
t
ab = 0

a
∂c

∂t
+ d

∂c

∂x3
+ 2

p2
t
ac = 0

a
∂d

∂t
+ d

∂d

∂x3
+ 2

p3
t
ad = 0 .

(494)
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Using the solutions of equations (492), we obtain

∂a

∂t
= A(y)− (1− p3)y

∂A

∂y
and

∂a

∂x3
= tp3

∂A

∂y

∂b

∂t
= t−p1

(
(1− p1)B(y)− (1− p3)y

∂B

∂y

)
and

∂b

∂x3
= tp3−p1

∂B

∂y

∂c

∂t
= t−p2

(
(1− p2)C(y)− (1− p3)y

∂C

∂y

)
and

∂c

∂x3
= tp3−p2

∂C

∂y

∂d

∂t
= t−p3

(
(1− p3)D(y)− (1− p3)y

∂D

∂y

)
and

∂d

∂x3
=
∂D

∂y
,

(495)

where y =
x3
t1−p3

. And, then, substituting to eq. (494), we arrive to

(
(1− p3)yA−D

)∂A
∂y

= A2 + p1B
2 + p2C

2 + p3D
2

(
(1− p3)yA−D

)∂B
∂y

= (1 + p1)AB(
(1− p3)yA−D

)∂C
∂y

= (1 + p2)AC(
(1− p3)yA−D

)∂D
∂y

= (1 + p3)AD .

(496)

Interestingly, “dividing” the second and third equation by the fourth (and
slightly abusing notation), yields

∂B

∂D
=

1 + p1
1 + p3

B

D

∂C

∂D
=

1 + p2
1 + p3

C

D

which can be solved to

(497) B = BoD
1+p1
1+p3 and C = CoD

1+p1
1+p3 ,

for any two real parameters Bo , Co; and substituting these to the first equa-
tion, after dividing by the fourth, one obtains

∂A

∂D
=

1

1 + p3

a

D
+

p3
1 + p3

D

a

(
1 +

p1
p3
BoD

− 2p1
1+p3 +

p2
p3
CoD

− 2p2
1+p3

)
,

This equation, although integrable, leads to a very long and complicated
relation for A and D. However, assuming (without loss of generality) that
Bo = Co = 0, we can easily solve the latter to

(498) A = Ao(1 + p3)D
1

1+p3 .

Then, using the null condition, we can easily obtain

a2 = r2p3d2 ,
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which leads to

(499) A2 = D2 .

From where

(500) D = A
1+p3
p3

o (1 + p3)
1+p3
p3 = const. ;

And

(501) A = A1+p3
o (1 + p3)

1+p3 = const. .

So, eventually, the transversal collineation can be given as

(502) ~ζ = ao(1 + p3)
1+p3t

∂

∂t
+ a

1
p3
o (1 + p3)

1+p3
p3 t1−p3

∂

∂x3
.

Given the result cannot be specified further, we will simply denote the
metric

gzz = g
(
~ζ, ~ζ
)

= 0

gz1 = g
(
~ζ, ~ξ1

)
= 0

gz2 = g
(
~ζ, ~ξ2

)
= 0

gz3 = g
(
~ζ, ~ξ3

)
= a0

(1 + p3)
1+p3

1− p2
t2 + a

1
p3
0

(1 + p3)
1+2p3
p3

1− p2
t1+p3x3

g11 = g
(
~ξ1, ~ξ1

)
= t2p1

g12 = g
(
~ξ1, ~ξ2

)
= 0

g13 = g
(
~ξ1, ~ξ3

)
= (1− p1)x2t2p1

g22 = g
(
~ξ2, ~ξ2

)
=

t2p2

(1− p2)2

g23 = g
(
~ξ2, ~ξ3

)
= x2t

2p2

g33 = g
(
~ξ3, ~ξ3

)
= −t2 + (1− p1)2x21t2p1 + (1− p2)2x22t2p2 + (1− p3)2x23t2p3

(503)

Interestingly, if p2 = p3 = 0 (the Bianchi III case), then D = 1 and
A = 1; whereas, the transversal collineation becomes

(504) ~ζ = t
( ∂
∂t

+
∂

∂x3

)
.
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Then, the metric becomes

gzz = g
(
~ζ, ~ζ
)

= 0

gz1 = g
(
~ζ, ~ξ1

)
= 0

gz2 = g
(
~ζ, ~ξ2

)
= 0

gz3 = g
(
~ζ, ~ξ3

)
= t2 + tx3

g11 = g
(
~ξ1, ~ξ1

)
= t2

g12 = g
(
~ξ1, ~ξ2

)
= 0

g13 = g
(
~ξ1, ~ξ3

)
= 0

g22 = g
(
~ξ2, ~ξ2

)
= 1

g23 = g
(
~ξ2, ~ξ3

)
= x2

g33 = g
(
~ξ3, ~ξ3

)
= −t2 + x22 + x23

(505)

Interestingly, this transition as p2 , p3 → 0, which, on the one hand,
changes the Bianchi group (from V Ih to III) and, on the other hand, changes
non-smoothly the transversal collineation, is another interesting example of a
peculiarity that may emerge under this particular formulation. However, this
case is not directly a problem of the space-time, but merely the manifestation
that a different transveral will be needed if Bianchi III acts instead of Bianchi
V Ih, despite the fact that the action of the former group seems to be derived
smoothly from the action of the latter.

The same problem does not apply if p1 = p2 = 0 and p3 = 1, which is a
simple version of Bianchi V . Then, the transversal simply becomes

(506) ~ζ = 4a0

(
t
∂

∂t
+

∂

∂x3

)
.

Then, the metric becomes

gzz = g
(
~ζ, ~ζ
)

= 0

gz1 = g
(
~ζ, ~ξ1

)
= 0

gz2 = g
(
~ζ, ~ξ2

)
= 0

gz3 = g
(
~ζ, ~ξ3

)
= 4a0t

2
(
1 + 2x3

)
g11 = g

(
~ξ1, ~ξ1

)
= 1

g12 = g
(
~ξ1, ~ξ2

)
= 0

g13 = g
(
~ξ1, ~ξ3

)
= x2

g22 = g
(
~ξ2, ~ξ2

)
= 1

g23 = g
(
~ξ2, ~ξ3

)
= x2

g33 = g
(
~ξ3, ~ξ3

)
= t2

(
− 1 + x21 + x22

)

(507)
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3.2. Bianchi V Ih acting on Gödel space-times. The Gödel space-
time is characterised by pressure-less dust rotating around an axis (here as-
sumed to be x2); the metric is given in a comoving observers coordinate system
as

(508) ds2 =
1

2ω2

[
−
(
dt+ emx1dx2

)2
+ dx21 +

1

2
e2mx1dx22 + dx23

]
,

where ω is the circular velocity of the particles of the fluid, and m is a real
constant. This space-time admits a total of five Killing vectors: three trans-
lations,

(509) ~ξ1 =
∂

∂t
, ~ξ2 =

∂

∂x2
and ~ξ4 =

∂

∂x3
,

and two more

~ξ3 =
∂

∂x1
− x2

∂

∂x2
and

~ξ5 = − 2

m
e−mx1

∂

∂t
+ y

∂

∂x2
+
( 1

m
e−2mx1 − 1

2m
x22

) ∂

∂x2
.

(510)

Of these, we will pick ~ξ1, ~ξ2 and ~ξ3 as a Group that acts freely and regularly
(by isometries, rather than homotheties) on the space-time; these three form
a Bianchi V Ih algebra, since[

~ξ1, ~ξ2
]

= 0 ,[
~ξ2, ~ξ3

]
= −m~ξ2 and[

~ξ3, ~ξ1
]

= 0 ,

(511)

with h = m.
It is not difficult to find a vector that commutes with all three; we consider

the vector,

(512) ~ζ = c
∂

∂x2
+ d

∂

∂x3
,

and we impose that it should commuted with all three generators of Bianchi
V Ih; that is, [

~ζ, ~ξ1
]

= 0 ⇒ ∂d

∂t
=
∂d

∂t
= 0[

~ζ, ~ξ2
]

= 0 ⇒ ∂d

∂x2
=

∂d

∂x2
= 0[

~ζ, ~ξ3
]

= 0 ⇒ ∂c

∂x1
= −mc and

∂d

∂x1
= 0

(513)

Therefore, d is constant (assumed to be d = 1 for convenience) and c =
c0e
−mx1 , where c0 some constant (again, it can be assumed 1 for simplicity).

Demanding that the vector is null, we conclude to

(514) g
(
~ζ, ~ζ
)

= 0 ⇒ 3

2
c20 − 1 = 0 ,
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whereas

c0 =

√
2

3
.

Finally, it is easy to see that it is geodesic. Thus, the null geodesic collineation
in the quotient is

(515) ~ζ =

√
2

3
e−mx1

∂

∂x2
+

∂

∂x3
.

The metric is easily constructed as follows:

gzz = g
(
~ζ, ~ζ
)

= 0

gz1 = g
(
~ζ, ~ξ1

)
=

√
2

3

gz2 = g
(
~ζ, ~ξ2

)
=

√
3

2
emx1

gz3 = g
(
~ζ, ~ξ3

)
= −

√
3

2
mx2e

mx1

g11 = g
(
~ξ1, ~ξ1

)
= 1

g12 = g
(
~ξ1, ~ξ2

)
= emx1

g13 = g
(
~ξ1, ~ξ3

)
= −mx2emx1

g22 = g
(
~ξ2, ~ξ2

)
=

3

2
e2mx1

g23 = g
(
~ξ2, ~ξ3

)
= −3

2
mx2e

2mx1

g33 = g
(
~ξ3, ~ξ3

)
=

3

2
m2x22e

2mx1 − 1

(516)

4. The Existence of Neighbouring Solutions in the Einstein-Euler
System

The first example examined resulted to the possibility of transitioning
from one Bianchi group to another by means of a smooth change of the pa-
rameters of the metric, Moreover, this transition leads to a different transver-
sal collineation, in such a way that the two vector fields are not smoothly
related. This brings up the possibility that space-times that are solution to
the Einstein-Euler system and allow for a Bianchi group to act freely and reg-
ularly can interchange between one another in a non-smooth and pathological
manner.5 The question as of whether these space-times are unique or not is
easy to answer by invoking the Theorem 4.1 proved in the previous chapter.
No further amendment is needed, as the Eintein-Euler system has been stated
as a system of evolution equations in the same manner the Einsteins system
was.

5This transition reminds that of a ‘blue sky catastrophe’ in the context of dynamical
systems.



CHAPTER 8

Conclusions

The work presented in this thesis refers to the application of Bianchi
groups on space-times that are solutions to Einstein’s General Theory of Rel-
ativity. Unlike other similar studies, this one drops the usual assumptions
that:

(1) the Bianchi group acts transitively (thus, admitting at least one fixed
point, or allowing for orbits of dimension other than its own);

(2) the Bianchi group acts by isometries (thus, its generators are Killing
vectors of the space-time); and

(3) the quotient contains at least one vector field orthogonal to the group,
which is used to obtain an orthogonal slicing.

When these assumptions are used, the Bianchi group acts on either space-like
submanifolds (resulting to a time-like quotient) or time-like surfaces (resulting
to a space-like quotient); such cases are well-studied in the literature (for
example, the spatially homogeneous cosmological models result from the first
case, while several inhomogeneous models from the second). Dropping these
assumptions, we face the possibility of a homogeneous submanifold that is
strictly of dimension 3 and whose signature may vary. The assumptions we
impose are that:

(1) the Bianchi group acts freely and regularly (whereas the dimension
of the homogeneous submanifold is 3); and

(2) the Bianchi group acts by homotheties (whereas the metric is not
conserved when “moved” along them).

Under these assumptions, we hope to provide a general framework for the
treatment of space-times that contain one homogeneous submanifold. There
is a certain disadvantage of this course: usual solutions of the Einstein equa-
tions, whose symmetries (either isometries or homotheties) include the gen-
erators of a Bianchi group, are á priori excluded, because the homogeneous
submanifold they yield is of dimension less than 3 - the best example is that of
the Schwarzschild space-time, that contains a two-dimensional homogeneous
submanifold as result of the action of the Bianchi IX group. Nevertheless, we
hope that two advantages of equal importance may exist: On the one hand, a
number of space-times (either ready known or not) is bound to contain homo-
geneous submanifolds whose causal structure is not fixed, neither does it fall
in one of the usual categories (always space-like or always time-like) - an easy
example is the case of homogeneous gravitational waves; these space-times,
despite their apparent similarity with the usual Bianchi space-times cannot
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be studied in that framework. On the other hand, there is a number of solu-
tions (some of them known in the literature) where homothetic vectors play
an important role - the cases of perfect fluids have been studied for many
decades, while the cases of imperfect fluids and of Vlasov matter (particularly
of massless particles) are still largely unexplored); these solutions would also
greatly benefit from the treatment offered in this thesis.

The core of the thesis lies in the proof that such a space-time can al-
ways admit (at least, locally) an appropriate coordinate chart, adapted to the
group and a null geodesic transversal. We prove as a theorem that whenever
a null geodesic vector field exists in the quotient of the group action (one
that is invariant to the group), such a coordinate chart is always possible.
Interestingly, this vector field must be

• invariant to the group, so that it may define a direction in the space-
time independent to the generators of the group;
• geodesic, so that this direction can be defined at any point in the

space-time; and
• null, so that its length does not change when “moved” either along

the group orbits or the transversal.

It is important to stretch out that such a vector field may not exist (or may
not be easy to find) for every space-time on which a Bianchi group acts as
described - in fact, the thesis offers some counter-examples. In this case, a
coordinate chart may still be found, but not by following the steps of this
theorem; moreover, this coordinate chart is likely one that is not adapted to
the group, i.e., it does not contain the canonical coordinates of the group.

Following that, we proceeded by attempting to actually construct such
a space-time, by computing the connection and the curvature tensor of it.
In Chapter 3, we presented these calculations concluding that such a space-
time is possible. The Einstein equations can be decomposed to ‘transver-
sal’, ‘group’ and ‘mixed’ components, as is the case with the (usual and
somewhat simpler) 3+1 formalism; moreoever, we can easily prove (as is
done in the following chapters) that the Einstein equations can always take
the form of an Initial Value Problem with evolution and constraint equa-
tions, whose integrability can be discussed in the usual fashion. There is
though one problem. The removal of the orthogonality condition allows us
to explore situations where the homogeneous submanifold is light-like; how-
ever, the substitution of this condition with that of the null character of
thansveral collineation makes this interesting case a degenerate one. More
specifically, attempting to construct a coordinate chart for a null transversal
and a null homogeneous submanifold, when the coordinates are adapted to
them, makes both the induced metric, its inverse and its derivatives degen-
erate Thus, the Einstein equations take a peculiar form, one in which the
identification of the appropriate Initial Value Problem is not immediate. This
case we treated separately, by employing auxiliary variables and by relying
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to the Bianchi identities to recover any “missing information” about the cur-
vature that is not revealed in the degenerate form the Einstein equations take.

What remains is to prove that these equations indeed admit solutions of
some interest.

We start by exploring the simplest case: vacuum (Ricci-flat) space-times.
In Chapter 4, we consider the case of a vanishing Ricci tensor, where the
Einstein equations take the simplest form. We show that the Einstein equa-
tions are reduced to system of ordinary differential equations, given the fact
that the derivatives of the metric were unspecified in only one direction of
the frame - that of the quotient; the derivatives along the orbits of the group
are constrained by the fact that the group acts by homotheties. In this case,
the Einstein system can take the form of evolution equations and constraints,
that falls under the conditions of the Picard-Lindelöf theorem; as a result, the
existence and uniqueness of solutions is easy to prove, at least locally. This
result was followed by some examples; in particular, two re-parametrisations
of the Minkowski space-time in such a manner that a Bianchi group (Bianchi
I in the first case, Bianchi III in the second) is applied such a way that it
admits at least one homothety (a Lorentzian dilation). For these examples,
we are able to locate the appropriate transversal collineation and specify the
coordinates that adapt to it and the group, thus expressing the metric in its
canonical form.

However, the interesting result that we reached brings forth an additional
peculiarit of our method: the direction found in the quotient that satisfies
the conditions of (i) invariance under the group action, (ii) geodesicity, and
(iii) nullity, is not necessary Hausdorf. More specifically, we find that in one
of the examples (ironically, the simpler one), the quotient contains ‘holes’ as
it approaches certain light-cones. This result seems unnatural and it poses
the following question: are these pathologies a result of our treatment and,
thus, they would vanish when a different coordinate system would be chosen
- or are they an inherent feature of the action of Bianchi groups on pseudo-
Riemannian manifolds? If the case is the former, then it is a regrettable
problem of our methodology (as the canonical coordinates cannot be always
used), but it is a removable one. However, if the case is the latter, then
the framework proposed in this thesis carries the advantage of being able to
identify these pathologies whenever they appear.

Given an exhaustive analysis of these pathologies was not possible within
the limitations of the thesis, we considered the following way to answer this
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question. We considered the case of ‘neighbouring’ solutions; that is, of solu-
tions of a similar Initial Value Problem from different, yet not entirely dissimi-
lar initial conditions. Thus, we proved a theorem stating that such ‘neighbour-
ing’ solutions result to solutions that share the results of the original one (so-
lutions with similar, even if not identical features).1 As a result, such a ‘patho-
logical’ situation (for example, a non-Hausdorf quotient, or a non-unique quo-
tient) is not an isolated event, but may exist in many possible space-times
that follow our construction. This is not a conclusive answer as to whether
these ‘pathologies’ are actual topological features of the space-times; but, it
definitely points to the existence of many such cases for different solutions.

The following chapters are, to some extent, repetitive of the analysis of
Chapter 4, but with different (and progressively more complicated) matter
models being considered. The common features in all situations is that all
the matter models chosen can inherit the symmetries of the space-time; that is,
their evolution along the group orbits can be constrained by the homotheties
of the space-time. This simplifies the situation analytically to (more or less) an
extended version of the vacuum solutions we have examined. Essentially, all
these matter models lead to a similar Initial Value Problem, whose evolution
equations are strictly ordinary differential equations. Hence, the two theorems
proved in Chapter 4 (the existence and uniqueness one by Picard and Lindelöf,
and the ‘extended stability’ one) can be used almost unaltered.

Chapter 5 is concerned with the case of the Einstein-Klein-Gordon system,
where the source of the Einstein equations is a scalar field. In this case, it
is proved that the kinetic term and the potential of the scalar field inherit
the symmetries (i.e., the homotheties) of the space-time and, by extent, the
evolution equation of the scalar field (the Klein-Gordon equation) reduces to
an ordinary differential equation as well. This makes the system integrable
locally in the same manner that the Einstein system is. Interstingly, such a
scalar field may take very specific forms (e.g., its potential is either zero or en
exponential), yet it is not always free in the usual sense; although it is ‘free’
in the sense that it is restricted along the group orbits, the very fact that the
group acts by homotheties allows the kinetic term and the potential to grow or
shrink sufficiently to make this ‘free’ scalar field dynamic rather than constant.
The examples considered are derived from the work of Carot and Coligne in
the Wainwright B − ii space-times and allow for one counter-example, where
a transversal collineation that meets the requirements of theorem 2.1 cannot
be found.

Following, the case of the Einstein-Maxwell system was also examined in
Chapter 6, where the course of the Einstein equations is a free electromagnetic

1This is a result that mimics similar stability results , proving that solutions of the
same Initial Value Problem, albeit with perturbed initial conditions will converge to the
same solution. However, in a certain extent, it generalises this notion of stability, as its
scope is not to show that solutions converge, but that they share similar characteristics.
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field. In a mirroring way, it is proved that the Faraday tensor inherits the sym-
metries (i.e., the isometries) of the space-time and that restricts the behaviour
of its derivatives - and, consequently, the form of the Maxwell equations. Once
again, the ‘freedom’ of the electromagnetic fields should be perceived as rel-
ative, as the symmetries inherited are homotheties, therefore the strength of
the electromagnetic field may grow or shrink as it propagates along the orbits.
The stress-energy-momentum tensor for an electromagnetic field is ‘attached’
to the Einstein equations and the specific form of the Maxwell equations is
considered; it is not surprising that these were proved to be ordinary differen-
tial equations as well and, thus, that the Picard-Lindelöf theorem also applies
here, guaranteeing local existence and uniqueness of solutions. We also ex-
amine a particular example, that of the Ehlers-Kundt plane-wave space-time,
usually invoked to describe electromagnetic or gravitational waves propagat-
ing in an ‘empty’ Universe. The study of the example and the attempt to
construct a metric also reveals a number of ‘pathogenic’ issues in the spirit of
those revealed in Chapter 4; as a result, we can simply extend the theorem
proved there to show that such ‘pathogenies’ may exist in many space-times
that are solutions to the Einstein-Maxwell system under our foliation, given
their initial conditions are close to the example mentioned.

Finally, in Chapter 7, we considered the case of the Einstein-Euler system,
where classical baryonic fluids may be used as a source for the gravitational
field. It is also proved that the matter-energy density and the isotropic pres-
sure of the fluid, as well as the observer’s velocity inherit the symmetries (i.e.,
the homotheties) of the space-time. This result leads to the consideration of
the barotropic equation of state (required to close the system of differen-
tial equations); it is proved (in accordance to the literature and the energy
conditions) that only the linear barotropic equation is possible, whereas the
pressure is always proportional to the matter-energy density. Following this,
we can show that the equations for the fluid are also written as a set of or-
dinary differential equations and, by extent, the Einstein-Euler system falls
also in the premises of the Picard-Lindelöf theorem. As a result, proving the
existence and uniqueness of solutions is trivial. The example of the Kasner
and the Gödel space-times in the presence of some perfect barotropic fluid are
examined; finding a precise vector field in the quotient may prove difficult, but
it exists in all cases examined. Interestingly, the case of the Kasner universes
provides several examples that seem to emerge naturally as the values of the
exponents p1, p2 and p3 change smoothly; nevertheless, what is observed is
that the transversal vector field does not change smoothly with them, but
undergoes ‘jumps’ as we move from one Bianchi group to another. This can
be considered a case of ‘pathology’, therefore the theorem of similar neigh-
bouring solutions is still valid here; yet, unlike the case of Bianchi I acting on
the Minksowski space-time in Chapter 4, this ‘pathology’ is likely the result
of our choice of trasversal, rather than an inherent feature of these solutions.
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This work seems to open several possibilities, as the advantage of the
methodology proposed is that it can deal with a number of solutions of General
Relativity that cannot be treated under the usual 3+1 formalism. Indeed,
there is a serious disadvantage, that cases with group orbits of dimension less
than 3 cannot be treated; but, we should not see this as restricting. We can
see that the advantages are such that specific cases can be treated in a much
simpler way if this methodology is adopted.

One possible continuation that could show the benefits of this work is the
exploration of gravitational wave space-times. In the present thesis, we re-
visited the Ehlers-Kundt solution, which refers to plane waves in an ‘empty’
universe. However, more examples of homogeneous gravitational waves (that
travel along light-like homogeneous submanifolds) may be possible - for exam-
ple, waves that propagate with spherical, cylindrical, etc. fronts. Moreover,
we could focus on cases of gravitational waves that propagate through matter;
or cases of interaction between gravitational waves, or between gravitational
and electromagnetic waves. Although some of these cases have been examined
in the literature, revisiting them may be important, given the recent advances
of Gravitational Wave Astronomy. This exploration may be also be important
from a purely theoretical perspective as well, as dealing with light-like homo-
geneous submanifolds appears as one of the main advantages of our method.
Of course, this would imply a further discussion of the degenerate case; but,
such a discussion is possible as the main points have been already stressed out
and the system of equations can still be written as an Initial Value Problem.

Another possible continuation of this work, that can also exploit the ben-
efits stemming from its methodology, lies in the field not examined here, yet
which served as the original inspiration of the thesis. When the work started,
we hoped to examine the Einstein-Vlasov system under this foliation - and,
maybe, to extend the study to the Einstein-Boltzmann. The case of massless
particles, in particular, seems very promising, as they would allow for homo-
thetic generators of the group dictating the homogeneity of the space-time;
this could even be related to the question of Penrose’s Conformal Cyclic Cos-
mology, where one ‘universe’ is conformally rescaled to the next, when it has
met its ‘thermodynamic death’. Given the many shortcomings of the work
(and the limitations of time, space and effort), these systems were not con-
sidered. Nevertheless, these systems are of greater interest, since they are not
(always) reducible to systems of ordinary differential equations (the presence
of integrals in the Vlasov or Boltzmann equations being part of the problem;
also, the difficulty in constraining all particles in motion along the orbits of
the group in the Einstein-Boltzman case); hence, the existence and unique-
ness of solutions cannot be proved trivially by means of the Picard-Lindelöf
theorem, but must be sought in each case separately. The question of whether
similar ‘pathologies’ exist in these cases is also of interest; but, this too can
only be answered after the stability of solutions has been proved.

The same can be true for the case of imperfect fluids - the full Einstein-
Euler system. In the present work, we treated the case of perfect fluids, but
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other works (using the 3+1 formalism) have already examined the case of im-
perfect fluids, that include non-isotropic pressure and energy flows. However,
the question of the existence and the role of homothetic vectors in solutions
with imperfect fluids has remained largely unexplored; as a result, tilted and
self-similar solutions for spatially homogeneous or inhomogeneous cosmologies
with an imperfect fluid have been rarely (if ever at all) considered. Given our
methodology emphasises on the existence of at least one homothetic vector
in the symmetry group, we could attempt a generalisation of the works pur-
sued by Eardley, Wainwright, Carot, and others in the previous decades, by
extending the scope to imperfect fluids. In a similar manner, the case of the
Einstein-Maxwell-Euler system can also be examined.

The last possible continuations come to highlight an interesting possi-
bility for the proposed framework. Both the Einstein-Vlasov (or Einstein-
Boltzmann) system, particularly with massless particles, and the Einstein-
Euler system with imperfect fluids are attempts to a more detailed and real-
istic description of the universe - especially of earlier stages, where

• the behaviour of the matter may have not been as simple as perceived
in more recent stages; and
• the currently observed, very small inhomogeneities and anisotropies

may have been large enough to violate the Cosmological Axis.

Such situations have been examined so far by means of the simple action
of the Bianchi groups on the space-time (where the generators are isome-
tries and the homogeneity is restrained to space-like or time-like submani-
folds with an orthogonal transversal) and have yielded interesting theoret-
ical and empirical results. It is a good question to what extent the pro-
posed methodology can offer an extensive counter-proposal to this literature.
The prospect of examining in detail whether solutions that model the ear-
lier stages of the universe are plausible and whether they can lead us to the
currently observed stage is a fruitful one and should definitely be examined.

Another interesting continuation is the pursue of global existence. We
know this cannot be true always, as some of the examples considered present
problems, or do not posses a maximally extended geodesic spray (thus, con-
taining potential singularities). However, it would still be interesting to ex-
amine some of these cases - particularly in the Einstein-Maxwell and the
Einstein-Euler cases; the consideration of the joint case of Einstein-Maxwell-
Euler may also consist a continuation of our research.

Finally, the extension of this work to the case of conformal motions can
also be considered. But, one should be too careful in undertaking such a task,
as (we fear) the inherent difficulties might prove greater than the anticipated
benefits.
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