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The U.S. electron ion collider will utilize high current electron and ion storage rings with many bunches
and large rf systems. Because of the dissimilarity of the two rings, the rf transients created by gaps or
variations in the current distributions will be very different in the two rings. These transients cause a shift in
the synchronous phase of the beams as a function of rf bucket position, can impact the luminosity through
shifts in longitudinal position of the IP, will affect the performance of the rf and LLRF control loops, and
may require significant rf power overhead to control. A machine design that uses superconducting crab
cavities will also have sensitivity to gap transients and synchronous phase variations along the bunch train
with variations in crab cavity voltage seen by each bunch, since the high Q of the crab cavities precludes
modulating them to compensate for the time of arrival shifts caused by the gap transients in the main rf
systems. All these effects make the problem of managing gap transients crucial to the operation of the EIC.
This work presents methods to study the dynamics of the rf and LLRF systems for these heavily beam
loaded facilities. An illustrative machine design example is presented and used to investigate the expected
magnitudes of the rf gap transients, and exploration of various possible remedies to match the gap transients
in the two dissimilar EIC rings. In addition to the study of the power required and gap transients, this work
also estimates longitudinal coupled-bunch instabilities due to the baseline cavity fundamental impedance.
The work is motivated to emphasize the importance of tools and methods to estimate these effects as part of
the early design phase of the Electron-Ion Collider or any high current storage ring design.
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I. METHODOLOGY

The design and operation of heavily beam loaded
circular accelerators requires care in the design and set
up of the rf accelerating systems, and often requires
complex LLRF systems to manage the stability of the
beam as well of the rf system itself [1–3]. These methods
usually use feedback techniques to regulate the cavity fields
and to control the interaction of the machine impedances
with the circulating beam [4–6]. Typical fill patterns require
gaps in the populated bunches for ion clearing or mitigation
of electron-cloud effects or for practical injection/extraction
kicker systems. These beam gaps give rise to periodic

transients in the rf system. For collider facilities, the
management of these gaps and gap transients has great
impact on the matching of the synchronous phases of the
intersecting bunches, which impacts the z location of the
luminous region. This in turn can cause luminosity loss
depending on the IP lattice details. Several of the new
facility designs incorporate crab cavities as a method to
level or increase luminosity, and the gap transients, with
associated shifts in synchronous phase, can also have
very significant impacts on the effectiveness of the crab
cavity systems.
In this work we study a strawman EIC machine design

using time domain and frequency domain simulation
methods. These tools have been developed to be easily
adaptable to various EIC machine designs, and our moti-
vation is to highlight important design choices and chal-
lenges in the rf and LLRF systems. This example design
study is based on a parameter set from the highest energy
Jefferson Lab EIC design proposal: a 10 GeVelectron ring
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and a 200 GeV hadron ring [7–9]. This illustrative case
shows the techniques and methods that are applicable to the
general class of high beam current colliders using both
superconducting and normal rf technology. The resulting
models have been used to explore and evaluate a range
of possible mitigation techniques for the gap transient
asymmetry and develop tools to estimate coupled-bunch
instabilities driven by the cavity fundamental impedance.
Because the EIC must operate over a wide range of center
of mass energies there will be many other cases being
proposed, and they too will need to be estimated and
evaluated as part of the EIC machine design studies.
The coupling of the beams and the rf systems is non-

linear, and the technical implementations of the LLRF
regulating loops often have nonlinear behavior, such as
klystron saturation, etc. To study, model and optimize these
LLRF, rf and beam systems several simulation methods
have been developed. In this work we use a time-domain
simulation method that was originally developed for PEP-II
[10–12] and subsequently expanded for high-current oper-
ation in PEP-II [13,14], and study of the LHC and HL-LHC
machines [15].
To evaluate possible gap transient effects, and the impact

of LLRF and rf system design choices and technical
characteristics, we use a time-domain simulation that has
block models representing the rf cavities, rf power stages,
the essential LLRF system loops, and a dynamic descrip-
tion of the bunches (determined by the ring lattice
momentum compaction, the effective rf cavity voltage as
sampled by the bunch and the equations of synchrotron
motion). As this is a time domain simulation, it is possible
to include nonlinear behavior of a power stage, to include
harmonic cavities, to implement limiters or saturating
elements in the LLRF systems, or to include other system
elements that might be in a practical system. For this work
the simulation sub-blocks and topology models have been
adjusted to model the EIC rings and possible rf and LLRF
technology. The rf systems are represented by macro-
cavities, so that N identical rf stations can be represented
by 1 macrocavity with N times the rf voltage. If there are
stations with different configurations (e.g., 2 cavities per
klystron and also 4 cavities per klystron) each type of rf
station configuration requires a separate macrocavity sys-
tem. Similarly, if there are harmonic cavities, they must be
included to represent the actual total voltage seen by the
beam. In the simulation, all of the rf elements are linked
through a common beam current represented by macro-
bunches. The number of macrobunches is a simulation

parameter selected to have adequate frequency domain
representation of the effects possible in the system band-
width, e.g., for studies of low frequency beam modes the
beam can be modeled by a reduced number of macro-
bunches. For this EIC study of gap transient effects the ring
beam pattern is replicated exactly (i.e., the number of
macrobunches is equal to the number of planned bunches in
the EIC), to achieve an accurate representation of the gap
transient system behavior.
Three different strategies were investigated to mitigate

gap transients in this EIC scenario: a “traditional” LLRF
feedback system (optionally including a one-turn feedback
and/or a feedforward); local bunch intensity modulation by
the introduction of double intensity bunches at the begin-
ning or end of the bunch train; and a modulation of the
cavity voltage reference. They are respectively described
in Secs. II–IV. The resulting rf power requirements and
interaction point (IP) time-shift are used as performance
metrics to compare these schemes. Section V presents
estimates of the longitudinal coupled-bunch instabilities.
Section VI explores the impact of physical facilities with
large separations between rf power stages and the beam line
cavities, which results in longer round-trip signal delays in
feedback signal paths. Finally, Section VII presents poten-
tial complications due to non-ideal behavior of components
and suggests necessary future work as part of further
development of the EIC rf systems. A verification of the
models and simulations is included in Appendix.
Table I shows the ring and rf system parameters used in

this study, including the particle energy Eo, the total gap
voltage V tot, the cavity loaded quality factor QL, the bunch
length σz, and the average beam current IDC.

II. LLRF FEEDBACK

A. Direct feedback loop

Figure 1 presents a block diagram of a possible LLRF
and rf system topology that implements four possible
feedback paths between the cavity system, the beam,
and the LLRF processing through the high power klystron.
The path labeled “direct feedback” represents a low
bandwidth integrator which sets overall DC operating
points, as well as a wide band loop which counteracts
the voltages generated by the beam current in the cavity
impedance, effectively reducing the impedance seen by the
beam. The “one-turn feedback” is a periodic comb filter
with high gain at the revolution harmonics, which acts to
reduce the impedance at the synchrotron sidebands around
the revolution harmonics within the direct loop bandwidth.

TABLE I. Example ring and rf system parameters used in this study.

Ring Eo (GeV) V tot (MV) Ncavities R=Q Qo QL frf (MHz) frev (kHz) σz (mm) IDC (A) Nbunches

e ‐ 10 19 24 217 31 × 103 5170 476.4 128.3 13.7 0.26 864
Ion 200 57.6 24 208 8 × 109 28600 952.8 128.3 32 0.75 864
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Finally, a “feedforward” path is shown, which can use a
beam current signal derived from a pickup to generate
a correction signal within the loop. Choosing which of
these techniques to implement, and what effectiveness, or
drawbacks each brings, is the task of the LLRF and rf
system designers.
To highlight these options, we first implement a simple

LLRF system model with a loop delay of 320 ns. This
delay estimate is consistent with a facility where the rf
power systems are located close to the beam line compo-
nents. A direct feedback loop is modeled (Fig.e 1), this is a
broadband feedback path. The direct loop gain and phase
are set to achieve a 10 dB gain margin and at least 45°
phase margin. The direct loop acts to lower the cavity
impedance seen by the beam, much in the same way that
feedback around an amplifier reduces the output imped-
ance. In this first study a linear and unsaturated klystron
is simulated.
The gain of the loop is limited by the total loop delay-

bandwidth product [6,16] and the necessary gain and phase
margins for stability of the direct loop. The loop bandwidth
is≈500 kHz. These simulations use 320 ns total loop delay,
which reflects achievable delays if the klystron power
stages and cavity systems are located with approximately
24 meters (one-way) of waveguide/cable separation, a
klystron group delay of 100 ns and a signal processing
group delay of 20 ns. Waveguide and cable delays can be
significant if the rf power stages are located remotely from
the rf cavities on the beam line. The PEP-II implementation
had 460 ns loop delay, while the LHC implementations
achieved 650 ns loop delay. It will be an important aspect
of the EIC rf system design to understand the tradeoffs
in locations of klystron power stages, support equipment,
and the cavity systems in the machine tunnel against the
performance of the LLRF impedance control. These effects
are explored in Sec. VI.

Figures 2 and 3 show the simulation results of the beam
synchronous phase transient in the electron ring and ion
ring for the baseline direct loop case. The beam pattern
consists of two bunch trains of 432 bunches each, with two
gaps (269 ns long each). Every fourth bucket is filled in
the electron ring and every eight in the ion ring (bunch
spacing of 8.4 ns). In these examples the rf cavity detuning
has been selected to minimize the average (over a turn) rf
reflected power.
The time offset at the IP is defined as the difference in

arrival times of the colliding bunches, which equals the
difference between the transients in the two rings. The time
offset can be converted to a z-vertex offset by multiplying
by c=2. The IP time offset is seen in Fig. 4, and shows a
peak-to-peak value of 2.4 ps and a standard deviation of
0.82 ps (1 degree at 476 MHz is about 6 ps). Note that there
is a nonzero mean value. Since the LLRF cannot perfectly
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FIG. 1. Block diagram of the topology of the rf and LLRF
system studied. FIG. 2. Electron beam synchronous phase transient.

FIG. 3. Ion beam synchronous phase transient.
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compensate the beam loading, the mean beam phase
slightly differs from the stable phase for each ring. The
required klystron power for this case is shown in Fig. 5.

B. One-turn feedback loop

This base case can be improved through the use of
another LLRF feedback loop. As seen in Fig. 1, a one-turn
feedback (OTFB, also called a comb loop) system is added
to improve performance. This loop is a periodic structure
that implements gain at multiples of the revolution fre-
quency, acting to reduce the impedance seen by the beam
near the revolution frequency sidebands around the rf
fundamental. The OTFB has a gain of 10 at the revolution
sidebands and a two-sided bandwidth of 1.3 kHz. Figures 6
and 7 present the electron and ion ring gap transients for
these cases, The difference between the ring synchronous
phases is shown in Fig. 8. The IP shift peak-to-peak time

FIG. 4. IP time offset with direct loop feedback.

FIG. 5. Klystron power with direct loop feedback.

FIG. 6. Electron beam synchronous phase transient.

FIG. 7. Ion beam synchronous phase transient.

FIG. 8. IP time offset with one-turn feedback.
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offset has been reduced to 1.8 ps and the standard deviation
to 0.31 ps. The required rf powers are shown in Fig. 9.
As expected, there is a tradeoff between beam transient
reduction and transient klystron power.
These results are for a LLRF and rf system with 320 ns

group delay and the LLRF loop phase and gain optimized
for transient response and stability. The klystron model in
these cases is ideal, with infinite bandwidth. A realistic
klystron bandwidth of 4 MHz was also evaluated in the
simulation to evaluate any negative effects. Introducing the
klystron bandwidth does not change the performance of
the direct and one-turn feedback systems. This is expected,
since the beam transient is already filtered by the closed
loop cavity response, which has a much smaller bandwidth
(≈500 kHz) than the klystron.

C. Feedforward

Similar to the rf feedback, this technique injects a
correction (error) signal into the LLRF summing node
before the klystron input [6,17]. This feedfoward signal is
derived from a separate measurement of the beam current
rather than the cavity voltage. It can thus measure the beam
current and compensate the voltage it generates in the cavity
directly through the klystron path. The feedforward signal is
derived from filtered measurements of the beam current
through a suitable longitudinal pickup, sampled, and con-
verted to a modulated signal at the rf frequency. This signal is
then delayed 1 turn with phase equalization. The effect is to
drive a transient through the rf power stage that cancels the
beam current component generated in the cavity. The direct
and OTFB loops still function for signals within the closed-
loop bandwidth, providing impedance control at the syn-
chrotron sidebands around the revolution frequencies.
An ideal feedforward system would perfectly cancel

the beam transient, behavior that is confirmed in the
simulations. However a realistic feedforward system will

be limited by the klystron bandwidth and the beam
pickup signal to noise ratio. Initial simulations for the
EIC example show that even with a 5% uncertainty error on
the demodulated in-phase and quadrature components of
the beam pickup signal, the resulting transient has a peak-
to-peak time offset of about 0.42 ps and a standard
deviation of about 0.10 ps.
Applying the 4MHz klystron bandwidth slightly reduces

the performance and introduces very small transients in the
klystron power (Figs. 10 and 11). The peak-to-peak time
offset is now 0.09 ps (dominated by the initial and final
transients) and the standard deviation is less than 0.01 ps.

D. Summary of direct, one-turn delay,
and feedforward implementations

Table II summarizes the results for the various LLRF
architectures. The simple direct feedback loop achieves
acceptable performance. The rms offset at the IP is

FIG. 9. Klystron power with one-turn feedback. FIG. 10. IP time offset with feedforward.

FIG. 11. Klystron power with feedforward.
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improved by more than a factor of two with the addition of
the OTFB. Using a feedforward system instead of the
OTFB leads to even higher performance.
The cost is of course peak klystron power, since sharper

transients are required. In the electron ring case, the power
does not change much, since the cavity loaded quality factor
QL is low and about half of the power goes to the beam
(131 kW). In the ion case, there is much higher sensitivity to
sharp transients and the peak power increases significantly.
For the final EIC design, it will be necessary to establish

peak-to-peak and rms IP time offset specifications for any
proposed interaction region design. It will then be possible
to assess the effectiveness of the various approaches.

III. BUNCH INTENSITY MODULATION, E.G.,
DOUBLE INTENSITY BUNCHES

Another method that has been explored is to adjust the
stored charge adjacent to the gaps to try to minimize the gap
transient, or to give it a particular shape. A “fill pattern
modulation” scheme was suggested for the ALS by John
Byrd et al. in 2002 [18]. Double intensity bunches can be
injected before or after the gap, so that the average current
within the cavity bandwidth is the same throughout the
ring. D. Teytelman evaluated this approach and measured
the phase transients in the ALS and in BEPC-II with such a
modulated fill pattern [19,20].
The suggested beam pattern for the EIC ion ring is

shown in Fig. 12. The first 31 bunches on each train have
double the intensity.
As expected, there is significant improvement with this

scheme. For the scenario with the direct loop on, but
without OTFB or feedforward, the rms beam phase is
reduced from 2.4 to 0.31 ps. The peak-to-peak variation is
reduced from 7.6 to 1.1 ps, as shown in Fig. 13. The phase
of the double intensity bunches is not shown, since these
bunches do not collide and thus do not contribute to
luminosity. The initial steep transient corresponds to the
double intensity bunches. The performance is almost
identical if the double intensity bunches are placed half
at the beginning and half at the end of the bunch train.

On the other hand, this scheme cannot work with a
OTFB or feedforward system, since the peak power
required during the double intensity transient would be
enormous and in a practical implementation would result in
saturation of the power stages. This is not necessarily a
problem if the gap transient reduction through a direct loop
is sufficient, so that these additional OTFB or feedforward
systems would not be necessary (or helpful).
However the lifetime of these higher intensity bunches,

and maintaining the desired current profile, may be
challenging from an operational standpoint even with
top-up injection. The practical application of this scheme
might be limited by beam lifetime from Touschek scatter-
ing and other loss mechanisms in the higher intensity
bunches. This situation would require top-off to maintain

TABLE II. IP offset and klystron power for various LLRF
configurations. Direct loop is on for all four cases. FF is off for
the OTFB case. OTFB is off for the FF cases.

IP offset
pk-pk
(ps)

IP offset
σ (ps)

Peak power
electrons
(kW)

Peak power
ions (kW)

Realistic
Delay

2.4 0.82 261 248

OTFB 1.8 0.31 272 314
FF with
pickup noise

0.42 0.10 >500 >500

FF with 4 MHz
klystron BW

0.09 0.01 264 414

FIG. 12. Nominal and double intensity beam patterns (ion ring).

FIG. 13. Beam phase in the presence of double intensity
bunches (ion ring).
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fill uniformity for the electron ring, this might not be
possible in the ion ring. The double intensity bunches will
also have different betatron tunes since they might not
interact with the other beam at the collision point (no beam-
beam effects), or they might be in collision with double
intensity bunches in the other ring. It may be very
challenging to find operational parameters that will give
stable tunes for both the normal and double intensity
bunches, especially for the highest current configurations.

A. Masking the error signal

This scheme can be further improved by masking the
cavity error signal (the input to the cavity reference
summing node) corresponding to any empty and/or double
intensity buckets. This approach, which is a variant of the
gap-feedforward method employed in PEP-II [21], keeps
the large error signals generated during the gap intervals
from saturating the rf power stages. In the PEP-II imple-
mentation, the rf reference signals in the gap were modu-
lated via a transient cancellation reference. This periodic
transient was computed via a slowly adapting low-pass
filtered version of the klystron drive (rejecting the large
periodic static error but still providing closed loop AC
gain). This approach does not fight the gap transient, it
keeps the LLRF and rf systems from saturating trying to
correct the gap transient.
For this EIC study, we explore another idea. In this

“mask the transient” approach, during the gap interval the
feedback error signal is clamped or masked, and the rf drive
signal to the klystron comes from the low bandwidth
integrator of the LLRF system. Outside of the gap interval,
the feedback error signal is applied to the summing node,
this error signal path then provides the necessary loop gain
for the regulation. In the time domain, this masking is a
rectangular multiplication by 1 during the filled portion of
the turn, multiplication by zero in the short gap. This is a
multiplication by a rect function in the time domain, so in
the frequency domain the beam-cavity derived signals are
convolved with a sinc weighting function. As the filled
bunches are most of the turn, the sinc is narrow in
frequency, so it acts to slightly widen the impulselike
signals at the revolution harmonic frequencies. In terms
on impact on the feedback, there is no rolloff of gain across
the operating band.
The figure explores the use of these gap error masking

for a case of the ion ring with 31 double intensity bunches
in the beginning of each bunch train, with the nominal
direct loop gain applied outside of the gap interval. As seen
in the figure, the performance is much improved with
respect to maximum klystron power and variation of
synchronous phase. The beam phase is now essentially
constant (less than 0.01 degrees rms). Figure 14 shows the
resulting cavity phase. The klystron power is now also
effectively constant at 245 kW, as seen in Fig. 15.

IV. CAVITY REFERENCE PHASE MODULATION

Another approach to minimize the differential IP shift
from variations in synchronous phase due to gap transient
effects is to modulate a cavity phase reference signal to
drive the gap transient shape to better match the transient
in the other ring. In [22], it was shown that the cavity
reference voltage Vref could be modulated to minimize
klystron power (the cavity voltage Vcav and klystron current
Ig have the same phase). A variant of this reference
modulation scheme could be used to control the differential
synchronous phase transients, while reducing the klystron
power requirements. In this scheme the differential is
minimized, however there remain transient impacts on
Vcav such that it is modulated significantly in amplitude,

FIG. 14. Cavity phase voltage with and without error signal
masking.

FIG. 15. Klystron output power with and without error signal
masking.
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so there would be concomitant variations in synchrotron
tune for each bunch along the turn.
As shown in [22,23] for the case of constant cavity

voltage, the cavity phase modulation that minimizes the
klystron power is given by

φðtÞ ¼ −Δωopt

Z
t

t0

ibðuÞ − IDC

IDC
duþ φðt0Þ ð1Þ

where IDC is the average the beam current, and ibðtÞ is a
scalar representing the beam current modulation. The
constant φðt0Þ is a “free” parameter as power does not
depend on a constant phase shift of the cavity phase. But
this must be constrained to keep all cavities in phase (for a
given ring), and retain the collision point at the detector
center. As shown in [24], Δωopt is the optimal cavity
detuning given by

Δωopt ¼ −
ωrfR=QFbIDC sinðϕbÞ

Vcav
ð2Þ

where Fb is the relative bunch form factor [25], ϕb is the
beam stable phase (electron machine convention), and ωrf
is the rf angular frequency.
As shown in [23], the constraint on the cavity voltage

results in excessive required power when the stable phase
differs from π=2. Therefore, a tradeoff exists between some
modulation of the cavity voltage and the available rf power,
for the electron ring. This tradeoff should be explored once
the rf power budget is finalized.
The performance of this scheme depends on the ability to

impose the reference voltage. The LLRF feedback system
will need sufficient gain at the first revolution harmonic
(frev ≈ 128 kHz) to assure that the cavity voltage tracks the
modulated reference. The OTFB will help since it adds gain
at the revolution harmonics.
The optimal klystron power should be in the order of

255 kW for the electron ring (131 kW for the beam, 93 kW
dissipated in the cavity wall, 31 kWof reflected power) and
242 kW for the ion ring (all of it reflected, since there
is almost no power dissipated on the cavity and the beam).
As an alternative approach, it might be possible to adjust rf
station and beam parameters (R=Q, IDC, Vcav) to achieve
the same modulation on both rings so that the bunches
collide at the IP.

A. Optimal phase modulation estimate

Figure 16 shows the phase modulation that minimizes
the klystron power for each ring, using the default rf station
parameters.
One challenge with this approach is that if the beam loss

is significant during the fill and asymmetric between the
two rings, the reference phase modulation will have to be
adjusted during the fill to keep the transients matched.

FIG. 16. Optimal phase modulation for both rings.

FIG. 17. Phase modulation with R=Q adjustments.

FIG. 18. Phase modulation with electron ring beam filling
pattern adjustments.
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B. Matching the two rings

In the previous section, the phase references were
adjusted with the goal of minimum klystron power.
These modulations can also be applied to minimize the
differential phase transient for the two rings through
choices of R=Q, IDC (add bunches in the electron ring),
or Vcav. A combination of these adjustments is of course
possible too. They are investigated individually here though
to develop some intuition on the range of the necessary
changes through each approach.
As discussed in Sec. IVA, if the beam loss is significant

and asymmetric between the two rings, rf parameters will
have to be adjusted during the fill to keep the transients
matched.

C. R=Q adjustments

The phase modulation is proportional to R=Q, so the
electron ring R=Q should be increased and that for the ion
ring should be reduced. An identical phase modulation is
reached for an ion cavity R=Q of 166 and an electron R=Q
of 259 (they were adjusted by 42), as shown in Figure 17.
The change does not have to be symmetric, so different
pairs of R=Q values can be investigated. In fact, there is
probably less flexibility on the electron ring R=Q value.

D. Vcav adjustments

The phase modulation is inversely proportional to Vcav.
An identical phase modulation can also be achieved by a
�22% change in the cavity voltage. A lower voltage will be
needed for the electrons (648 kV) and a higher for the ions
(2.9 MV). This choice of operating points has an impact on
the synchrotron tunes and the bunch lengths.

E. Impose electron transient on the ion ring

A modification of the cavity phase reference modulation
scheme would involve imposing the electron ring gap
transient on the ion ring phase reference. The electron
ring transient could be continuously monitored and then
used to actively adjust the modulation of the ion ring
reference. This modified scheme has the added advantage
that it is minimally affected by beam current changes due to
beam loss and colliding particles, as it tracks any modu-
lation or unique form of the electron ring phase transient,
over time and uses this as an error signal to force the ion
ring to follow symmetrically.

F. Electron ring beam filling pattern adjustment

The phase modulation has a linear relationship to the
integral of the instantaneous current. It is thus possible to
decrease the ion ring modulation by changing the ion ring
beam filling pattern (reducing the gap length). Adding 11
bunches in the end of each train in the ion ring also results
in very reasonable matching of the modulations, as shown
in Figure 18. The feasibility of this scheme will depend on

the rise time of the abort kicker. As mentioned in Sec. III,
there is also a concern that any noncolliding bunches
(e.g., the extra filled buckets in the ion ring) will not
experience a beam-beam tune shift from colliding with a
corresponding electron bunch, and these extra bunches will
be at different betatron tunes (fragmenting the beam tune
footprint), with potential lifetime reductions. In PEP-II this
was attempted but had an operational impact of poor
lifetime for the noncolliding bunches and was operationally
challenging [27].

G. IP time of collision shift

All three adjustments from the methods above will result
in approximately the same beam synchronous phase
modulation, thus removing any modulation of the z
position of the collision point. On the other hand, the
phase modulation will in turn lead to a modulation of the
collision time with respect to the rf master oscillator. This
shift is plotted in Fig. 19. This may have significance for
any detector elements which need to measure time of flight
relative to the rf oscillator rather than collision time.
It should be noted though that the peak-to-peak excursion
is about 12 ps, compared with an rms bunch length of 40
and 107 ps for the electron and ion ring respectively.
Additionally, this shift is known and reproducible, so a
modulated triggering signal could be generated for the
detectors. The possible impact of this collision time
shift vs bucket position on the crab cavity systems is
discussed below.

H. Effect on crab cavity systems

The KEKB collider was the first machine to explore
crab cavity systems as a means to increase luminosity
[28,29], and several facilities are exploring their potential
use [30]. The KEKB QL was 108 [31]. Consistent with
these examples, the EIC crab cavities would use a very

FIG. 19. Collision time shift due to reference phase modulation.
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high QL. As a result, it is not possible for the fields in the
crab cavity to track the quick modulation imposed on the
accelerating cavities without applying huge amounts of
power. On the other hand, keeping the crab cavity voltage
constant leads to loss of synchronization between the crab
cavity and beam phase; and thus imperfect crabbing. For
the HL-LHC, the modulation is small and the luminosity
loss is acceptable [32]. Similar calculations should be
conducted for the EIC as the machine conceptual design
matures and estimates for the lattice functions and crab-
bing magnitude are available. Since the EIC bunch length
may be much smaller than the HL-LHC, the luminosity
loss will probably be even smaller than in the HL-LHC.
The EIC situation is a bit more complicated though since
the two rings will have different crabbing voltages, β�
values at the crab cavity etc., so the same phase modu-
lation could possibly lead to different transverse offsets
for the colliding bunches.

V. COUPLED-BUNCH INSTABILITIES

The stability of the beams is critically determined by the
impedance seen by the beam and the damping mechanisms
present. The motion of the beam system is usually studied
and represented by a set of even fill eigenmodes, which is a
Fourier decomposition of the beam motion into normal
modes. Effectively, the beam samples the impedance seen
at the synchrotron sidebands around each rf harmonic,
repeating this sampling going up to very high frequencies
as determined by the bunch length. In the frequency
domain, the stability of each mode l is determined by
the difference between driving and damping impedances,
plus considerations of damping due to synchrotron radia-
tion or the action of an external damping (feedback)
system. The modal growth rates are given by:

σl ≈ −dr þ
ηqIDC

2EoToωs
R
� X∞
p¼−∞

ωZkðωÞe−σ2zω2=c2
�

ð3Þ

where σl is the growth rate of mode l, ZkðωÞ is the cavity
impedance, dr is the synchrotron radiation damping rate, η
is the slip factor, To is the revolution period, ωs is the
synchrotron angular frequency, c is the speed of light, σz
the bunch length, and ω ¼ ðpN þ lÞωrev þ ωs, with ωrev
the ring revolution frequency andN the number of bunches.
These equations use the macroparticle model and apply to
the electron ring. For the ion beam, these equations provide
an approximation to the more exact expressions presented
in [33,34].
This summation over frequencies acts to fold all the

impedance effects down into the single band of modes
spanning half the rf frequency spaced by the revolution
frequency. This sampling of impedances is a function of fill
pattern, so that filling every bucket, or every other, or every
third, etc. generates different unstable modal patterns [35],

the modal structure of uneven fills has been used by
Prabhakar to improve beam stability thresholds [36].
The driving impedances can be within the rf cavity

bandwidth (due to the large impedance of the cavity
fundamental), from higher order modes within the rf cavity,
and also from external resonators in the ring (from vacuum
chamber structures, etc.). Any source of impedance may
drive beam instabilities.
The bare cavity fundamental impedance has a natural

bandwidth (typically higher Q for superconducting sys-
tems), but the action of the direct loop spreads this
impedance out over a wider bandwidth. As such, and
due to the low revolution frequencies of the EIC machines,
the effective impedance of normal-conducting cavity-
LLRF systems (as used in PEP-II), can drive instabilities
at many revolution harmonics (coupled-bunch modes). The
action of the direct and one-turn (comb) feedback loops
reduces the impedance seen by the beam at the synchrotron
sidebands, helping reduce growth rates. The residual
growth from impedances driving instabilities must then
be controlled with feedback signals acting through the rf
and LLRF systems and through dedicated broadband
feedback kicker systems. It is possible to take advantage
of the rf and LLRF system to implement the control on
modes within the cavity bandwidth as these high power
components have the greatest power within the necessary
bandwidth [37].
Even superconducting rf cavity systems as applied to

high current machines with low revolution frequencies,
can have coupled-bunch instabilities. Since the cavities will
have aQext of ≈ 100;000, whereas the revolution frequency
is ≈128 kHz, they will mostly drive mode -1. This can be
mitigated via the action of the direct and one-turn delay
feedback systems. Superconducting cavities also tend to
have lower R/Q for HOMs.
Coupled-bunch instability control systems can mitigate

the HOM driven instabilities with correction signals in a
special wide-band kicker and power stage. Such systems
have been used before in multiple machines [38–41].
The cavity and feedback models were used to estimate

the open and closed loop cavity impedance for the EIC
example implementations. Coupled-bunch instability
growth rates driven by the cavity fundamental impedance
were then computed for the uniform fill (every bucket)
case. Figures 20, 21 show the results for the 10 GeV
electron ring (0.26 A) and the 200 GeV ion ring (0.75 A)
respectively. The synchrotron radiation damping rate dr is
156 s−1 for the electron ring and effectively zero for the ion
ring at these energies.
These figures correspond to a simulation of a LLRF

architecture with a direct feedback (with the delay and
gains estimated earlier), but without a OTFB. The results
suggest the electron ring is already stable in closed loop.
The effectiveness of the impedance control through the
direct loop would be reduced if the loop delay were
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increased, and this also must be studied as the machine
conceptual design, with proposed klystron and cavity
layouts, is maturing. The impact of a longer loop delay
is investigated in Sec. VI.
For the ion ring, mode -4 has a slow positive growth rate

of 155 s−1. This growth rate will be further reduced by a
factor of 5 to 10 through the action of the one-turn
feedback. The resulting growth rate (16–31 s−1) is orders
of magnitude smaller than the synchrotron frequency
of 6000 Hz, so it can be easily controlled through a
dedicated bunch-by-bunch longitudinal feedback system.
Alternatively, stability can probably be achieved through
manipulations of the LLRF parameters. Such a scheme—
which exchanges loop stability margin for beam stability—
was used in the last PEP-II run [13,14]. It should be noted
that the growth rates for the modes outside the closed loop
bandwidth do match the synchrotron radiation damping

rates of 156 and 0 s−1 for the electron and ion ring
respectively, as expected from Equation (3).
Similar studies are required for the lower energy and

higher beam current EIC configurations. These configura-
tions will be more challenging from a coupled-bunch
instability perspective, since the beam current is higher,
the energy is lower, and the synchrotron frequency is lower.
All three factors lead to increased growth rates, so a careful
sensitivity analysis on LLRF parameters should be con-
ducted to determine stable operational points.

VI. IMPACT OF LOOP DELAY

The studies in this paper have been based on a 320 ns
loop delay, which is achievable if the rf power stages are
located relatively close to the beam line components. This
assumption is not appropriate if the facility design is based
on an existing tunnel and civil engineering from an earlier
machine, which did not incorporate rf feedback techniques,
and where the rf power systems may have been located in a
surface building for maintenance and operational reasons.
This was the case for the PEP-II facility, which was
constructed in the original PEP-I tunnel with existing
surface rf power stage buildings and electrical feeds.
To explore the impact of the longer delays, we study the

earlier case for the proposed electron ring, but with a
1000 ns loop delay. This study implements the direct loop
but not the OTFB or feedforward. The gain of the direct
loop is reduced proportionally to the increase in delay, to
satisfy the direct loop’s stability requirement. To compare
the cases, we use the same gain-delay product in the two
cases, so they have similar loop stability margins.
The impact of the reduced direct loop gain on growth

rates is seen in Fig. 22. For the 320 ns case, all modes are
very well damped, but for the longer delay mode -2 is
marginally stable, and the stability of mode -1 is greatly

FIG. 20. Growth rate estimates for 10 GeV electron ring.

FIG. 21. Growth rate estimates for 200 GeV ion ring.

FIG. 22. Growth rate estimates for 10 GeVelectron ring for 320
and 1000 ns delays.
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reduced as well. If the current were increased in this
example the modes would become unstable. Figure 23
shows the delay impact on the gap transients for the
nominal 0.26 A fill in the two train pattern used in earlier
sections. The synchronous phase transients for the cases are
not very different in amplitude, though they have different
temporal characteristics reflecting the change in the tran-
sient response of the closed-loop system. Unlike the impact
of the growth rates, the longer delay has smaller signifi-
cance for the synchronous phase transients. The form of
this transient would change more if the cavity filling time,
and bunch train length, changed significantly.

VII. POTENTIAL COMPLICATIONS

These various ideas which impose current variations
among the bunches in a ring rely on the desired currents and
bunch populations being maintained during injection and
operation. But there are very real physical effects which
might make the operation with double intensity bunches in
some buckets very challenging. For example, Touschek
scattering losses will be greater for these higher intensity
bunches, so their lifetime will be lower. In the case of ideal
top-up injection the desired current distribution would be
maintained as currents are lost and restored. The achievable
performance of the top up and injection system should be
realistically estimated, and the simulations run with current
distributions reflecting probable variations in operation.
These current variations from realistic injections will
impact the effectiveness of the various schemes resulting
in shifts of the IP and modulations on the gap transients. It
is likely that the operational lifetimes with losses out of
some of the buckets will generate modulations in the gap
transients and IP shifts.
The operation of any of these schemes assumes some

consistent behavior of the power stages. Historically, the

linearity and small-signal bandwidth of the LLRF and
power (klystron) stages has been seen to have enormous
impact on the effectiveness of the impedance control loops.
In operation, the dynamic range of the signal path requires a
large signal delivering power to the cavity and beam, while
also providing faithful replication of the small sideband
modulations at the synchrotron sidebands (which provide
the impedance control). These small sidebands can be
80 dB or more below the carrier (power signal) level. If the
klystron or other signal elements have nonlinear character-
istics, the small-signal gain can be very different from the
large-signal gain at the operating point. The nonlinear
behavior of the various rf signals can easily fold informa-
tion from an upper sideband to a lower, and vice versa [42].
The technical implementation of these signal processing
systems can be very challenging in terms of required
linearity and dynamic range. One challenge for the system
designers is that very few of these system components are
tested by manufacturers with the types of dynamic signals
required for use in accelerator operation. The designers
must do significant prototyping and testing to quantify
possible performance of hypothetical architectures, and
then use these simulation tools, with realistic imperfections
included, to then estimate the likely performance of the
accelerator. This requires skill and time to converge on a
practical implementation [43].
Another practical consideration is that the physical

system is composed of multiple rf stations, each with
unique characteristics and imperfections. In operation, each
station is uniquely configured to an operating point, and the
behavior of each station is not identical. The superposition
of all these unique system responses is what determines the
beam stability, gap transients, noise, etc. There may be
operational needs to run the accelerator with a parked rf
cavity or with a klystron not delivering power. For these
cases the remaining rf stations have to make up the
necessary rf gap voltage, and the dynamics of the beam
and stations will be different. Parking two identical
unpowered cavity systems in perfect symmetry above
and below the revolution harmonic cancels the impedances,
but in real world systems the residual impedance from the
parked cavities adds another periodic transient to the
synchronous phase, which is again reflected in an IP shift.
These operational situations must also be estimated and
understood as part of the design and optimization of the
accelerator. The operational management of such large
complex systems, with many individual power systems
each requiring unique configuration and care taking to
maintain operational state should be considered in the
design and cost estimation for the new facility.

VIII. SUMMARY, CONCLUSIONS,
AND FUTURE STEPS

These initial studies give us confidence that solutions
do exist for the example case. The developed tools can be

FIG. 23. Gap transient estimates for 320 and 1000 ns delays.
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adapted to evaluate various EIC machine designs and
implementations. The methods used here are generally
applicable to study more cases, and it is important to
continue this evaluation as the EIC design evolves and
various new rf configurations and ring parameters are
proposed.
We have explored conventional LLRF feedback using

well proven techniques such as OTFB, feedforward, and
phase modulation, and the studies show acceptable phase
transients and matching between the rings so that the
bunches collide at the IP with some predictable periodic
variation in arrival time and with acceptable klystron
power. Fill pattern modulation offers the promise of almost
complete cancellation of the transient for most of the turn
and reduced klystron power, and has been demonstrated
experimentally in several rings. How practical it will be on
a daily basis and how well it can be maintained over a long
store with two very different beams has yet to be deter-
mined, however with full energy top-off of the electron ring
and flexible bunch formation schemes in the ion ring it will
be worth considering in many cases.
Note that in this study the maximum number of cavities

was installed in each ring, but the electron ring current was
limited by synchrotron radiation power. There are other
cases at lower energy but higher current where the electron
ring transient is stronger. These cases should be studied in
more detail in the future and may require the development
of further new techniques to control the system.
More techniques exist to mitigate or match the gap

transient effects. For example, the coupling factor and the
cavity QL can be adjusted to better match the transients in
the two rings. These additional techniques will be inves-
tigated once the EIC design has matured.
The models to date do not include any realistic

engineering-level imperfections and these impacts need
to be estimated as part of the formal conceptual design
report (CDR). For this baseline study, we have adopted
conventional feedback schemes and sized the klystron
power accordingly. Care will be needed to understand and
control the coupled-bunch modes driven by the detuned
fundamental mode impedance. Initial studies indicate
that these growth rates should be similar to those seen
in PEP-II and KEK-B and should be controllable by
feedback systems, but more detailed studies are needed.
The operation of the PEP-II LER was extremely chal-
lenging at the ultimate 3.2 A current, and this experience
can guide the necessary simulation of a high-current EIC
ring and LLRF system design. Understanding the trade-
offs between the stability of the LLRF feedback loops
themselves, and the stability of the low-order coupled-
bunch beam modes is another topic required as part of
the formal CDR effort [14]. The HOM driven instabilities
are not studied in this paper, and these effects must be
studied in the design and estimation of necessary all-mode
coupled-bunch feedback systems.

The authors believe the most useful path forward to
continue these studies is to develop a generally applicable
tool set of longitudinal dynamics simulation models, and
flexibly configurable LLRF models. A LLRF and rf system
design tool set could be used to compare the evolving
facility designs, help optimize the rf systems and opera-
tional performance, maximize luminosity and minimize
rf power costs. As the LLRF topologies are explored,
engineering-level models of LLRF functions, including
realistic imperfections, nonlinearities, noise floors, etc. can
be added to this tool set, and would be very valuable for the
detailed system design and optimization of practical engi-
neered systems. These tools would be of general use to the
accelerator community in consideration of high current
circular facilities of the future and upgrades to existing
machines.
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APPENDIX: SIMULATION AND MODEL
VERIFICATION

The model and simulation were validated by com-
paring the system rf parameter sensitivity to theoretical
expressions.

1. Steady state

To test the cavity, klystron, and coupler models in steady
state, the klystron power was investigated as a function of
cavity and coupler parameters (detuning and QL) for the
electron ring. To achieve a steady state in the simulation, a
uniform beam pattern current was used (no gap or structure
in the fill). The number of particles per bunch was reduced
to achieve the desired average beam current. As shown
in [24], the generator current Ig is given by

Ig ¼
�

Vcav

2ðR=QÞ
�

1

Qext
þ 1

Q0

�
þ IDCFb cosðϕbÞ

�

− i

�
IDCFb sinðϕbÞ þ

VcavΔf
frfðR=QÞ

�
ðA1Þ

where Qext is the cavity external quality factor, Q0 is the
unloaded cavity quality factor, Δf is the cavity detuning,
and frf is the rf frequency. The loaded cavity quality factor
is given by
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1

QL
¼ 1

Qext
þ 1

Q0

:

The average klystron power is given by

Pg ¼
1

2
ðR=QÞQextjIgj2: ðA2Þ

The average klystron power dependence onQL is shown
in Fig. 24 for a detuning of zero, an R=Q of 217,
V ¼ 790 kV, IDC ¼ 0.26 A, and Fb ¼ 0.9907. There is
very good agreement between the simulation and theory.
The optimal power of 248 kW is achieved for a QL
of 9,100.
The cavity detuning was then manually adjusted in the

model. The tuner loop, which automatically adjusts detun-
ing to minimize peak klystron power, was switched off. The
QL was set to 5,200. Using Eq. (A2) it is possible to
calculate the average klystron power for different detuning
levels. Figure 25 compares the simulated and calculated
average klystron power, again showing good agreement.
Since the beam loading over a turn is low and constant,
there is not a significant dependence on the detuning.
From [24], the optimal cavity detuning Δfopt which

minimizes the average klystron power is given by

Δfopt ¼ −
frfR=QFbIDC sinðϕbÞ

Vcav
ðA3Þ

The optimal detuning for the parameters above is
−12.9 kHz, in agreement with the result shown in Fig. 25.

2. Transient behavior (beam loading)

The studies above validate the steady state behavior of
the model and the accurate depiction of the klystron, cavity,
and coupler. To validate the transient behavior of the model

as well, a single bunch train of 432 bunches at 1.467 × 1010

electrons per bunch was then injected into the cavity in the
absence of feedback. The klystron was set at a constant
level to maintain the desired cavity voltage. For this study
the beam does not circulate, instead a single transient
for the cavity-rf system is excited by the bunch train. The
simulation continues in time to capture the full transient,
allowing the cavity to return to equilibrium.
For a detuning of zero, the steady state induced voltage

(i.e., for a uniform beam pattern) is given by

V ind ¼ IpeakFbðR=QÞQLe−jϕb

where Ipeak is the rf component of the instantaneous beam
current.
Therefore, the cavity voltage after the arrival of a bunch

train is

FIG. 24. Average klystron power with QL. FIG. 25. Average klystron power with detuning.

FIG. 26. Cavity voltage transient due to beam loading.
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VcavðtÞ ¼ Vo þ V ind − ðV indÞexp−t=τF

where τF ¼ QL=ðπfrfÞ is the cavity filling time. The cavity
voltage returns to its nominal value with the same time
constant τF.
Figure 26 shows these theoretical expressions and the

simulated cavity voltage. Once again, there is very good
agreement between theory and simulation.
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