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Abstract: The nonogram is a logic puzzle where each cell should be colored or left blank

according to row and column clues to reveal a hidden picture. This puzzle is known as

an NP-complete combinatorial problem characterized by an exponential increase in the

number of candidate solutions with increasing puzzle size. So far, some methods have been

investigated to address these challenges, including conventional line-solving techniques,

integer programming, and neural networks. This study introduces a novel Harmony

Search (HS)-based approach for solving nonogram puzzles, incorporating problem-specific

operators designed to effectively reduce the solution search space and accelerate con-

vergence. Experimental results obtained from benchmark puzzles demonstrate that the

proposed HS model utilizing a clue-constrained random-generation operator significantly

reduces the average number of iterations and enhances the solution-finding success rate.

Additionally, the HS model integrating an initially confirmed cell-scanning operator ex-

hibited promising performance on specific benchmark problems. The authors think that

the nonogram puzzle can be a good benchmark problem for quantum computing-based

optimization in the future, and the proposed HS algorithm can also be combined with

quantum computing mechanisms.

Keywords: nonogram puzzle; optimization; harmony search

MSC: 05-08

1. Introduction

The nonogram is a type of logic puzzle in which the goal is to complete a specific

pattern by filling cells based on given row and column clues. This puzzle is known to be an

NP-complete problem [1]; thus, as the puzzle size increases, the number of possible patterns

grows exponentially, leading to a rapid increase in the computational burden required to

find solutions. For instance, a 10 × 10 puzzle has 2100 = 1.27 × 1030 candidate solutions,

whereas a 15 × 15 puzzle has 2225 = 5.39 × 1067 possible solutions, demonstrating an

incomparably larger complexity.

Previous research has addressed solving nonogram puzzles through various tech-

niques, including line-solving methods [2], depth-first search algorithms [3], dynamic

programming combined with exhaustive search [4], local inference step sequences [5],

modified genetic algorithms (CGA and IGA) [6], Taguchi-based genetic algorithms [7],

chronological backtracking algorithms [8], integer linear programming (ILP) [9], neural

networks [10], and physical card-based zero-knowledge proof protocols [11].

The present study proposes three optimization models based on the Harmony Search

(HS) algorithm to solve the nonogram puzzle. The HS algorithm is a phenomenon-

mimicking optimization technique inspired by the improvisational process of musicians
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creating harmonious notes [12]. It probabilistically explores solution spaces without relying

on gradient information, thus providing the advantage of applicability to non-differentiable

functions [13]. Moreover, HS is characterized by relatively few algorithm parameters, sim-

ple implementation, easy coding, and fast convergence [14], making it suitable for solving

diverse engineering, computing, and medical optimization problems [15].

Examples of such applications include steel bridge design [16], urban drainage plan-

ning [17], vehicle routing with time windows [18], generative AI-based vehicular net-

working [19], unmanned surface vessel scheduling [20], forest monitoring [21], energy

autonomy of greenhouses [22], large language model (LLM) prompting [23], cryptograph-

ing [24], robotics [25], cloud computing-based multi-objective optimization [26], bone age

estimation [27], cognitive impairment detection [28], alcoholic EEG signal detection [29],

lung nodule detection [30], mammography-based cancer detection [31], and RNA multiple

sequence alignment [32]. Also, HS has been applied to recreational problems, including

tour routing [33], music composition education [34], fine art volume cognition [35], Tetris

puzzles [36], and Sudoku puzzles [37].

The objective of this study is to apply the HS algorithm with a couple of problem-

specific operators to the nonogram, providing another way to solve the puzzle. Although it

appears to be a recreational mathematical problem, this combinatorial problem might be

utilized as a benchmark problem for quantum computing, where each cell (binary variables)

can denote a qubit and the relationship between cells can denote quantum entanglement.

The contributions of this study are summarized as follows:

1. Proposal of Novel HS-based Approaches:

This study proposes two novel problem-specific operators tailored to the characteristics

of nonogram puzzles, demonstrating the effective applicability of the Harmony Search

(HS) algorithm to nonogram-solving.

2. Initially Confirmed Cell-Scanning Operator:

The authors introduce an operator that efficiently reduces the search space and ac-

celerates early-stage convergence by identifying and fixing cells whose states can be

definitively confirmed at the initial phase of puzzle-solving.

3. Clue-Constrained Random Generation Operator:

A random generation operator strictly adhering to row clues is proposed, signifi-

cantly enhancing the validity of candidate solutions. This approach substantially

reduces the search space, thereby dramatically decreasing computational burden and

iteration counts.

4. Extensive Experimental Validation:

Through extensive experimental evaluations using diverse benchmark nonogram

puzzles, the authors validate that the proposed operators effectively improve the

performance of the HS algorithm. Particularly, the Clue-Constrained Random Gen-

eration operator demonstrates high success rates and rapid convergence, even in

complex puzzles.

5. Benchmark for Quantum Computing Applications:

The authors suggest the Nonogram puzzle as a valuable benchmark problem for

future quantum computing-based optimization research and propose the potential

integration of the developed HS algorithm with quantum computing mechanisms.
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2. Problem Definition and Optimization Modeling

2.1. Problem Definition of Nonogram

In a Nonogram puzzle, numerical clues for each row are presented in the leftmost

column, referred to as “row clues”. Similarly, numerical clues for each column are provided

in the topmost row, defined as “column clues”.

Row clues are typically separated by spaces. For instance, in Figure 1, the clue for row 1

is represented as “1 1”, indicating two separate occurrences of a single black cell. Conversely,

row 5 displays the clue “3”, indicating one group of three consecutive black cells.

                   
 

 

           
         

                           
                         

                 
                             

                               
                           

 

 

                     

                                 
                             
                   

 

                     

                             
                       

 

                   

Figure 1. Example of a 5 × 5 size nonogram puzzle.

The clue “1 1” for row 1 implies that within the five-cell row, there must be exactly two

black cells, each separated by at least one white cell. Consequently, there are six possible

configurations for this scenario, as illustrated in Figure 2.

                   
 

 

           
         

                           
                         

                 
                             

                               
                           

 

 

                     

                                 
                             
                   

 

                     

                             
                       

 

                   

Figure 2. Possible combinations when the row clue is “1 1”.

Meanwhile, the clue “3” for row 5 indicates that there must be three consecutive black

cells. Therefore, there are three possible configurations, as shown in Figure 3.

                   
 

 

           
         

                           
                         

                 
                             

                               
                           

 

 

                     

                                 
                             
                   

 

                     

                             
                       

 

                   Figure 3. Possible combinations when the row clue is “3”.

Examining the six configurations for the clue “1 1”, it can be observed that, when

superimposing all configurations, the first column has a black cell in only three out of six

cases; the second column has a black cell in just two out of six cases; the third column has a

black cell in just two out of six cases; the fourth column has a black cell in just two out of
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six cases; and the fifth column has a black cell in just three out of six cases. Thus, neither a

definite black nor white cell can be confirmed from these cases.

In contrast, when reviewing the three possible configurations for the clue “3”, it

becomes evident that the third column consistently has a black cell in all configurations.

Hence, given the clue “3”, the third column can be conclusively determined as black, while

the colors of other columns remain uncertain.

In this manner, by iteratively evaluating clues for each row and column and filling

in confirmed black or white cells, new information progressively emerges. Consequently,

cells that were initially indeterminate with the given clues become gradually resolvable.

Repeated application of this evaluation process across all rows and columns ultimately

leads to reducing the search space for the nonogram puzzle.

2.2. Optimization Modeling

In order to solve a nonogram using optimization algorithms such as HS, it is necessary

to formulate an optimization model consisting of two essential elements: a group of

decision variables and an objective function.

Decision variables in this study are defined using a series of binary encoding, repre-

senting black cells as 1 and white cells as 0. Each row is represented as one decision variable.

For example, if row 1 has the configuration shown in Figure 4, the decision variable has a

value of 10100.
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Figure 4. Board situation with a decision variable value of 10100.

This study defines the objective function as the number of clue violations. Thus, the

smaller the better. This error-scoring function quantifies the difference between the current

solution and the given clues. In the situation illustrated in Figure 4, the decision variable is

10100. For scoring, this binary representation must be translated into a clue-like format,

indicating the number and sequence of consecutive black cells separated by white cells.

The above example translates to “1 1”, exactly matching the given clue, thus yielding an

error score of 0.

Meanwhile, in the scenario depicted in Figure 5, the given clue is “3”, whereas the

decision variable is 10110.
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Figure 5. Board situation with a decision variable value of 10110.

Converting this variable into clue format results in “1 2”. The error calculation com-

pares the clue-based decision variable with the given clue as follows:

1. Calculate the error between the first value “1” of the converted decision variable and

the first given clue “3”.

2. Calculate the error between the second value “2” of the converted decision variable

and the second given clue (0 because there is no second clue).

Sum these two differences to obtain the total error. Thus, in this example, the total

error score is calculated as |1 − 3|+|2 − 0|= 4 .

This error calculation is performed separately for each row, from row 1 through the

final row n. Similarly, errors are computed and accumulated for each column from column

1 through column m. The final value of the objective function is the sum of all row and

column errors. In other words, the objective function measures the deviation between the
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provided row and column clues and the current solution after converting the solution into

clue-like formats.

Formally, the objective function for an N × M board is expressed as:

Error score =
N

∑
i=1

Ri

∑
j=1

∣

∣

∣
ryij − rxij

∣

∣

∣
+

M

∑
i=1

Ci

∑
j=1

∣

∣

∣
cyij − cxij

∣

∣

∣
(1)

Here, ryij denotes the j-th clue provided for the i-th row. For example, if row 3 has

clues “3 1”, then ry31 = 3 and ry32 = 1.

Similarly, rxij represents the j-th clue derived from the i-th row of the current solution.

If the third row’s decision variable is 101101, it translates into clues “1 2 1”, yielding

rx31 = 1, rx32 = 2, and rx33 = 1.

The term Ri is the maximum of the number of clues provided for the i-th row and the

number of clues derived from the decision variable. In the above example, the given clue

for row 3 (“3 1”) consists of a total of two clues, while the decision variable (“1 2 1”) has a

total of three clues; thus, R3 is 3, the larger value.

Likewise, cyij represents the clues given for the i-th column, with i being the column

index and j the clue number, analogous to ryij. Similarly, cxij represents the clues derived

from the current solution, obtained by reading columns in binary code format. The term Ci,

analogous to Ri, denotes the larger number of clues between the given column clues and

those derived from the current solution.

3. Harmony Search Algorithm and Its Variants for Nonogram

3.1. Overview of the Harmony Search Algorithm

The HS algorithm is a meta-heuristic inspired by the improvisational process of musi-

cians creating harmonious melodies. HS mainly comprises the following three operators:

• Random Selection: Generates entirely new random solutions to increase search diversity.

• Memory Consideration: Selects elements from existing solutions stored in the harmony

memory (HM) to create new solutions.

• Pitch Adjustment: Slightly modifies solutions from harmony memory to enhance local

search around existing solutions.

The optimization procedure of the HS algorithm is briefly summarized as follows:

1. Initialization (Step 1): Hyperparameters are established, and the harmony memory is

initialized, usually with random solutions.

2. Improvisation (Step 2): New solutions are generated to improve harmony memory,

probabilistically combining the three main operators (Random Selection, Harmony

Memory Consideration, and Pitch Adjustment) based on hyperparameter settings

from Step 1.

3. Evaluation (Step 3): The newly generated solutions are evaluated using the objective

function, assigning scores to each new harmony.

4. HM update (Step 4): If the new solution’s score is better than the lowest-scoring

solution currently in harmony memory, the new solution replaces the worst one in the

harmony memory.

5. Termination or Repeat (Step 5): If the termination condition (usually a maximum

number of iterations) is not satisfied, return to Step 2 and repeat the process of solution

generation, evaluation, and harmony memory update. Once the termination condition

is satisfied, the best-scoring solution in the harmony memory is returned as the

final solution.
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3.2. Harmony Search Variants for Nonogram

This study proposes two variants of the HS algorithm, on top of original version [38],

to be adapted for the nonogram problem.

3.2.1. Basic Version (Version A): This Version Utilizes Only Three Basic Operators (Random
Selection, Memory Consideration, and Pitch Adjustment) of the Original HS Algorithm

• The operator of Random Selection generates random binary sequences of 1 s and 0 s

equal to the number of cells per row. For example, for a problem with a column size of

5, a randomly generated solution might look like 11001.

• The operator of Memory Consideration randomly selects one solution from HM and

adopts one of its decision variable values for generating a new harmony.

• The operator of Pitch Adjustment slightly modifies a solution selected via HM Consid-

eration by flipping one randomly chosen bit (changing 1 to 0 or 0 to 1).

3.2.2. Initially Confirmed Cell-Scanning Version (Version B)

In Version B, the algorithm initially scans all rows and columns to identify cells that

can be definitively confirmed as either black (1) or white (0). These confirmed cells are

fixed in advance, after which the HS algorithm applies the three operators described in the

basic version.

More specifically, for a puzzle with board size N, having clues X1, X2, . . . , Xn for

a given row or column, the number of initially confirmed cells is calculated using the

following formula:

n

∑
m=1

Max

(

Xm −

(

N − (n − 1)−
n

∑
k=1

Xk

)

, 0

)

(2)

Figure 2 is based on the ‘single-line solving’ method, the most common technique used

for solving nonogram puzzles. The ‘single-line solving’ method, described in Section 3 of

reference [39], determines whether a specific cell can be definitively confirmed as black

based solely on the clues of a single row (or column). This approach involves comparing

the total value of all clues, including mandatory gaps, to the board size.

This is reflected in Equation (2) as N − (n − 1) − ∑
n
k=1 Xk, where n − 1 represents

the number of mandatory gaps between n clues, and ∑
n
k=1 Xk denotes the sum of all clue

values. Thus, subtracting these from the board size N, the value N − (n − 1)− ∑
n
k=1 Xk

becomes the criterion for judging the existence of cells that can be definitively determined

within the line. For instance, if this value is 3, it implies that the number of confirmed cells

corresponds to the amount by which each clue exceeds 3.

In other words, Equation (2), expressed as Max(Xm − (N − (n − 1)− ∑
n
k=1 Xk), 0),

means comparing each clue value Xm to the value N − (n − 1)− ∑
n
k=1 Xk; if positive, it

indicates that confirmed cells exist within the respective clue. Equation (2), formulated in

this way, sums the number of confirmed cells for all clues in the corresponding line.

For example, as illustrated in Figure 6, for a board size N = 10 and a single clue X1 = 3,

it follows that ∑
n
k=1 Xk = 3. Thus, N − (n − 1)− ∑

n
k=1 Xk = 10 − (1 − 1)− 3 = 7
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Figure 6. Example where the column size is 10 and the clue is given as “3”.

After calculating (board size − required spaces − sum of clues), any clue value greater

than this result indicates cells that can be definitively confirmed. In this context, if any clue

exceeds 7, corresponding cells can be confirmed. However, since the clue value 3 is smaller

than 7, no cells can be confirmed in this specific scenario.
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This formula intuitively represents the intersection of cells obtained by placing clues

without unnecessary spaces both from the far left and from the far right, thereby confirming

any overlapping black cells.

Applying this logic to the “3” clue example in Figure 7, filling three cells from the

leftmost and rightmost positions results in no overlapping cells; thus, no cells are confirmed.
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Figure 7. Process of identifying confirmed cells when the board size is 10 and clue is “3”.

Another scenario, illustrated in Figure 8, has two clues: “4” and “3”.
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Figure 8. Process of identifying confirmed cells when the board size is 10 and clue is “4 3”.

Placing these clues without extra gaps from the leftmost and rightmost positions,

respectively, results in overlapping colored cells in columns 3, 4, and 8, confirming these

three cells. Substituting this scenario into a part of Equation (2) yields n = 2, X1 = 4, X2 = 3:

N − (n − 1)− ∑
n
k=1 Xk = 10 − (2 − 1)− (4 + 3) = 2.

Thus, any clue larger than 2 indicates confirmed cells. Here, the confirmed cell count

is (4 − 2) + (3 − 2) = 3, which matches the previously mentioned visual confirmation in

Figure 8. Consequently, this reduces the number of combinations generated by random

selection from 210 = 1024 to 27 = 128.

For a larger puzzle example shown in Figure 9 (N = 15, n = 4, X1 = 3, X2 = 1,

X3 = 4, and X4 = 2), it can be visually confirmed that filling from the leftmost and

rightmost positions creates overlapping cells in three positions.
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Figure 9. Process of identifying confirmed cells when the board size is 15 and the clue is “3 1 4 2”.

Substituting this scenario into part of Equation (2) yields: N − (n − 1)− ∑
n
k=1 Xk = 15−

(4− 1)− (3+ 1+ 4+ 2) = 2. Completing the calculation of the remaining part of Equation (2)

yields the following: Max(3− 2, 0) +Max(1− 2, 0)+Max(4− 2, 0)+Max(2− 2, 0) = 3.

This result matches the visually confirmed cells in Figure 9. Hence, this technique is

particularly effective for puzzles with large total clue sums or large individual clue values,

as it can significantly reduce the complexity of the solution space.

3.2.3. Clue-Constrained Random Generation Version (Version C)

In Version C, rather than generating entirely random solutions of 1 or 0 as in Versions

A and B, the random generation (RG) operator selects solutions that strictly satisfy the
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given row clues. The operator randomly selects solutions from combinations that meet the

row constraints, effectively treating the row clues as constraints for decision variables.

This approach reduces the computational burden, as generated decision variables

inherently satisfy row clues, necessitating the calculation of only column-based error

scores. Moreover, by limiting the solution space, it increases the probability of finding the

global optimum.

The modified random generation operator performs as follows:

1. Step 1: Initially, cells are filled according to the minimal arrangement dictated by the

row clues. For example, given a 10 × 10 puzzle row with clues “3 1 2”, the minimal

arrangement required to satisfy these clues is shown in Figure 10.
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Figure 10. Initial state of the changed RG operator when the clue is “3 1 2”.

2. Step 2: Next, the number and potential locations of extra white cells are determined.

In the example from Step 1, eight cells are already occupied. Given the row size of 10,

there are two remaining extra white cells. Extra white cells must be placed either at

the ends of the row or between groups of black cells to maintain clue satisfaction. As

illustrated in Figure 11, four potential positions for extra white cells are indicated by

green arrows.
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Figure 11. Candidate positions where extra white cells can be added when the clue is “3 1 2”.

3. Step 3: One of the identified positions from Step 2 is randomly selected to place an

extra white cell. For example, if position #3 is chosen, the resulting configuration is

updated accordingly, as depicted in Figure 12.

                   
 

 

 

                                   

                           
                               

                 

 

                                   

                   
             

                       
                           

                           
                           

   
                     

               

                       
                   
                             
                           

                         
         

                         
                             

                         
   

 

                                   
     

                     
                       

       
                           

                             
                           

Figure 12. Added an extra white cell in the third position when the clue is “3 1 2”.

Since two extra white cells were identified in Step 2, this random selection is performed

one more time among positions 1 to 4. If position #1 is selected, the resulting decision

variable arrangement is as shown in Figure 13.

                   
 

 

 

                                   

                           
                               

                 

 

                                   

                   
             

                       
                           

                           
                           

   
                     

               

                       
                   
                             
                           

                         
         

                         
                             

                         
   

 

                                   
     

                     
                       

       
                           

                             
                           

Figure 13. Last extra white cell added to the first position when the clue is “3 1 2”.

Through this process, decision variables are randomly generated within the constraints

set by the given row clues.

Additionally, information about the number and locations of extra white cells is recorded

for subsequent use by the pitch adjustment operator. For instance, if Figure 13 corresponds to

decision variable x3, then a tracking variable such as x3_extra_blank = [1,0,1,0] would indicate

four potential positions, with one extra white cell each in positions one and three.

Similarly, the pitch adjustment operator is modified to ensure continued satisfaction

of row clues by applying the following method:
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1. Step 1: Extra white cell information is retrieved from the random generation operation.

For the example of Figure 13, x3_extra_blank = [1,0,1,0].

2. Step 2: One position among those with a non-zero number of extra white cells is

randomly chosen. In this example, positions one and three are eligible. If position

three is randomly chosen, one cell is removed from this position, updating the tracking

variable to x3_extra_blank = [1,0,0,0].

3. Step 3: Then, another position from the remaining positions (excluding the one just selected)

is randomly chosen. If position one is chosen, one extra white cell is added to that position,

updating the variable to x3_extra_blank = [2,0,0,0], as illustrated in Figure 14.

                   
 

 

 

                                   

                           
                               

                 

 

                                   

                   
             

                       
                           

                           
                           

   
                     

               

                       
                   
                             
                           

                         
         

                         
                             

                         
   

 

                                   
     

                     
                       

       
                           

                             
                           

Figure 14. Example where the extra white cell is shifted from position 3 to position 1 through the

pitch adjustment operator.

Thus, the pitch adjustment operator can continue making adjustments within the

constraint bounds defined by row clues, ensuring that the generated solutions consistently

adhere to these clues.

Figure 15 illustrates the number of possible combinations satisfying the clue “3 1 2” on

a board of size 10. Specifically, the random generation operator in Version C produces only

10 feasible combinations, representing merely 1% of the total 210 = 1024 combinations that

Version A’s random generation operator must explore in the same scenario. By significantly

reducing the solution space, this approach effectively decreases the iterations required for

convergence to the optimal solution.

ff
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Figure 15. The number of possible combinations satisfying the clue “3 1 2”.
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4. Experiments and Performance Analysis

The abovementioned HS models were applied to various benchmark nonogram puz-

zles. As an initial step, relatively simple problems (Group I) were tested, including mine

(5 × 5 size), crane (6 × 6 size), heart (6 × 7 size), and horse (8 × 8 size), as shown in

Figure 16.

ff

10଺

Figure 16. Benchmark Group I: (a) mine, (b) crane, (c) heart, and (d) horse.

Experiments were conducted with ten trials for each puzzle in Group I using three

HS versions and GA. Detailed computation results are shown in Table 1, which gives the

success rate of puzzle solving (success number out of ten trials) and the average number

of iterations where HS found the optimal solution (when the objective function value

becomes zero). An iteration refers to the entire process of generating a candidate solution

and performing a function evaluation on it.

Table 1. Simulation results for Group I.

Success Rate
(out of 10 Trials)

Average Iteration (Function Evaluation)
[Min–Max Range]

Puzzle
Name

GA HS Ver. A HS Ver. B HS Ver. C GA
HS

Ver. A
HS

Ver. B
HS

Ver. C

(a) Mine
(5 × 5)

10/10 10/10 10/10 10/10
2190
[270

~6810]

3222.2
[574

~6192]

1.0
[1~1]

35.1
[1~237]

(b) Crane
(6 × 6)

10/10 10/10 10/10 10/10
7935
[2370

~15,150]

87,376.4
[7792

~516,640]

6740.5
[564

~16,877]

3933
[222

~20,993]

(c) Heart
(6 × 7)

10/10 9/10 10/10 10/10
17,901
[3240

~39,360]

19,856.2
[6558

~38,207]

170.7
[4~463]

101
[1~349]

(d) Horse
(8 × 8)

10/10 3/10 4/10 9/10
43,740
[15,240

~122,520]

500,291.3
[337,257

~670,754]

172,234
[124,671

~243,174]

28,121
[2891

~57,043]

The parameter values used in the simulation are as follows:

For the HS algorithm, the harmony memory size (HMS) was set to 30, the harmony

memory consideration rate (HMCR) to 0.95, the pitch adjusting rate (PAR) to 0.7, and the

maximum number of iterations to 106.

For the Genetic Algorithm (GA), the population size (PS) was set to 30, the crossover

probability (Pc) to 1, the mutation probability (Pm) to 0.01, and the maximum number of

iterations to 106.

For the mine puzzle (5 ∗ 5 size, number of cases = 225 = 3.4 ∗ 107), all three versions

successfully found the optimal solution without any failure. With respect to average

iterations, while Version A took an average of 3222.2 iterations, with a range of a minimum
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of 574 iterations and a maximum of 6192 iterations, Version B found the optimal solution

from the beginning.

In cases like the mine puzzle, where a large number of cells can be definitively de-

termined in the initial stage, the operator used in Version B proves highly effective, even

outperforming Version C.

In the mine puzzle, Version B is able to confirm 21 out of 25 cells in advance, leaving

only 4 cells undetermined. As a result, the number of possible combinations to be searched

is reduced to just 24 = 16. This extreme reduction in the solution space enabled the

algorithm to identify the optimal solution with high probability among the 30 randomly

initialized harmonies, leading to an average of only 1 iteration in Version B, as shown in

Table 1.

In contrast, the number of possible combinations generated by Version C is 225, leading

to a slightly higher average of 35.1 iterations.

However, as the problem size increases, the number of cells that can be initially

confirmed by Version B generally decreases.

For example, in the crane puzzle, Version B can initially determine 18 out of 36 cells.

Consequently, the number of combinations to be explored is 218 = 262, 144. On the other

hand, Version C produces 7776 combinations for the crane puzzle, allowing it to achieve a

lower average iteration count than Version B.

For the horse puzzle (8 ∗ 8 size, number of cases = 264 = 1.8 ∗ 1019), all three versions

found the optimal solution with some failure under the maximum iterations of 106. Version

A found the optimum three times out of ten, Version B found it four times out of ten, and

Version C found it nine times out of ten. Figure 17 shows several local optima in the horse

puzzle from Figure 16d.

 

ff

ff

Figure 17. Local optimum cases in the horse benchmark puzzle.

With respect to average iterations, Version A took an average of 500,291.3 iterations,

with a range from a minimum of 337,257 iterations to a maximum of 670,754 iterations;

Version B took an average of 172,234 iterations, with a range from a minimum of

124,671 iterations to a maximum of 243,174 iterations; and Version C took an average

of 28,121 iterations, with a range of a minimum of 2891 iterations to a maximum of

57,043 iterations.

Figure 18 shows convergence curves illustrating the average error score over five

simulations for each algorithm version, while Figure 19 magnifies the early stages of

Figure 18.

The original HS algorithm (Version A) required significantly more iterations to reach

a local optimum, with an error score between 2 and 4, compared to Versions B and C,

as shown in Figure 19. This indicates that Version B, utilizing the initially confirmed

cell-scanning method, and Version C, employing clue-constrained random generation,

effectively narrowed the search space in the early stage. However, Version B often failed to
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escape local optima, with error scores of 2–4, whereas Version C quickly converged to the

global optimum, typically within 100,000 iterations, as demonstrated in Figure 18.

Figure 18. Convergence curves of three versions of the HS algorithm.

Figure 19. Convergence curves of three versions of the HS algorithm (early-stage focus).

This suggests that the initially confirmed cell-scanning operator (Version B) is effective

at reducing the search space at the early stage but becomes less impactful once harmony

memory is filled with relatively good solutions.

In contrast, the clue-based generation and pitch adjustment of Version C continued to

effectively refine solutions even at later stages, demonstrating superior overall performance.

We further applied the HS models to more complex problems (Group II) such as (a) musical

note I, (b) musical note II, (c) flower word, (d) leaf, (e) dog, (f) mushroom cloud, (g) tea,

(h) TV, (i) snail, and (j) scorpion, as shown in Figure 20. All puzzles have the same size

(10 ∗ 10 size = 2100 = 1.3 ∗ 1030). Detailed computation results are shown in Table 2.

The experimental results demonstrated the effectiveness of the proposed HS-based

solvers across various benchmark puzzles. In particular, the Clue-Constrained Random

Generation method (Version C) showed the best overall performance, while the Initially

Confirmed Cell-Scanning method (Version B) also demonstrated good results.

For certain puzzles in Group II—(b) musical note II, (e) dog, (h) TV, and (i) snail—the

results are analyzed in detail as follows:
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1. Improvement in Success Rate

• For small puzzles (less than 10 × 10), all algorithm versions (A, B, C) showed high

success rates, with Version C consistently maintaining the highest performance.

• For 10 × 10 puzzles, the original HS algorithm (Version A) rarely found solutions.

However, the solving capability significantly improved for Versions B and C.

Specifically, Version C successfully solved some challenging puzzles completely.

2. Reduction in Average Iterations

• Version B showed reduced computational burden and improved convergence

speed by pre-determining confirmed cells, effectively shrinking the search space.

• Version C drastically reduced the search space by constraining random generation

within the row clues, significantly reducing the average number of iterations.

• While the performance of Versions B and C was similar for easier puzzles, Version

C showed superior performance for puzzles of higher difficulty.

Through the above analysis, it is confirmed that applying improved operators tai-

lored to the specific characteristics of the nonogram problem substantially enhances the

algorithm’s performance compared to using the basic HS algorithm alone. Particularly, pre-

determining confirmed cells and generating solutions constrained by row clues significantly

reduces search space and computational burden.

In Table 1, GA achieved a 100% success rate for all four problems; however, its average

iteration count was consistently worse than Version C, better than Version A, and generally

worse than Version B, except for the horse problem, where GA performed better than

Version B.

As shown in Table 2, GA exhibited a 0% success rate across all ten problems, perform-

ing worse than all versions of HS. This suggests that GA is more sensitive to problem size.

ff

∗ ∗

Figure 20. Benchmark Group II: (a) musical note I, (b) musical note II, (c) flower word, (d) leaf,

(e) dog, (f) mushroom cloud, (g) tea, (h) TV, (i) snail, (j) scorpion.
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Table 2. Simulation results for Group II.

Success Rate
(out of 10 Trials)

Average Iteration (Function Evaluation)
[Min–Max Range]

Puzzle
Name

GA HS Ver. A HS Ver. B HS Ver. C GA
HS

Ver. A
HS

Ver. B
HS

Ver. C

(a) Sol 0/10 0/10 0/10 1/10 - - -
385,592
[385,592

~385,592]

(b) Note 0/10 0/10 10/10 10/10 - -
11,467.9

[5874
~17,724]

170,829.7
[28,453

~426,283]

(c) Flower
word

0/10 0/10 0/10 1/10 - - -
122,062
[122,062

~122,062]

(d) Leaf 0/10 0/10 0/10 3/10 - - -
432,767.3
[314,904

~585,708]

(e) Dog 0/10 1/10 10/10 10/10 -
798,079
[798,079

~798,079]

13,062.1
[5874

~17,724]

100,865.4
[29,212

~205,127]

(f) Mushroom
cloud

0/10 1/10 0/10 10/10 -
775,262
[775,262

~775,262]
-

20,087.7
[248

~59,309]

(g) Tea 0/10 2/10 0/10 6/10 -
603,041
[585,912

~620,170]
-

81,204.2
[30,448

~173,770]

(h) TV 0/10 1/10 9/10 5/10 -
771,885
[771,885

~771,885]

110,705.6
[48,405

~240,562]

143,291.2
[83,907

~209,201]

(i) Snail 0/10 0/10 10/10 10/10 - -
36,689.5

[5691
~179,136]

124,208.2
[13,839

~285,882]

(j) Scorpion 0/10 0/10 0/10 8/10 - - -
122,928.1
[36,311

~282,549]

5. Conclusions and Future Work

This study proposed an HS algorithm-based approach for solving nonogram puzzles

modeled as optimization problems. Experimental findings indicated notable limitations

with the basic HS algorithm (Version A), specifically high failure rates and significantly large

average iteration counts when tackling difficult puzzles. To address these issues, improved

problem-specific operators were introduced. The Initially Confirmed Cell-Scanning method

(Version B) effectively reduced the computational burden by pre-filling confirmed cells,

substantially decreasing the search space. Moreover, the Clue-Constrained Random Gener-

ation method (Version C) optimized the search space by generating solutions strictly within

row clue constraints, thereby significantly accelerating convergence to optimal solutions.

Performance verification of these proposed methods highlighted the superior capabilities of

Version C, which demonstrated improved solving rates and significantly reduced average

iteration counts. Particularly in challenging puzzle scenarios, Version C substantially en-

hanced the success rate, underscoring its effectiveness relative to previous methods. These

results confirm the effectiveness of modeling nonogram puzzles as optimization problems

and adapting the HS algorithm with problem-specific characteristics.

This study provides fundamental insights into applying the HS algorithm to nonogram

puzzles. Future research could explore integrating HS with other optimization methods

to further enhance solving performance and effectively address local optima issues. Ad-

ditionally, developing novel operators with more sophisticated heuristics or leveraging
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puzzle-specific features such as symmetry could improve algorithmic efficiency. Finally, in-

vestigating quantum computing-based approaches could offer substantial advantages due

to quantum computing’s inherent parallel processing capabilities, which are particularly

well-suited for complex combinatorial optimization problems like nonograms.
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