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1. Introduction

The study of antiprotons and, of specific interest to this review, of exotic atoms containing antiprotons (antihydrogen,
antiprotonic helium, protonium, but also other atoms, ions or molecules in which an electron is replaced by an antiproton)
provides many windows into the investigation of fundamental symmetries, of interactions between particles and nuclei,
of nuclear physics and of atomic physics. This field appeared simultaneously with the first accelerators, and has advanced
over the decades in parallel with improvements and advances in its infrastructure, mainly at CERN, but also at KEK, BNL
and others.

The symmetries amenable to investigation by these systems are CPT (investigated via precision spectroscopy of
antihydrogen or antiprotonic atoms) and the weak equivalence principle through measurements of the gravitational
interaction of (neutral) antiprotonic atoms (antihydrogen, but other neutral antiprotonic systems are also suitable). Further
precision tests are also possible: tests of QED in antiprotonic Rydberg atoms [1], searches for anomalous terms in the
strong interaction [2], investigation of nuclei and nuclear models [3], and more generally, searches for “beyond standard
model” (BSM) physics (specifically, in the framework of the Standard Model Extension [4,5] or e.g. in searches for a
putative pEDM). The simplest antiprotonic bound system is protonium, a bound state of an antiproton with a proton,
which was formed by slowing down antiprotons (by ionization loss) in hydrogen, but even the simplest system formed
completely of antimatter, antihydrogen, already required substantially more advanced efforts. Of course, antiprotonic
atoms with heavier nuclei, as well as complex systems, including antiprotonic molecules or molecular ions, are also
possible.

The study of these exotic systems does not quite follow the general history of particle physics: while accelerators
at CERN became ever more powerful over the decades, the energies required to produce antiprotons are modest; even
today, the same Proton Synchrotron (PS) that produced the first antiprotons at CERN in 1960 [6], shortly after its start-up
in 1959 still continues to provide the antiprotons that form the heart of experiments on them or on atoms containing
them. Nevertheless, technical developments at CERN have played a defining role in the study of antiprotonic systems. In
particular, experiments relying on background-free beams of antiprotons have only become possible through the invention
of stochastic cooling, the construction of a dedicated storing and cooling accelerator infrastructure (the Antiproton
Accumulator (AA) and the Antiproton Collector (AC)), and the development of antiproton trapping techniques in the 1980’s
at CERN'’s dedicated antiproton experimental facility LEAR (low energy antiproton ring) from 1982 to 1996. Since 2000,
the AC, transformed into the unique Antiproton Decelerator (AD) facility, hosts all existing experiments worldwide that
require trapped antiprotons. Commissioned in 2018, a further deceleration stage in form of the ELENA decelerator [7] will
increase the number of trappable antiprotons 100-fold.

Instead of following a historical path, and in light of the existence of a number of excellent earlier and recent reviews of
antiprotonic atoms ([8-14] among others), this review will instead focus on substantial advances (mainly in antihydrogen
and antiprotonic helium) or re-evaluations that occurred in the last decade and structure these in terms of individual
antiprotonic bound systems of increasing complexity, starting with antihydrogen, then protonium, then antiprotonic
atoms (as well as antiprotonic ions) with stable nuclei. The later sections will then deal with longer term possibilities,
among them antiprotonic atoms with stable or unstable nuclei, antiprotonic molecules, and finally, antiprotonic molecular
ions, and point out the specific physics questions that a study of these systems can allow to shed light on. Hadronic effects
are only briefly touched upon, given that little new data are available, although this situation may change again in the
future. Other topics (from tests of fundamental symmetries to nuclear physics) are however addressed in more detail, as
future developments will likely have wide bearing on these. Table 1 gives an overview of the different systems that will
be covered in this review, and indicates which formation processes (which will be discussed in the following), physics
thrust and experimental methodology are relevant for each of them.
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Table 1

Overview of the main systems covered in this review.
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System Section Formation process Physics subjects Experimental techniques
H 2 3-body recombination, CPT, WEP, laser and microwave
charge exchange with Ps BSM, p(p) spectroscopy, free fall
pp, pd 3 atomic capture, pulsed strong interaction, fluorescence &
charge exchange CPT laser spectroscopy
pHe 4 atomic capture strong interaction, fluorescence &

CPT, QED laser spectroscopy
antiprotonic atoms 5 pulsed charge exchange strong interaction, spectroscopy (laser,
PA (Z >2) with Rydberg atoms, nuclear physics, fluorescence, meson),

p+ At QED, BSM, CPT mass spectrometry
[)_ionic systems 6 double charge QED, BSM laser spectroscopy
(H™, pA*™, exchange, p + AT,
hollow p-HCI's) AZ* + pp*
antiprotonic mole- 7 H + H, pulsed CPT laser spectroscopy

cules (Hy, H, ...)
& molecular ions

charge exchange, laser-
assisted formation

1.1. Formation of antiprotonic systems

Formation of antiprotonic systems has, before the advent of the AD, relied on injecting antiprotons into bulk matter
(solid, liquid or gaseous). In these bulk systems, antiprotons lose energy via collisions with electrons until their energy
matches the binding energy of the electrons of the target material, one of which it will replace, leading to the formation
of an excited antiprotonic system. In the case of a hydrogen target for example, Rydberg protonium is formed in a broad
range of n,l states [15,16].

The same process also occurs for other target nuclei, with the additional complication of Auger emission of the target
nucleus’ electrons, and with the noteworthy exception of antiprotonic helium, the full cascade, possibly expedited by
Stark mixing (for Z=1 and 2), collisional de-excitation or quenching, is over in ~107° s, at which point annihilation of the
antiproton with a neutron or a proton at the periphery of the nucleus takes place.

With the advent of the possibility of trapping antiprotons, production processes allowing much greater control, in
particular formation of antiprotonic systems in Penning traps, became feasible: antihydrogen formation in traps was
proposed already in 1986 [17]. Several antihydrogen production processes that interact antiprotons (p) with positrons
(e™) or positronium (Ps) have been envisaged:

p+et +et > H4ef (1)
p+Ps — H+e™ (2)
p+et+ny - H+(n+1)y (n=0) 3)

Similarly, mixing processes of trapped antiprotons with positively charged ions, intentionally or through the presence
of positively charged (atomic or molecular) ions or of neutral atoms, can lead to formation of e.g. protonium [18] or
of antiprotonic atoms under conditions that exclude interactions with other atoms that might perturb the subsequent
evolution of the bound system.

Cross sections for charge exchange reactions leading to antiprotonic atoms (protonium, antiprotonic helium) or
antihydrogen have been calculated both via classical-trajectory Monte Carlo simulations or explicitly. The resulting cross
sections are strongly dependent on the relative energies between the antiproton and the atomic system, as well as on the
inner state of that atom: cross sections for protonium formation through interactions between antiprotons and ground
state hydrogen atoms lie in the range of 10716 ~ 10~ cm~2 for relative energies between 10 eV and 10 meV [19-21] and
similar values pertain for the formation of antiprotonic atoms through antiproton-atom interactions (e.g. antiproton-neon
interactions, Fig. 1, left). A comparable cross section of 10~!> cm~2 for the formation of antihydrogen is obtained for the
charge exchange process (2) with ground state positronium, which however increases with n* for positronium in Rydberg
states with principal quantum number n [22] and can thus reach values approaching or even exceeding 108 cm™2 under
realistic experimental conditions (Fig. 1, right).

The situation is different for the three-body process (1): here, a quadratic dependence on the positron density and a
T-9/2 temperature dependence imply the need for cold, dense positron plasmas [23], for which however production rates
of 10% H/s can be reached with O(10°) antiprotons interacting with O(108) positrons. Of more interest (in view of trapping)
is the energy distribution of the resulting antihydrogen atoms (Section 2.2.1). Similar production rates for antiprotonic
atoms and molecules should be expected when starting with antiprotons and a cationic plasma, although a low relative
velocity between antiprotons and cations for the same plasma temperature should lead to significant enhancements [24].
Section 5.2 discusses these systems and their formation rates in more detail.
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Fig. 1. Left: (a) Formation cross section (ag = 0.28 x 1076 cm?) for the antiprotonic atoms p-He and p-Ne [25]. Right: Formation cross section
for antihydrogen via the charge exchange process (2) for different values of the positronium principal quantum number nps [22]. Reproduced with
permission.

2. Antihydrogen atoms

The above controlled antihydrogen formation processes however require large numbers of positrons (three-body
formation, (1)), production and transport of positronium towards trapped antiprotons (charge exchange, (2)), or have
a very low cross section (radiative formation, (3)). In 1994, before the positron accumulation technique based on radio-
isotope decays developed in 1989 by the group of C. Surko [26] had become advanced enough that the required numbers
of positrons were routinely available for antihydrogen production in Penning traps to be attempted, an alternative route
was proposed by members of the PS202 experiment [27] to produce antihydrogen atoms in flight, using the interaction
between the antiprotons stored in the LEAR ring and a jet-gas target consisting of Xe atoms. The production process of
antihydrogen is then:

pZ — He™ Z (4)
where the requisite positron-electron pairs are formed via the space-like interaction between photons formed by the
antiprotons in the Coulomb field of the nucleus with charge Z, allowing the p to capture the co-moving positron and form
antihydrogen. The experiment (called PS210) was carried out during 15 h in the course of 1995. With an integrated
luminosity (based on the number of antiprotons and the gas-target thickness) of £ = 5 x 10°* cm™2, a total of 11
antihydrogen atom candidate events [28] were detected (with an estimated background of 2 events). Although the high
momentum of the antiproton beam (1.94 GeV/c) meant that the resulting antihydrogen atoms could not be studied, this
proof-of-principle experiment, together with a similar experiment at Fermilab [29], gave great support to the subsequent
modification of the AC into a full-fledged antiproton deceleration facility at which antihydrogen production in Penning
traps, trapping of the produced antihydrogen atoms, and precision spectroscopy of these atoms could be attempted.

2.1. Low energy antihydrogen

Several proposals to carry out experiments at this new antiproton facility, the Antiproton Decelerator, planned for
1999, were submitted as soon as its construction had been decided. Both ATHENA (AD-1) and ATRAP (AD-2) were based
on a similar experimental design: a multi-well Penning trap (in a so-called “nested well” potential configuration, Fig. 2)
that would hold antiprotons and positrons simultaneously in neighboring, opposite polarity Penning trap wells, and allow
bringing them into contact in a controlled manner. In both experiments, the produced antihydrogen atoms - being neutral
- would leave the formation region.

The first observation (Fig. 2, left) of the production of antihydrogen via mixing of antiprotons and positrons (three-
body recombination) was provided by ATHENA [30], followed only a few weeks later by a confirmation of the process
by ATRAP [31] (Fig. 2, right). Detection of antihydrogen formation in the ATHENA case was via reconstruction of the
annihilation vertex of the antiproton on the Penning trap inner surface (reconstructed through a two-layer double-
sided silicon micro-strip detector that detected the annihilation pion trajectories) and of the opening angle (with
respect to the reconstructed annihilation vertex) of the two (simultaneously detected) 511 keV photons produced in the
positron annihilation: an excess of back-to-back emission was the signal for antihydrogen annihilation. In the case of the
ATRAP experiment, detection of H was performed by field-ionizing the produced atoms, and subsequently detecting the
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Fig. 2. Left: ATHENA experiment: Angular distribution between two detected photons from e*e~ annihilation as reconstructed from the
simultaneously detected antiproton annihilation vertex. The peak at cos(9) = —1, but also the bulk of the distribution, corresponds to antihydrogen
annihilations. The 'hot mixing’ data correspond to mixing of cold antiprotons with RF-heated positrons, where no antihydrogen production can take
place [30]; Right: (a) Electrodes for the ATRAP nested Penning trap, upon which a representation of the magnitude of the electric field that strips H
atoms is superimposed. (b) Potential on axis for positron cooling of antiprotons (solid line) during which H formation takes place, with the (dashed
line) modification used to launch p into the well. (c) Antiprotons from H ionization are released from the ionization well during a 20 ms time
window. (d) No p are counted when no e' are in the nested Penning trap [31]. Reproduced with permission.

resulting, trapped, antiprotons, a scheme well matched to the 3-body production process employed also in their case, and
which produces mostly highly excited states of antihydrogen. This observation furthermore yielded information on the
production process, since field-ionization of antihydrogen would not have allowed detecting deeply bound antihydrogen
atoms, such as would have been produced in the competing radiative production process of Eq. (3).

Further information on the distribution of populated antihydrogen states could also be immediately obtained via the
same field-ionization detection scheme by varying the ionizing field strength [32]. This confirmed that antihydrogen
formed by mixing antiprotons and positrons in a nested-well Penning trap is mainly produced in Rydberg states and
that these atoms are relatively hot (Fig. 4, right). Subsequent analyses of plasma physics processes and simulations of
the interaction of Rydberg antihydrogen atoms with the dense positron plasma confirmed and finessed this picture [33].
The formation process involved in (1) requires comparable velocities between antiprotons and positrons; it is thus the
temperature of the positron plasma that determines the velocity (and thus the equivalent ‘temperature’) of the formed
antihydrogen atoms.

The same scheme of mixing antiprotons with trapped positrons in a nested trap configuration is also employed by the
ASACUSA collaboration, albeit in a trap sited in an axially non-homogeneous magnetic field (“cusp trap” [34]). Injection
of low energy (~ eV) antiprotons from an intermediate trap into a nested well configuration (rapidly-switched from the
injection configuration) allows interacting 3 x 10°p with 3 x 107e* over timescales of 10’s of seconds. Field ionization of
any formed Rydberg antihydrogen atoms allows determining the flux in direction of the downstream coil, which forms
the second oppositely polarized part of the anti-Helmholtz configuration that preferentially selects low-field seeking
antihydrogen states. The resulting flux of several H atoms per second [35] (Fig. 3, right) decreases over time as the positron
and antiproton plasmas axially separate in the nested trap configuration through collisional relaxation (with the positrons)
or sympathetic cooling (with co-trapped electrons). This decrease in p axial energy can be counteracted by applying an
rf drive on the electrodes of the nested trap well. The question of whether this approach leads to preferentially emitted,
deeply bound H atoms as are needed for the measurement of the ground state hyperfine splitting that is the goal of this
setup will be discussed in 2.2.2.

An alternative to the nested well technique of producing antihydrogen, and that potentially could lead to much colder
atoms being produced, as long as the antiprotons are far colder is the charge exchange reaction of Eq. (2) whose cross-
section scales with the Ps principal quantum number np By producing and exciting positronium, it is thus possible
to produce large amounts of Rydberg antihydrogen, with the additional benefit of having control of its Rydberg state.
Contrary to (1), where the velocity of the formed antihydrogen atoms is relatively high due to the requirement of velocity-
matching antiprotons to the positron velocity in the positron plasma (much higher for identical temperatures), with
implications for trapping (see Fig. 5), the large mass difference between the antiproton and the Ps entails that the kinetic
energy of antihydrogen formed via (2) is determined by the antiproton temperature that can be achieved. Note that for
T(p) < 1K, the impact of T(Ps) begins to affect T(H) through the imparted momentum transfer. However, the use of
recently developed [37] cryogenic Ps formation targets with Ps velocities as low as 10* m/s, equivalent in temperature
to that of the Ps formation target, should mitigate even this low momentum recoil.

The scheme successfully demonstrated by the ATRAP collaboration in 2004 [38] (Fig. 4) builds on two consecutive
charge-exchange processes, a first step consisting of interacting laser-excited Cs atoms with trapped positrons to form
Rydberg positronium, and a second charge exchange process in which part of an isotropically expanding positronium cloud
interacts with nearby trapped antiprotons to form Rydberg antihydrogen. In spite of the pulsed nature of the two-step Cs
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Fig. 3. Left: (a) AEgIS pulsed antihydrogen formation: distribution of the time of annihilation of the formed antihydrogen atoms relative to the time
of the Ps excitation laser pulses (t = 0). The excess signal after t = 0 is due to pulsed antihydrogen formation and is a convolution of the temporal
spread of the time of formation with that of the time of flight of the formed antihydrogen atoms prior to annihilation [36]. Right: H formation in
the ASACUSA experiment [35]: number of antihydrogen atoms that are field-ionized at an axial distance of 20 cm from the formation region. The
axis is that of the anti-Helmholtz coil configuration and of the nested trap, and the minimal principal quantum number for field ionization to occur
is n ~ 39. Black squares: standard injection of p into trapped positrons; red dots: rf-assisted scheme to counteract axial separation of p and e*.
Reproduced with permission.
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Fig. 4. Left: schematic for laser-controlled H production: Cs atoms in a gas jet are excited into Rydberg states via two laser pulses (852.2 nm: 6S; 2
— 6P3/; and 510.7 nm: 6P3,;, — 37D); these Rydberg Cs atoms undergo a charge-exchange reaction with trapped cold positrons to form positronium
(also in a Rydberg state); as these neutral positronium atoms diffuse, they will undergo a second charge exchange reaction with antiprotons trapped
nearby, to form Rydberg antihydrogen [38]. Right: Transmission probability through a pre-field-ionizing oscillating potential, showing that mainly
high velocity H are formed: 300 meV corresponds to ~ 1000 K [39]. Reproduced with permission.

laser excitation, given the thermal spread of the Cs atoms and their flight path from the point of excitation to the point at
which they interact with the positrons, the uncertainty on the time of formation of the atoms is of the order of 100 s;
the employed laser repetition rate of 20 kHz results in a quasi-continuous formation of antihydrogen atoms.

Pulsed formation of antihydrogen atoms was demonstrated in 2018 by the AEgIS collaboration [36]. The formation
process also relies on charge exchange, but directly forms positronium via implantation into a nanoporous converter in
the vicinity of the trapped antiprotons. The backward-emitted o-Ps is laser-excited via two laser pulses (205.045 nm and
1693 nm) into Rydberg states (n ~ 18). These Rydberg Ps traverse the short distance to the antiprotons in O(100 ns), thus
resulting in an uncertainty on the moment of formation of the antihydrogen atoms with a FWHM of 80 ns. Given that in
(2), the velocity distribution of the produced antihydrogen atoms is determined by the thermal motion of the (cryogenic)
antiprotons, sufficient time for potential subsequent laser manipulations of the O(mm?) cloud of antihydrogen atoms is
available. The signal in Fig. 3 (left) corresponding to the time at which the formed antihydrogen atoms annihilate (relative
to the time at which the laser pulses excite the Ps atoms formed in the conversion target) is a convolution of the time
of formation with the drift time of the formed atoms from the point of formation to the material surface of the trap
electrodes on which they annihilate.
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The solid line at 35 counts corresponds to the average cosmic ray counting rate. (a): detected annihilation rate as a function of time; (b): probability
that the observed counts in each bin stem from cosmic rays; (c): control sample showing no signal during the trap quench [41]. Reproduced with
permission.

2.2. Antihydrogen manipulations

2.2.1. Trapping

Precision experiments on antihydrogen atoms benefit greatly from trapping them, as the ability to spectroscopically
induce transitions that remove specific quantum states from the trap is a highly sensitive technique put to excellent use
by the ALPHA collaboration (Section 2.3). Antihydrogen atoms, if they are produced in nested electric potential wells
(required to mix antiprotons with positrons) at currently achievable temperatures of O(10 K), will only survive for a few
s after being formed before impacting on the walls of the electrodes forming the potential wells and annihilating. It is
currently not possible to slow down and cool energetic antihydrogen atoms formed continuously and randomly, and to
trap them subsequently.

Instead, trapping antihydrogen atoms relies on forming them inside a (neutral atom) trap, and at energies lower than
the trap’s potential. A magnetic minimum trap, which relies on the coupling of (anti)hydrogen atoms to magnetic fields via
their small magnetic dipole moment can be formed by overlaying a transverse magnetic multipole (quadrupole, octupole)
and two axial Helmholz-like coils onto the axial magnetic field that forms part of the antiproton Penning trap. In its ground
state, the magnetic moment of the antihydrogen atom is minimal (Rydberg states have a much larger dipole moment)
but these are the states that need to be trapped; the well depth for these is 0.76 KT~!. State-of-the-art systems achieve
a trap depth of about 1 T in compact devices, and thus of 0.76 K, corresponding to an antihydrogen kinetic energy of 65
pev.

Even forming antihydrogen atoms in this challenging (magnetic) environment is a recent development. It is only in
2008 that the first antihydrogen atoms were formed in a quadrupolar [42] or octupolar magnetic trap. Furthermore,
antihydrogen atoms need to be formed at the lowest possible temperature, in order to trap even a fraction of the formed
atoms, which in turn requires - in the case of three-body recombination - the lowest possible positron temperature.
In 2010, the ALPHA collaboration reported on the first trapping of such ultra-cold antihydrogen atoms [40] formed via
this process, which correspond to a minute fraction of all atoms produced in their trap; in a second paper [43], they
furthermore showed that the trapped atoms had decayed into the ground state. Comparable results were also obtained
by the ATRAP collaboration [41] in 2012, in spite of much slower trap release time constants.

Through better reproducibility and control of the antiproton and positron plasmas (e.g. sympathetic cooling of e*
via laser-cooled co-trapped Be™ ions, as first demonstrated by [44], and now achieved by [45] in view of reducing
the temperature at which their H are formed), the ALPHA collaboration has continuously improved trapping rates in
recent years (currently more than ten atoms per cycle). Equally importantly, they have demonstrated the ability to stack,
i.e. continuously accumulate additional atoms into a trap already containing atoms from earlier trapping attempts [46]
which has allowed a number of fundamental advances that are discussed in sections 2.2.3 (cooling) and 2.3 (spectroscopy
and atom manipulation).
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2.2.2. Beam formation

Alternatively, antihydrogen atoms can be studied in flight, the forward boost ensuring sufficient time for spectro-
scopic measurements or manipulations as the atoms propagate away from the (compact) formation region [47]. Two
approaches are being pursued to produce (O(1000 m/s)) antihydrogen beams. The first method, pioneered by the ASACUSA
collaboration, relies on continuous formation in a nested trap geometry (similar to that of Fig. 2, center) albeit in a
magnetically non-isotropic environment [34] that can focus half (two of the four ground state hyperfine states) of the
isotropically-emitted antihydrogen atoms axially, by separating the two spin orientations of the positron by means of
an anti-Helmholtz coil-induced magnetic field gradient. The second approach, pursued by the AEgIS collaboration, builds
on pulsed formation of antihydrogen atoms in Rydberg states which are either accelerated by synchronized electric field
gradients (Stark acceleration) or in which the antiprotons are provided with meV energies axially just prior to formation
of antihydrogen [48]. Finally, also trapped antihydrogen atoms can be accelerated by the dipole force of a traveling optical
lattice to form a beam, as a recent simulation [49] indicates.

The ASACUSA collaboration has studied the downstream flux of (Rydberg) antihydrogen atoms produced in a close-
to-homogeneous magnetic field region in proximity to the magnetic cusp field produced by two Helmholtz coils in
anti-Helmholtz geometry. Given the role that the temperature of the positrons plays in the three-body recombination
process, the resulting Rydberg antihydrogen atoms are rather fast, with a lower limit of around 1000 m/s for an assumed
formation temperature of 50 K. Together with the observation that the lowest lying states of the formed antihydrogen
atoms are at n ~ 15 [50], this underlines that further steps to reach a flux sufficient for measurement of the ground state
hyperfine splitting are required. Indeed, both techniques to achieve colder positron temperatures (e.g. via sympathetic
cooling with laser-cooled Be™ ions [51]) as well as Rydberg de-excitation (via collisional de-excitation in plasmas [52] or
stimulated de-excitation [53]) are under active investigation.

Similarly challenging is the development of a pulse-formed beam of antihydrogen atoms: while pulsed formation
of isotropically emitted low temperature (v ~ 1500 m/s, corresponding to O(100K)) antihydrogen has now been
established [36], directionally enhanced emission has not yet been demonstrated, with the additional challenge that the
resulting antihydrogen velocity along the beam direction should not exceed ~ 1000 m/s, equivalent to an axial energy
of ~ 1meV. This will require not only forming colder (v ~ 100 m/s) antihydrogen, but also requires a mechanism by
which the antihydrogen atoms are either emitted preferentially in one direction, or are accelerated after formation. One
approach for the later is to build on techniques developed to Stark decelerate (and trap) Rydberg hydrogen atoms [54]
along a specific direction. These techniques achieve a A(v) of 700 m/s in 5 ps using time-dependent inhomogeneous
electric fields and, with the possibility of rapid switching on of such accelerating electric fields, are well matched to
pulsed formation. Acting on the low temperature Rydberg antihydrogen atoms immediately after their formation could
also rely on the ponderomotive force induced by strong short-pulse laser fields [55].

2.2.3. Cooling

Laser cooling of antihydrogen atoms in multipolar magnetic traps coupled to Penning traps in which these atoms
are formed is a daunting undertaking, given the very low numbers of trapped atoms (in comparison to the matter
analog of hydrogen atoms), the very limited access and available laser power at 121.6 nm, and finally, the concomitant
impossibility of carrying out laser cooling from multiple directions, raising the question of the degree of three-dimensional
thermalization in the case of one-dimensional cooling. In spite of these challenges, the ALPHA collaboration has, in a
series of refinements that include the recent implementation of a pulsed Lyman-« laser able to drive the 1S-2P cooling
transition (see Section 2.3), demonstrated efficient cooling of a sub-sample (their method focused on that half of the
trapped sample of antihydrogen atoms in which the spins of the antiproton and of the positron were parallel) of the
continuously accumulated antihydrogen atoms in their trap [56] (Fig. 6, right).

Critically, two processes could be combined, since while for some data sets, continuous accumulation of antihydrogen
atoms was carried out until a sample of O(1000) atoms was available (several hours), prior to spin selection and
subsequent cooling (or heating), again for several hours, the collaboration could also show that continuous application
of the cooling laser during the continuous accumulation was not only not detrimental to the accumulation rate, but
furthermore resulted in an even lower-energy ensemble than the step-wise approach. Additionally, in spite of only axial
laser access, three-dimensional cooling was demonstrated, indicating that the anharmonic magnetic trapping potential
resulted in coupling of the motional degrees of freedom of the antihydrogen atoms.

An immediate consequence of the resulting much lower energy trapped antihydrogen sample is a very significant
narrowing of the 1S-2S two photon transition with respect to uncooled (but trapped) atoms in the same apparatus, which
furthermore provides confirmation of the crucial three-dimensional cooling. Implications go well beyond this simple
improvement in resolution, with impacts on determinations of the antihydrogen Lamb shift, fine-structure splitting or
hyperfine splitting as both Doppler and transit-time broadenings are reduced, and furthermore, Zeeman broadenings
within the anisotropic magnetic field of their multipolar magnetic trap become negligible as the cooled antihydrogen
atoms concentrate in the most homogeneous region of the magnetic well. Furthermore, laser-cooling of trapped H brings
into reach a wide range of novel fundamental measurements and systems (see Section 7.1).
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2.3. Spectroscopy

One of the main goals of antihydrogen experiments is to carry out precision spectroscopy (Fig. 7, left). For this, two
transitions are attractive: the transition between the ground state (1s) and the first excited states (2s) which can only
decay via two-photon emission, and has been measured in hydrogen [57] to a few parts in 10°; and the hyperfine
transition (HFS) in ground state antihydrogen, which - in hydrogen - has been measured with a relative precision of 10712,
and can potentially be measured - in antihydrogen - with a relative precision of 10~ or better via microwave-based
methods pursued both by the ASACUSA and the ALPHA collaborations.

Since 2013, a number of increasingly precise spectroscopic measurements of antihydrogen relying on spectroscopically
removing selected trapped antihydrogen atoms from the multipolar magnetic trap have been carried out. The ALPHA
collaboration focused first on the (HFS) microwave transition [58,59]. Although the energy levels, and thus their splitting,
of the trapped antihydrogen atoms depend on the position of the atom within the magnetic potential well, the field
minimum of 1 T ensures that no hyperfine splitting below that of the value at 1T can take place. By exposing trapped
antihydrogen atoms to a scan across a range of microwave radiation around this minimum, the ALPHA collaboration was
able to induce spin-flips in the trapped atoms, which then - because they were now in an un-trapped configuration - could
be detected through their subsequent annihilation. Fig. 7 (left) shows the Zeeman splitting, the spin-flip transition line
shapes and microwave scan windows (two possible transitions), and the rate of detected antihydrogen atom annihilations
over each window.

Also the ASACUSA experiment [34] has the goal of measuring the ground state hyperfine splitting of antihydrogen,
but their approach, based on a spin-polarized beam allowing a measurement in a magnetic-field free region, targets a
different combination of transitions between sub-states: the &y transition between the (F=1, Mf = -1) and the (F=0, Mf
= 0) antihydrogen states, as well as the o, transition between the (F=1, M = 0) state and the same (F=0, Mr = 0) state.
While the difference between the 71 and the ((F=1, M = 0) — (F=1, Mg = 1)) 7, transitions is insensitive to coefficients
of the Standard Model Extension (SME) effects [4,5], and thus to Lorentz or CPT violating terms, the difference between
1 and o7 is.

Very recently, the ALPHA collaboration also carried out a precision measurement [60] of the 1s-2s transition (Fig. 7,
right). Also this measurement relies on selectively depopulating the trapped antihydrogen atom ensemble: after a first
excitation of the 2-photon 154-2S; transition, the 1S, state is depopulated via microwaves. Atoms excited into the 2S state
via a two-photon transition can either be photo-ionized through a third photon, or can decay into an untrappable 1S state
in case of a spin flip. Tallying both losses and numbers of atoms remaining in the 1S, state after subjecting the trapped
atoms to laser and microwave radiation allows building a frequency-dependent ‘survival’ and ‘disappearance’ curve, thus
mapping out the 15;-2S; resonance. The resulting spectral line agrees with that expected for hydrogen under the same
conditions to about 5 kHz out of 2.5 x 10" Hz.

A third group of spectroscopic measurements (being pursued by both the ALPHA and the GBAR collaborations) focuses
on the Lamb shift, the energy gap between the 2S and 2P, energy levels, stemming from vacuum polarization effects in
quantum fluctuations, but is also affected by the details of the (anti)proton radial charge distribution (charge radius), the
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weak nuclear force or potential BSM phenomena. Achieving an uncertainty of one part in 10* would allow determining
the charge radius of the antiproton to 10% [61]. Additionally, the measurements involved in extracting the Lamb shift also
allow determining the Rydberg constant Ry, and are of more general interest in that they allow testing Lorentz and CPT
symmetries [62].

The Lamb shift can be determined from a series of precision spectroscopic measurements of transitions into the 2S
and 2P states, as are being carried out in hydrogen, where two-photon measurements of the 1S-2S [63] and the 1S-
3S [64] transitions (but also others) to 10~'2 or better are combined with the aim of deducing R, and the proton radius.
Spectroscopy of the same sets of transitions to the same precision with trapped antihydrogen should be feasible, although
the schemes may need to be adapted for some transitions to account for the fact that spin flip inducing transitions will
result in losses of trapped atoms in the course of the measurement.

A similar approach was carried out for antihydrogen by the ALPHA collaboration, who measured the 1S-2P Lyman-«
transitions in antihydrogen [65], determining their frequencies (in a magnetic field of 1 T) to a precision of 16 ppb. From
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this, they infer the zero-field fine-structure splitting (2P;,, - 2P3,;) in antihydrogen. In combination with their earlier
precision measurement of the 1S-2S transition [60], they obtain a value for the Lamb shift in antihydrogen (2S;,, - 2P1,>)
that is consistent (within its 11% error) with theory.

An alternative (direct) measurement of the Lamb shift pursued by the GBAR collaboration relies on the availability of
a beam of H in the metastable 2S state [61,66]. By passing this beam through two microwave cavities, a first one to select
the appropriate hyperfine state, and a second one to induce a 2S — 2P transition; similarly to the same approach that
was applied to hydrogen [67], de-excitation of the 2P state (r = 1.6 ns) to the ground state can then be determined as a
function of the microwave frequency.

2.4. Gravity

Tests of another fundamental symmetry, the weak equivalence principle (WEP), are also under preparation; violations
of this symmetry in matter-antimatter systems are allowed, for example, in a specific effective quantum field theory, the
isotropic parachute model [68]. While experiments with the goal of measuring the behavior of matter and antimatter
in the Earth’s gravitational field have been contemplated before, the weakness of the gravitational interaction, and the
impossibility of sufficiently shielding remnant electric and magnetic interactions for charged (anti)particles has hindered
their realization. Several groups have thus proposed experiments using neutral antihydrogen atoms as gravitational
probes.

Indirect limits on potential weak equivalence principle violations can be obtained via searches for differences in the
g/m ratio of protons and antiprotons. The obtained limits on these ratios at the ppt level as measured in the ATRAP [69]
and BASE [70] experiments are direct tests of CPT; they can however be reinterpreted as limits on WEP violations
if CPT conservation is assumed. Comparable constraints on any possible anomalous matter-antimatter gravitational
interactions at the level of parts in 107 from a combined analysis of clock-comparison, torsion balance and matter-wave
interferometric experiments, as well as of internal bound kinetic energies of nucleons in nuclei [62,71], however lie well
beyond the reach of the first generation of experiments with antihydrogen atoms which are aiming at sensitivities in the
% to %o level. Future developments building on e.g. light pulse interferometry could however reach a sensitivity at the
ppm level [72].

The first such experiment (currently working through the list of required technical developments) is the AEgIS/AD-6
experiment [48]. It aims to produce a moderately focused pulsed horizontal beam of antihydrogen atoms, whose parabolic
trajectory can be measured via a high resolution annihilation detector (with a required spatial resolution of ~ 1 wm, two
possible technologies are under investigation: a silicon-photographic emulsion hybrid; and a silicon-high resolution MCP
hybrid). Two periodic gratings (e.g. a classical moiré deflectometer [73]) will be employed to produce a spatially modulated
distribution of transmitted atoms. Since the vertical shift of the periodic pattern depends on the time during which a set of
mono-energetic atoms fall, each atom’s velocity will be determined by forming all atoms simultaneously (through charge
exchange between laser-excited positronium and ultra-cold antiprotons) and measuring the arrival time of each atom (in
the annihilation detector) together with its vertical position.

A second method has been proposed by the GBAR collaboration [74]: by interacting a low energy beam of antiprotons
with a high-density cloud of positronium atoms, a dual charge exchange process (as described in chapter 2.1) first forms
ground state antihydrogen, and subsequently, the bound A ion, a stable and positively charged antihydrogen ion [75].
In order to enhance the formation cross section, laser-exciting the positronium from the ground state to an excited state
is beneficial [76-78]: the production rate of the antihydrogen ion close to the reaction threshold is noticeably increased
with respect to ground-state Ps. This formation mechanism will be discussed in more detail in Section 6. Trapping and
interacting this positive anti-ion with other laser cooled (matter) cations (e.g. Cs* ) allows a first pre-cooling before a final
cooling step with laser-cooled Be™" to uK is carried out [79]. In a last step, the A" will be laser- jonized; the neutral H's
free fall time from the trap to a detector measures its gravitational behavior [80]. Optimization of the sensitivity of the
future measurements to g by careful analysis of the timing of these expected events is currently being explored [81,82].

Finally, trapped antihydrogen atoms can also be released, and - if they are sufficiently cold - their subsequent free-fall
behavior can be investigated. While first attempts [83] by the ALPHA experiment did not yet have the necessary sensitivity
— at several 100 mK, the velocities of the (neutral, uncooled) trapped atoms are still far too high — this method being
pursued with the dedicated ALPHA-g apparatus may well reach the required sensitivity, if laser cooling on the 1s-2p
transition (recently demonstrated in antihydrogen by the ALPHA collaboration [84] and discussed above) is applied to the
trapped antihydrogen atoms. This last approach is the most advanced among the three attempts, and furthermore offers a
path towards future, more precise measurements via, e.g. atomic fountains of antihydrogen atoms [85] or other precision
techniques [86].

2.5. Other antihydrogen investigations

While baryon (B) and lepton (L) number conservation is well established, a number of models [87,88] allow the
possibility of A(B) = 2 or A(B) = A(L) = 2 processes, in which neutron-antineutron or hydrogen-antihydrogen
oscillation would occur, and which evade limits stemming from the non-observation of proton decay. A recent paper [89]
has revisited bounds on the occurrence of the later, which come mainly from searches for y rays from the annihilation of
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any appearing H in the interstellar medium. They update a previous bound that neglected the effect of elastic collisions,
and find, using the most recent observational data, that |§| < 6 x 1017 s~1, where |8] is the oscillation parameter between
H and H.

Potential laboratory tests will struggle to compete: the same paper explores a Gedanken experiment with falling
hydrogen atoms, and finds that to reach even a much less stringent bound than the above value based on y-ray
observations by the Fermi Large Area Telescope [90] (which determined the diffuse y-ray flux and compared it with the
expected cosmic ray-induced y-ray flux) of |§| < 107'® s~! would require observation of 10® mol of atomic (anti)hydrogen
during 1 s of free fall.

3. Protonium and antiprotonic deuterium

The simplest antiprotonic atom is protonium, a bound state of an antiproton with a proton, often denoted as Pn. The
1s binding energy and radius are of the order of 12 keV and 50 fm, respectively. These atoms were historically formed by
slowing down antiprotons (by ionization loss), initially in liquid or high pressure gaseous hydrogen, and later, in a dilute
gas of hydrogen. Once the antiproton is (almost) at rest, it will replace the electron of the hydrogen atom, in an orbit
whose radius is that of the first Bohr radius of hydrogen, approximately 5.3 x 10~° cm. The protonium thus formed will
have a large angular momentum, I, and a principal quantum number, n, of about (m,/m,)"/?(~ 45), where m, and m, are
the mass of the proton and of the electron [16]; for a distribution of n values, see fig. 2, in [15]. During de-excitation, (n,l)
quantum numbers are reshuffled: for formation of protonium in liquid hydrogen, Desai [16] showed that annihilation of
the proton-antiproton system would take place essentially exclusively from states with zero angular momentum (albeit
with possibly high principal quantum number). This prediction depends on the likelihood of Stark mixing, however, and so
is strongly density dependent [91]: protonium formation and cascades in low density hydrogen (requiring of course low-
momentum antiprotons) would be expected to contribute annihilations from p (or higher angular momentum) states, and
indeed, population of (and annihilation from) the 2P state of protonium was observed [92] for formation of protonium in
a low density gaseous hydrogen target. Many aspects of the cascade of these (and other) exotic atoms have been explored
in more detail in a series of papers published in the proceedings of a dedicated conference [93].

Stark mixing can be completely avoided if protonium is formed in vacuum; this occurs occasionally (albeit uncon-
trollably) through the interaction of trapped antiprotons with a very dilute population of H;“ molecular ions co-trapped
together with positrons [18]. The process, which results in n ~ 68, [ < 10 protonium with lifetimes of O(1 ws), is then:

p+HS — Pn(n,)+H (5)

A more interesting production scheme which offers full control and potentially much longer lifetimes is based on the
technique for pulsed production of antihydrogen via resonant charge exchange. In this case, antiprotons and H™ ions are
co-trapped and electron-cooled; the Pn formation reaction is initiated by first photo-ionizing the trapped H~, and then
immediately exciting it into a Rydberg state via a two-step excitation pathway, first from 1Sy to 2P; via a 121 nm pulse,
and immediately afterwards from 2P; to nS (or nD) via an infrared laser pulse, e.g. to n = 30 [94], a process that can
easily be adapted to pulsed formation of other antiprotonic Rydberg atoms (e.g. antiprotonic deuterium or antiprotonic
lithium) or molecules, starting from co-trapped antiprotons and the corresponding anionic species. These will be discussed
in subsequent sections of this review. Interestingly, a quantum-classical hybrid approach [95] finds that at low collision
energies, for excited hydrogen atoms (already for n=2), the protonium formation cross section is significantly enhanced
over the simple Langevin cross section.

Note that this is the only neutral atom with baryon number zero (to be compared to the purely leptonic positronium
atom Ps) than can be experimentally realized for the foreseeable future. In analogy to searches for mirror matter [96]
through putative oscillations of the neutral purely leptonic atoms Ps [97], of e [98], or of neutrons [99] into their
mirror matter counterparts, it is tempting to consider the possibility of searching for oscillations of protonium into mirror
protonium. It is however not clear whether the analogous couplings that are relevant in the case of Ps or neutrons can
occur in this case. Detection of such a state would have to rely on the detection of X-rays from the decay of protonium,
emitted prior to its oscillation into its mirror counterpart, and the absence of a visible annihilation signal of mirror-matter
protonium into mirror matter mesons.

3.1. Spectroscopy

The energy levels of deeply bound (ground state, first few excited states) of protonium are very sensitive to strong-
interaction contributions to the standard electromagnetic potential, as well as to contributions stemming from finite-size
effects and from the anomalous magnetic moment of the antiproton, and there is a close link between the level shifts
and scattering amplitudes [100,101]. Furthermore, the lifetime of these states is reduced because of the presence of the
annihilation channel, resulting in a broadening of the X-ray transitions.

The experimental investigation of transitions relies on detection of the fluorescence X-rays, to which however
additional X-rays from the acceleration of charge in the annihilation process (inner Bremsstrahlung [102]) contribute,
which can furthermore interfere with the transition lines [103]. Separating the level substructures of protonium is
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hindered on one hand by the achievable experimental resolution of fluorescence detectors, on the other by the strong-
interaction induced level broadenings, and finally, by the cascade-dependent level populations. Fig. 8 illustrates the level
broadenings and shifts relative to a purely QED-based calculation.

The corresponding level shifts and annihilation-induced level broadenings, particularly of transitions into the 1s state,
were studied with increasing energy resolution at LEAR, first with a gaseous detector (both in the absence [92] and the
presence [107] of inner Bremsstrahlung), with A(E)/E ~ 10%, and subsequently with a higher resolution Si(Li) X-ray
detector [108,109] as well as a crystal spectrometer coupled to CCD’s [11,103,105,106], with A(E)/E ~ 107, Spectra
in [108] are complex, with a number of background X-ray contributions from antiprotonic atoms formed with contaminant
gases (03, Ny), and while a value for both the energy shift and level broadening for pp K-X-rays is extracted, and the K,
(2—1) transition identified, in the pd system, because of the more frequent annihilation from p levels as compared to pp,
no clear evidence was found for the ground state transition (which corresponds to 1% of the 2P population in pp).

Observation of this transition, as well as a splitting of the pp ground state hyperfine levels, was made possible by the
higher resolution and sensitivity of the PS207 cyclotron trap (Fig. 8). For the ground state, the spin and isospin dependence
of the strong interaction determines the shift and broadening of each of the two K-lines corresponding to transitions into
one of the 3S; or 'Sy hyperfine states. While this splitting could indeed be observed for pp, this was not possible in pd
due to the more than 10-fold suppression of the (2— 1) transition into the ground state in comparison to pp, as well
as experimental challenges stemming from description of the background shape and pO contamination. The effect of the
nuclear polarization — the dipole in the extended charge distribution of both nucleus and p induced by the electromagnetic
interaction — on the energy shift of the 2p level is negligible in protonium; in pd, the 3d-2p transition energy is more
strongly shifted (by —6.6 meV) due to the large quadrupole moment of the deuteron [110]. Nonetheless, the comparison
of pp with pd highlights a number of interesting differences:
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e the broadening of the ground state is unexpectedly the same, with a line width of 1keV; confirmation would require
a renewed measurement with an energy resolution of AE/E ~ 1% at 10 keV or better, but even more importantly,
with greatly improved statistics, both to separate the two hyperfine components in pp as well as to confirm the
signal in pd.

o for the pp 2P levels, the average shift of the (23P,, 22P; and 23P;) levels is compatible with zero, while the 23P,
state is shifted by (137 4+ 28) meV, supporting the presence of an attractive isoscalar tensor interaction [105] (as
predicted by the meson exchange model [101,111])

o for the five pd 2P sublevels, the average hadronic shift of (—243 + 26) meV is repulsive [105,112], as predicted [113].
The splitting of the sublevels cannot be resolved and is only observed through the overall fit to the measured
distribution.

e as expected, the 2P levels are significantly more shifted in pd than in pp. In the absence of better data on the ground
state hyperfine splitting, this is the only (model-dependent) source of information on pd hyperfine splitting, with
the caveat that the width of this transition is much larger than the expected splitting. The pp system thus remains
the only one where 2p hyperfine components are accessible.

At this point, a re-measurement of the various transitions, particularly in pd, with a five-fold improvement in resolution
and with increased statistics would be desirable, on one hand to confirm the extracted hyperfine splittings, and on the
other to establish the presence and splittings of transitions into the ground state, both in pp and in pd (and possibly in
pt). If the same technique as that used by PS207 were used, a continuous antiproton beam of the order of 10°/s would
be required, which however will not be available in the foreseeable future. Instead, if improvements in X-ray detection
technologies would allow achieving an energy resolution of A(E)/E < 107% at 2 keV, or < 1072 at 10 keV, but with a
high detection efficiency, then trap-based approaches might become feasible. This is motivated by the goal of reaching
sufficient precision on the values for the spin-averaged shifts and widths to become sensitive to the possible presence of
decay channels into close-to-threshold NN bound states [ 100], for which a better decomposition of the hyperfine structure
is necessary. This requires, in addition to improved resolution and statistics, also reduced systematics, inter alia in form
of a better knowledge of the background shape.

Spectroscopy of states much earlier in the cascade, between Rydberg levels, provides an additional rationale to revisit
protonium and pd: from the spectroscopy of protonium, it is possible to improve the proton to electron mass ratio, but
in contrast to precision spectroscopy in pHe (see the following section), without referring to the results of three-body
theoretical calculations. If a comparably high precision as in pHe can be reached, for example via the scheme proposed by
Hayano [114], it should become possible to also resolve and study in detail the protonium hyperfine structure, additionally
opening the door to measuring the Rydberg constant with antiprotons. Certainly, for protonium formed in vacuum, the
absence of Stark quenching means that only radiative transitions between Rydberg levels can occur, leading to very long
(10’s of ws) lifetimes [114]).

Finally, it is tempting to consider whether measurements of a (generalized, i.e. between nS and nP levels) Lamb shift
in pp could be feasible via direct laser-stimulated transitions, similarly to the case of muonic [115] or pionic [116] atoms,
even though it is the absence of nuclear reactions in the former that its metastability is due to. Furthermore, annihilation
of antiprotonic atoms from nS states, even for highly excited atoms, is very rapid. The specific laser frequency required
to drive the nS — nP transition in pp will depend on the specific level n, which is furthermore constrained by lifetime
considerations: with a lifetime of the 2P state of pp of ~ 10~ s (in contrast to muonic hydrogen, where the ns (n>1)
states are metastable), and an n® dependence of this lifetime, tagging a transition into an nP state prior to firing a laser
will require lifetimes of O(10 ns), and thus focusing on n > 100. In Lamb-shift measurements in these exotic atoms,
contrary to non-exotic atoms, such as antihydrogen, the dominant contribution comes from vacuum polarization effects,
which will however decrease with increasing n. It is thus indeed the 2S — 2P splitting, with a value of O(eV), that is
the most interesting to attempt to measure. A possible scheme could be to tag transitions into the 2S and the 2P states
through the corresponding fluorescence X-rays. While 98% of atoms reaching the 2P state annihilate, detecting the K,
transition into the ground state guarantees that the 2P state was reached, while annihilations from the 2S state will
never be accompanied by this 9 keV photon; an enhancement of the K, signal as a function of an appropriate laser
pulse (triggered by an earlier radiative transition in the cascade) would signal a modification of the relative 2S and 2P
populations.

4. Antiprotonic helium

The metastability of antiprotonic helium was discovered as a delayed annihilation component (t ~ 3-4 ps) in
antiprotons injected into liquid helium [117], leading to the very rapid implementation and measurement of laser-induced
transitions in these long-lived pHe atoms [118] only 3 years later by the PS205 experiment at LEAR. These metastable
states are due to the particular characteristics of He with respect to other atoms: the trapped antiprotons can, in a few
percent of the cases, be captured in nearly circular Rydberg orbits (n ~ 38), in which case Auger emission of the second
(deeply bound) electron is suppressed.

The technique developed by PS205 [119] is based on injecting a large number of antiprotons into gaseous helium.
While most (short-lived) states will annihilate within few ns, some long-lived metastable states may be populated and
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Fig. 9. Left: Observed time spectra of delayed annihilation of antiprotons with laser irradiation of various vacuum wavelengths near 597.2 nm,
normalized to the total delayed component [118]. Spikes due to forced annihilation through the resonance transitions are seen at 1.8 ws. Upper
middle: Enlarged time profile of the resonance spike. A damping profile with a time constant of 15 £ 1 ns is observed. Lower middle: Normalized
peak count versus vacuum wavelength in the resonance region, showing a central wavelength 597.259 + 0.002 and a FWHM 0.018 nm. Right: (a)
Schematic view of the level splitting of pHe™ for the (n,1) — (n — 1,1+ 1) electric dipole transitions [125]. The laser transitions f* and f~, from
the parent to daughter states, are indicated by straight lines and the microwave transitions, between the quadruplets of the parent, by wavy ones.
For this experiment (n,L) = (37,35) and (n’, L") = (38, 34). (b) Laser resonance profile demonstrating the two sharp peaks and HF laser splitting
Af = f~ — f*. Although there are four SHF laser transitions only the HF transitions were resolved in this experiment.

Source: Reproduced from [118,125] with permission.

can be probed via a delayed laser pulse which - if it corresponds to a transition energy from a populated meta-stable
state into a short-lived state - will lead to a momentary increase in the annihilation rate (Fig. 9). More specifically, the
induced transition is into a state from which Auger emission of the remaining electron can again take place, resulting in a
high-n, low-I state of the antiproton, which thus has a significant overlap with the nucleus, and can consequently rapidly
annihilate.

The significant advance over direct measurements of the emitted X-rays is that the precision is now limited mainly
by the external laser system applied to stimulate the transitions. In addition, however, control over transitions allows
selective population and depopulation of states, providing access to a range of transitions (e.g. hyperfine splittings) that are
inaccessible to fluorescence-based observations. In a series of improvements of their apparatus and technique (frequency
combs, doppler-free two-photon spectroscopy, low density and cold targets), the PS205 experiment (and the successor
experiment AD-3/ASACUSA) have improved the knowledge of the transitions by several orders of magnitude, now reaching
ppb precisions. In parallel, the crucial theoretical treatment of transition frequencies (now to O(a’)) of the pHe system
has kept pace [120-122], having now reached relative precisions at the 10710 level.

A number of challenges have been overcome by the ASACUSA collaboration to carry out spectroscopy at such a
precision: buffer gas cooling of formed pHe™ atoms with cryogenic helium gas [123]; going from single-photon transitions
to two-photon spectroscopy of non-linear transitions (n, [) — (n— 2, [ —2) [124]; or incorporating microwaves to induce
a laser-microwave-laser triple resonance which allowed the ASACUSA collaboration to study the hyperfine structure
of the (n, 1) = (37, 35) state of p*He™. This later resulted in a measurement to 0.3% of the magnetic moment of the
antiproton [125] (subsequently superseded by direct measurements of antiprotons in traps), in agreement with the
corresponding value for the proton, and thus with CPT conservation, as are similar measurements with p>He™ [126].

Precision spectroscopy of this antiprotonic atomic system also allows a precision comparison of the charges of a particle
and its antiparticle: different functional dependencies of the observables (i.e. the Rydberg constant of the exotic atom, and
the cyclotron frequency of trapped negative particles) allow factorizing charge and mass. A test to 10 ppm of the equality
of the charges and masses of antiprotons and protons [ 127] combines measurements of transitions in antiprotonic atoms
and of the cyclotron frequencies of trapped (anti)protons [69,128], and is limited only by the precision achievable in the
exotic atoms’ transitions. While these were initially observed via fluorescence [129], leading to a relative uncertainty on
the antiproton mass of 5x 107>, precision laser spectroscopy of pHe™ (currently reaching a relative precision of ~ 10~19)
has dramatically improved these CPT tests in recent years.

Similarly, fitting eight transitions in p*He™ and five transitions in p*He*, all of which exhibit some degree of
sensitivity to mp/me, this ratio was determined to be m;/m. = 1836.1526734(15) [130], in excellent agreement with the
corresponding value for protons of m,/m. = 1836.152673346(81) as determined in a Penning trap experiment comparing
cyclotron frequencies between protons and highly charged >C®% ions [131], respectively between electrons and highly
charged 2C* ions [132]. With recent calculations of the theoretical transition frequencies (O(«’)) at the level of 0.1
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Table 2

Spin-averaged hadronic shifts € and level broadenings I" in p>He and p*He compared to theoretical predictions. The 2p width was measured directly
with semiconductor detectors as a line broadening. The 3d-level broadening is determined from the intensity balance of the (nf - 3d) and the (3d
- 2p) transitions and the radiative width of the 3d state. From [11], reprinted with permission, and updated with [138].

epleV LpleV I34/meV Reference

p°He

Experiment -17 £ 4 25+9 2.14 £ 0.18 [139]
Optical potential fit —-6+1 24 £ 2 1.30 + 0.15 [140]
Multiple scattering —-17.3 42.1 2.16 [141]
Density-folded optical potential —-12 33 [138]
p*He

Experiment —18 £ 2 45 + 5 2.36 £+ 0.10 [139]
Optical potential fit -8 +1 25 £2 1.67 £ 0.16 [140]
Multiple scattering —18.2 40.4 2.46 [141]
Density-folded optical potential —-19 42 [138]

ppb accuracy in H", HD* and antiprotonic helium [120,121], and further improvements in the theoretical precision being
expected, attempts at even more precise measurements by the ASACUSA and BASE collaborations should allow improving
the knowledge of m; and of g; by another order of magnitude (or more). This development is driven by the availability of
a more intense and lower energy ensemble of antiprotons from the Extra Low Energy Antiproton Ring (ELENA), possibly
allowing to resolve weak pHe™ transitions between metastable states of smaller natural width [130].

These precision spectroscopic measurements can also be used to constrain exotic spin-dependent interactions between
matter and antimatter [ 133]. Heretofore undiscovered spin-0 or spin-1 bosons can mediate exotic spin-dependent interac-
tions between standard model particles. A comparison between theoretical calculations and spectroscopic measurements
of the hyperfine structure of antiprotonic helium allow searching for, and putting constraints on, exotic spin- and
velocity-dependent interactions between electrons and antiprotons.

Naturally, searching for further transitions in pHe also allows shedding light on questions of relevance to molecular
dynamics, such as commonalities between metastable and Rydberg levels in the diatomic beryllium molecule and the
antiprotonic helium atom [134]. In a similar manner, searches for “frozen-planet” resonances in antiprotonic helium,
states characterized by an excited electron and a strongly localized p at a large internuclear distance from the Het [135],
can be carried out. Contrary to the usual configuration with the electron of the pHe atoms in the 1s state and the p in
n ~ 38 (with a radial extension of around 1 a.u.), such “frozen-planet” configurations correspond to an electron in a nearly
hydrogenic maximally polarized excited Stark state with n > 5, while the antiproton is confined in a potential well at
R ~ 100 a.u. In spite of the remoteness of the outer well in these “frozen planet” configurations, it apparently supports
a large number of resonances. Forming such a state is challenging, but two possibly feasible pathways were proposed
by the authors of the concept [136]. The first builds on the collision of a cold antiproton with a doubly-excited He atom
which captures the antiproton in lieu of the outer electron; the second starts from the interaction between a suitably
excited singly charged He ion and cold antiprotons.

If the cascade is on the other hand allowed to proceed freely, then the second electron will eventually be Auger-
ejected as well, at which point the further de-excitation steps will be determined by the likelihood of the antiprotonic
He ion (pHe)" undergoing collisional processes with the surrounding He atoms, leading to He-density dependent
(n, I) distributions. Annihilation occurs from low-lying S, P or D states, with the relative population depending on the
density-dependent de-excitation process.

Of particular interest here is the sensitivity of these low-lying states to the strong interaction, similarly as for
protonium and antiprotonic deuterium (see Fig. 8), which allows using the X-ray data to construct and constrain the
interaction potential. A number of approaches (Table 2) are able to reproduce the measured shifts and level broadenings
for both isotopes of antiprotonic helium. From this, it becomes possible to predict the interaction of antihydrogen with
helium [137], as a specific case of atom-antiatom interactions. This is somewhat similar to the above “frozen-planet”
states, although at much smaller internuclear separation. For H-He configurations with | > 0, the angular momentum
barrier between H and He will effectively block the nuclei from overlapping, and consequently annihilation is strongly
suppressed. Instead, these configurations will decay through rearrangement of the constituents into (eTe™) and («pe™)
on relatively long timescales, forming intermediate H-He systems. Jonsell et al. [137] find that the lifetime of these states
increases with J because the barrier becomes more prominent when the angular momentum repulsion is added. The
longest lifetime, estimated to be 0.1 ns, is found for the ] = 3, v = 37 state (where v is the number of nodes of the wave
function).

5. Antiprotonic atoms (N > 2)

Of course, antiprotonic atoms with heavier nuclei (the special case of antiprotonic helium has been discussed above)
have also been formed, to date by injecting antiprotons in gases, liquids or solids. With the exception of antiprotonic
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Fig. 10. X-ray spectrum of the first antiprotonic atom to be observed: p—8'TI obtained from 14 x 10° stopped antiprotons measured with a 10 cm?
Ge (Li)-detector [143]. Reproduced with permission.

helium (and possibly of antiprotonic lithium, see below), antiprotonic atoms are short-lived, and - in their lowest lying
levels - are ideal probes of strong interaction effects.

The strong interaction starts becoming significant for deeply bound or low angular momentum states and dominates
once annihilation takes place and radiative transitions no longer occur; the corresponding n®hilation Jjes between n = 1
for pH and pD and n = 9 for pU.

The full cascade from n°»%" to annihilation occurs on timescales of 1072 ~ 10712 s [142], except in the case of light
elements at very low pressures (and thus suppressed Stark mixing due to interactions between antiprotonic atoms and the
surrounding atoms). This picture is greatly modified in the case where the antiproton replaces an electron in a Rydberg
state, rather than in the outermost electron shell, since in that case, due to the absence of overlap between the antiproton
and the inner electron cloud, only (very slow) radiative transitions can take place. In those systems, the resulting lifetimes
can range from s to tens of ms.

5.1. Historical context

Atomic physics with antiprotons at CERN began with the first observation of antiprotonic atoms in 1970 [143], also
providing the first spectroscopic measurement of the antiproton mass. Fig. 10 shows the X-ray spectrum produced
by stopping 14 x 10° antiprotons in a Tl target, and illustrates the richness of structures that these systems provide.
Comparison between the measured and calculated transitions allowed the authors to give a 68% CL upper limit on any
mass difference between protons and antiprotons of (jm, — mj| < 0.5 MeV), a relative precision of 5 x 1074, which has
of course been superseded by direct measurements on trapped antiprotons.

Relatively low resolution fluorescence spectroscopy of the X-ray transitions at the end of the antiatomic cascade
provided valuable information on the strong interaction or permitted identifying the last state reached in the cascade,
and from which annihilation occurs (allowing mapping the nuclear density distribution, see Section 5.4.4).

The sensitivity of such early measurements of antiprotonic He at CERN’s PS [144] was not sufficient to detect the small
fraction of long-lived (~ j1s) meta-stable states discovered in 1991 [117]. These states opened the door to high precision
laser-spectroscopic studies of the energy levels of the antiprotonic atoms by the PS205 (at LEAR, until 1996 [145]) and
the ASACUSA (at the AD) experiments, see Section 4. This methodological advance over resolution-limited X-ray detectors
consequently improved the knowledge of the mass, charge and magnetic moment of the antiproton by many orders of
magnitude beyond what measurements of the de-excitation cascade could provide.

Revisiting these questions, which were well explored within the detectors’ technical limits until the replacement of
the continuous antiproton beam of LEAR with the pulsed extraction of CERN’s Antiproton Decelerator, requires novel
approaches to the formation of antiprotonic atoms.

5.2. Formation and evolution of antiprotonic atoms

Formation of antiprotonic atoms was studied in detail by Cohen in the context of capture of negative particles by atoms,
ions and molecules [142]. With the exception of the charge exchange processes used to form antihydrogen, the specific
processes of capture at the atomic level are similar for all experimental realizations to date, which consist of injecting
low-energy antiprotons into a target material (ranging from solid to liquid to dilute, cold gas); the required slowing down
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of antiprotons in sufficiently dense media prior to capture and the initial stages of the capture process (with unobservable
Auger emission and low-energy cascade photons, none of which escaped the dense targets) could not experimentally be
observed. Furthermore, at realistically achievable densities in this approach, interactions between the antiprotonic atoms
and other atoms of the medium lead to density-dependent de-excitation processes, and consequently annihilation from
a wide spectrum of initial quantum numbers.

Going beyond this experimental limitation requires new approaches to formation of antiprotonic atoms which build
on trapped antiprotons and trapped atoms, ions or molecules; the corresponding formation techniques will be discussed
below. Independent of the specific formation scheme however, the physics involved in replacing an electron by an
antiproton remains the same.

As in the case of formation of antihydrogen, both three-body recombination processes and charge exchange processes
can be used to form antiprotonic atoms or atomic ions (in the former case) or antiprotonic atoms (in the later). In the
former case, injection of (negative) antiprotons into (positive) atomic (or molecular) ions trapped in a nested Penning
trap configuration leads to quasi continuous formation of antiprotonic atomic ions over time scales of seconds (Fig. 3,
right). For these processes, simultaneous laser cooling of the positive ions is imaginable, thus ensuring the formation of
relatively low energy Rydberg atomic ions, whose lifetime is however likely to be very short (even in antiprotonic He, the
vast majority of annihilations occur on timescales of ns after formation of the antiprotonic atom), thus ensuring that the
annihilation process occurs within the immediate vicinity of the point of formation, within the Penning trap for positive
ions.

While an analogous formation process to that of three-body recombination (Eq. (1)) is envisagable:

AT+ AT + 5 — pA* + AT (6)

and results in the formation of neutral antiprotonic atoms, the reaction rate is low in comparison to the dominant
three-body recombination process [14]:

AT +p— pATT* +e” (7)

where the role of the third partner of the three-body recombination is played by one of the remaining electrons of the
partially ionized ion AT and which forms antiprotonic ions. The corresponding p-energy dependent capture cross sections
of up to 102 (in units of aé) are very similar to those of the atomic capture cross section [24], although in the case of
He™ (with a single remaining bound electron), a quantum-mechanical study [146] results in a more complex picture,
with relatively strong suppression of the antiproton capture rate in the ionic, with respect to the atomic, system. In both
models however, an important feature is that the capture cross section increases strongly with decreasing relative energy,
thus emphasizing the importance of working with low temperature atomic ion and antiprotonic plasmas.

The situation is different in the case of charge exchange: here, negative ions co-trapped with antiprotons are a suitable
starting point. Charge transfer reactions between ions and Rydberg atoms result in Rydberg atoms with principal quantum
numbers similar to that of the original Rydberg atom [147]). The formation process proposed for antiprotonic Rydberg
atoms is a pulsed-laser controlled process, with several laser pulses firing within a few ns of each other. The first step is
to photo-ionize the anionic species; immediately thereafter, several further laser pulses excite the now neutral species
from its ground state A; into a Rydberg state A}, via an intermediate state A, are possible. While direct excitation from the
ground state is also feasible in principle, lasers at the requisite wavelengths are daunting. Whether starting from a ground
state system or from a Rydberg system, the resulting charge exchange between the neutral system and the antiproton
results in the formation of a Rydberg antiprotonic system; it is only the principal quantum number n’ of the formed
system that will be changed:

A 4y — Agte 8)
Ag+ v — Ae (9)
Actys — A" (10)
AP — pAS +e (11)

In the case of e.g. ground state H, the resulting pH will be in n" ~ 40; in the case of H(n=30), the resulting pp* will
be in n’ ~ 2000 [94], with an angular momentum distribution enhanced towards the circular [ ~ n’ states. Consequently,
lifetimes well in excess of 10’s of s can be obtained for the Rydberg states, although if no prior excitation of the initial
atom is undertaken, then those timescales shrink to ns.

In the absence of the possibility (for now, although there are ongoing attempts [148]) to laser-cool the anionic
species, the final temperature of the resulting antiprotonic atoms will be determined by the equilibrium temperature
of the anions achieved through sympathetic cooling via co-trapped electrons, typically in the region of 10’s of K. In both
trap-based formation processes, the local density of atoms is such that, in contrast to formation in gaseous, liquid or
solid targets, interactions between surrounding atoms and antiprotonic atoms is negligible, so that the atoms evolve as
isolated systems and, after an initial phase possibly including Auger electron emission, rapidly reach circular Rydberg
states (n,l = n — 1) [149]. In Z > 2 Rydberg atoms, and neglecting the influence of external fields, only collisional
Stark mixing of states (n,] — n, ') in collisions between Rydberg atoms and any possibly present ions [150,151] could
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potentially influence the evolution of the system; in the chosen trap-based scenario, this is negligible, as are collisional n
and [ changing collisions with surrounding ground state atoms [152]. The subsequent cascade (Section 5.4.3) will result in
a step-by-step ejection of more deeply bound electrons, albeit at a slower rate, leading to either fully stripped atoms
or atoms with only the most deeply bound electrons remaining at the moment at which annihilation of the deeply
bound antiproton with the nucleus takes place. In this temporal evolution, the antiprotonic atoms pass through a number
of regimes that each have a specific physics interest, and which can be probed by an appropriate choice of formation
mechanism, resp. choice of formation parameters.

Laser manipulations, spectroscopy and study of interactions between formed antiprotonic Rydberg atoms require long-
lived states for which, furthermore, the time of formation is known, so as to be able to e.g. manipulate or probe them
with further laser or microwave fields. On the contrary, nuclear processes that occur at the end of the cascade may be
better studied via three-body formation processes or charge exchange formation processes without a prior excitation of
the atom, which ensures that annihilation between antiprotons and protons or neutrons takes place within the same
potential well as that within which the antiprotonic atoms were formed. In an alternative approach, that of prior Rydberg
excitation of the target atom, nuclear interactions between the antiproton and the nucleus will occur far away from the
formation Penning trap that furthermore will only trap negative ions.

If no Rydberg excitation is thus carried out, then annihilation of the antiproton with the nucleus will occur on
timescales of ns after capture. Naturally, given the fact that the moment of neutralization of the anion is known to
0O(10 ns), and thus that of the subsequent formation of the antiprotonic atom in a plasma with radius of 100 pm to O(1 us)
accuracy, switching the polarity of the trap so that only positive ions remain trapped, or working within a nested Penning
trap, would allow trapping any formed highly charged nuclear remnant or fragments, as long as their recoil energies
remain lower than O(1 keV), which corresponds to annihilations between antiprotons and very peripheral nucleons. This
is discussed in detail in Section 5.4.5.

Similarly, performing a more complex sequence of steps on co-trapped A~, H~ and p would allow not only forming
(possibly trappable) nuclear remnants, but would also allow exposing them (only 10’s of ns after their formation) to
Rydberg protonium, initiating a further charge exchange process, and forming (hollow) Rydberg atomic ions consisting
of the nuclear remnant or nuclear fragment and the antiproton very briefly after their formation. These hollow Rydberg
atomic ions can then be studied spectroscopically (see Section 6.1).

5.3. Antiprotonic Lithium

Before focusing on antiprotonic atoms of heavier nuclei, a short discussion of the special case of antiprotonic lithium
is in order here. As noted above, a small fraction of antiprotonic He atoms end up in metastable states, with lifetimes of
the order of ws. Annihilation is suppressed by the difficulty of Auger ejection of the remnant electron in the case where
I ~ n [153] since the Auger transition requires a large angular momentum change. Several authors have investigated
not only this special case, but have also attempted to investigate whether similarly long-lived states of pLit*, of pLit™
or of the anionic (pe~e~«) systems might also exist. From a calculation for circular and almost circular states [154], it
appears that in addition to pHe, for specific values of I, also long-lived (O(j.s)) states of (pe~e~Li) should exist. More
recent semi-quantitative [155] or semi-classical calculations [156] have bolstered the expectation that some pLi atoms
should be sufficiently stable against Auger decays to be observable as long-lived states; specifically, pLi* with | < 30 can
have large Auger decay rates, while states with [ > 40 should be long-lived, with states with | > 50 having practically
negligible Auger transitions. Spectroscopy of such states would then expand the systems in which very high precision
spectroscopy of simple antiprotonic atoms could be carried out, allowing an independent evaluation of the systematic
errors of spectroscopy of the pHe system.

Obtaining such high angular momentum states in interactions between antiprotons and Li atoms is however challeng-
ing, since replacement of the outermost electron will lead to n ~ 40 antiprotonic Li atoms, with an [-state distribution that
also has significant population at low [ values and which furthermore will undergo, even in a dilute gaseous environment,
collisional de-excitation. Indeed, experimental searches for meta-stable antiprotonic Li have been unsuccessful: only a
handful of experiments have attempted to search for long-lived pLi states in the decay spectrum of antiprotons injected
into (solid) Li, the most sensitive one finding that at most, 0.015% of antiprotons are trapped into long-lived states [157].

The key to forming potentially long-lived pLi states thus lies in reaching the | ~ n states with sufficiently high I that
Auger transitions are highly unlikely; if the initially formed antiprotonic atom is in a sufficiently excited state ngygperz at
the moment of formation (as can be achieved via the pulsed formation scheme with intermediate Rydberg excitation of
the atom described in Section 5.2), then the antiprotonic atom can radiatively reach such a meta-stable high-I circular or
near-circular state. At the same time, however, such neutral antiprotonic atoms are not contained within the formation
Penning trap, and instead will reach the trap electrode surfaces (and annihilate) on timescales of O(100 ps) for T ~ 10 K Li
(and correspondingly longer for heavier atoms), thus requiring either a multipolar magnetic trap for temporary trapping
or starting with Li excited into low-lying states (which thus can decay with time constants of j.s).
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5.4. Antiprotonic atoms beyond Li

Antiprotonic helium (both 3He and “He) has become a high precision laboratory for the determination of the mass and
charge of antiprotons due to its particularly long-lived metastable states (with lifetimes of the order of 10 s) that allow
complex manipulations with optical and microwave radiation. Other antiprotonic atoms are however short-lived, in spite
of being initially formed in Rydberg states; de-excitation occurs via cascades of Auger processes and only where these
are not possible, via radiative transitions. In helium, such Auger transitions are suppressed, at least in the case where the
pHe™ atoms have large principal quantum number n and an angular momentum number [ close to the maximal value of
n — 1. The low likelihood of large angular momentum changes between such near-circular states required to Auger-eject
the second electron and that would result in rapid de-excitation and annihilation leads to the long lifetimes of these
intermediate states.

Experimentally, such large n, [ values do not appear in the formation of other antiprotonic atoms, which may however
partly be due to the manner in which they are formed, and partly to the environment in which they are formed (high
density, and thus elevated likelihood of multiple interactions with other atoms). As indicated above in Section 5.2, these
limitations might be overcome by forming antiprotonic atoms (and molecules) in a very low density environment, in
which they can essentially be treated as isolated systems, and may thus - if starting from very high excitation levels -
slowly de-excite radiatively to reach the I = n — 1 diagonal.

Studies of antiprotonic atoms can be separated into two domains: the first concerns spectroscopy of transitions
between Rydberg levels, with frequencies in or close to the optical regime which can, e.g. in the case of pHe, be stimulated
via lasers or microwaves. The second concerns transitions between deeply bound states of heavy atoms, with transition
energies in the keV region, and thus observable only via detection of the fluorescence photons. While in the later case,
strong interaction shifts of the most deeply bound state reached before annihilation are particularly interesting (but for
which measurements are unfortunately limited not only by available statistics and by the model used to extract the
shifts, but also by the resolution of the detectors for the keV photons), precision measurements of transitions between
the excited levels (potentially via laser or microwave spectroscopy) are particularly sensitive probes of the properties of
antiprotons, of QED, and of the presence of non-standard model interactions.

To date, only in pHe has it been possible to study and measure transitions between Rydberg states, first by single-
photon-induced transitions, and subsequently by two-photon spectroscopy. To minimize Doppler broadening of those
transitions, two-photon spectroscopy of (n,l) — (n — 2,1 — 2) transitions are particularly suited, with the caveat that
the large mass of the antiproton results in small probabilities for these non-linear transitions, and that fine tuning of the
intermediate virtual state close to the (n — 1,1 — 1) level is required to achieve the necessary rates [158]. The extremely
short lifetimes of other antiprotonic atoms has excluded such studies to date; the formation of highly excited (n > 40)
antiprotonic atoms via production in traps however opens the possibility of studying non-p-He systems as well. In light
of the very high precision achieved in pHe, it is however important to consider which systems it might be worthwhile
to attempt spectroscopy in, and which physics topics could be addressed that have not yet been covered. The following
sections will address these specific areas that deal with QED tests and searches for beyond-standard-model physics; the
potential of producing spin-polarized antiprotons; and the study of nuclear physics made possible by forming antiprotonic
Rydberg atoms. A discussion of the specific case of highly charged hollow Rydberg atomic ions can be found in Section 6.1.

The following two sections discuss first the highly excited Rydberg states and transitions within them, before focusing
on studies of the deeply bound states.

5.4.1. Antiprotonic Rydberg atoms and tests of QED

Transitions between Rydberg states are sensitive to the presence of physics beyond the standard model (in the form
of e.g. light scalar models or chameleons [159]), or forces mediated via kinetic mixing between a photon and a new
Z’ [160] which would result in modification to the standard model interaction strength between the nucleus and electrons.
Calculations for a wide range of transitions in hydrogen [161] indicate that the sensitivity is limited on one hand by the
much greater uncertainty of Rydberg levels with respect to the precision of the 1s — 2s transition (which is known to the
0.01 ppt level in H), and on the other hand, by the very limited number of (n, [) states for which precise data exist. A
measurement of a large number of Rydberg transitions to a comparable level of precision as that of the 1s — 2s transition
has the potential to improve existing limits on the electron-mediator coupling by several orders of magnitude over a very
wide range of mediator masses (between 1eV and 10 keV).

The same holds for exotic atoms, among them antiprotonic Rydberg atoms, which are a novel testing ground for
high-field bound-state QED [1], which is traditionally probed with mostly or fully stripped ions, typically in accelerator
facilities, where these few-electron high-Z ions are spectroscopically probed in flight. Experimental uncertainties are at
the 10 or even 100 ppm level, and even potentially more precise measurements of the lowest-lying levels in such 1-
electron atoms will remain affected by finite nuclear size and nuclear polarization effects. Antiprotons captured by (singly
charged) trapped cations (in two-body, and considerably more rarely in three-body, interactions) or by ground-state atoms
(in charge-exchange reactions) are directly trapped into low-lying atomic states, which however correspond to Rydberg
states for the antiprotons; for light and medium-Z atoms, all electrons are Auger-ejected, while for high-Z atoms, a small
fraction of the (deepest-bound) electrons remains [149,162], while the antiproton is still in a highly excited state.

In particular for high n circular states, nuclear contributions are negligible, while bound-state quantum electrodynamics
contributions remain large. The type of spectroscopy of the intermediate level transitions in these antiprotonic atoms will
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depend on the atomic levels being observed. For lower-lying states, fluorescence spectroscopy should be able to probe
down to energy resolutions of better than 1 eV [163]. Both for the neutral (and thus untrapped) antiprotonic atoms, as well
as for the completely stripped (with the exception of the antiproton) atomic ion, the energies of the transitions between
the more deeply bound states are in the range of 10’s to 100’s of keV. Probing transitions among more highly excited
Rydberg states requires the more complex, but most likely still feasible multi-step approach delineated in Section 5.2
(for formation) and 5.4.3 (for exciting transitions within Rydberg states). This which would however have an enormous
advantage over fluorescence detection, since those transitions could not only be laser-stimulated, with a concomitant
much higher precision, but could also take place with charged, and thus trapped, systems. As pointed out in [1], probing
second-order QED effects across a wide range of Z becomes possible in such systems, and thus, the structure of the vacuum
can be tested in configurations in which the Schwinger limit is largely exceeded by the average field strength.

5.4.2. Antiprotonic Rydberg atoms as a path towards polarized antiprotons?

Obtaining polarized antiprotons has long been a goal for a number of subsequent measurements (measurements of
scattering cross sections of polarized antiprotons, disentangling of contributing partial waves in the formation of hadronic
states via control of the spin configurations in antiproton-proton annihilations) and a number of attempts have been
made to search for polarization effects that would lead to such a beam [164-168]. Any polarizations resulting from
spin-dependent interactions or spin build-up in accelerators have unfortunately turned out to be very low.

However, one interesting approach with much higher potential polarization has been suggested by K. Imai [169] and
relies on the intermediary formation of antihydrogen atoms: in his proposal, antihydrogen atoms are formed in co-
circulating positron and antiproton beam, and are subsequently optically pumped via circularly polarized light over a 10 m
long flight distance. Production of antihydrogen atoms in nested traps results in production rates of antihydrogen of 10> ~
10* H/s, albeit into 47 and in a range of Rydberg states, while the above scheme requires ground state atoms, and was
thus not immediately applicable. With the advent of trapped antihydrogen, however, and the microwave manipulation
of the trapped species (Section 2.3), antiproton-spin selective depopulation of the trapped ensemble becomes feasible,
albeit currently resulting in low numbers of potentially spin-polarized antiprotons (with respect to the axial Penning trap
magnetic field).

An alternative approach might potentially be provided by antiprotonic atoms and molecules: antiprotonic atoms
formed via resonant charge exchange in Penning traps will be in highly excited but relatively well-defined | ~ n Rydberg
states, and will form a relatively dense cloud for 10’s of s after their (pulsed) production, during which time they can be
manipulated (as can be atoms of antiprotonic Helium formed more conventionally, and for which antiproton-spin selective
transitions have already been induced via microwaves — see Section 4). The target atom or ion itself is furthermore
amenable to manipulation prior to formation of the antiprotonic atom: polarization of the lasers involved in the excitation
process into a Rydberg state allows influencing the magnetic substate m of the resulting Rydberg atom [170].

During the relatively long drift time as the cloud of any formed antiprotonic Rydberg atoms expands, spin-selective
processes, e.g. microwave-induced transitions or circularly-polarized optical pumping of antiprotonic Rydberg atoms of
paramagnetic elements, like Rb [171,172], could preferentially depopulate particular antiproton spin orientations with
respect to the Penning trap’s axial magnetic field. Alternatively, a (radial) magnetic gradient field superimposed on the
Penning trap would act differentially on different spin states, selectively accelerating outwards one orientation, while
decelerating the other, although this approach is more challenging for Rydberg atoms in a wide range of internal states.

Finally, embedding antiprotons into molecules (first forming Rydberg molecules, analogously to the formation of Ryd-
berg target atoms prior to forming antiprotonic Rydberg atoms) opens a further possibility: spin-polarized hydrogen can
efficiently be obtained from the photolysis (using circularly polarized light) of a simple di-atomic molecule, e.g. HCI [173],
in which polarizations of 36% are obtained.

Ultimately, photo-ionization of the polarized antiprotonic bound systems will then be required to produce an ensemble
of polarized antiprotons within the formation trap’s magnetic field, which will then need to be extracted for subsequent
measurements. Among these, one could be particularly interesting, as it would allow a novel test of CPT within the same
device as for protons: recently [174], a proposal has been made to build a custom electrostatic storage ring to search for
a permanent electric dipole moment of the proton (pEDM). The aimed-for sensitivity of 1072° e.cm is achieved by using
polarized “magic” momentum 0.7 GeV/c protons in an all-electric storage ring. The same storage ring structure would
work equally well for polarized antiprotons of the same momentum, furthermore allowing reducing systematic errors
(remnant E-fields), which would require developing techniques for antiproton polarimetry, but would permit searching
for a putative pEDM in parallel to the pEDM.

5.4.3. Atomic cascade in antiprotonic atoms

Initial investigations of the transitions of antiprotonic atoms focused on the transitions between the most deeply bound
states, with transition energies in the keV ~ 100 keV range, as a way to investigate on one hand cascade models and the
dynamics of the depletion of electron shells, and on the other hand the NN potential through strong interaction shifts and
broadenings of the most deeply bound states. As an example of the former, in the case of the noble gases Ar, Kr and Xe, the
principal quantum numbers of the outermost electron shell are n, = 3, 4 and 5, resulting in initial n; of the corresponding
antiprotonic atoms of 128, 170 and 215, thus allowing in principle following a very large number of de-excitation steps. In
a detailed study of antiprotonic atoms of noble gases [ 149], the relative intensities of the different transitions, the presence
and energy distributions of electronic L- and K-X-rays, and comparison with a calculation of electronic and antiprotonic
binding energies in a multi-configuration Dirac-Fock (MCDF) approximation that includes radiative and nuclear finite size
corrections [175] allowed extracting a number of central features of the cascade in these noble gases:
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e in dilute gases, refilling of Auger-ejected electrons from neighboring atoms or molecules is very strongly suppressed;

e in the course of the cascade, the binding energy of the remaining electrons increases due the reduced screening
of the nuclear charge, which can effectively temporarily interrupt the Auger de-excitation; such levels should be
meta-stable (only radiative transitions can take place to lower levels) and might thus be amenable to laser-assisted
transitions into other, less stable levels;

e complete ionization is reached in lighter systems (krypton), while not in heavier ones (xenon). In this later system,
once the antiproton has reached the n; = 22 level (52-fold ionized Xe), while almost all electrons will have been
ejected, L-shell depletion must be considered to remain incomplete. The binding energies of the remaining two
K-electrons are 40 271 and 41 300 eV. These energies are reduced to 38 793 and 39 028 eV if the antiproton screens
one of the two charges, and a transition from n;=16 to 15 (A(E)=39 028 eV) is enough to eject one K electron (but
only if the other is still present). Subsequent transition energies are pXe(15-14): 47 708 eV and pXe(14-13): 59 167
ev;

e resolving a number of electronic X-rays requires a major technological step forward over semiconductor detectors
(with an energy resolution of ~1%), which would also open the possibility of Auger electron spectroscopy of the
de-excitation cascade in very low density environments that exclude refilling of any Auger ejected electron levels.
X-ray detectors with the requisite sub-%. energy resolution are slowly coming within range [163].

Contrary to the early spectroscopic measurements that relied on a beam of continuously extracted antiprotons for
tagging the start of a capture and cascade sequence, and possibly, as in the case of antiprotonic helium, inducing level
changes from metastable to short lived states, forming antiprotonic atoms in traps offers a wider degree of freedom. This
concerns particularly the case of initially highly excited Rydberg atoms, as these will to a very large extent reach the
I = n — 1 states early on, and undergo (slow) radiative transitions instead of the rapid de-excitation process of Auger
transitions. These Rydberg atoms can be temporarily trapped (on time scales commensurate with the radiative transition
times) in a magnetic gradient trap as they undergo radiative transitions (although evaluating the trappability of specific
high-n, high-m Rydberg atoms is complex [176,177], the required magnetic field gradient should be significantly smaller
than that required to trap ground state antihydrogen). Furthermore, also a much larger fraction of formed antiprotonic
atoms than the ~ 3% in the case of antiprotonic helium would be susceptible to be affected by level-changing laser pulses,
thus allowing a much more high-resolution investigation of the early steps of the cascade. Additionally, replenishing of
any Auger-ejected electrons should be negligible in comparison to already low levels in previously-used dilute gas targets.

Similarly to frequency scans across a resonance in antiprotonic helium, which induce transitions between metastable
and short-lived states, resulting in a laser-frequency dependent annihilation signal, a method to de-excite or ionize meta-
stable antiprotonic Rydberg atoms is required, with the understanding that any formed Rydberg atoms will be spread
across a large number of (n, [) states, and that subsequent Auger de-excitation can occur only once n~ 40 is achieved.
De-excitation of Rydberg states is a non-trivial undertaking [178]. One way to carry out such Rydberg spectroscopy has
been proposed by Hayano [114], and builds on detecting lifetime differences between resonantly-populated longer-lived
Rydberg levels with respect to shorter lived initial Rydberg levels; another possibility could be resonant photo-ionization
and subsequent detection of the liberated p in the case of in-flight spectroscopy.

5.4.4. Nuclear halo

Even more deeply bound states are however beyond the domain accessible even via XUV lasers; here, fluorescence
spectroscopy of the occurring transitions allows measuring transitions and their widths to better than 0.1% (with
superconducting microcalorimeters [163]) or, in the case of dedicated Bragg spectrometers [11], even to ~ 10~%. Over
the course of several decades, antiprotonic atoms of a large number of elements have been measured and analyzed in
terms of the interaction potential between the nuclei and the antiprotons, respectively the optical model that is built
on it. Recent considerations on the properties and problems arising from such an ansatz, and discussing antinucleon-
nucleus interactions in the framework of the optical potential, can be found in [179-181]. Nuclear absorption reduces the
lifetime of the lowest accessible atomic state, resulting in a broadening of this X-ray line, while the strong interaction
itself shifts the energy of the last level reached by the antiprotonic atom from its purely electromagnetic value. As the
strong interaction potential is proportional to the nuclear matter density, the widths and shifts provide information on
the nuclear density at the point of annihilation (the last available level or the last-but-one level). Note that X-rays are
produced not only during the (rapid) cascade, but also through the acceleration of charge at the moment of annihilation.
This inner bremsstrahlung continuum [102] can furthermore interfere with the transition lines, on one hand potentially
yielding additional information, but on the other distorting the measured spectra. This effect has not been taken into
account in systems other than protonium. A number of studies focused on isotopes of Mo [182], Nd [183], Te, Sm and
Pt [184], O [185], Li [186] or of Yb and Ba [187], in addition to a number of further elements. The PS209 experiment at
LEAR in particular determined a large number of level shifts (44) and level widths (62) for 34 different isotopes [188],
whose analysis is summarized by Fig. 11.

These studies of antiprotonic atoms, both of their fluorescence cascade and of the distribution of nuclear fragments
resulting from the annihilation of antiprotons with the nucleus (via radiochemical methods), has allowed extracting
information about the nuclear periphery of specific atoms, albeit on a statistical basis. Furthermore, it should be pointed
out that the neutron density distribution is more difficult to measure accurately than the proton density distribution
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Fig. 11. Left: Difference between the rms radii of the neutron and proton distributions, deduced from antiprotonic X-ray data, as a function of
8 = (N —Z)/A. Right: A straight line fit to the experimentally determined [189-191] halo factors (see [192] for a definition), plotted as a function of
the target-nucleus neutron binding energy. For 2°8Pb, the neutron binding energy is equal to 7.4 MeV and the interpolated halo factor is 2.8 + 0.4.
Source: Reproduced from [188,192] with permission.

(which can be probed by non-strongly interacting probes, such as electrons) because it interacts mainly with hadronic
probes (protons, alphas, pions and antiprotons) through non-perturbative interactions whose theoretical description is
model dependent. The neutron skin of 26 antiprotonic atoms ranging from “°Ca to 233U was systematically analyzed
by the PS209 experiment [188]; under the assumption that the neutron and proton densities at large radii are well
described by a two-parameter Fermi distribution, the authors conclude that for neutron rich nuclei it is mostly the neutron
diffuseness which increases and not the half-density radius. This outcome suggests that there is a correlation between
the neutron skin thickness and the isospin asymmetry, and that the concept of neutron “skin” (in contrast to neutron
“halo”) is not necessarily the best description of the data, although this conclusion rests to some extent on the details of
the modelization [193,194].

While the uncertainties stemming from experiments with antiprotonic atoms are larger than other approaches
(electron scattering, ...), reduced experimental (and theoretical) uncertainties over a range of further isotopes would
allow an improved determination of the skin thickness of e.g. the particularly interesting stable nucleus 2°Pb [195,196].
This nucleus has already been the target of spectroscopic observations: a measurement of the fine-structure splitting in
the circular 11— 10 X-ray transition of p?°Pb [197] allowed determining the magnetic moment of the antiproton at
the %o level. In addition to revisiting and expanding on these measurements, further specific isotopes are also worthy of
further detailed study, such as deformed even-A nuclei (search for an LS effect), odd-A nuclei (influence of an unpaired
nucleon on the density distribution), or doubly magic Ca isotopes.

Radiochemical methods to characterize the type of annihilation (pp vs. pn) are mainly sensitive to radioactive
annihilation fragments; any long-lived or stable remnants naturally remain invisible. Forming antiprotonic atoms in
traps opens up the possibility of event-by-event determination of the emitted fluorescence X-rays together with the
determination of the charge multiplicity of the annihilation, allowing to disambiguate antiproton annihilations on protons
(total charge = 0) from those on neutrons (total charge = -1), as long as all mesons resulting from the annihilation
are detected. In addition, as these experiments would take place in vacuum, there is the possibility of detecting and
characterizing even the formed nuclear remnants, whether they are stable or not. Earlier experiments at LEAR with
streamer chambers were already sensitive to such nuclear fragments, measuring their (undifferentiated) momentum
distribution for p*He and pNe [198,199], but also extracting the relative pn and pp annihilation strengths, from which
a degree of inconsistency between the halo and the low-Z measurements emerges. Such studies can furthermore be
extended to unstable nuclei, for whom characterization of the nuclear periphery is particularly interesting, specifically
for very neutron- or proton-rich isotopes.

The PUMA experiment [3] thus has the goal of forming antiprotonic atoms of short-lived radio-isotopes in order to
probe, through antiproton-neutron and antiproton-proton annihilation, the long distance tail of the nuclear potential
for unstable nuclei; this requires combining a (transportable) trap for antiprotons with a tracking detector for the
annihilation products. As for the stable isotopes, this allows investigation of the neutron skins of proton- or neutron-
rich isotopes, and thus better characterizing the neutron density distribution in the halo of nuclei (and thus the nuclear
symmetry energy [200]). It has to be pointed out that using hadronic probes such as antiprotons results in rather large
systematic uncertainties, since in hadronic processes the probe and the target are inextricably linked, so that a 'truly
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model-independent determination of the density distributions is impossible’ [201]. Nonetheless, a range of approaches
(relativistic mean field, optical potential) to calculate the p binding energies and level widths give consistent values of the
1s state for a range of nuclei [202]. This not only strengthens confidence in the specific form of the used p optical potential
near threshold and in a low nuclear density region, of relevance for determination of the precise functional form of the
neutron density distribution, but furthermore constrains extrapolations to higher densities into the sub-threshold region
and thus to the region relevant to potential p-nuclear bound states. Indeed, calculations indicate that if an antiproton
is embedded in the nucleus, the later is compressed and the nuclear core density increases, reaching a value 3-4 times
the normal nuclear density in the vicinity of the p [203]. Such antiproton-nucleon or antiproton-nucleus quasi-bound
states (lifetimes would be of the order of 10~%3s) have been searched for at the LEAR facility at CERN and at BES [204].
While those attempts have been unsuccessful or inconclusive, more recent calculations (such as chiral effective theories
in [205]) continue to maintain interest in the possibility of observing these putative states.

5.4.5. Annihilation with protons and neutrons: fragmentation

Antiprotonic atoms pA have cascade times on the order of ns [142], so that a few ns after the atom is formed,
annihilation of the antiproton with a peripheral neutron or a proton of the nucleus occurs, initially leading to IZ\I—lA
or f,:llA together with any mesons (mainly pions, but occasionally also kaons) produced in the p-nucleon annihilation.
Secondary interactions between the nucleus and these mesons have been studied both experimentally and theoretically.
Models based on intranuclear cascade models [206] or on a microscopic transport approach [207], as well as many
others, reproduce the global structures of the experimental data that have been collected for antiproton annihilations
on e.g. Au [208], Mo or Ho [209]. The models themselves proceed by steps: after the annihilation of the antiproton with
a nucleon, any produced pions (or kaons) that travel through the nucleus deposit energy and initiate a cascade process
in which some nucleons can be ejected with high energies, while the remaining nuclear remnant de-excites further via
evaporation. An overview of many aspects of the field can be found in [210].

It has to be pointed out that, given experimental limitations, only the lightest fragments resulting from annihilations
of antiprotons on nuclei have been investigated with direct detection of those fragments [211], but without the possibility
of measuring their energies, or their undifferentiated momentum distribution [198,199]. For heavier fragments, only
bulk mass spectrometry of a large number of antiproton-nucleus annihilations has been carried out, generally via
radiochemistry (which is naturally insensitive to long-lived or stable nuclear fragments).

Both from the models and from experimental data (e.g. from antiprotons annihilating on Au), two structures emerge:
on one hand, it has become clear that the AN = —1 process, i.e. in which the remnant nucleus is only slightly disturbed,
losing either a proton or a neutron but otherwise receiving only enough energy to allow y-transitions, but not enough to
eject any nucleons or nuclear fragments, is very common, occurring in 10% ~20% of the cases, even for heavy/large nuclei
such as Pb, as is shown in Fig. 12. The prevalence of this AN = —1 process indicates that peripheral, low momentum
transfer annihilation is common, an observation that is crucial in studies of the nuclear periphery detailed in Section 5.4.4.
Furthermore, processes in which A or Z are reduced by one unit (corresponding to peripheral antiproton-neutron or
antiproton-proton annihilation with an otherwise unperturbed nucleus) are clearly competitive with more disruptive
processes resulting in production of nuclear fragments or boil-off of nucleons.

While for peripheral annihilations, only little recoil energy is transferred to the remnant nucleus (see following section
for a discussion), for more energy deposited in the nucleus, the result is a broad range of possible nuclear fragments,
whose detailed ratios are broadly described by the different theoretical approaches, and where yields are very broadly
clustered around 45% and 85% of the mass of the parent nucleus, with the lower region corresponding to fission products,
and the higher region to evaporation residues. In the specific case of antiprotons annihilating on gold, the fission yield
is (3.8 = 0.5 %) [208]. The quantum molecular-dynamics model (the LQMD transport model, [207]) that combines the
production of primary fragments via a coalescence approach, as well as their subsequent decay via evaporation of nucleons
(via the statistical code GEMINI), reproduces particularly well the available data on fragment production from LEAR at
CERN. Although beyond the scope of this review, it is worth mentioning that the formation of hypernuclei (through the
interaction of kaons produced in the annihilation reaction with the primary precursor nucleus), or more precisely, of
hyperfragments [214] is also well described by the same model. Hyperon production in p-N interactions is a sensitive
probe for the properties of the antikaon-nucleon interaction in the nuclear medium, with implications also for the study
of the appearance of deconfinement [215].

5.4.6. Formation of trapped highly charged ions (HCI's)

As indicated in Section 5.4.3, shortly before the antiproton in an antiprotonic atom reaches the nuclear periphery (in
fact, once its wave function is within that of the innermost electron) and annihilates, the atom is fully stripped (or almost
fully, in the case of nuclei heavier than Kr, albeit increasingly less so with higher A, as the deepest-bound electrons are then
not Auger-ejected). The resulting system consists of the nucleus, the remnant antiprotonic “heavy electron”, and possibly
a small number of very deeply bound electrons. Experiments with a range of antiprotonic atoms showed that in 10~20%
of the annihilations, the nucleus remained intact [206]. If this process takes place in a nested trap configuration (injection
of antiprotons into trapped positive ions), the resulting (highly positively charged) daughter nucleus will experience
the strong (due to its Z-fold nuclear charge) electric field of the Penning trap in which it was formed. But also pulsed
formation can result in the same situation, either by embedding the well holding the anions and the antiprotons within

24



M. Doser

Progress in Particle and Nuclear Physics 125 (2022) 103964

p nucleus mass Yyield 20 40 60 80 §‘mof
i ) (x15) " ' S
3 gBMo T/ * 208py, 3 10}
' n=6 n=10 g
L
2 4 = '
g
3.(,([/[.) - [ BO 100 120 140 160 180 200
A
0 } 1 } —— =po—a g 100 | ']
4 xti) 5, T xVS) 08, 1 &
. ~
o n=38 1 n=9 T 10k E
g :
é 2~ T - f N 4
e
| 1 ’ ‘ 1 o " 01020 30 40 50 eo 7080 80 100 110 120
0 1 f T 1 — —_ y N - .
LI (x114) 5, T 238, P &0k © 4
n=7 n=1,12 = ¢
N ("1[5) E 10 4
2 i 43
' a
H — 1F 3
0 1 e w 1 0 ™ o 10 20 30 40 50 60 70 80
200 40 60 Aq-A . 100 120 %0 z

Fig. 12. Left: Probability distribution (in percent) for the residual mass As. The histograms are the results of the model in [206]. The dots and the
open circles are data on *Mo and !%°Ho [212]. The first bin corresponds to “minimal” annihilations, in which the antiproton annihilates with a
proton or a neutron, but the remnant nucleus otherwise is unscathed. Right: Yield of residues after gold fragmentation by stopped antiprotons as a
function of (a) atomic mass, (b) neutron number N and (c) atomic number Z.

Source: Reproduced from [206,208] with permission.
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Fig. 13. Left: Relative production rates of radio-isotopes produced in Geant4 simulations of p—8°Rb annihilations. Right: Relative rates of the charge-
weighted energy (E [keV] /| Q) of the produced Ar and lighter radio-isotopes [213] as a function of the nuclear charge Z of the remnant in p-Ar
annihilations. Peripheral annihilations, which lead to only small changes in Z or N, populate the low energy part of the energy distribution, particularly
for heavy parent nuclei.

a wider nested trap, or by rapidly switching the polarity of the trap for negative particles concurrently with the pulsed
photo-ionization and Rydberg excitation of the co-trapped anions.

It can thus be hoped that in at least some of these cases, the resulting % 7 ~1Aor? 7 A highly charged daughter nucleus
will have a low enough recoil energy that may result in it remaining trapped. Indeed, the outcome of a simulation of range
of antiprotonic atoms (see Fig. 13 for results for p-Rb and p-Ar) shows that the charge-weighted energy distribution of
the produced radio-isotopes with AZ = 0 or AZ = —1 is low enough for moderate Penning trap electric fields of O(1 kV)
to be sufficient to trap some of the (fully stripped) fragments if the precursor is not too light.

Any such highly charged trapped fragments can then form the basis for further studies, either of the fragments
themselves, as detailed in the following, or as the starting point of hollow Rydberg atomic ions (see Section 6.1).

Formation (and peripheral annihilation) of antiprotonic atoms allows forming, with some degree of efficiency that
remains to be determined but that simulations indicate can be quite sizable for heavy nuclei (up to 100% of the formation
rate for kV trapping potentials), trappable highly charged radio-isotopes from trapped ions of stable or quasi-stable
isotopes. In specific cases, this might then not only allow forming specific isotopes that are currently difficult to extract
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Table 3

Selected annihilation reactions energetically compatible with n formation within or at the surface of the nucleus.
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Reaction Final state energy [u] Lifetime of initial state isotope Lifetime of final state isotope
7Be + p — “8Li" 0.0022u 53 d 839 ms

8B + p — “Be” 0.0202u 730 ms stable

nc+p— “12p” 0.0049u 20 m 20 ms

BN+ p — “14C” 0.0103u 10 m 5730 y

2Na + p — “®Ne” 0.0004u 15h 0.6 s

Bp + p— “Hsi” 0.0004u 25d < 210 ns

OCca + p—» “4IK” 0.008u stable stable

212Rn + p — “213Ar” 0.0051u 24 m 125 ns

216Th + p — “2V7Ac” 0.009u 27 ms 69 ns

Table 4

Selected annihilation reactions energetically compatible with free antineutron formation.

Reaction Final state energy [u] Lifetime of initial state isotope Lifetime of final state isotope
8B+ p—>%Be+n 0.0018u 770 ms 8 x 1075

Nc+p—-"B+i 0.0007u 20 m stable

B0+p—>"5N+i 0.0016u 122's stable

BF+p >80 +0 0.0004u 109 m stable

22Na + p —>2?*Ne + 7 0.0015u 26y stable

2URn + p —2"1At + 7 0.0013u 15 h 7h

216Th + p —216Ac + i 0.0009u 27 ms 0.4 ms

from production targets (e.g. F, Si, V, Zr, Nb, Mo, Tc, Ru, Rh, Ta, W, Re, Os, Ir, etc.) or that have very short lifetimes of the
order of tens of ms (2B, B, >N) or even down to ns, but would furthermore ensure that they would be available inside
a trap, thus potentially allowing subsequent manipulations or measurements. For heavier elements, this might also be
a way to obtain very neutron rich isotopes of heavy elements. Under the assumption that only A(A) = —1 transitions
occur, then starting from trapped '%°0s™ (with a lifetime of 35 min), via this scheme, it should be possible to form trapped
195Re, or from "W (with a lifetime of 30 m), to form trapped '8°Ta, or %At from 2?°Rn™ (lifetime of 7.4 min), or 2% Au
from 2%°Hg* (lifetime of 36 s). Whether reaching these states indeed requires starting from radioactive precursor states is
currently being investigated via simulations; the outcome of these simulations in the case of Rb (Fig. 13) already indicates
that a much broader set of precursor states, including stable or long-lived ones, can potentially result in a specific trapped
neutron-rich radioisotope.

5.4.7. Antiprotonic atoms: antineutron production

While the process pp — nn is of course forbidden in isolation due to energy conservation, this is not necessarily the
case for bound systems: the formation of an nin pair from a bound pp within a nucleus is energetically possible for a small
number of nuclei, among them 7Be:

"Be + p — “8Li”, with one of the neutrons of the “8Li” being in fact an antineutron.
with m(’Be) = 7.01692u, m(8Li) = 8.02249u, this results in A(m[”Be]+m[p] - m[5Li]) = 0.0022u. This process correspond-
ing to (5p + 3n) + p — (4p + 4n + n) is thus energetically allowed if the binding energy of the n is the same as that of
the neutron; the observation of this process thus constitutes a test of CPT for the strong interaction. A clean tag for the
presence of an antineutron (annihilation will most likely be immediate upon formation) is formed by measurement of
the sum of charges of formed secondaries: Xy(np) = +1, while all other annihilation processes result in a total charge
of =1 (Zg(pn)=—1)or 0 ( % (pp) = 0; X(nn) = 4-0). The process corresponds to:

QN +p —>A+1 N( ), where +1N ) contains A neutrons and one antineutron.

Table 3 llsts a number of such systems in which the reaction channel, available energy (in atomic units) and lifetimes
of the mother and daughter isotopes are tabulated. Among these, the most sensitive probe is 2*Na + p — "*Ne", with
an energy difference of 0.0004u, e.g. 375 keV. Even more interestingly, a small number of radioisotope pairs have the
characteristics required for a related process 4N + p — 4 N + 7, ie. for formation of a free antineutron. Here, the
requirement is that m(mother) > m(daughter) + 2m(n) — m(p)).

Table 4 lists several reactions that should energetically be possible, and that would result in the release of a low
energy antineutron (the lowest free energy occurring in the case of the reaction '8F + p — 80 + 71, with only 0.0004u
being available above threshold; the resulting antineutron energy should thus be 375 keV). The potential availability
of antineutrons with energies far below those of prior formation attempts through in-flight charge exchange (E; >
100MeV [216]) opens up the intriguing possibility of measuring the antineutron annihilation cross section at very low
n energies; such very low energy antineutron-nucleus data would be highly relevant for neutron-antineutron oscillation
experiments [217].

Differentiating this process from the formation of an antineutron within the nucleus must rely, in addition to the
total Xo(np) = +1 of the produced mesons, on a timing difference between the last emitted atomic transition of the
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antiprotonic atomic parent prior to annihilation and the detection of the antineutron annihilation. For an antineutron
energy of 0.4 MeV, the velocity is 0.9 cm/ns, resulting in a temporal separation of ~ 10 ns between the two signals for a
10 cm flight path. Additionally, the decay of the daughter nuclei can also be tagged if those are short-lived (®Be, 216Ac) or
the daughter nucleus is identified via mass spectrometry in the case of longer-lived daughter nuclei. Admittedly, with the
exception of “°Ca and to some extent >Na, none of the precursor states can be considered stable. However, in all cases,
only small numbers (0(10°)) of radio-nuclei would be needed for pulsed production, resulting in very low amounts of
released radiation.

5.4.8. Antiprotonic atoms of unstable isotopes

The formation scheme of hollow antiprotonic Rydberg ions pA?~D+* which relies on a finely tuned sequence of
excitations and reactions, might also be a way to study nuclear relaxation processes that occur on the timescale of ws
to ms after the annihilation process. Indeed, if they are formed immediately after production of the charged nuclear
fragment, as is possible for pulsed formation, they could also allow investigating the trapped remnant’s nuclear evolution
from immediately after the annihilation event [218] via time-dependent precision spectroscopy. Similarly to the study
of nuclear properties with muonic atoms [219-221], measurement of nuclear transitions that would occur on timescales
comparable to slow atomic transitions in the hollow antiprotonic Rydberg ion would be a clean laboratory for nuclear
relaxation processes that do not fragment the nucleus, and would furthermore also allow investigating the possible effect
on the nuclear equation of state of the increasingly close antiproton in the course of its radiative cascade. Any such
putative p-induced tidal effects are perhaps best investigated with very narrow transitions, such as in the 2>Th system,
as is being explored in muonic 22°Th [222]. Contrary to muonic atoms however, the interaction between the nucleus and
a strongly interacting particle, in contrast to the only electromagnetically interacting muon, can be expected to play a role
for the more deeply lying states, whose lifetimes are however very short. The benefit of antiprotonic atoms over muonic
atoms thus resides on one hand in the feasibility of laser-controlled pulsed formation of cold systems, and on the other
hand, in the significantly larger mass, and thus higher n state for comparable radial separation, for antiprotonic hollow
ions. Together with time-resolved spectroscopy, pulsed formation in particular should be a powerful tool: it provides
a well-defined starting point for observation of the atomic cascade of the initially molecule-like, and then increasingly
nuclear-like system. Previous (time-integrating) observations of the transition X-rays would not have been sensitive to
the temporal evolution of the system.

The cascade and spectroscopy of such antiprotonic atoms of unstable isotopes offers a further measurable similar to
that of the antiprotonic atomic cascade (Section 5.4.3). Although it is difficult to extract absolute values for charge radii
from the energies of the final states reached prior to annihilation, the obtained information on the nuclear charge radii
of individual, even short-lived, radioisotopes, is perhaps most relevant for relative comparisons of different isotopes of
the same element. Laser-spectroscopic investigations of their excited levels, similarly to (and complementary to) laser
spectroscopy of e.g. muonic °Be [223], but extendable to “Be, '°Be, etc. can also be contemplated. These must however
address challenges concerning not only the question of the impact of nuclear form factors on these large-radius states,
but also propose a methodology for inducing narrowband and identifiable transitions between two Rydberg states, for
which some proposals were outlined in Section 5.4.3.

Simulations of the annihilation process leading to the final (trapped) nuclear fragments are insufficiently precise to be
able to predict the relative formation rates for ground and isomeric states, which will need to remain an experimental
question. It can be hoped that the ratios of produced isomers to ground state radioisotopes will differ from those of the
alternative production channels of radioactive decay and spallation, as the nuclear processes involved are different. In any
case, any isomeric states will, in case they are formed, be trapped together with the ground states and be amenable to
mass spectrometry, as has been carried out for a wide range of known isomers in Penning traps [224], including relatively
short-lived (down to 17.9 ms) isomers [225]. Given the pulsed nature of the formation process, a similar scheme (also
without formation of an antiprotonic Rydberg atom after the initial annihilation) is feasible, thereby in principle allowing
access to even shorter lifetimes.

6. Antiprotonic ions

Given the difficulty in trapping (neutral) antihydrogen atoms, it is natural that alternative, easier to trap, charged
bound antimatter systems have been considered. The most prominent of these is the antimatter analog to the H™ ion:
H*. An early molecular dynamics simulation of the formation of H in combined plasmas of p and e™ in strong magnetic
fields [226] also identified formation of a small fraction (a few % relative to the formed H) of H* ions. A recent detailed
calculation of the same process [227] provides a quantitative value of 5 x 1077 s~' H* per antihydrogen atom interacting
with cold positrons, which would lead a handful such ions per day in the ALPHA experiment. This process can however
be improved upon: in particular laser-induced radiative attachment [228] of positrons to (trapped) H can significantly
enhance the formation rate of H™.

A different formation mechanism for this ion which constitutes the heart of the GBAR experiment [229] proceeds via
a double charge exchange process between a p and two positronium atoms [76]:

p+Ps—H+e;
H+Ps— H +e
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While in this scheme, Ps is in the ground state, the formation cross section can be improved by exciting Ps from
the ground state into Ps(n=2). While a first investigation also indicated an even greater formation cross section for
Ps(n=3) [230], a more recent ab initio calculation [231] finds that close to the threshold energy, the cross section for
the formation of H* in the collision of Ps(nl) + H(1s) is actually largest for n=2, followed by n=1 and n=3.

While the H* ion is stable and is thus amenable to investigation, a number of further systems are likely not accessible
to experimentation, in spite of their interest, due to their very short lifetimes (if they even exist), or the possible absence
of a bound state. Ignoring for a moment the former question, the stability of few-charge systems, several of which are
of interest here, has been investigated in [232]. An analogous system to the H™' ion is obtained when replacing the
antihydrogen atom with a protonium atom: the protonic or antiprotonic analog to Ps~, (ppp) or (ppp), should follow
the same stability arguments as Ps™, and thus form a (most likely very short lived) bound state. Indeed, Mitroy [233]
showed that the ionic combination (mf, m2+, m; ) of two species is stable if

my
0.698 < — < 1.63 (12)
m;
a condition satisfied by (ppp), but not, on the other hand, by the combination dpp (which requires the presence of a fourth
particle, a d, to be stabilized into a molecular state). The study of the (ppp) system, which is stable with Coulomb forces
only, would allow investigating the long-range part of the strong interaction between a proton and an antiproton.

The binding energy of a hypothetical (ppe™) ion, a bound state of a protonium atom (1S) and an electron (or a positron),
has been evaluated [234], and found to be —0.08793 eV in the ground state, in disagreement with a calculation based on
the hyperspherical coordinate method [235], which finds that the protonium negative (or positive) ion does not exist and
that there are no excited resonant states of such an ion for principal quantum numbers below n=30. While the possible
existence of an ion of ground state protonium is somewhat academic, given the very high likelihood of proton-antiproton
annihilation from the 2P level, the existence (or not) of an ion of a Rydberg state of protonium requires somewhat more
discussion. As shown in [232], the dipole polarizability of the “central” (p, p) atom plays a key role. While for ground state
protonium, the dipole is extremely small (and in the extreme case of a point-like protonium atom would not have a charge
with which to bind an electron), this is different for protonium in Rydberg states. In the case of H™, the configuration of
the first electron is very similar to protonium in n ~ 40 and thus comparable polarizability as ground state Hydrogen;
this hints at the possibility of stable configurations with the antiproton in n ~ 40, with lifetimes of s, and an electron
(corresponding to the second (outer) electron of H™) at a greater radial separation. Such a state, however, will not be
stable against Auger emission, since the normalized radial orbitals of H™, in spite of having different fall-offs towards
large radial distances from the proton [236], also have a substantial overlap at low radial distances.

As indicated in Section 5.2, heavier pA*™* jonic atoms can be formed by injecting antiprotons into a plasma of (possibly
laser-cooled) positive ions (Eq. (7)), which will remain trapped within the positively charged ionic environment in which
they are formed. If needed, the sample could be purified by removing the non-antiprotonic atomic ions from the trap
by appropriate application of RF, which however requires a sufficient lifetime of the antiprotonic atomic ion. This will
only be the case if the ions are in Rydberg states prior to their interaction with antiprotons, which however is difficult to
achieve in the case of 3-body interactions: in this process, the moment of formation is defined by the time the injected
antiprotons require to thermalize with the trapped ions, which can be quite lengthy.

It might thus be more interesting, albeit quite daunting, to begin with co-trapped anions and antiprotons:

AT+ > Agte (photo-neutralization) (13)
Ag+y2 = Ae (excitation of the neutral atom) (14)
Aetys —> AT +e (photo-ionization) (15)
At +yy — AT (excitation of the cationic atom) (16)
Af +ys — AFF (Rydberg excitation of the cationic atom) (17)
AT+ — AT e (formation of the Rydberg antiprotonic ion) (18)

The resulting singly charged Rydberg antiprotonic ions will require a nested well to remain trapped. Furthermore, their
temperature will be higher than those formed in 3-body interactions, but their long lifetimes should provide ample time
for subsequent manipulations.

6.1. Formation of highly charged, hollow antiprotonic rydberg atomic ions

Although well beyond current possibilities, since neither pulsed formation of antiprotonic atoms nor trapping of the
resulting nuclear remnant ions has been established, it is possible to build on the proposed production and trapping of
nuclear remnants detailed in Section 5.4.6 by - in a second step - “dressing” these highly charged fragments or nuclear
remnants with a second antiproton. Since the moment of production of any trappable daughter nuclei or nuclear fragments
is known to a few ns, one can reiterate the initial formation process. However, contrary to the first step, in which one of
the electrons of the trapped charged ion could be excited into a Rydberg state (after photo-neutralization of the ion), the
trapped charged fragments AT have no (or only very deeply) bound electrons. Instead, a charge exchange process can

28



M. Doser Progress in Particle and Nuclear Physics 125 (2022) 103964

be implemented with Rydberg atoms produced in the vicinity of the trapped fragments. As indicated in Section 5.2, such
charge exchange processes between ions and Rydberg atoms result in new Rydberg systems in states similar to those of
the original Rydberg atom [147]. Three possible processes are easily imaginable:

AZ++B* N A(Z—l)+*+B+* (19)
AT 4 Pst — APTDE g et (20)
AZ+ +I_)p* N l_)A(Z_l)+* +e +p (21)

The first would start from B~ ions trapped in the vicinity, which are first photo-ionized, and subsequently excited
into a Rydberg state; the second would mimic the pulsed production process of antihydrogen [36] to form the same
hollow Rydberg ion A~1+*_ The third process builds on a charge exchange process with protonium atoms formed shortly
after production of the A“** fragment from nearby co-trapped H™ and p [94]. Those Rydberg protonium atoms' can
then lead, via a second charge exchange process, to (hollow) Rydberg antiprotonic atoms consisting of the daughter or
nuclear fragment and the antiproton. This process is similar to the interaction between antiprotons and highly charged
ions in an electron beam ion trap [237], which has been found to have a very high cross section. Alternatively, injecting
p’s into trapped positive ions would equally lead to formation of antiprotonic Rydberg cations, mainly via three-body
interactions involving an electron of the positive ion, and very occasionally involving a second positive ion (see Eq. (1)),
albeit continuously and with no control over the resulting Rydberg state.

These (highly charged, trapped) hollow Rydberg ions are essentially heavy charged ions with a single negative particle,
an electron or an antiproton, in a long-lived Rydberg state (for antiprotonic atoms heavier than Kr, the K-shell electrons
could still be present, while for lighter atoms, they will have been completely removed in the preceding cascade). They are
thus perfect systems for high resolution spectroscopic investigations of QED in the strong field regime [238], in analogy
to studies of hollow atoms [239], such as those that can be produced with highly charged heavy ions [238]. Such hollow
antiprotonic Rydberg ions pA¥~—1+* however also offer a route towards alternative and improved measurements of the
antiprotonic Rydberg constant via the spectroscopy of circular, high-n Rydberg states, similar to the approach being taken
in one-electron medium-Z ions [240], which are insensitive to both QED and finite nuclear size corrections.

7. Antiprotonic molecules

A small number of neutral antiprotonic molecules are of particular interest: the antihydrogen molecule H,, the
positronium antihydride molecule PsH, and the protonium molecule Pn,, all of which are stable if the interactions are
purely Coulombic. Similarly, also Ps, forms stable molecular states. As shown by [232], while a PsH (and thus a PsH)
state is stable, the H-H state is not, although this has not yet been rigorously proven. The result of a more general
investigation [241] of pairs of (M*, M™) and (m*,m™) particles via a variational Monte Carlo method [242] is that for
M/m z 2, no bound state of the system exists, a condition clearly satisfied in the case of H — H with M/m = 1836.

Given the respective short lifetimes of the ground states of the constituents of Pn, and of PsH, of more interest is the
question whether they might also be stable as a molecule of Rydberg states: in order for any of these systems to be used
in high-precision experiments to test CPT or measure the antiproton-proton interaction at distances well in excess of the
nm scale, protonium atoms and molecules containing them must rely on long-lived Rydberg states. For these systems,
although no experimental investigations have taken place yet, the existence of similar long-lived molecules of Rydberg
atoms, or of Rydberg molecules, is encouraging. Specifically, molecular analogs to a putative Rydberg-Rydberg molecule
(pp)*(pp)* exist and exhibit a rich spectrum [243]; this has also been predicted for the positronium molecule Ps; [244].
Formation of these would require starting with a relatively cold and dense ensemble of (pp)*, such as is the case for
pulsed production of Pn; even under those conditions however, the formation cross section, in spite of the long-distance
dipole-dipole interactions between the Rydberg atoms, is low. ~

As such, the only ground state, stable antiprotonic molecule that it is currently envisageable to study is H,. Formation of
such a molecule is most likely to proceed via the association of two ground state H atoms, although as for the formation of
the antihydrogen atoms themselves, carrying off the molecular binding energy will require either a three-body interaction
or the absorption of a photon from an applied laser field during the collision. Formation of molecules via the intermediate
formation of Feshbach molecules has been achieved for bi-alkali systems [245,246]; implementing this approach to the
formation of H, will require large numbers of cold, trapped antihydrogen atoms. Alternatively, assuming that production
of the (H )+ ion is successfully implemented, interacting these within a nested Penning trap with antiprotons should lead
- via three body interactions - to the formation of H, in excited states.

A completely different type of molecule is formed when the antiproton replaces an electron in an existing molecular
system. Unless this system is formed from a Rydberg molecule, cascade processes involving Auger emission, analogous to
those in atoms, will take place, with the antiproton ending up forming an antiprotonic atom with which it subsequently
annihilates. Lifetime arguments from antiprotonic atoms (r ~ ns) carry over to antiprotonic molecules; only Rydberg
antiprotonic molecules would be expected to have similarly extended lifetimes as Rydberg antiprotonic atoms.

1 Naturally, the same production mechanism would also be feasible with H*, but production rates of protonium from co-trapped H~ and p should
be significantly larger.
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The study of muonic molecules provides some unexpected insights which point towards intriguing, if remote,
possibilities in the case of antiprotons. Particularly the observation of differences between the behavior of muonic systems
building on graphite or diamond on one hand, and those on the fullerene Cgy on the other hint at the existence of the
formation of a bound state between a carbon atom and a muon at the center of a rearranged Csg cage [247]. Although in the
case of antiprotons, the lifetime such an encapsulated antiprotonic would be no different from that of a free antiprotonic
carbon atom, formation of such a system could allow shedding light on the encapsulation and electron-sharing processes
that have been observed for endohedral atoms [248], cations [249] and even anions [250] in fullerenes.

7.1. Antiprotonic ionic molecules

The differentiation between atomic ion and ionic molecule becomes blurred when considering attaching antiprotons
to atoms. This is the case when antiprotons are attached to e.g. hydrogen, antihydrogen or protonium, resulting in (p, p,
e”), (b, p, ") and (p, p, p) systems, as discussed above. Among more complex molecular systems, particularly the H;
ionic molecule holds great interest for precision measurements: such ionic antihydrogen molecules are the antimatter
analog to the highly interesting H;r (and HD') molecules that are candidates for highly accurate (systematic uncertainty
at the level of 107'%) molecular clocks [251] and that would allow tests of CPT [252,253] that are very competitive with
1s-2s and hyperfine spectroscopy of antihydrogen atoms.

The production of such complex systems is significantly more challenging than formation of antiprotonic atoms or of
antihydrogen, and to date, no formation mechanism has been established for them, although a number of routes (detailed
below) have been proposed. The first such approach based on associative detachment:

H*(nLS)+p — H, +e™. (22)

is discussed by Myers for both matter and antimatter systems [253]; the resulting cross section is however low, and
furthermore, obtention of the requisite H technologically highly demanding: only very low production rates for this ion
are expected by the only experiment (GBAR [74]) currently focusing on its production. Two other processes relying only
on more readily available antihydrogen atoms and antiprotons (radiative association and associative ionization) will be
discussed below.

In the previous sections, pulsed formation of antiprotonic Rydberg atoms was discussed, starting from a mixed system
consisting of an atomic anion and antiprotons trapped within the same Penning trap. This scheme can be expanded
to multiple co-trapped anionic species, thus opening further intriguing possibilities. Consider an ensemble of three co-
trapped anionic species: antiprotons, Cs~ and H™. Simultaneous pulsed formation of Rydberg antihydrogen, antiprotonic
cesium Rydberg atoms and Rydberg protonium leads to the possibility of interactions between two species of Rydberg
atoms via associative ionization:

pCs* +pp* — ppp* + Cs* (23)

which would result in a system analogous to (excited states of) Ps~, resp. Ps™ (the question of the existence of such
states is discussed in [254]). Similarly, simultaneous formation of Rydberg antihydrogen and of Rydberg protonium,

H* +pp* — Hy* +p (24)
or of two simultaneously formed Rydberg antihydrogen atoms
H(nl) + H(n'l') — Hy* +e" (25)

would result in the formation of an excited state of the antihydrogen molecular ion 1:12’ *. While formation rates of that
ion via these processes may well be low, a number of techniques stemming from ultra-cold molecule formation, such as
careful tuning of the parameters of associative ionization (among them the internal states of the formed Rydberg atoms or
their relative momenta), might help increase the yields. It should however be noted that associative ionization between
two excited states is less than one tenth of the Penning ionization [255] in which two Rydberg antihydrogen atoms would
dissociate into an antiproton, a positron and an antihydrogen atom in a changed (n,l) configuration.

Any such antihydrogen molecular ions would, in the formation scheme that requires co-trapped negatively charged
“ingredients”, remain trapped, thus allowing accumulation even in the case of very low formation rates per attempt;
similarly, any antiprotons resulting from Penning ionization would remain trapped, and could consequently be reused for
subsequent formation attempts.

An alternative path to form this molecular ion could be, in the same negatively charged particle trap, to attempt a
photo-associative Raman process (STIRAP) to combine a Rydberg atom and an ion (in this case, an antiproton) into a
molecular ion, analogously to the formation of (LiCs)* from Li and Cs* [256]:

A +p+y+y— H* (26)

The same associative detachment scheme might allow forming even more complex systems ab initio, with the potential
of then using those to probe heretofore unmeasured properties of antiprotons, such as the antiproton’s electric dipole
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moment pEDM (which should of course be almost zero in the Standard Model), via spectroscopy of specific antiprotonic
Rydberg molecules pAB*, starting from two anionic species A~ and B~ co-trapped with antiprotons:

A"+ y1 = Ag+e A+ vy = A Ae + 3 = Ay (27)
An+Dp— pAy +e” (28)
B~ +y, > Bs+e ;By+y; —> Be;Be+y4 — Bp (29)
By + pAy, — pAB* (30)

Naturally, a scheme starting from trapped ground state antihydrogen atoms can also be envisaged; formation of
molecular H, both via radiative association of cold trapped antihydrogen atoms with antiprotons (analogously to the
radiative association of p and H [257]) or via associative ionization among trapped antihydrogen atoms, with possibly prior
excitation into states with n > 2 to increase the formation cross section, has been investigated by Zammit [258]. While
pulse-formed antihydrogen atoms are already in Rydberg states, photo-excitation of trapped ground state antihydrogen
atoms must also evaluate the possibility of spin-flip induced losses of trapped H, thus setting a limit to the number of
possible interactions a given trapped H can potentially undergo before being lost from the trap. In spite of this limitation,
production rates for the molecular ion H, under reasonable extensions of existing technologies of 10’s of trapped H,
per hour appear possible. Such numbers should already be sufficient in order to carry out precision spectroscopy of these
trapped molecular ions, and first experiments on them have been proposed [259].

Finally, even more complex, but also stable [232] systems can be envisaged, such as (eTe~e*e™p), a system made of a
Ps, molecule and an antiproton, or the trihydrogen H; molecular ion consisting of three p and two electrons, which would
represent the antimatter analog for the simplest and most fundamental polyatomic system H:", and a unique antimatter
system whose energy levels allow probing the onset of chaos in a molecular system [260] or testing [261] the validity of
selection rules for a quantum number G (introduced in the context of symmetric-top molecules‘|{262] and built from the
angular momentum around the top axis (quantum number k) and [ (vibrational angular momentum)) that is tied to the
molecule’s Pauli-principle defined symmetry. Forming H;" would be even more challenging than forming H; ', and would
presumably require having formed the later before associating an antihydrogen atom to it.

A further, but related, intriguing mixed-matter system is the antiproton-deuteron-triton ion, studied by Armour [263]
as part of an investigation of the stability of 3-body atomic and molecular ions containing electrons (positrons),
(anti)muons or (anti)protons (which showed inter alia that e™Pn or epu are not bound, but xPn is), and more specifically
by Frolov [264]. This system, since it contains three heavy particles, is unique among all Coulomb three-body systems
with unit charges, but only has a very small binding energy and thus only a single stable (ground) state (with 12 levels of
hyperfine structure). Given its very small spatial extent of only about 50 times the effective nucleon-nucleon interaction
distance, it is a very sensitive probe of the inter-particle potentials. Furthermore, two annihilation channels are open to this
molecular ion: antiproton-nucleon annihilation; and (antiproton-catalyzed) (d, t) fusion. In spite of its expected lifetime
of less than 10~ s, this system can be very interesting in studying long-range asymptotics of the strong interaction, as
the specifics of the molecular ion’s properties are highly sensitive to the detailed interaction potentials. Forming such
a (short-lived) ion might start from the molecular hydrogen isotope DT, and then proceeding as with H,: ionization to
form H;“ , resp. DT™, which are trapped and then mixed with antiprotons, to form (ppp), resp. (pdt). Given the very small
overlap between the wave functions of the p — d — t system and that of the p-DT* molecular system, the formation rate
can however be expected to be extremely low, and this approach to mainly lead to pd or pt, with the other nucleus being
ejected in the course of the cascade.

Further antiprotonic molecular systems have not yet been discussed in the literature to any significant extent, although
a number of intriguing and novel, both cationic and anionic, systems are worthy of consideration. In both cases, only
potentially long-lived states will be discussed in the following.

7.1.1. Cationic antiprotonic systems

Formation of antiprotonic Rydberg ions patterned on the three-body production of Rydberg antiprotonic atoms,
building on antiprotons injected into trapped Rydberg ions, should be feasible as long as such trapped Rydberg ions are
available. In a detailed theoretical and conceptual feasibility study [265], followed by the experimental demonstration
of excitation of a single trapped cold “°Ca™ ion to Rydberg levels [266], Schmid-Kahler and co-workers could establish
the feasibility of the production of trapped Rydberg (atomic) ions, albeit in Paul traps, which should be extendable to
other (atomic or molecular) ionic systems. Such trapped Rydberg ions are of interest for the study of their interactions in
Coulomb crystals, and particularly relevant for quantum simulations and the implementation of quantum gates‘[267,268].
With their expected long lifetimes, antiprotonic Rydberg cations should similarly be produceable and trappable (in double-
well Penning traps) and even sympathetically coolable with, e.g. laser-cooled Be™. Obtaining cold antiprotons from this
approach is nonetheless challenging, since any photo-detached antiprotons would still be located within the same double-
well Penning trap, however with high energy with respect to the minimum of the potential for negative species unless
the double-well Penning trap were to be transformed, after formation of the cation, into a single well Penning trap and
the released low energy antiprotons reused immediately after photo-detachment.

An even more ambitious system consisting of a Rydberg antiprotonic atom interacting with a positive atomic ion
to form a long-range atom-ion Rydberg molecule [269], exemplified by the long-range Rydberg atom-ion molecule
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consisting of Rb* or Cs* and e.g. Hg', Sr* or Yb* [270], of Rb atoms and alkaline-earth ions (Ca™, Sr*, Ba™) or of Li
and Yb' [271] and formed via resonant photo-association, is also imaginable, although the many steps to ensure the
simultaneous formation of the antiprotonic Rydberg atom and of the atomic ion, all starting from co-trapped anionic
species, and then forming the ionic antiprotonic Rydberg molecule are quite daunting.

7.1.2. Anionic antiprotonic molecules

Polar molecules (and their clusters) may bind an excess electron, which has little spatial overlap with the neutral
molecules’ valence electrons. Obtaining a complete description of the electron binding of such anionic molecules requires
inclusion of electron correlations between the excess electron and the full set of electrons of the neutral molecule [272]
and it is thus of interest to investigate the effect of replacing the excess electron with an antiproton. Although long-lived
anionic molecules are abundant in space (e.g. CgH™ [273,274]), the replacement of the supernumerary electron by an
antiproton is unlikely to form a molecular anion that is stable on timescales that are long with respect to Auger emission
by the antiproton of one of the valence electrons. Alternatively, formation of a long-range atom-ion Rydberg molecule
with a negative ion, in this case the antiproton, may be possible [270], but will require ultra-cold antiprotons. The situation
might however be different in magnetic fields, as magnetically induced anions [275] - with a rich spectrum of bound states
— are known to exist.

Alternatively, and although stricto sensu not an anionic molecule, attempting to replicate the investigations of negative
ion resonances obtained by interacting a neutral ground-state atom with the Rydberg electron of a Rydberg atom in ultra-
long range Rydberg molecules (ULRM) [276] can be envisaged also with the antiproton playing the role of the Rydberg
electron: the analogous system would then be that of a neutral atom embedded in, or interacting with, an antiprotonic
Rydberg atom. Should it be possible to form such a system, e.g. via a charge-exchange process involving a normal atom and
a Rydberg antiprotonic atom, this would then allow investigating the resonances of an antiprotonic anion or sub-threshold
antiproton-neutral atom scattering at collision energies in the meV range [277]. In particular, details of the spin-orbit
coupling of the Rydberg antiproton and the ground state atom can be revealed in such a system. Furthermore, a rich
spectrum of trilobite, of butterfly or of ultra long-range giant dipole ULRM'’s in polyatomic ULRM'’s provide on one hand
tuneability, and on the other hand, the potential of observing dynamical processes and makes these systems particularly
interesting. Sufficiently long lifetimes of tens of s, and up to the lifetimes of the Rydberg atoms themselves, have been
achieved in specific ULRM's which thus allow such investigations, but their formation has required starting from ultra-cold
relatively dense atomic ensembles; determining the feasibility of forming even minute numbers of antiprotonic ULRM’s
will remain a challenge for many years.

8. Outlook

Rapid advances in the last decade in formation, trapping and manipulation of antihydrogen, as well as longer term
developments of high resolution spectroscopic investigations of p-He atoms, together with recently initiated attempts to
form antiprotonic atoms of radio-isotopes or antiprotonic ions are coming together to allow a significant growth in the
number and configurations of increasingly complex antiprotonic systems that are amenable to study. Investigations of
these systems that allow addressing a wide range of physics topics, from tests of fundamental symmetries to searches
for beyond-the -standard-model physics to novel approaches to open questions in nuclear physics, are becoming feasible,
and the coming decade should see a significant growth in activity, both in breadth in the number of systems that become
available as well as in sensitivity, as techniques from atomic, molecular and nuclear physics are combined with those of
trapping, cooling and manipulating positrons and antiprotons.
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