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ABSTRACT. The geometrical structure known as Tulczyjew triple has been used
with success in analytical mechanics and first order field theory to describe a
wide range of physical systems, including Lagrangian/Hamiltonian systems
with constraints and/or sources, or with singular Lagrangian. Starting from
the first principles of the variational calculus, we derive Tulczyjew triples for
classical field theories of arbitrary high order, i.e. depending on arbitrarily high
derivatives of the fields. A first triple appears as the result of considering higher
order theories as first order ones with configurations being constrained to be
holonomic jets. A second triple is obtained after a reduction procedure aimed
at getting rid of nonphysical degrees of freedom. This picture we present is
fully covariant and complete: it contains both Lagrangian and Hamiltonian
formalisms, in particular the Euler-Lagrange equations. Notice that the re-
quired Geometry of jet bundles is affine (as opposed to the linear Geometry
of the tangent bundle). Accordingly, the notions of affine duality and affine
phase space play a distinguished role in our picture. In particular the Tulczy-
jew triples in this paper consist of morphisms of double affine-vector bundles
which, moreover, preserve suitable presymplectic structures.

1. Introduction.

1.1. Variational calculus in Statics. From a mathematical point of view, cal-
culus of variations is a theory providing tools for finding extremals, or stationary
points, of functionals, i.e. maps from a set of functions to real numbers. Using
calculus of variations, one may find, for example, differential equations for curves
of the shortest length connecting two points, or surfaces of minimal area spanning
a given frame. In physics the same mathematical tools can be used to formulate
principles of least action leading to Euler-Lagrange equations both in mechanics
and field theory. In our paper we shall adopt a different point of view based on

2010 Mathematics Subject Classification. Primary: 70505, 7T0H03, 70H05; Secondary: 58A20,
53D05.

Key words and phrases. Tulczyjew triple, classical field theory, Lagrangian formalism, Hamil-
tonian formalism, variational calculus, jet spaces.

The first author is supported by Polish National Science Centre grant DEC-
2012/06/A/ST1/00256.


http://dx.doi.org/10.3934/jgm.2015.7.1

2 KATARZYNA GRABOWSKA AND LUCA VITAGLIANO

ideas of W. M. Tulczyjew, as presented in his numerous works and lectures (see, for
instance the book [19] and papers [20, 21, 23, 24]).

In the Tulczyjew approach a physical system is studied through its response to
interactions. This can be explained in a natural way in Statics since all mathemat-
ical objects that are used there have direct physical interpretations. Take a static
system S, and suppose that the set of configurations of S is a smooth manifold Q.
The system S can be probed by changing its configuration in a quasi-static way,
i.e. slowly enough to produce negligible dynamical effects. The changing of config-
urations is called a process and is represented mathematically by a one-dimensional
smooth oriented submanifold of @ with boundary. It may happen that not all the
processes are admissible. In such a case we say that the system is constrained. We
assume that we can estimate the cost of every process. All the information about
the system is therefore encoded in the following three objects: the configuration
manifold @, the set of all admissible processes, and the cost function that assigns
a real number to every process. The cost function should fulfill some additional
conditions, e.g. it should be additive in the sense that if we break a process into
two subprocesses, then the cost of the whole process should be equal to the sum of
the costs of the two subprocesses. Usually one also assumes that the cost function
is local, i.e. for each process, it is an integral of a certain positively homogeneous
function W on TQ or, in case of a constrained system, on some subset A C TQ.
Vectors tangent to admissible processes are called admissible virtual displacements.
The set A should be positively homogeneous since admissible processes are a priori
unparameterized.

In Statics, one is usually interested in equilibrium configurations of isolated sys-
tems, as well as systems interacting (with other static systems). A point ¢ € Q is
an equilibrium point if, for all “short enough” processes starting in ¢, the cost func-
tion is non-negative. The first-order necessary condition for an equilibrium point
g is W(dq) > 0 for all vectors 6¢ € AN T,Q. Interactions between systems are
described by composite systems. One can compose two systems that have the same
configuration space ). The composite system is then described by the intersection
of admissible processes and the sum W = Wy 4+ Wj of the cost functions W7 and
W, of the two systems. We would like to know how does a system S; interact with
any possible other system (S2) which means that we would like to know all equilib-
rium points of all possible composite systems (containing S7). However, making a
list of all composite systems and their equilibrium points is not an efficient way of
describing S;. A more efficient way is discussed below.

There is a distinguished class of systems called regular, for which all the processes
are admissible and the function W is the differential of a given function U : @ —
R, called the potential. Thus, restrict to the composition of S; with a regular
system. The condition for an equilibrium point of the composite system reads now
W1 (dq) — (dU, 6q) > 0, i.e. W1(dq) > (dU, dq) (the presence of a minus sign is just a
matter of conventions). Let us note that a regular system at a point ¢ is represented
by a covector ¢ = dU(q) called a force. We may now make a list C, of all forces
in equilibrium with our system at a point q. The subset C = |J 1€Q Cq of T*Q
is called a constitutive set. Now, given two systems with the same configuration
manifold and constitutive sets C' and C? we can answer the question whether or
not ¢ is an equilibrium point for the composite system. This happens precisely when
C; ﬂcg = . The correspondence between cost functions W and the constitutive sets
C is known as the Fenchel transformation and considered within convex analysis. If
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W is convex then C contains a full information about W, i.e. W can be recovered
from C. In any case, all the information we need about our system is encoded by
the constitutive set. For a regular system with potential U the constitutive set is
C =dU(Q). Tt is then a Lagrangian submanifold (generated by U) in T*Q. Notice
that a regular system is in equilibrium without external forces iff its configuration
is an extremal for the potential U.

The above ideas apply efficiently to other theories as mechanics or field theory as
well. To see this we shall specify a configuration space @, a set of processes (or at
least infinitesimal processes), the set of functions on @ (to define regular systems),
the set of covectors T*@ (to define constitutive sets). It is not always obvious how
to do this since in many interesting situations ) is not a manifold any more. The
main aim of the present paper is showing how things work in the case of higher
derivative field theory.

1.2. Variational calculus in mechanics. In this section we shall concentrate on
the main ideas leading to the classical Tulczyjew triple in mechanics. We briefly
present two “regimes” of the theory: mechanics on a finite time interval and me-
chanics on an infinitesimal one. Analyzing the first regime allows to identify appro-
priate mathematical descriptions of physical quantities, while analyzing the second
one provides phase equations and the Tulczyjew triple itself. We refer to [19] for
details.

Let M be the manifold of positions of a mechanical system. Thus, for motions
concentrated in a finite time interval [tg,t1] a configuration ¢ is a smooth path
q : [to,t1] — M. The set of all configurations will be denoted by @. Since @ is not
a finite-dimensional manifold, it is not obvious a priori what are processes in @,
smooth functions on @, and tangent vectors to Q). We adopt the following (natural)
definitions. They are well enough for our purposes. Smooth functions on @ are
action functionals associated to Lagrangians L : TM — R by the usual formula
S(q) = f:ol L(¢)dt. Smooth, parameterized processes, or curves in @, are smooth

maps x : R? D I x [tg,t1] — M where I is some neighborhood of zero in R. This
means that at a value s € I of the parameter, the process reaches a configuration
given by the path t — x(s,t). Notice that, with these definitions, the composition
of a process with a function is a smooth function R 5 s — S(x(s,-)) € R. Having
smooth curves and smooth functions on @) one can define tangent and cotangent
vectors as suitable equivalence classes.

A tangent vector to @ is an equivalence class of processes with respect to the
obvious equivalence relation. Namely, two processes x1 and x» are equivalent if they
have the same value at s = 0 and, for all smooth functions S, (S o x1)'(0) = (So
X2)'(0), where a prime “(-)"” denotes derivative with respect to s. The equivalence
class of a process x will be temporarily denoted by [x]. We say that [x] is tangent
at ¢ € Q iff x(0,t) = q(t). A tangent covector to @ is an equivalence class of pairs
(¢, S) (with ¢ € Q and S a smooth function) with respect to the obvious equivalence
relation. Namely, two pairs (q1,51) and (gz, S2) are equivalent if g; = g2 and, for all
smooth curves x such that x(0,-) = g1 = g2, we have (Sox1)'(0) = (Sox2)'(0). The
equivalence class of a pair (g, .S) will be denoted by dS(g). We can pair a covector
and a vector provided they are attached at the same configuration. The pairing is

(d5(q), [x]) = S 0 x(0) = / T (s (1)

to dS|s=0
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Vectors and covectors defined as equivalence classes are very abstract objects. It is
very useful to describe them in alternative, and easy to use, ways, what Tulczyjew
calls “convenient representations”. The choice of convenient representations for
vectors and covectors is based on integration by parts. Namely, integrating by
parts in (1) we get

1

t t

@S(@). 0 = [ {ELGH0).dajde + (PL(0).00)] ©)

0

where EL : T2M — T*M is the Euler-Lagrange map and PL : TM — T*M is the
vertical differential of the Lagrangian L. It is easy to see that the tangent vector
[x] is equivalent to (i.e. it contains the same information as) the curve dq : [to, 1] —
TM, where dq(t) is the tangent vector to the curve s — x(s,t) at s = 0. Similarly,
the covector dS(q) is equivalent to the triple (f,po,p1), where f : [to,t1] — T*M,
f(t) = EL(q(t)) and po € T}, \M, pa = PL(4(ta)), a = 0,1. Paths in TM and
triples (f,po,p1) as above are Tulczyjew convenient representatives of vectors and
covectors, respectively. Correspondences [x] — dg and dS(q) — (f,po,p1) between
vectors and covectors and their convenient representations are usually denoted by
K and «, respectively.

A mechanical system with Lagrangian L is, from a static point of view, a reqular
system with cost function given by dS. Accordingly, the constitutive set is C =
dS(Q). Using convenient representations one sees that C is actually the dynamics
of the system. More precisely, the phase dynamics of a mechanical system moving
in a finite interval is the subset D of {triples (f,po,p1)} defined by

D=a'(C)=a1(dS(Q)),
ie.,
D ={(f;po,p1) = f(t) = EL({(1)), pa=PL(4(ta)), a=0,1}.
Explicitly, in coordinates, ¢ = (2%(t)), ¢ = (z*(t),47(t)), and we have
L

- g(ljjl (4()) = % (gxz (q(t))> v (pa)i = gml_;z (¢(ta)), a=0,1.

The target space T*M of f in naturally interpreted as the phase space, i.e. the space
of momenta.

We now pass to a different “theoretical regime”: the one when the time interval
[to, t1] is infinitesimally small. The appropriate notions are thus obtained in the limit
t;1 — to = O(dt). For instance, configurations are infinitesimal paths, i.e. tangent
vectors to positions. We conclude that, in the “infinitesimal regime”, Q@ = TM. In
particular, the configuration space is a finite-dimensional manifold, and it is then
clear what processes, i.e. curves in @, functions on @, tangent and cotangent vectors
are. A Lagrangian L is now interpreted as a potential for the cost function dL of
a regular system, and the constitutive set is just C = dL(TM) C T*TM. In this
case, it is interesting what one gets as convenient representations of vectors and
covectors. The infinitesimal version of k is the well-known canonical involution

Ky TTM — TTM. (3)

fi(t)

The infinitesimal version of Formula (2) reads

(AL, 5(0,0)) = (ELR(0,0)), 0x(0.0) + 5, (PLE(80)).0x(.0)).
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Similarly, the infinitesimal version of « is the Tulczyjew isomorphism
oap TT"M — T*TM.

Finally, the constitutive set is dL(TM) or, when “conveniently represented” via
Qpre:

D=y, YAL(TM)) c TT*M.
Since D is a subset of the tangent space, it can be regarded as an (implicit) first-
order differential equation for curves in the phase space. Actually, it is precisely the
dynamics of the system.

Now we are ready to present the Lagrangian part of the Tulczyjew triple that
contains all the structure needed in the Lagrangian formulation of mechanics in
the infinitesimal regime. The map «j; is an isomorphism of double vector bundles
[16]. Both TT*M and T*TM are symplectic manifolds. The map ayps is also a
symplectomorphism. It follows that D is a Lagrangian submanifold.

/\ \\\

In the infinitesimal regime one sees that, in some cases, the dynamics D is the
image of a vector field on T*M. Since D is a Lagragian submanifold this vector field
should be at least locally Hamiltonian. The correspondence between functions on
T*M and Hamiltonian vector fields can be described using the following diagram:

T T M~ TT*M@ D

M
The map Sy is the isomorphism (of double vector bundles) determined by the
canonical symplectic form wy; on T*M, i.e. for X € TT*M, we have By (X) =
wpr(+, X). The map By is an antisymplectomorphism with respect to the symplectic
forms wr«p; on T*T*M and drwps on TT*M (here, drwyy is the total lift of wpy).
If H is a function on T*M, then the Hamiltonian vector field Xy associated to H
is given by dH = wy(+, Xpg), and we have of course, dH(T*Q) = B (Xu(T*Q)).

Diagram (1.2) is the Hamiltonian side of the Tulczyjew triple and contains all the
structure needed in the Hamiltonian formulation of mechanics in the infinitesimal
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regime. Notice that it does not have any counterpart in the finite time interval
regime.

A Lagrangian L or an Hamiltonian H are examples of generating objects, i.e. they
can be used to generate a Lagrangian submanifold D C TT*M, i.e. a dynamics.
However Lagrangian submanifolds can be also generated starting from more general
generating objects using symplectic relations techniques (see [1] for a general dis-
cussion on Lagrangian submanifolds, generating objects and symplectic relations).
The passage from Lagrangian to Hamiltonian generating objects of the dynamics
is called the Legendre transformation (not to be confused with the Legendre map
PL). Tt is well known that the dynamics obtained from an hyperregular Lagrangian
L is the image of an Hamiltonian vector field Xg. In such a case D has two, par-
ticularly simple, “generating objects”, namely the functions L : TM — R and
H : T*M — R, where H(p) = (p,(PL)"'(p)) — L((PL)~'(p)). In particular we
have D = a); (dL(TM)) By (dH(T*M)). Notice, however, that even if L is not
hyperregular, D = «a; '(dL(TM)) can still be generated by a suitable Hamiltonian
generating object (via a suitable procedure) but not an object as simple as a function
on T*M, rather a family of functions. Specifically, the “Lagrangian bundle” T*TM
and the “Hamiltonian bundle” T*T*M are canonically isomorphic as double vector
bundles. The graph of the isomorphism Rrp; : T*TM — T*T*M is the Lagrangian
submanifold generated in T*(TM x T*M) ~ T*TM x T*T*M by the canonical
evaluation of vectors and covectors on M. The isomorphism Rtjs is an antisym-
plectomorphism and 8y = Ry 0ays. Following the rules of composing symplectic
relations we get that the Lagrangian submanifold Ry, (dL(TM)) is generated by
a family of functions (also called a generating family) on T*M parameterized by
elements of TM,

TM xp TM — R, (p,v) — H(v,p) := L(v) — (p, v).
The full Tulczyjew triple in mechanics is the diagram

D

T M~ TTM " T TM

|
N— \ o
]

Using the structure encoded in the Tulczyjew triple, one can describe more com-
plicated mechanical systems than those usually treated in the traditional Lagrangian
and Hamiltonian mechanics. In geometrical optics, for example, one finds systems
for which one needs more general generating object on the Lagrangian side while
in relativistic mechanics, one needs generating families on the Hamiltonian side,
(see for instance [26]). Finally, Diagram (4) shows also that, from the mathemati-
cal point of view, Hamiltonian and Lagrangian mechanics are equivalent only if we
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agree to use the most general generating objects. However, one should keep in mind
that Lagrangian mechanics has variational origin and comes from the finite time
interval regime after passing to the suitable limit. On the other hand, Hamiltonian
mechanics comes from the theory of generating objects of Lagrangian submanifolds
and symplectic relations and does not have a finite time interval counterpart.

In classical field theory, one is often interested in Euler-Lagrange PDEs, i.e. those
PDEs coming from a variational principle. Let us recall the geometric definition
of a variational principle. Let D C M be a bounded domain in the m-dimensional
space-time M. Informally, a variational principle on fields described as sections of
a bundle F is given by an action functional

{sections o of E} — /D L(z,0(x),Vo(z),..., Ve (), (5)

where L is a Lagrangian density, i.e. a differential m-form, to be integrated on
D, depending on a space-time point x, and derivatives, o(z), Vo (z), ..., V¥*lo(z),
of a section o of E at the point x, up to some finite order k£ + 1. From a precise,
geometric point of view, a (k4 1)-st order Lagrangian density should be understood
as an m-form L on M with values in functions on the space J¥*1 of (k + 1)-st jets
of sections of E, i.e. a section of the line bundle J**1 x,, Q™ — JF+1 2/ 18]. An
easy integration by parts shows that extremals of the action functional (5) (with
respect to variation fixing the values of o at the boundary 9D) are solutions of
the Euler-Lagrange equations. The Euler-Lagrange equations are (2k + 2)-nd order
PDEs. From a geometric point of view, they consist in a submanifold £ C J2F+2
canonically associated to a given Lagrangian density L [18]. A (k + 1)-st order
Lagrangian density defines a (k + 1)-st order (classical) Lagrangian field theory.
The relationship between variational principles and the associated Euler-Lagrange
equations, or, more generally, the calculus of variations, is rather well understood in
intrinsic, geometric (and homological) terms. The main works on the topic are due
to Tulezyjew [25] and Vinogradov [28, 29]. Notice, however, that the Euler-Lagrange
equations do not exhaust all the relevant geometric content of a field theory even
when the theory is defined by a variational principle. Fixing variations equal zero
at the boundary means neglecting boundary terms which should be included in
the theory. We have seen above that boundary terms in mechanics are momenta.
In Electrodynamics boundary terms are related to magnetic strength and electric
induction. Moreover Euler-Lagrange equations with right-hand-side equal to zero
are equations for fields without sources (or external forces in mechanics). Using
the Tulczyjew approach one can include both boundary terms and sources in field
theory.

The main aim of this paper is twofold: (1) showing that Tulczyjew paradigms
apply as well to higher order field theories, i.e. systems whose configurations are sec-
tions of a generic bundle on a “space-time manifold”, and whose cost functions are
(in the regular case) action functionals whose Lagrangian density depends on space-
time derivatives of the configurations up to arbitrarily high order; (2) showing that
all the mathematical structure needed in a suitable infinitesimal regime (dynamics
on an infinitesimal space-time region) is encoded by a certain (field theoretic, higher
order) version of the Tulczyjew triple (4).

In [7, 8] the first author made the first steps in this direction, discussing first
derivative field theory, and this paper heavily relies on that one. However, higher
order field theories exhibit novel features as we explain below.
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2. Mathematical background. A convenient differential geometric setting for
intrinsic aspects of partial differential equations (PDEs) in provided by the theory
of jet spaces. Classical field theory and, in particular, the calculus of variations
have a nice geometric formulation within jet spaces. In this section we recall basic
facts about them, and the main geometric constructions underlying field theory
from both the Lagrangian and the Hamiltonian sides. At the same time, we set our
(mathematical) notations.

We will consider PDEs imposed on sections of fiber bundles. The geometric
portrait of a PDE is a submanifold in a jet space. Namely, let ( : E — M be a
fiber bundle, dim M = m, dim E = m + n. We will often interpret M as a space-
time manifold. More generally it will be the manifold of independent variables.
We denote by Qf — M the bundle of differential i-forms on M. For the sake of
simplicity, we assume M to be oriented. This allow us to avoid the use of densities
and to use differential forms, instead, as objects to be integrated over M. However,
except for the orientation, M will not carry any other extrinsic geometric structure,
unless otherwise specified. We will often interpret E as the target space of the fields,
i.e. a field is a section of E (over M). Accordingly, fibers of E are the manifolds of
dependent variables. The k-th order jet space encodes multiple, partial derivatives
of dependent variables with respect to independent ones up to order k and can be
defined as follows. Let (z%,u®) be bundle coordinates in M, i.e. (z%) are local
coordinates in M and (u®) are local fiber coordinates in E. A (local) section o of
FE can be locally written as

o u® = fo(a’) (6)
for some smooth functions (f®) of the (z*). We will consider multiple partial deriva-

tives of the (f®) with respect to the (z°). Our notations for partial derivatives are
the following. Let I = (41,...,7,) be an n-entry multiindex. We set

8|I|fa 8i1+---+infa

= Y (PR
ozl oz’ - dxliy’ []:= 0 "

Two local sections o7, 79, with local description o, : u® = f(x%), a = 1,2, are
tangent up to order k at a point x € M with local coordinates (x*) if

oy o s

Ozt Ozt
Tangency up to order k is a well defined equivalence relation. In particular, it
is independent of the choice of coordinates. The equivalence class of section o is
denoted by j*o(z) and it is called the k-th jet of o at z. It contains a full, intrinsic
information about derivatives of o at x up to order k. For instance, the first jet

of o at x contains the same information as the tangent space to the image of o at
o(x). The k-th jet space of sections of E is the set JFE:

(@), <k

JFE = {j*o(x) : o alocal section of E and z € M}

Clearly, JUE identifies with E, and J'E identifies with the set of n-dimensional
tangent subspaces to F, transversal to fibers of m. Moreover, there are obvious
projections (x : J*E — M, j*o(x) — z, and, (x; : JVE — JE, jFo(z) = jlo(a),
I < k. In particular, (;,; consists in “dropping higher derivatives”. Clearly, (; =
G ok, and Cry = Cp1oCrp, | < p < k. The k-th jet space can be coordinatized as
follows. Let U be a coordinate domain in E and (z%,u®) bundle coordinates in it.
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There are jet coordinates (z*,u), |I|< k on Ck_é(L{). Namely, pick j*o(z) € C,;é(lxl),
and let o be locally given by (6). Then put

, . Ml o
V(o) = i), and g o) = T i),

When equipped with jet coordinates, J¥E is a smooth manifold. Moreover, projec-
tions (i and (i, are fiber bundles. For instance, a section of (; ¢ : J'E — E can be
understood as an Ehresmann connection in F, i.e. an n-dimensional distribution on
E, transversal to fibers of (.

In the following, we will deal with various bundles and bundle maps. However,
every manifold fibered over M will be understood as a bundle over M unless oth-
erwise specified. For instance, we will understand the projection (; and interpret
JEE as a bundle over M without further comments. We will also consider jets of
sections of various bundles. However, jets of section of E will play a special role,
and we denote simply by J* the bundle J¥E, if there is no risk of confusion.

A section o of E can be prolonged to a section j*o : M — J*, x + jFo(x), called
the k-th jet prolongation of o. If o is locally given by (6), then j*o is locally given
by:

M| fa
Ox!
and contains a full, intrinsic information about derivatives of ¢ up to order k.

Sections of J* of the form j*o are sometimes called holonomic sections.

The main geometric structure on J¥, k& > 1, consists in the following canonical
embedding ¢ : JKT1 — J1JF k1o () — j1(j¥o)(x). Denote by (¢, u?, uf,), || <k,
jet coordinates in J'J¥. Then ¢ is locally given by

k ('), | <k,

H X
Jolur =

Wzt uf,ufy ) = (@' uf,uf; =ugy;), | <k,

where, for I = (i1,...,i,) we denote by I + j the multiindex (i1,...,4;-1,%; +
1,%j41,...,%n). The embedding ¢ is able to detect holonomic sections of J¥ in the
following sense: a section ¥ of J* is holonomic iff j'% takes values in the image of i.
In the following, we will understand the map ¢ and interpret J**! as a (distinguished)
submanifold of J1J*. Elements of J'J* in J**! are sometimes called holonomic jets.

There is another geometric structure on J¥ which will be relevant for our pur-
poses. Namely, the bundle (i 51 : JF — J*=1is an affine bundle in a canonical
way. The underlying vector bundle is the bundle VFT*M ® j»—1 VE whose fiber at
a point j*~1o(x) € JF=1 s

VA T: M Qg Vo) E. (7)

In (7) VET:M is the k-th symmetric power of T M, consisting of covariant, sym-
metric k-tensors on M at z, and V. E denotes the vertical tangent space to F at e.
In particular 7 g : JIE — E is an affine bundle modelled over T*M @5 VE.

Jet spaces allow one to give an intrinsic definition of PDEs, i.e. a definition
manifestly independent of the choice of coordinates. Namely, a system of k-th order
PDEs imposed on sections of the bundle E is a (closed) submanifold &€ of JF. A
solution of a system of PDEs £ C J* is a (local) section o of E such that j o takes
values in £. Locally, £ is given by

E:Fy(zt,ug) =0, |I| <k,
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for some local functions (F,) on J*, and a section o of E, locally given by (6), is a

solution iff
ol
Fa <x 7w(l’ )) =0.

Thus, the analytic definition of systems of PDEs is recovered when using local
coordinates.

There have been a lot of work about a possible geometric formulation of the
Hamiltonian side of classical field theories (see [30, 31, 32] for a recent proposal
by the second author, see also references therein). Whatever the approach, affine
duality plays a prominent role. Let us recall here basic facts about it. Let N be
a smooth manifold, A — N an affine bundle on it, and A — N a line bundle. In
applications, N will often be the total space of a bundle N = E — M, A will be
the first jet bundle of £ and A will be the bundle of m-forms on M with values
in functions on FE, i.e. the bundle E x; Q™. For now, let us stick on the general
case. Denote by V the model vector bundle of A. Linear maps from fibers of V'
to fibers of A over the same point of N form the vector bundle A* := V* @y A.
Similarly, affine maps from fibers of A to fibers of A over the same point of N, form
a vector bundle AT := Aff(A, A) over N. Moreover, there is a canonical projection
¢: A" — A* which consists in taking the linear part. It is easy to see that £ is an
affine bundle with 1-dimensional fiber, and model vector bundle A* x5 A — A*.

We will need one more construction involving A and A. Denote by J'/ the space
of first jets of sections of £. Sections of A act on A by vertical automorphisms in
an obvious way. This action can be lifted to an action on J¢ as follows. Let A
be a section of A, and H a generic section of £. Define the action of A on j'H(p),
p € At as AjLH(p) := j*(H + X)(p) where ) is a section of A* xy A — A*, and,
precisely, the pull-back of A via A* — N. The quotient of J'/ with respect to the
action of sections of A is a smooth manifold denoted by PAt. Moreover, the induced
projection PAT — A* inherits from J'¢ — A" an affine bundle structure, with model
vector bundle V*A* ®); A — A*. Finally a section H of £ can be “differentiated”to
get a section dVH of PAT — A*, defined as the composition of j' H and the canonical
projection J'¢ — PA', according to the commutative diagram

JU—— PAT

i ju D i

Af A*

H

The manifold PAT is referred to as the affine phase space [10, 8]. In the case when
Eisabundle over M, A= J'E, and A = E x3;Q™, we have that V = T*"M @ VE,
hence A* = V*E @5 Q™ !, where V*E is the dual bundle to VE. In this case, we
will also denote A* by PFE, or simply P if this does not lead to confusion, because
it should be understood as the phase space of first order classical field theories
defined on E (see below). We will also denote AT by JTE, or just J' if this does not
lead to confusion. There is a tautological vertical 1-form ¥p on P with values in
Q™1 ie. a section of the bundle V*P ®@p Q™ ! — P defined as follows. Denote
by m : P — FE the projection, and, for p € P put

(Up)p(&) = p(m.(€)) €Q™TY, EEV,E.
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Notice that Jp is a “field theoretic version”of the Liouwville 1-form on a cotangent
bundle. The space PJ! is a field theoretic version of a twice iterated cotangent
bundle (see next section). See [8] for an alternative description and more details.

Finally, recall that i-forms on M with values in functions on F, i.e. sections of
the bundle E x 3 2, can be “differentiated along fibers of E” to get vertical forms
on E with values in Q. Namely, there is an operator, the vertical differential d¥
which takes a section ¢ of E X Q to a section dYo of V*E ®p Q. In bundle
coordinates, the vertical differential is given by

qv (ijnjidle A A dzji) - % du*@dzit A A dzji,
ua
where the vertical differential d¥f of a function f € C*°(FE) is just the restriction
of df to VE.

3. First order field theory. A Lagrangian field theory is specified by a variational
principle of the kind (5). In the case of a (k+1)-st derivative theory, the Lagrangian
density L is a bundle map J¥*1 — Q™ covering the identiy. As we already remarked,
JE+1 can be understood as a distinguished submanifold of J'J*. Accordingly, a
(k + 1)-st derivative Lagrangian field theory on a bundle E can be understood as a
first derivative theory on J* subjected to the (vakonomic) constraints J¥+1 c J1J*.
This idea goes back to de Donder [5]. Now, in mechanics, constraints in TM
can be easily handled within the Tulczyjew triple approach (on an infinitesimal
time interval, see Section 1.2). Namely, a Lagrangian L : C — R defined on a
(constraint) submanifold C' of TM generates a Lagrangian submanifold S¢ ;, in
T*TM by putting

Scp ={pe € T"TM : £ € C and Yoz € C, (p¢,dx) = (dL,dx)}.

In its turn, Sc 1, determines a dynamics D := a~!(Sc,) in TT*M. A similar con-
struction works for constrained first derivative field theories (see [8]), in particular,
higher order field theories.

Thus, let us briefly recall the Tulczyjew triple for a first order field theory. Fields
are sections of a bundle ¢ : £ — M and a Lagrangian density is a bundle map
J1 — Q™ covering the indentity. The details of the construction can be found in [8]
(see also [6]).

Precisely as for mechanics the Lagrangian side of the triple is based on variational
calculus. The phase space for the theory is the total space of the bundle 7 : P — FE,
(see Section 2). In the case with no sources the Lagrangian side of the Tulczyjew
triple for first order classical field theories is then

Jip - Lag F

SN S
=
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where we denoted by Lag E the space V*J! @ 1z Q™, and « is the field theoretic
version of the Tulczyjew isomorphism oy (see [8] for its definition). In the following
we shall often use Lag instead of Lag F if there is no risk of confusion. Both spaces,
JIP and Lag are double affine-vector bundles [13] with vector bundle structure over
J! and affine bundle structure over P. The map « is a double vector affine bundle
morphism. The phase equations determined by a Lagrangian density L are the
subset D of JIP given by
D=a ' (d"L(JY)).

The double bundle Lag on the right is endowed with a canonical vertical two-form
wj with values in the line bundle Q™. The form wj: is fiber-wise symplectic (every
fiber is in a sense a cotangent bundle). The double bundle J'P on the left is endowed
with a canonical vertical two-form wjip with values in Q™ as well. Moreover, wjip
is fiber-wise presymplectic. Actually,

wpp = a*wj.
The double bundle structure of Lag makes it easy to define the Legendre map A:
AP — I A(lo) = €(d'L(j'o)) (8)

where £ is the projection £ : Lag — P. In coordinates

MMz, u® us) = (a: ,ut,pl = 3uj‘> .
We stress that, while the Tulczyjew morphism ap; @ TT*M — T*T*M is an
isomorphism, its field theoretic analogue « is not in general. One could reduce the
space JIP to get a space isomorphic to the “fiber-wise cotangent bundle” Lag, but
then one would loose the obvious interpretation of the dynamics as a first order
partial differential equation.
The Hamiltonian side of the Tuczyjew triple is

Ham F b J

Ip
P \ \ P \
\ i \ il
E E
where by Ham E we denoted the space PJ, i.e. the affine phase bundle for the
affine dual bundle of J! — E (see Section 2). We shall often use Ham instead
of Ham . The bundle Ham is a double affine-vector bundle with affine bundle
structure over P and vector bundle structure over J'. The map 3 is a double affine-
vector bundle morphism defined as the composition of the canonical isomorphism
R 1 between Lag and Ham with « (see [8] for the definition of R j1). Moreover Ham

is endowed with a canonical vertical two-form w;+ with values in 2™. Since R j: is
an antisymplectomorphism we get that

B*W_ﬁ = —Wwjnp.
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Phase equations D can be also generated by an affine generating object, in the
simplest case, a section H of the bundle JI — P:

D =" (d"H(P)). (9)

The next to the simplest case is when D = o~ 1(dL(J!)) for a generic Lagrangian
L. In this case, use symplectic relations techniques one obtains a generating family
of sections (of JT — P) parameterized by elements of J':

H:J' xgP—Jt,
which is equivalent to a family of form valued maps
F: 3t xpdt = qQm  Fu(lo(r),¢) = L('o(z)) — ¢('o(z)).

In some cases the above family reduces to a single generating section H. This is the
field-theoretical version of Legendre transformation. Note, that a pair (j'o(z),p) is
critical for H precisely if p = A(j'o(z)).

Summarizing, the Tulczyjew triple for first order field theories on the bundle
E— M is

Ham ’ Jp @

Lag
P \ \ P \ \ P \
\ i \ I \ I
E E E
The right-hand-side is the Lagrangian one, the left-hand-side is the Hamiltonian
one, the dynamics lives in the middle. Hamiltonian and Lagrangian spaces Ham
and Lag are canonically isomorphic double affine-vector bundles equipped with
(antisymplectomorphic) vertical symplectic forms with values in Q™. The dynamics
D is a submanifold of J'P, i.e. a first order partial differential equation on sections
of the bundle P — M.
Finally, we remark that, exactly as in the opening of this section, a dynamics
can be generated by a Lagrangian density L even when L is only defined on a

“constraint” subbundle C' C J!, L : C — Q™. Namely, first of all L generates the
“Lagrangian” submanifold S¢ 1, in Lag given by

Sc.r = {pw € Lag : w € C and Véw € VC, (@, dw) = (d"L, dw)}. (10)

Now put D := a~(Sc,1). It is easy to see that D is the “correct phase dynamics”
of the Lagrangian field theory specified by the (vakonomic) constraints C' and the
constrained Lagrangian L.

4. Higher order field theory: The unreduced triple. In this section we shall
construct the Tulczyjew triple for field theories of order (k+1) treated as constrained
first order theories. We interpret a (k + 1)-st order Lagrangian L : J¥¥1 — O™ as
a first order one defined on the submanifold J**! of holonomic jets in J'J¥. The
price for going back to well-known structures is that we have to accept unphysical
degrees of freedoms coming from the mathematical language.
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In this approach we can repeat the construction of the Tulczyjew triple for first
order theories replacing the bundle ¢ : E — M with the bundle ¢ : JF — M
and using, in the simplest case, Lagrangians defined on J¥*1 c J1J* as generating
objects. Let us go through spaces and bundles that will appear in the triple.

Since Lagrangians are defined on a submanifold of J'J* the Lagrangian space is

Lag,, := Lag J¥ = v*J1J*F @ Q™.

Using coordinates (z?,u$) in J* as defined in Section 2 we can define the adapted
coordinates (z?, ul,ugj,aff, alky with |[K| < k, in Lagk Namely, a point in Lag;€
is an Q™-valued vertical differential form on J'J¥ given by (a ff dug +afkdvuy Kr)®

n, with  := dz' A --- A daz™. The phase space is

Pp =Pl =vIFoom!
which is a vector bundle over JE. We can define a system of adapted coordinates
(2, uﬁﬂpé’j) with |I| < k. Namely, a point in Py is an Q™ -valued vertical form
on Jk glven by pLid'u¢ @ n;,where n; == (=1)"tdz! A--- Adat A--- Ada™, and a
hat “(-) denotes omission. The Tulczyjew morphism &y = « : J'P, — Lag, is

constructed exactly as in [8], replacing the bundle E — M with the bundle J¥ — M.
In adapted coordinates

~ i J.j J.j ; , J.j J,
ak(mlau?apﬂja u?,i’p,@],i): xz,u?, u?,iv a,BI:Zp,ﬁ],]7 BJ :pﬂ
=1
The Lagrangian side of the Tulczyjew triple for field theories of order (k+1) is then

ag

LNagk

\ (1)
J 1)k J 1)k

Py

/\

Jk

Using Diagram (11) one can give the right answer, for instance, to the Question:
“What is the phase space dynamics of a field theory governed by a variational
principle specified by a Lagrangian density L : J¥*1 — Q™?” Indeed, the dynamics
Dy, should be a submanifold of JP;, i.e. a first order PDE on sections of the bundle
P — M. Now, a dynamics can be generated from L as discussed in the end of
Section 3. It is enough to put

Dk = a;l(SJk+17L).

(see (10)). A description of Dy in local coordinates shows that it is indeed the

. . . . B J,
“right answer” to the above Question. Namely, in coordinates (z*, u, ugj, al, aﬁj)
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in LA/agk the submanifold Syr+1 1, reads

ug; =ugy; |J| <k,

ug . =uy [J| ==k, J+j=1+1,
ag + 085 a izza%; 11| <k,

60, alt :gu@ |I| =k + 1.

where symbol 5§ 4, is a Kronecker delta-like symbol. It equals 1 when multi-indices
I and J + ¢ coincide and it is 0 otherwise. Finally, in coordinates, the dynamics
reads

UG = Uy |J| <k,

u§+j:u?+i =T =k,J+j=1+1,

oL
pa 2J +6J-i—1po¢ — Ouf ‘[‘ S kv

6J+z ilzg?uL? \f\=k+1-

In first order field theory the double bundle structure of the Lagrangian side of
the triple allowed us to construct the Legendre map (8) that associates momenta to
configurations. In the higher order case we do not have a map like this any more.
This is because Syr+1 7, is not the image of a section of the bundle Lag; — NENLS
Instead of a map we get only a relation. A point p € Py, is in the relation Ay with
w € J1J* if and only if w is a holonomic jet and there exists a point in Sye+1 g, that
projects on both p and w. It is easy to see in coordinates that this means that

;0L
§hoplt = Bus for |I|=k+ 1

One can say that only “the highest order momenta” are defined here. Since in

the following we will often use relations we introduce a specific notation for them.

Namely, a relation (as opposed to a plain map) will be indicated by a dotted line
. For instance

Ak

JUFE Pr.

Notice that Dy coincides exactly with the Euler-Lagrange-Hamilton equations
determined by L (see, e.g., [30], see also [3]). In their turn, as shown in [30, 3] the
Euler-Lagrange-Hamilton equations are essentially equivalent to the Euler-Lagrange
equations, but still keep the nice feature of incorporating momenta. We conclude
that diagram (11) contains a full information about the dynamics of a Lagrangian
field theory (including the dynamics of momenta).

We now pass to the Hamiltonian side of the triple. The Hamiltonian space is
ﬁa\mglk := Ham J* = PJIJ¥. Recall that the spaces ﬁa\tglk and Ijavgk are canon-
ically 1somorphlc double bundles and we can define the “Hamiltonian Tulczyjew
morphism” Bk P — Hamk composmg ap with the canonical isomorphism
[flggk ~ Ijl?n/nk In coordinates the map Bk reads

P J.j J.g
Bk(x u[vpﬁ aulmpﬁ ,i): xlau?apﬁj»_zpﬂj,jvu?,i
J
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The Hamiltonian side of the Tulczyjew triple for field theories of order (k + 1) is

Hamk O Jip

/\w \\

k
JLJF

Jk
Using the above diagram one can generate a dynamics D from an Hamiltonian
generating object, in the simplest case a section H of the bundle JIJ¥ — P,. In
this case Dy, = B; '(d"H(Py)) exactly as (9) in first order theories.

Following the pattern of first order field theories we get (k+ 1)-st order version of
Legendre transformation. For a generic Lagrangian L the Hamiltonian generating
object is actually a family of sections of the bundle JTJ¥ — P) parameterized by
elements of J¥*1. It is easier to write the corresponding family of Q™ valued maps

R e M Qs FE (e, o (2) = L o (2) — (o ().

The pair (g, ]**Va(2)) is a critical point for the family F;SI if (in coordinates)

oL
8ua 5}]+in]7 |J| :k+17

i.e. precisely when ¢ projects on an element of Py which is in the relation \; with

ik
jifo(z).
The full version of the Tulczyjew triple for (k + 1)-st derivative field theories is

g

Hamk lpk I/:a—ék
\ \ -
JLJE JJ’“ JJ’“

JE J’“

Summarizing, as usual the right-hand-side is the Lagrangian one, the left-hand-
side is the Hamiltonian one, and the dynamics lives in the middle. Hamiltonian
and Lagrangian spaces ﬁarr/nk and Ij\a/gk are canonically isomorphic double affine-
vector bundles equipped with (anti-symplectomorphic) vertical symplectic forms
with values in Q™. The dynamics D is a submanifold of J'P, which can be
generated either in Lagrangian or in Hamiltonian way.

We refer to diagram (12) as the “unreduced Tulczyjew triple for (k + 1)-st de-
rivative field theories”. When using it for field theories depending on derivatives
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of the fields up to order k + 1, we interpret J**1 as a constraint subbundle in the
“configuration” bundle J'J*. However, the extra variables in J'J* are unphysical.
In the next section we show that, starting from first principles, diagram (12) can
be actually “reduced” to a genuine (reduced) Tulczyjew triple where the unphysical
degrees of freedom disappear.

5. Higher order field theory: The reduced triple. In the previous section we
have constructed the Tulczyjew triple for (k + 1)-st order field theories, considering
jets of order (k + 1) as holonomic first jets of sections of the bundle J¥ — M.
Following this point of view we could use well-developed first order theory for the
price of having non-physical degrees of freedom coming only from the mathematical
language.

On the other hand Tulczyjew paradigms allow to construct a triple for virtually
any theory, starting from first principles. Recall that the Lagrangian side of the
Tulczyjew triple is directly obtained from variational calculus, while the Hamilton-
ian side can only be obtained after taking a suitable limit (see Section 1.2). In this
section we follow Tulczyjew strategy to obtain a triple for field theories depending
on higher derivatives of the fields. We call the result the “reduced triple” because
it can also be obtained from the “unreduced triple” in previous section performing
a suitable “symplectic reduction”. More specifically, recall that the bundles ﬁgglk,
JIPy., and ]j;gk are equipped with canonical (line-bundle valued) vertical two-forms.
All such two-forms are fiber-wise symplectic. Upon restricting them to holonomic
jets they become presymplectic. The reduced triple can be then obtained by quoti-
enting out the null-distribution of the restricted forms (see [15] for details), and it
is free from unphysical degrees of freedom.

As usual, let the fields be sections of a fiber bundle ¢ : E — M over the “space-
time” M. Let us first focus on fields propagating on a bounded domain D of the
space-time. We assume D to have a smooth boundary dD. The configuration
space ) consists of sections o of ¢ defined over D. We define processes, smooth
functions and tangent vectors for ) in a similar way as in Section 1.2. Parametrized
processes in @ are vertical homotopies, i.e. smooth maps x : I X D — E where 1)
I is neighborhood of 0 in R, 2) for every « € D, s — x(s,) is a vertical curve in
E, and 3) for every s € I,  — x(s,x) is a section of ¢. Functions on @ are action
functionals specified by (k + 1)-st order Lagrangian densities L : J¥*1 — Q™ via
the usual formula S(o) = [, L(j*"'c). Note that, as in mechanics, the composition
of a function with a process is a smooth function I 5 s — S(x(s,-)) € R. Tangent
vectors and covectors are obvious equivalence classes of processes and functions
respectively. The pairing between vectors and covectors is given by the formula

@sion i) = [ HG )

where dS(o) is a tangent covector, the equivalence class of the pair (S,0), and
[x] is a tangent vector, the equivalence class of x. Adopting the Statics point of
view reviewed in Section 1.1, we interpret the (k + 1)-st order field theory with
Lagrangian L as a regular system with cost function given by dS and constitutive
set being C = dS(Q).

To find convenient representations of vectors and covectors we integrate by parts
k + 1 times and obtain

(dS(0), [x]) = /D (ELGPHXu—0), 60) + /a LI ) ), (1)
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where £L : 272 — V*E ® Q™ is the Euler-Lagrange morphism [18], PL : J2*+1 —
V*JE ® Q™1 is a boundary term, do denotes a vertical vector field on E along o
such that do(z) is the tangent vector to curve s — x(s,x) at s = 0, and dj¥o is
the vertical vector field on J* along j*o defined is a similar way. It is easy to see
that the tangent vector [x] is equivalent to (i.e. it contains the same information as)
dc. Similarly, the covector dS(o) is equivalent to a pair (f,p) where f is a section
of VVE ® Q™ — M over D and p is a section of V*J¥ @ Q™1 over 9D. Using
these convenient representations for tangent vectors and covectors, one sees that C
is “conveniently represented”by the following phase equations:

D={(f.p): flz)=EL({**?0), p(x) = PL{* o) }.

This means, in particular, that f represents sources of the field, while V*J¥ @ Q™1
should be understood as the phase space of the theory. Note that we have obtained
the same phase space Py, as in the previous section. It should be stressed, however,
that the boundary term PL in (13) is canonical only up to total differentials (see for
instance [30] and references therein). As a consequence, there are still “non-physical
degrees of freedom” in Pg. In principle, one could quotient them out at the price
of loosing the nice interpretation of the dynamics as a submanifold in a jet space,
i.e. as a differential equation, which, on the other hand, is obviously desirable for
many purposes. Therefore, we keep adopting P as the “optimal” phase space of
the theory. In the following we shall consider only field theories without sources
assuming f = 0.

The Lagrangian side of the Tulczyjew triple is obtained, as in Section 1.2, by
passing to the new regime where the domain D becomes infinitesimally small. It is
easy to see that, in this infinitesimal limit, Q) becomes (a fiber in) J¥*1. Accordingly,
TQ becomes (a fiber in) VJ**1 and T*Q becomes (a fiber in) V*J¥*1 @ Q™. The
latter space will be denoted by Lag,, E, or simply Lag,, if this does not lead to confu-
sion. It is naturally equipped with an obvious vertical symplectic form with values
in Q™. In the infinitesimal regime, a Lagrangian L is interpreted as a potential
for the cost function d¥L, thus the constitutive set is C = d"L(J**1) C Lag,,. Now
let us look at the correspondence between vectors and covectors and their conve-
nient representations in the infinitesimal regime. Formula (13), with the additional
condition f = 0, assumes the following form

(AL ), 0" o) = dur(p, i 0), (14)

where p is a section of Py, and dy; is the total differential [8] (see also [2, 18] where
dys is referred to as the horizontal differential and denoted differently). The right-
hand side of (14) defines a pairing between holonomic first jets of sections of P, — M
and holonomic first jets of sections of VJ¥ — M, where, by holonomic, we mean
here “projecting on holonomic jets in J'J*7. Let j'p(z) € J'Py and j'do(z) € JIVIF
1) project on holonomic jets in J'J* and, 2) project on the same jet j*o(z) € J*.
Define the following pairing

(i'p(x),j** 60 (2) ) = dar(p, k11 (60) ) (@),
where £y ;1 is the field theoretic version of the isomorphism xs (3)
Ky SVE — VIE R0 (2) — S0 ().

This shows that convenient representations of covectors are provided by points in
JIP,, projecting on holonomic jets in J'J*, which we collectively denote by 33 Pk
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Similarly, convenient representations of vectors are given by points in J'VJ* pro-
jecting on holonomic jets in J'J*, or, which is the same, points in J**1VE,

We now define a relation oy, generalizing ar. A covector ¢ € Lag,, is in the
relation oy with jip(z) € J1Py if 1) jp(z) € I}, Px, 2) ¥ and jip(z) are over the
same point of J¥T1 and 3) for all j**1§o € JFHIVE

(¥, w11 (0] o () = (i'p(a),5 b () ).

In coordinates j'p(x) is in the relation aj with 1 iff

uf (j'p(x)) = ug () 1] <k,
ug, (@) = uf (¥) 1] <k,
pal(tp(x) + 60 L pli(tp(z) = al(v) |I| <k,
85 (tp(e)) = ab(¥) [I|=k+1.

The relation «y
NPy 8 Lag;,

is the main part of the Lagrangian side of the reduced Tuczyjew triple for (k -+ 1)-st
order field theories. Since the pairing ((-,-)) is degenerate «, is not an isomorphism
and not even a map.

Before we present the full Lagrangian side of the reduced triple, let us examine
the double bundle structure of Lag,. It is obviously a vector bundle over J¥*1.
The second bundle structure is an affine bundle. Recall that (iy; % : Jetl 5 gk
is an affine bundle with underlying vector bundle VA1 T*M @ VE (see Section
2). An element of Lag, restricted to vectors tangent to the fibre of (;11k acts
as an element of VFTITM @ V¥E @ Q™ =: Qy.. Accordingly there is a double
vector-affine bundle

Lagk

N
Jk+1
The Lagrangian side of the reduced Tulczyjew triple is the diagram

g

P, Lag;,

/\
\\

Jk+1

JE

Both spaces J!P and Lag, are double vector-affine bundles with vector bundle
structures on the right and affine bundle structures on the left. The relation «y is
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not a morphism of double vector affine bundles in a strict sense, but it is compatible
with these structures. In particular «y projects on the map Pr — Qp which is a
morphism of vector bundles over the identity on J* defined as follows. The fibre of
P over jFo(z) is the vector space (Pi)jry(x) = VJ.*,CU(I)J’C ® Q=1 Elements of this
vector space act on ij[,(z)Jk as one-forms with values in Q7 ~!. The restriction of
an element of (P}, )jk (s to vectors tangent to the fibre of (j 1 defines a projection
from (Pp)jko(z) to VET, M @ VinE® Q7~'. On the other hand (Q)jo(x) =
VAT, M @ Vi B ® Q' and there is a “symmetrization map”

VET, M @ Vo (2)E @ Q7 — (Q)jro(a)
that in coordinates reads
pi‘iﬁxz Q@ d"u®* @ n; — (6IJ+ipi'i)8IJ Q@ d'u* ®@n,
where, for I =iy - i, we put Oyr = 0piy V- -+ V 0,4y, Composing, we get the map
Pr — Qp in (15).
Finally let us observe that, since J¥*1 < J1J*  there is an obvious cotangent

relation

f‘;/gk o Lagy, .

Namely, recall that Lag, = V*J1J* ® Q™ and Lag,, = V*J**1 @ Q™. In particular,
they fit into the commutative diagram

Lag, <—— i*(Lag,) — Lag,,

L

Jk—f—l C ? Jle

where i is the inclusion, and p is the restriction to J¥*1 of vertical covectors on J' J*.
The composition Lag,, < i*(Lag,) — Lag,, is, by definition p;. Now, diagram
Ei;ék & Lag,

Qg B ag

1Py
commutes (in a relation-theoretic sense). As a consequence, the phase equations in
(k + 1)-st order theory obtained by means of the Lagrangian side of the reduced
and unreduced triples are the same, i.e.

&y (Syenn ) = op(dVL(JFT)).

In the reduced triple we can also find the Legendre relation A\, expressed as the
composition of d¥L, ay, and the projection j'P), — Py, as illustrated in the following
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diagram
Jipy o Lag;€
J Jk \ Jk+1
Jk

The structure of the relation A; is clear: using the double bundle Lag, we can
construct a map ¢, : J¥T1 — Qy, as a composition

Lagk

£ JEL b= o0d"L. (16)

The element j*+1o(x) is in the relation Ay, with p € Py, if p projects on £ (j*+t1o(x)) €
Q. This means that A\ (j*+1o(z)) contains the whole inverse image of £ (j** 1o (x))
with respect to Pr — Q.

Now we pass to the Hamiltonian side of the reduced triple, which is based on the
affine bundle structure of (xi1, : JEt1 — Jk The space of affine maps on fibres
of 41,k with values in the appropriate fibre of Q™ will be denoted, for simplicity,
by K. Note that there is a canonical projection K — Qf consisting of taking the
linear part of an affine map. The bundle K, — Qj is an affine bundle with one
dimensional fibre. The underlying vector bundle is Qf X Q2™ — Q. The affine
phase bundle PK; (see Section 2) is the Hamiltonian space for the Hamiltonian
side of the reduced triple for (k + 1)-st order field theories. It will be denoted by
Hamy F, or simply Hamy,.

The Hamiltonian space Ham;, is a double vector affine bundle with affine bundle
structure over P, and vector bundle structure over J**1. Moreover, it is easy to see
(along very similar lines as in [8]), that Hamy, is naturally equipped with a vertical
symplectic form with values in €,,. Finally, Hamy is canonically isomorphic to
Lag;, and the canonical isomorphism Ry = Rjx+: is an anti-symplectomorphism
with respect to the “canonical structures” on Lag; and Hamj. In Hamj we shall use
the coordinates (z?, u$, fB]’ I ¢%) where |I| < k and |J| = k+1. In coordinates v €

Hamy, is identified with an element of V*Q), ® Q™ and v = ¢.d¥u?, ®77+C§d"fg ®mn.
In coordinates, the canonical isomorphism Ry reads

Rk(zi,u?,ug,aé,a:é) = (xi7u?af,[;’] = aéagé = aé7 § = _ug)a |I| S ka |J| = k+1
The composition of Ry and «y is the relation S

Br = Ry o ay
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which is the Hamiltonian side of the reduced Tulczyjew triple

Ham, P 1P,

< \
70

Jk
In coordinates v € Hamy, is in the relation £ with j p(m) e Jip, if
uf (i'p(x)) = ug (v) 1] <k,
ug (i'p(x)) = u (V) 1| <k,
u(fi(jlp(x)) <I+z( v) || = k,
pal () + 0% pli(tp() = L) I] <k,
8w (i'p(x)) = fA(v) 1] =k+1.

Similarly as above, one sees that the phase field equations Dy = ay(dL(JkT1))
generated by a generic Lagrangian, are also generated, on the Hamiltonian side by
a family of sections of the bundle K, — Q) parametrerized by point in J¥*1. In its
turn, this family is equivalent to the family of Q™ valued maps

F: K xpe S5 — Q™ F(p, " lo(x)) = p(*o(2)) - LG o ().
The complete reduced Tulczyjew triple for theories of order (k + 1) is

g

Hamy, JPy, Lagk

A /\ \

Jk+1 C J Jk \ Jk—i—l
k

Jk

6. On the relation between different order triples. Tulczyjew triples (12)
and (16) capture most of the relevant geometric structures underlying classical field
theories of order k+ 1 defined on the bundle E. For instance, they prescribe how to
produce the dynamics from different kind of generating objects (e.g., a Lagrangian
density defined on a constraint submanifold) “depending on derivatives of the fields
up to order k 4+ 1”. Notice that when a “generating object depends on derivatives
up to order k + 1”7, one may safely state that “it also depends on derivatives up to
order [ + 1”7 for all [ > k. For instance, any (k + 1)-st order Lagrangian density
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is an (I 4+ 1)-st order Lagrangian density as well, for every [ > k. In other words,
generating objects can be pull-backed to higher order jet bundles. In this section we
want to give a precise mathematical meaning to this claim. In particular we shall
discuss the relationship between different order Tulczyjew triples. In order to do
this, it is convenient to start from the relationship between the triples of first order
field theories defined on two different bundles connected by a bundle morphism.
Let G, F' be bundles over the same manifold M, and let ® : G — F be a bundle
morphism over the identity of M, i.e. ® is a smooth map such that diagram

G F
]
M M

commutes. Recall that diagram (17) can be prolonged to a diagram

[

ey
G ® F ’ (18)
M——M

where the map j'® is defined as j'®(j'o(z)) := j'(® o 0)(x) and can be charac-
terized as the unique bundle map making diagram (18) commutative and mapping
holonomic sections to holonomic sections. In particular, j'® is a morphism of affine
bundles over ®. Its linear part T*"M ®¢ VG — T*M ®r VF is nothing but the well
defined restriction V® : VG — VF of the tangent map T® : TG — TF to ® tensor
the identity of T*M.

Let us now discuss the relationship between PG and PF. Sections of the bundle
PF — F are Q0" !-valued, vertical 1-forms on F. As such, they can be pulled-back
to sections of PG — G via the bundle morphism @, but there is no natural bundle
morphism PF — PG. However, there is a natural bundle relation between PG and
PF covering ®. Namely, The pull back bundle X := G xz PF maps to PG as
follows: (e,w) — (Vi®)(w), (e,w) € G xp PF. Accordingly, there is a commutative
diagram

PG <— X —= PF

P

G 2 F . (19)
! l
M=———M

Notice that the relation PG - PF obtained in this way is just a bundle-theoretic
version of the standard cotangent lift of a smooth map. Now, all arrows originating
from X are bundle morphisms over the identity of M. Thus, diagram (19) prolongs
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to a diagram
PG <— 11X — J'PF

M M
In a very similar way, one can construct diagrams
LagG<—Y —LagF Ham G <— Z — Ham F
ng—3r g Jre S Ty
and )
G—2* .F G 2 F
M=—=—M M=—=—=M

where Y := Lag F x iy J'G, and Z := Ham F x jir J'G. In particular there are

natural relations J'PG - J1PF | LagG - LagF and HamG - Ham F . All of

them do actually preserve the canonical structures. Details are left to the reader.
It is easy to see that diagram

 Ham F <—— J'PF —— Lag F’

IR

Ham G JIPG:- LagG .. PF

commutes. In this sense morphism @ lifts to a relation between Tulczyjew triples.
This clarifies the relationship between Tulczyjew triples of G and F'. In the special
case when G = JI, F = JF and ® = Gk, ! > k, we get a relation between the
(k 4 1)-st order, and the (I 4 1)-st order, unreduced Tulczyjew triples of E.

Now, we look at the relationship between the dynamics generated by gener-
ating objects which are “related through diagram (20)”. For simplicity, instead
of considering the most general situation we will only consider one case among
the most interesting ones: a Lagrangian density L : C' — Q™ is assigned on a
subbundle C C J'F of JJF — F. Recall that L generates a dynamics Dy =
a Y(Sc,) C JVPF, and assume, as a minimal regularity requirement, that ®~1(C')
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is a smooth subbundle of J'G — G. Then L can be pulled-back to a Lagrangian
density ®*(L) :== Lo ® : ®71(C) — Q™. It is easy to see that the dynamics
Dg+(1) = a‘l(S¢_1(C)7¢*(L))) C J'PG is the pre-image of Dy, C JIPF under the

relation J'PG - JYPF . In particular, if ® is a surjective submersion, then a sec-
tion ¥ of PG is a solution of Dg-(y) iff it is related to a (necessarily unique) solution

®(X) of Dy, via the relation PG - PF . On the other hand, every solution of Dy,
is (locally) of the form ®(X) for some solution ¥ of Dg-(r). In other words, so-
lutions of Dy« () project surjectively to solutions of Dy, (up to global topological
obstructions). In this sense, the dynamics Dg-(1,) covers the dynamics Dy. Notice
that if ® = (j , then it is a surjectve submersion (actually a fiber bundle) and the
above considerations apply. This clarifies the relationship between

e the dynamics generated in J'P; by a higher order Lagrangian density L :
JEL 5 O™ and

e the dynamics generated in J1P; by the same L understood as a (I + 1)-st order
Lagrangian,

> k.

Finally, notice that, in the case ® = (jj, diagram (20) reduces to an obvious
diagram of reduced triples, which we do not report. Similar considerations as above
hold for the dynamics.

7. Examples.

Example 1. As a first example let us consider “second order mechanics”, i.e. the
special case when M = R, E = @ xR, ( is the projection onto the second factor, and
k = 2 (higher order mechanics, when &k > 2, doesn’t look significantly different and
details about it are left to the reader). We have then J¥ ~ TFQ xR, Q! ~ R xR. If,
moreover, L does not depend explicitly on time, i.e. it is just a function L : T?Q —
R, we can simplify the triples dropping the factor R everywhere. In the “unreduced
approach” we understand L as a function on the submanifold T2Q C TTQ. The
unreduced Tulczyjew triple in this case is

Bro aro

TT*TQ TT*TQ T*TTQ

T*TQ \ T*TQ \ T*TQ \
TTQ

TQ/

TQ

where ag is the “Tulczyjew morphism” for T(Q) and, similarly, St¢ is the morphism
determined by the canonical symplectic form wyg on T*T(Q. Starting form local
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coordinates (¢%) in Q and (¢%,v’) in TQ we get natural coordinates
¢’ 07,4, 07) in TTQ,
qivvjapivrj) in T*TQv

X3

(
(
(q 7’Uj,q.i,’l']j,7'('i,pj,7:l'i,ﬂj) in T*TTQa
(qivUjaphrjaqi?i)jvpia?;j) in TT*TQv
(qi7vjapiarja¢i7¢iawi7z/;j) in T*T*TQ
It is easy to see that in coordinates
O‘TQ(qi7Ujapi7rj7qi7’l}japi77;j) = (qiaUj7q.i7q.)j7pi7,’:'j7pi7rj)7
6TQ(qi7 Ujapia T, qia vjvpla r]) = (qla Uj7p7l7 T, _pia _ij qi’ UJ)
The submanifold T2Q in TTQ is given by the condition v’ = ¢'. A second order
Lagrangian is thus a function L = L(¢*,v*,0*). A Lagrangian function defined on
T2Q generates the following (Lagrangian) submanifold in T*TTM
St2Q,1
.. ; . oL . oL . oL
= { (qlaUjvqlavjaﬂi7pj77ri7pj) cvt = qla T = 87qj’ Tk +pk = W7 P = W }
The dynamics Dy = Ol'Fclg(STQQ,L) is then
Dy
o R . L OL . OL OL
= { (q17UJ7Pi7Tj7ql7vjapi>7’j) st = qZ, b = @7 Pk + 7 = W; T = w } .

In general, Dy is an implicit differential equation (imposed on curves in T*TQ) and
the Hamiltonian generating object is a family
F:TTQ x10 T?°Q — R, (¢*,v?,pi, r;,9") — piv’ 4+ ;07 — L(¢*, 0", 9").

For instance, let L be the Lagrangian governing the motion of the tip of a javelin
[4]. The manifold of positions is @ = R?® and

Y 1 i i
L v 57) = 5 30 - (572 (21)
i=1
The dynamics is given is
Dy: o' =, p; =0, pr + 7% =¥ =0l

It is easy to see that D5 is the image of the vector field
S .0 0 o
Pl e ) = gt s k_
X(q 7U 7plar]) =0 an T]avj +('U pk)ark'

Accordingly, the Hamiltonian generating object

L . 1 . .
F: T*TQ XTQ T2Q — Ra (qzavj7pia ’rja/[)k) — pkvk + Tj’l}‘] - 5 Z(UZ)Q - (1'}2)27
i=1
can be simplified. Namely, the condition for a critical point can be solved for ©*:
oF ;

amzn——f—@izo = 0'=-r,
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and the dynamics is generated by one single Hamiltonian function which reads

1 ,
3 > () + (')

i=1

H: T*TQ — Ra (qiavj,phrj) — pkvk -

Interestingly enough, in this example, although the Lagrangian generating object
is a function defined on a submanifold, nonetheless the dynamics is an explicit
differential equation given by a Hamiltonian vector field. <

Example 2. In the reduced triple approach to second order mechanics the “La-
grangian space” is Lag; = T*T2Q. The Lagrangian space is a double bundle with
vector bundle structure over T2Q and affine bundle structure over Q; = TQ xoT*Q.
The Hamiltonian bundle Ham; = P(T2?Q)T is constructed from the one dimensional
affine bundle K1 = (T2Q)" — Q;. The reduced triple for second order mechanics is

B2

TT*TQ o T*T2
TQ xo T*Q \\ T*TQ \ TQ xo T*Q \
T2Q ¢ TTQ \ L T2Q
TQ TQ
In local coordinates

(¢", 4", ") in T?Q,

(q*,v7, ¢, 1) in TTQ,

(q 7]%77']) in T*TQa

(ql q q 7T]a7rj77rj) in T*TQQa

(¢", 07, piyry G 09, piy i) In TTATQ,

( q Ty %,%, ) in P(T2Q)T

we have
TTQ — TQ % T*Q, (¢'v/,pi,rj) v (¢', ¢ = v7,71)),
TT2Q —TQ %o T°Q,  (¢',4" 4", mj, 70y, 75) v (¢', ¢, 7y = 75),
T°Q — TTQ, (¢,¢"¢) — (¢",v7 = ¢, ¢",%7).
In_ co_ordinates the Lagrangian relation «; between (qi,vj,pi,rj,qi,i)j,pi,f"j) and
(¢*,¢",§",mj,7j,7;) is given by conditions
v =¢", ' =4§', p;+1; =T, pj= T
A point (¢*, ¢, i, ¢j,¥;,97) € P(T2Q)T is in the relation B; with a point
(¢" v pisry ' 07 piu i) € TTHTQ
if
=", v'=-0" F=p;=p; pj+r; =1
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The dynamics generated by a general Lagrangian L : T?Q — R has a family of
sections of (T?2Q)" — Q; as Hamiltonian generating object. This generating family
corresponds to a family of functions on (T2Q)*

F:(T2Q) x71q T?°Q — R, (9, T%y) > o(T?y) = L(T?y).
In coordinates o ' ' S
F(qlv ql’ Tiy Py ql) = Tiq.l +p— L(ql7 q.Zv q‘l)’
where p is the (affine) fiber coordinate in (T2Q)" — Q;. In coordinates, the corre-
sponding family of sections

Hp :T2Q x10 T*Q 3— (T?Q)f
reads S .
pP= L(qla qlv(jz) - rj(.jj'
When L is given by (21) we get the family of sections

3
(ql7QaQ7ri)'—> (anaq7T7’7p_;<2(Q)2_2(Q)2_r1q>>

which can be reduced to one single generating section

2

3
H: TQ XQ T Q — (T2Q)T) (q ,q 7Ti) — (q yqd 5T P = 72 ((q )2 + (T])2)> .
i=1
We conclude that, in the reduced triple approach, the dynamics of the tip of a
javelin is generated by a Lagrangian function and a Hamiltonian section. This is
an example of system with regular Lagrangian (see, e.g., [30, 31]). As usual, the

Legendre relation \g : T2Q - T*T(Q is not a map. Nonetheless,
by 1 T?Q — TQ xo T*Q
(see diagram (16)) is a diffeomorphism which in coordinates reads
('4",4") — (g, 4" ri = =)
¢

Example 3. Most of the physical systems that can be described within Lagrangian
or Hamiltonian formalisms are of order one, i.e. their Lagrangians depend on first
derivatives of configurations only (a noteworthy exception is the Einstein-Hilbert
Lagrangian in General Relativity, but, even so, Einstein field equations can be
equivalently derived from first order variational principles). Dependences on higher
order jets appear usually as a result of idealizations in mathematical modelling. This
is precisely the case of plate theory, i.e. the theory of thin layers of elastic material.
The theory is obtained from continuum mechanics (in Lagrangian description) by
assuming that one of the dimensions of the elastic body is infinitesimally small.
The main ingredients are two Riemannian manifolds (M,~) and (N, g) where
dimM = 2 and dim N = 3. The manifold M is the material space, and N is
the physical space. A position of the plate in the physical space is given by a
smooth immersion ¢ : M — N, which can be understood as a section of the bundle
pry  E = M x N — M. The Lagrangian is the internal energy of the elastic
plate. In the present case of an infinitesimally thin plate, it depends on second
order jets of the immersion o : M — N via the extrinsic curvature of the surface
o(M) in N with respect to the metric g. This means that the space of infinitesimal
configurations is J> = J2(M, N) (or, more precisely, the open subset of J? consisting
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of jets of immersions). Details about how to implement the infinitesimal thickness
limit can be found in [14].

Let us now review all the spaces appearing in the reduced triple in the present case
of plate theory. In the following, we shall assume, as usual, that M is orientable. We
also fix the volume form 7 defined by the metric v and use it to identify Q2(M) with
M xR. The first jet prolongation of a map o : M — N identifies with the differential
df : TM — TN. Accordingly, the fibre of J! = J'E — E over a point (z,y) € MxN
identifies with T:M ® T, N. Abusing the notation we shall write J' ~ T*M @ TN.
The phase space is P; = V*J! @1 Q?(M) ~ V*(T*M @ TN). In the reduced triple
formulation “the highest momenta” are elements of Q1 = V2TM ®,1 V*E® 5 Q*(M)
which in this case can be expressed as

Q1 =J' X(yxan) (VPTM @ T*N).

A point in the second factor is naturally interpreted as bending moment. Thus, it
follows from the Lagrangian side of the reduced triple that the bending moment,
although usually defined in coordinates, has indeed a geometric meaning.

Let us write phase equations in coordinates. Using coordinates (z%) in M and
(u®) in N we get coordinates (xi,ua,u?) in J' and (z%,u}) in J? with [J| < 2. In
the phase space we have coordinates (z°, uf, pg, plum) such that an element of P; is
p = pgduﬂ ® ne + meduf ® N, wWhere 7 is the contraction of n with %. The
phase equations are

O = v, Ouf = ujg

irj?
. oL ) oL
dipe + o = ur v + vk = TR
U(1,0) %o,1)
oL oL oL
i}zaa ,p”:iaa ,pifﬂﬁlzaa
u u(0,2) U

(2,0) (1,1)

and can be generated, as usual, by a family of functions on K; = (J?)! parame-
terized by elements of J?:

F:kixp =R, F(pjfo(2) = ¢(i®o(r)) - Lo ().

8. Tulczyjew triples on infinite jets. So far we defined Tulczyjew triples involv-
ing an arbitrary but finite number of derivatives of the fields. There is a formal,
geometric way to account for all (arbitrarily high) derivatives of the fields at the
same time, which consists in using infinite jet spaces. Let us first recall the definition
of infinite jets. There is a tower of fiber bundles

M B0 g S g e e (22)
The set theoretic inverse limit of sequence (22) is denoted by J™E (or, shortly, J>°)
and it is called the space of infinite jets of sections of E. Equivalently, J°° is the set
of equivalence classes of tangency of sections of F up to order co at arbitrary points
of M. Namely, recall that two sections of E are tangent up to order oo at x € M if
their local descriptions in bundle coordinates have the same partial derivatives at x
up to arbitrarily high order. Tangency up to order oo is a well defined equivalence
relation. The equivalence class of section o is denoted by j*°c(z) and it is called
the oo-th jet of o at x. It contains a full, intrinsic information about all derivatives
of o at x. We have

J:={j*0(x) : o alocal section of F and = € M}
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There are obvious projections (. : J* — M, j®o(x) — x, and, (oo, : I — JY
j®o(z) = jlo(x). Clearly, (oo = (10 Coo, and (oo = (pi©Coops | < p. The co-th jet
space is a countable dimensional manifold which can be coordinatized as follows.
Let U be a coordinate domain in E and (z%, u®) bundle coordinates in it. There are
jet coordinates (z*,u¢), |I| < oo, on (O_O%O(L{). Namely, pick j*o(z) € CO_O%O(Z/{), and
let o be locally given by (6). Then put

. , Ml fo
P o) = at(e), and uf(Fo() = L (a4 (w).

Notice that sequence (22) gives rise to a pull-back sequence of algebra monomor-
phisms

C®(M) s O (B) —s -« —s C°(JF) L8 goo(gbtly oL (23)

By definition, the algebra C'*°(J*°) of smooth functions over J* is the direct limit
of sequence (23). In other words a smooth function on J* is just a function on some
finite jet space. Despite J*° is not a finite dimensional smooth manifold, there is a
nice differential calculus on it, and one can do differential geometry on infinite jets,
to a large extent. For instance, one can define vector fields and differential forms on
J°° in purely algebraic terms starting from the algebraic properties of the algebra
C>°(J*°). The interested reader can find details in [2]. Since, for what concerns
our purposes, the differential geometry of infinite jets does not differ much from
differential geometry of finite dimensional manifolds, we will treat J* as a standard
manifold in the following, without insisting on unessential, technical details.

The maps (- and ( are fiber bundles (with infinite dimensional fibers), and
a section o of E can be prolonged to a section j*°c : M — J*®°, x — j*0(x), called
the co-th jet prolongation of o. If o is locally given by (6), then j>°¢ is locally given
by:

a\Ilfa
ox!

jCouf = (%), |I] < oo,
and contains a full, intrinsic information about all derivatives of ¢. Sections of J*°
of the form j*°¢ are called holonomic sections.

The main geometric structure on J> consists in a canonical section C : J* —
J1J%° of the bundle J1J>® — J*°. By definition, C(j**¢(z)) = j'(j°°0)(z). Since
sections of the bundle J!J* — J° are Ehresmann connections in J* (see Section
2), then C can be interpreted as a canonical connection in J°°, sometimes called the
Cartan connection. The Cartan connection is able to detect holonomic sections of
J°° in the following sense: a section ¥ of J*° is holonomic iff it is an integral section
of C, i.e. j'¥ takes values in the image of C. Obviously, the Cartan connection is
the co-th order analogue of the embeddings J¥*1 c J'J*. Howevere, the latter are
not connections. Because of this special feature of infinite jets, the geometry of J*°
is, in many respects, much simpler than the geometry of finite jets. For instance, as
we will see in a moment, the infinite order (both unreduced and reduced) Tulczyjew
triples have very simple descriptions.

Let us start with the unreduced triple. The main point here is that infinitesimal
configurations are first jets of sections of J*°. Accordingly, the unreduced infinite
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order Tulczyjew triple is

B

Ham J® < JIPJ

/ W/\

\ \
JJ°O JJ°°
Joe

LagJC>c

JiJe

S

where a and 3 are defined in the usual way. The presence of the Cartan connection
simplifies a lot the structure of the vertexes in (24). Indeed, the projection J1J> —
J°° is an affine bundle as usual but, in addition, it possesses a distinguished section C.
Accordingly, J'J* identifies canonically with its model vector bundle VJ® ®,; T* M.
As an immediate consequence, the projection JTJ> — PJ> possesses a canonical
section as well, hence JTJ> identifies with its model vector bundle PJ> x; Q™.
Finally, for similar reasons, Ham J>® = PTJtJ> possesses a canonical section and
identifies with its model vector bundle V*PJ*® ®, Q™

Diagram (24) plays the same role as diagram (12) for field theories depending
on a not better specified number of space-time derivatives of the fields. The latter
claim can be proved along very similar lines as those of Section 4 and we will not
insist much on this. Instead, we will briefly discuss the dynamics generated by a
Lagrangian density of non-specified order. Namely, if keeping track of the order of a
Lagrangian density L is not needed, then one can understand L as an m-form on M
with values in functions on C*°(J*°) (recall that any smooth function on J*° is just a
smooth function on some J¥ with not better specified k), i.e. a section of the bundle
I X Q™ — J°. To see a Lagrangian density L as a generating object, one has to
understand it as a section assigned along the submanifold J® ~ imC C J'J®. As
such, it can generate a dynamics D in the usual way D := a~!(Sj~ 1) C JIPI®.
It is easy to see that D does actually coincide with the Euler-Lagrange-Hamilton
equations determined by L [30, 31], which, in their turn, are naturally interpreted
as phase equations of the theory described by L. One can treat in a similar way
theories governed by more general generating objects.

Notice that when interpreting points in J'J* as infinitesimal configurations we
are actually adding unphysical degrees of freedom to the theory. To get rid of them
one can write down a reduced triple for field theories of non-specified order, similarly
as in Section 5. However, in this case, the situation is slightly different. Indeed J*
plays both the role of mamfold of 1nﬁn1t681mal configurations”and “manifold of
positions”. Accordingly, the projection from the former to the latter is just the
identity map id : J*° — J°°, understood as a 0-dimensional affine bundle, and the
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reduced triple is the rather simple diagram

HamOo JIpyee Lag

A

(PR

OO

where Lag_ = Hamo, := V*J® @) Q™. The dynamics is generated using (25) in
the standard way. In particular, Lagrangian generating objects and Hamiltonian
generating objects coincide if one forgets about the order of the theory.

9. Conclusions. Most of the physical systems that can be described within La-
grangian or Hamiltonian formalisms are of order one, i.e. their Lagrangians depend
on first derivatives of configurations only. However, idealization processes inherent
to mathematical modelling, e.g. taking infinitesimally thin layers of elastic materials,
can lead to Lagrangians depending on derivatives of higher order. The Tulczyjew
approach to the Lagrangian and Hamiltonian description of physical systems can
be extended to such cases. Starting from the first principles of variational calculus
we were able to generalize first-order Tulczyjew triple in mechanics and field the-
ory to the higher order Tulczyjew triples of Sections 4 and 5, providing geometric
description of higher derivative field theories. Future research in this area should
concentrate on applications of this general theory to particular examples.
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