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Abstract

A search is presented for direct scalar top pair production where the scalar tops decay via
an R-parity-violating coupling to a final state with two leptons and two identified b-jets.
The analysis uses 20.3 fb~! of /s = 8 TeV proton-proton collision data collected with the
ATLAS detector at the LHC. No significant excess is observed over the Standard Model
background. Assuming a supersymmetric minimal B — L extension to the Standard Model,
limits on the scalar top mass are placed between 500 GeV and 1 TeV with a branching
fraction above 20% for the scalar top to decay to an electron or a muon and a b-quark.
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1 Introduction

The extension of the Standard Model of particle physics with supersymmetry (SUSY) [1-9] immediately
leads to processes that violate both baryon number (B) and lepton number (L), leading to rapid proton
decay and lepton-number-violating processes, such as unseen decays of ¢ — ey, in conflict with ex-
perimental bounds. A conventional assumption to prevent these processes is to impose conservation of
R-parity [10-14], defined as R = (—1)>B~1)*2 where s is the spin of the particle. This has a value of
+1 for Standard Model particles and —1 for SUSY particles. In this case SUSY particles are produced
in pairs, and the lightest supersymmetric particle (LSP) is stable. Further, this stable LSP cannot carry
electric charge or color charge without coming into conflict with astrophysical data. At the LHC, the con-
ventional experimental signature for SUSY particles includes significant missing transverse momentum
due to the non-interaction of the LSP with the detector.

An alternative approach is to add a local symmetry U(1)g_r to the SU3)c x SU(2)r x U(1)y Standard
Model with right-handed neutrinos. The minimal supersymmetric extension then only needs a vacuum
expectation value for a right-handed sneutrino in order to spontaneously break the B — L symmetry [15—
26]. This minimal B — L model violates lepton number but not baryon number, and is consistent with
proton stability and the bounds on lepton number violation. The LSP can now decay via R-parity-violating
(RPV) processes, and may now carry color and electric charge. This leads to unique signatures [26—30]
that are disallowed in conventional models with R-parity conservation. The case where the LSP is a scalar
top (stop) is most interesting since, in general, the large mass of the top quark acts to make the lightest
stop significantly lighter than the other squarks due to renormalization group effects [31, 32]. The stop
decays via an RPV interaction to a charged lepton (of any flavor) and a b-quark. The decay branching
fractions to eb, ub, and Tb may be different in a manner related to the neutrino mass hierarchy [33, 34].

In this note, a search is presented for direct stop pair production, with the decay of each stop via an RPV
interaction to a charged lepton (electron or muon) and a b-quark, as shown in Figure 1. The experimental
signature is two oppositely charged leptons and two identified b-jets. The analysis considers eebb, e ubb,
and pubb final states. Final states with taus are not considered for this search. The distinguishing features
are two pairs, each of a lepton and a b-jet, with a resonance in the invariant mass distribution of each pair.
In contrast to R-parity conserving searches, there is no significant missing transverse momentum.

Previous searches for lepto-quarks at ATLAS [35-38] and CMS [39—-42] have considered pair production
of first, second, and third generation lepto-quarks, but have not examined the signature of a resonance in
the invariant mass of an electron and a b-jet or a muon and a b-jet. The results of these searches have

already been interpreted to set limits on the stop mass and its decay branching fractions in the B — L
model [33, 34].

2 The ATLAS detector

The ATLAS experiment [43] is a multipurpose particle physics detector with a forward-backward sym-
metric cylindrical geometry and nearly 47 coverage in solid angle.! The inner tracking detector (ID)

1" ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the
detector and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis
points upward. Cylindrical coordinates (7, ¢) are used in the transverse plane, ¢ being the azimuthal angle around the beam
pipe. The pseudorapidity is defined in terms of the polar 6 angle as 5 = —In [tan(8/2)]. The distance parameter (in 77-¢ space)
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Figure 1: Simplified model of pair production of stops, each with an RPV decay to a charged lepton and b quark.

covers the pseudorapidity range |n| < 2.5, and consists of a silicon pixel detector, a silicon microstrip
detector, and, for |i7] < 2.0, a transition radiation tracker. The ID is surrounded by a thin superconducting
solenoid providing a 2 T magnetic field. A high-granularity lead/liquid-argon (LAr) sampling electro-
magnetic calorimeter covers the region || < 3.2. A steel/scintillator-tile calorimeter provides hadronic
coverage in the range |7| < 1.7. LAr technology is also used for the hadronic calorimeters in the end-cap
region 1.5 < |n| < 3.2 and for electromagnetic and hadronic measurements in the forward region up to
7| = 4.9. The muon spectrometer (MS) surrounds the calorimeters. It consists of three large air-core
superconducting toroid magnet systems, precision tracking chambers providing accurate muon tracking
out to || = 2.7, and additional detectors for triggering in the region || < 2.4.

3 Monte Carlo simulation samples

Monte Carlo (MC) simulation is used to estimate the detector response and efficiency to reconstruct the
signal process, estimate systematic uncertainties, and to predict the backgrounds from Standard Model
processes. The response of the detector is simulated using a detailed model implemented in GEaNT 4 [44,
45]. Multiple overlapping pp interactions (pileup) are included in the simulation by overlaying simulated
minimum bias events, generated using PyTHia version 8.160 [46], onto the simulated hard scatter event.
The simulated events are weighted such that the distribution of the average number of pp interactions
per bunch crossing agrees with data. The simulated events are reconstructed with the same algorithms
that are applied to collision data. The underlying event is described with the AUET2 tune [47] for all
samples apart from ¢f, which uses the Perugia 2011C tune [48], and the Z/y*+jets samples which use a
SHERPA-specific tune [49].

Stop pair production is modeled using MADGRAPH version 1.5.12 [50] to generate stop-anti-stop pairs
using the CTEQ 6L1 parton distribution functions (PDFs) [51], and PyTHiA version 6.427 [52] to perform
the R-parity-violating stop decay as well as the parton shower calculation. Stop pairs are generated for

AR = \J(Ap)2 + (A¢)? is used.




stop masses between 400 GeV and 1000 GeV in steps of 100 GeV. Signal cross sections are calculated at
next-to-leading order (NLO) in a, including the resummation of soft gluon emission at next-to-leading-
logarithm accuracy (NLO+NLL) [53-55]. The nominal cross section and the uncertainty are taken from
an envelope of cross section predictions using different PDF sets and factorization and renormalization
scales, as described in Ref. [56]. The signal samples have cross sections ranging from 356 + 51 fb for
a stop mass of 400 GeV to 0.44 + 0.12 fb for a stop mass of 1000 GeV. In the simplified models, the
stop branching ratios were set to Br(f — be) = Br(f — bu) = 0.5, but the events can be appropriately
weighted to give any branching fraction hypothesis. Signal contributions from 7 — bt decays are not
considered.

The largest sources of Standard Model backgrounds are 7, single top production (Wt channel), and
Z/y*+jets production. The ¢7 process is modeled using the next-to-leading order generator POwHEG revi-
sion 2129 [57-60] with NLO PDF set CTEQ 6L1 [51], and showered with PyTHiA version 6.426, When
using the baseline PowHEeG +PyTHiA 17 production sample, events are reweighted in bins of the transverse
mass (pr) of the ¢f system to match the top quark pair differential cross section observed in ATLAS
data [61, 62]. The W¢-channel and s-channel of the single top background are modeled using PowHEG
revision 1556 [63] with PyTHia version 6.426, while the 7-channel is modeled using AcERMC version
3.8 [64] with PytHiA version 6.426, both with PDF set CTEQ 6L1 [51]. The Z/y*+jets production pro-
cess is modeled using SHErpA version 1.4.1 [49] with NLO PDF set CT10. Charm and bottom quarks are
treated as massive.

Other backgrounds considered include di-boson processes, 7 in association with a vector boson, W bo-
son-+jets, and Higgs boson production. These additional background sources are small compared to the
three main sources.

4 Event Reconstruction

Events recorded during stable data-taking conditions are analyzed if the reconstructed primary vertex has
five or more tracks with pr > 400 MeV associated with it. The primary vertex of an event is identified
as the vertex with the highest p% of associated tracks. After the application of beam, detector, and data-
quality requirements, the total integrated luminosity considered in this analysis corresponds to 20.3 fb™!.
The uncertainty on the integrated luminosity is +2.8%. It is derived following the same methodology as
that detailed in Ref. [65].

Electron candidates are reconstructed from energy deposits in the electromagnetic calorimeter matched
to a charged particle track in the ID. Electron candidates must satisfy the medium++ identification re-
quirement of Ref. [66], have pt > 40 GeV and || < 2.47, and be consistent with the primary vertex with
impact parameter significance in the transverse plane |dy/o4,| < 3 and a longitudinal impact parameter
|zo sin 8] < 0.4 mm. Muon candidates are reconstructed by combining tracks in the ID and tracks in the
MS [67]. Muon candidates must have pr > 40 GeV and || < 2.4, and be consistent with the primary
vertex with |dog/og,| < 3 and |zp sin 6| < 1.0 mm. Events containing a poorly measured muon, as deter-
mined by having incompatible momentum measurements in the ID and the MS, are rejected. In simulated
samples, the efficiencies identifying electrons and muons are corrected to match those found in data.

Jets are reconstructed using the anti-k, algorithm [68, 69] with a radius parameter R = 0.4 from calibrated
clusters of energy deposits in the calorimeters. The differences in calorimeter response between electrons,
photons and hadrons are taken into account by classifying each cluster, prior to the jet reconstruction, as



coming from an electromagnetic or hadronic shower on the basis of its shape [70]. The jet energy thus
accounts for electromagnetic and hadronic energy deposits at the cluster level with correction factors
derived from MC simulation. A further correction, used to calibrate the jet energy to the scale of its
constituent particles, (JES) [70, 71], is then applied. The impact of pileup is accounted for using a
technique, based on jet areas, that provides an event-by-event and jet-by-jet correction [72]. Jets are
required to have transverse momentum pt > 40 GeV and || < 4.9. In order to reduce contamination
from jets produced by pileup, the scalar sum of the pr of the tracks matched to the jet and originating
from the primary vertex must be at least 50% of the scalar sum of the pr of all tracks matched to the jet.
This criterion is only applied to jets with pt < 50 GeV and || < 2.4.

Overlaps in the reconstruction of electrons, muons, and jets are removed by the following requirements.
If two electrons have AR < 0.05, then the lower-pt electron is removed as it is assumed to be from
bremsstrahlung followed by pair production. If an electron and a jet have AR < 0.20, then the jet is
removed as it is assumed to be dominated by the electron. If an electron (muon) and a remaining jet have
AR < 0.40, then the electron (muon) is removed as it is assumed to be a component of the jet. Of the
remaining leptons, if an electron and a muon have AR < 0.01, then both are removed. If two muons have
AR < 0.05, then both are removed. Finally, if two remaining electrons (muons) have an invariant mass
less than 12 GeV, then both electrons (muons) are removed to reject leptons from low mass resonances.

After overlap removal, surviving electron (muon) candidates are required to be isolated to suppress heavy
flavor decays. The ratio of the sum of the pt of the charged particle tracks within AR < 0.30 of the elec-
tron (muon) to the minimum of 60 GeV and the pr of the electron (muon) (3 Ar<0.3 ptTr"ICk/ min (pt,60 GeV))
must be less than 0.1

The identification of b-jets uses the MV 1 flavor tagging algorithm [73, 74], which is based on an artificial
neural network algorithm that exploits the impact parameters of charged particle tracks, the parameters
of reconstructed secondary vertices, and the topology of b- and c-hadron decays inside a jet. The oper-
ating point corresponds to an overall 80% b-tagging efficiency, as measured in simulated 7 events, to a
rejection factor of 25 for jets originating from light quarks or gluons, and to a rejection factor of 3 for jets
originating from charm quarks. In simulated samples the efficiency of identifying b-jets and the proba-
bility of misidentifying jets originating from the fragmentation of light-flavor quarks, gluons, and charm
quarks are corrected to match those found in data.

The vector momentum imbalance in the transverse plane is obtained from the negative vector sum of
the reconstructed and calibrated physics objects and the calorimeter energy clusters not associated with
reconstructed objects. This is denoted as missing transverse momentum, and the symbol E%‘iss is used for
its magnitude. The E%“SS calculation is described elsewhere [75].

5 Event Selection

Events are required to have at least two reconstructed leptons and two b-tagged jets. If more than two
leptons or two b-jets are found, the objects with the highest pr are selected. The leptons are required
to have opposite charge. Single-electron and single-muon triggers are used to select events. Di-electron
and di-muon events are required to pass a single-electron and single-muon trigger respectively, while
electron-muon events are selected if either or both of the single-lepton triggers are passed. At least one
of the reconstructed leptons is required to be within AR < 0.15 of the detector signature found by the



trigger. This trigger requirement is highly efficient for signal events; between 93% and 98% of events
depending on the flavor channel.

Two overlapping signal regions (SRs) are defined to search for an excess of signal-like events, which are
inconsistent with the prediction from the Standard Model alone. In order to achieve a large expected signal
to background ratio in the signal regions, MC simulation is used to optimize the selection requirements.

The scalar sum of the pr of the two b-tagged jets and two leptons (Hr) effectively separates the signal
processes from the major sources of Standard Model background. Events in the SRs are required to have
Ht above 1100 GeV. Events with two same-flavor leptons with invariant mass within 10 GeV of the
Z-boson mass are vetoed to reduce the backgrounds from Z-boson production.

For the signal model, the invariant masses of the two pairs of a lepton and b-tagged jet should be equal
since they are decay products of the stop/anti-stop. Therefore, for each of the two possible ways to group
two leptons and two b-tagged jets into two pairs of a lepton and a b-tagged jet, the difference in the
invariant masses is calculated, (mg = ml,l7 {,), where mg f(m}j f) denotes the mass of the higher (lower)-mass
pair. The grouping with the smallest difference is selected. The mass asymmetry is defined as

mgf B m}w
mp¢ asymmetry = ————-—. (1)
My My

The asymmetry should be close to zero for signal. Standard Model processes, however, have no preference
for the mass asymmetry. The SRs require a mass asymmetry of less than or equal to 0.2. Finally, mg /18
used to define the two SRs. SR 400 has a requirement of mg ; = 400 GeV, and is optimal for lower stop

masses, while SR 600 has a requirement of mg ¢, = 600 GeV, and is optimal for higher stop masses.

The full selection criteria for the analysis regions is outlined in Table 1 and Figure 2.

Table 1: Summary of signal, control, and validation regions used for this analysis. The control and validation
regions are explained in Section 6. All regions require two b-tagged jets and two oppositely charged leptons. An
event is in the Z window if it contains two same-flavored leptons with an invariant mass within 10 GeVof the mass
of the Z boson.

Region ‘ mg ¢, 1GeV]  Hr[GeV] E;“iss significance [ GeV'?]  mpe asymmetry Z window

SR 400 > 400 > 1100 - <0.2 Veto
SR 600 > 600 > 1100 - <0.2 Veto
Top CR > 200 <500 >4 <0.2 Veto
Z CR > 200 < 500 <4 <0.2 Select
Top VR 1 > 200 < 500 <4 <0.2 Veto
Top VR 2 > 200 < 500 - > 0.2 Veto
Top VR 3 > 200 > 500 >4 > 0.2 Veto
Z VR > 200 > 500 - <0.2 Select

The Ht, mpe asymmetry, and mg , distributions are shown in Figure 3 for the simulated background
processes and three signal models. In this figure, all the SR selections apart from that on the variable
being shown are applied. The number of expected signal events (for the same three signal models)
passing each selection requirement is shown in Table 2. The estimates shown in Figure 3 and Table 2 are
taken from MC simulation, and the event yields are normalized to 20.3 fb~!.
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Figure 2: Position of the regions in the E‘TniSS significance versus Ht space. The two left plots show the
E%liss significance- Hy plane after requiring the invariant mass of the two leptons is not consistent with the Z boson,
with the top plot requiring mj, asymmetry > 0.2 and the bottom requiring m, asymmetry < 0.2. The right plot
shows the plane when requiring the invariant mass of the two leptons is consistent with the Z boson, and the leptons
are of the same flavor. The two SRs apply a different requirement on the invariant mass of the higher-mass b¢ pair.

SR 400 requires m), > 400 GeV, and SR 600 requires m$ , > 600 GeV.

6 Background estimation

The background estimates of the ¢ and the Z/y*+jets backgrounds use MC simulation normalized in
dedicated data control regions (CRs), the top control region (Top CR) and Z control region (Z CR)
respectively. The remaining backgrounds are estimated using simulation. Several validation regions
(VRs) are defined to validate the extrapolation from the CRs to regions with different kinematics.

Both the Top CR and Z CR require Hr to be less than or equal to 500 GeV to reduce the amount of signal
contamination in the regions. A cut of m;, asymmetry < 0.2 is applied to match the signal regions, and

mg ¢ 1s required to be above 200 GeV. No requirement is made on the invariant mass of the second pair.

The E%liss significance variable is used to define CRs that are relatively pure in ¢7 or Z/y*+jets, where

miss
ET

2

ET" significance = .
Hr

Processes like t7, with real E%liss, tend to have large ETIniSS significance, while Z/y*+jets, where the E%‘iss
is from mismeasurement, tend to have low ET" significance. For this reason, the Top CR requires
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Figure 3: Distributions of the variables which are used to define the SRs. These plots show the MC simulated
background samples and three signal models, and are made after applying all the SR selection criteria except

for that on the variable shown. The top two plots show the Ht and mj, asymmetry variables, and the bottom

plot shows the mg , distribution. The arrows show the SR requirement on the variable being shown. In each

plot, the last bin includes the overflow for values beyond the maximum shown. The hashed error bands show
only the statistical uncertainty on the background MC simulation samples. The signal models have an assumed
Br(f — be) = Br(f — bu) =0.5.

E%‘iss significance > 4 GeV'!/? and the Z CR requires E%‘iss significance < 4 GeV'/2. The definitions of
the CRs, and VRs are summarized in Table 1 and Figure 2.

The normalization of the ¢7 and the Z/y™*+jets backgrounds are determined using a simultaneous fit, which
takes into account cross-contamination of the different background processes between the CRs as well
as the statistical and systematic uncertainties (described in Section 7) [76]. The remaining background
estimates, due to single top and other SM processes, are taken from the MC simulation. The number
of observed events as well as the expected number of events in each of the CRs and VRs are shown in
Table 3. The agreement between the observed number of events and the fitted event yields in the VRs is
summarized in Figure 4. Using the fitted backgrounds, the dominant process in the same-flavor channels
of the SRs is Z/y*+jets followed by single top and ¢7. In the eu channel, the Z/y*+jets background does
not contribute, thus, the largest backgrounds are single top and #7. As a result of the fit, the Z/y*+jets
background is scaled up by approximately 40%. Due to this large normalization factor, the background
is over-predicted in the Z VR. This over-prediction is taken as an additional systematic uncertainty, de-
scribed in Section 7.



Table 2: The number of expected signal events pasing each of the signal region cuts. This is shown for stop masses
of 500 GeV, 800 GeV, and 1000 GeV. The estimated yields are taken from MC simulation, and are normalized to
20.3 fb~!, and the uncertainty given is the MC statistical uncertainty. The signal models have an assumed branching
fraction of Br(f — be) = Br(f — bu) = 0.5.

Selection ‘ m; =500 GeV  m; =800 GeV m; = 1000 GeV
oL ‘ 1750 + 260 59 +12 8.9+25
bbtl 624 + 4 19.65 £ 0.18 2.68 +0.05

Z veto 619 +4 19.62 +0.18 2.68 +0.05
Hp > 1100 GeV 1229+ 1.8 16.01 +0.17 2.50+0.04
mpe asymmetry < 0.2 112.8 £ 1.7 14.00 £ 0.15 2.11 £0.04
mpe > 400 GeV 1103+ 1.7 13.74 £ 0.15 2.09 +0.04
mpe = 600 GeV 7.7+04 12.86 £ 0.15 1.99 + 0.04

Table 3: The observed and expected event yields in the CRs and VRs. The expected event yields are shown before
and after a fit to the data in the CRs. The fitted background yields in the CRs match the observed number of events

in data by construction.

Top CR ZCR TopVR1 TopVR2  TopVR3 Z VR
Observed 327 645 606 67 101
Fitted background 369 £ 19 327+18 69050 630+40 72 +5 130 £ 60
Fitted 77 346 + 19 9.1+£0.7 600+40 497 +35 54+£5 2.99+0.24
Fitted Z/y*+jets 32+0.5 309 £ 18 63+5 64+5 1.5+0.8 120 + 60
Single top 16.7+2.0 0.83+0.09 23.0+2.6 566 14119 0.32+0.04
Other 283+027 864+1.0 47+04 82+0.8 2.03+0.27 6.4+0.7
Input SM 230 614 557 66 93
Input t7 8.2 543 447 49 2.7
Input Z/y*+jets 220 44 45 1.1 83
Input single top 0.8 23 57 14 0.30
Input other 8.6 4.7 8.2 2.0 6.40

The extrapolation from low Ht CRs to the high Hr region where the SRs are located is validated using the
Top VR 3 and Z VR. These validation regions show fair agreement between the observed and predicted
event yields as well as for the shape of the mg , and Hr distributions as shown in Figures 5 and 6.

7 Systematic uncertainties

Several sources of systematic uncertainty are considered when determining the estimated signal and back-
ground contributions. The largest sources of systematic uncertainty are those related to the MC statistical
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Figure 4: The top of this plot shows the number of observed and expected events in the validation regions, and
broken down by flavor channel. The uncertainty band includes the statistical uncertainty as well as the systematic
uncertainty (described in Section 7). The bottom of the plot shows the deviation of that channel’s prediction from
the observed number of events divided by the uncertainty on the prediction. The normalization of the background
yields are determined by fitting the ¢7 and Z/y*+jets backgrounds to the observed data in the two CRs.

uncertainty in the SRs, the JES, the b-tagging efficiency and the extrapolation of the Z/y*+jets back-
ground to high Hrt. The uncertainty on the lepton energy scale and resolution was considered, but shown
to be negligible.

o Jet energy scale: The uncertainty on the JES takes into account the dependence on pr, 17, jet flavor,
and the number of primary vertices. The components of the JES uncertainty are varied by =10 in
the MC simulation and propagated to the expected event yield.

o b-tagging: The uncertainty on the b-tagging efficiency is evaluated by varying the correction fac-
tors applied to each jet in the simulation within a range that reflects the systematic uncertainty on
the measured tagging and rejection efficiencies. These uncertainties take into account the depen-
dence on pt and jet flavor.

o Jet energy resolution: The uncertainty on the jet energy resolution (JER) is evaluated by apply-
ing an additional smearing to the pt of each of the jets in the simulation. This smearing is then
propagated to the expected event yield.

e Hry extrapolation: An Ht extrapolation uncertainty of 50% is applied to Z/y*+jets events with
Ht > 500 GeV. This is assigned to account for uncertainty on the Z/y*+jets Hr spectrum. This
uncertainty is derived from the disagreement observed in Figures 4-6.

Several theoretical uncertainties are considered in the modeling of the major background processes in MC
simulation. These include the uncertainty on the single top (Wt) cross section, the uncertainty related to

10
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Figure 5: The mg ; distribution in Top VR 3 (left) and Z VR (right). The Standard Model background prediction is
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The hashed bands show the uncertainty on the fitted background prediction including all statistical and systematics
uncertainties. The bottom of each plot shows the ratio of the observed data to the Standard Model background
prediction.
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the renormalization and factorization scales, parton shower, and the limited number of partons included
in the matrix element calculation. These theoretical uncertainties are on the order of a few percent of the
total background prediction. The uncertainty on the luminosity is assessed for the signal processes, and
all background processes apart from ¢7 and Z/y*+jets, whose normalizations are determined using data.
The relative systematic uncertainty on the total background estimate in the SRs is shown in Table 4

Table 4: Summary of the effect of each considered sources of systematic uncertainty on the background estimate
in SR 400 and SR 600. Several sources of theoretical systematic uncertainty which have a small effect on the total
background estimate are grouped into the “Other theory” category.

Systematic

Uncertainty (%) SR 400 SR 600
JES 15 3
b-tagging 13 12
JER 5
Luminosity 1 1
Hr extrapolation 19 20
MC statistical 13 23
CR statistical 3 3
Wt cross section 2 2
Other theory 1 2

For each of the signal models, the effects of uncertainty on the JES, b-tagging efficiency, JER, and lumi-
nosity are considered as well as the uncertainty on the signal model cross section which ranges between
14% and 28%.

8 Results

The background yields in these signal regions are determined by a maximum likelihood fit [76] for the
tt and Z/y*+jets normalizations, which are constrained by the observed data in the Top and Z control
regions. The systematic uncertainties described previously are included as Gaussian-distributed nuisance
parameters. The fitted background yields and the observed number of events in each signal region are
shown in Tables 5 and 6. Two events are observed, in agreement with the Standard Model prediction. The
kinematics of the two selected events are shown in Table 7, the mg ¢ and Hr distributions in SR 400 are
shown in Figure 7.

As the observed number of events is consistent with the Standard Model prediction, Upper limits at 95%
confidence level (CL) on the number of beyond the Standard Model (BSM) events for each signal region
are derived using the CL; prescription and neglecting any possible contamination in the control regions.
Normalizing these by the integrated luminosity of the data sample they can be interpreted as upper limits
on the visible BSM cross section, ois, Where o s is defined as the product of acceptance, reconstruction
efficiency and production cross section. The results are given in Tables 5 and 6.

Exclusion limits on the signal model are determined using the C Lg prescription based on a simultaneous
fit of the SRs and CRs [76]. The predicted signal contamination is taken into account in the CRs. For each
stop mass, exclusion fits are performed with various assumptions on the branching ratios of the stop. For
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Table 5: The expected and observed event yields in SR 400. The expected event yields are shown before and after
performing the fit to the data in the control regions. The last three rows show the model-independent 95% CL on
the visible cross section and the number of events (expected and observed) in SR 400 from a generic non-Standard

Model process.

SR400 SR 400ee SR400uu SR 400 eu
Observed 2 0 2 0
Fitted background 1.39+0.35 0.36+0.15 0.57+0.20 0.45+0.11
Fitted t7 0.33+0.09 0.07+0.08 0.07+0.02 0.19+0.05
Fitted Z/y*+jets 0.54+0.28 0.20+0.10 0.35+0.18 <0.01
Single Top 0.44+0.08 0.10+0.03 0.11+0.03 0.23+0.05
Other 0.07 £ 0.04 <0.01 0.04+0.02 0.03+0.03
Input SM 1.2 0.30 0.46 0.43
Input 17 0.30 0.06 0.06 0.17
Input Z/y*+jets 0.38 0.14 0.24 0.00
Input single Top 0.44 0.10 0.11 0.23
Input other 0.07 0.00 0.04 0.03
Oyis [fb] 0.23 0.11 0.26 0.11
Observed Nyon-sm 4.8 2.2 5.4 2.3
Expected Nyon—sm 4.0f%:% 3.23:? 3.6f}:g 3.31:2

each point on the branching ratio plane, the SR which provided the best expected sensitivity, as measured
by the lowest expected CLg value, is chosen. The expected and observed limits are shown in Figure
8. This figure shows, for each simulated stop mass, the observed (expected) 95% exclusion limit on the
branching fraction under the red (blue) line. A yellow band shows the +10 uncertainty on the expected
limit, determined from the systematic uncertainty on the signal and background prediction excluding the
effect of the signal cross section uncertainty. The effect of varying the signal cross section on the observed
limit is indicated by the dashed red lines. The final limit on the stop mass is shown in Figure 9. This plot
shows the 95% confidence limit (CL) on the mass obtained by choosing the maximum excluded mass
for each branching ratio on the plane using the nominal cross section value. As the branching ratio of
f — bt increases, the number of expected events with electrons or muons in the final state decreases for
the same simulated stop mass. Therefore, the limit on the mass is strongest at the bottom of the plane. In
the top corner of the plot, the SRs described in this analysis note have no sensitivity, however traditional
lepto-quark searches for final states with b-tagged jets and 7 leptons are able to place experimental limits
in this region [35].
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Table 6: The expected and observed event yields in SR 600. The expected event yields are shown before and after
performing the fit to the data in the control regions. The last three rows show the model-independent 95% CL on
the visible cross section and the number of events (expected and observed) in SR 600 from a generic non-Standard
Model process.

SR600 SR600ee SRG600 uu SR 600 e

Observed 1 0 1 0

Fitted background 0.55+0.15 0.15+0.06 0.24+0.10 0.16 =0.06

Fitted ¢7 0.10+0.02 0.03 +0.01 <0.01 0.07+0.03

Fitted Z/y*+jets 0.23+0.12 0.08+0.05 0.15+0.08 < 0.01

Single Top 0.18+0.04 0.03+0.01 0.05+0.02 0.09+0.03

Other 0.04 +0.01 <0.01 0.04+0.02 < 0.01

Input SM 0.47 0.12 0.20 0.16

Input 7 0.09 0.03 0.00 0.06

Input Z/y*+jets 0.16 0.06 0.10 0.00

Input single Top 0.18 0.03 0.05 0.09

Input other 0.04 0.00 0.04 0.00

Ovis [fb] 0.19 0.10 0.20 0.10

Observed Nyon—sm 3.9 2.1 4.0 2.1

Expected Nyon—sm 3.5f}:3 2.6:1):2 3.03:(7) 2.7f(1):$
> 5 L L B B L L > ] R e A Rl RN
o 45  °Daa ATLAS Preliminary | ° 455 ATLAS Preliminary * baa =
S 4p T Towlpd Vs=8Tev,203f6* 3§ S 4F (s=8Tev,20.3fb" N Total pdf - 3
8 350 M SR 400 E & 350  SR400 W E
§ o B 4 8 s Mo
2.5; .Smgletop é 2.5; .Smgletop é
E Other E E Other E
2E E 2E E
155 5 15E 5
1= 3 1= 3
05 g —2 0.5 =

1100120013001400150016001700180019002000
H; [GeV]

=
o

300 400 500 600 700 800
mY [GeV]

Figure 7: These plots show the mg , (left) and Hr (right) distributions in SR 400. The Standard Model background
prediction is taken from the fitted background prediction. The hashed bands show the uncertainty on the fitted
background prediction including the MC statistical and sources of systematic uncertainty. The bottom of each plot
shows the ratio of the observed data to the Standard Model background prediction.
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Table 7: The event and object kinematics for the two events passing the signal region selection. The first event
passes the SR 400 selection while the second event passes both SR 400 and SR 600 selections.

Run number 214216 210302
Event number 121272046 2292645861
my , [GeV] 558 686
{o flavor J7i u
{o charge - -
£o pr [GeV] 375 272
by pt [GeV] 330 460
ton -0.11 1.22
bon 0.56 0.95
o @ 2.0 -1.3
by ¢ -2.7 2.5
m, , [GeV] 526 528
€1 flavor u u
{1 charge + +
€1 pr [GeV] 88 96
by pr [GeV] 542 374
6 n 0.45 1.43
bin -1.1 -0.26
0 ¢ -2.3 -0.91
by ¢ -0.21 2.3
Mpe aSymmetry 0.03 0.13
Hy [GeV] 1335 1203
EIF“iSS significance [ GeV'!/?] 2.9 6.4
ET" [GeV] 107 223
Meg [GCV] 324 71
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Figure 8: Expected and observed limit on the branching ratios for the stop decaying to different lepton flavors shown
for different stop mass hypotheses between 400 GeV and 1 TeV. The shaded area under the solid line represents the
branching ratios which are excluded at 95% CL for each stop mass. The dotted lines represent the uncertainty on the
observed mass limit obtained by varying the signal model cross section up and down one standard deviation from
the nominal value. The dashed line shows the expected 95% CL exclusion for each stop mass, and the shaded band
shows the uncertainty on this expected exclusion limit from statistical uncertainty and the sources of systematic
uncertainty discussed in Section 7.
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Figure 9: The observed mass limit on the stop at 95% CL. This limit is obtained using the nominal stop cross
section. Stop masses between 400 GeV and 1100 GeV, in steps of 100 GeV, were tested. The mass limit shown
corresponds to the highest-mass stop sample which was excluded. As the branching ratio of 7 — bt increases, the
number of expected events with electrons or muons in the final state decreases. Therefore, the limit on the mass
decreases.
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9 Conclusion

A search for direct stop pair production, where the stop particles each decay via an R-parity-violating
coupling to a b-quark and an electron or muon, leading to final states with two b-tagged jets and two light
leptons (electron or muon). The search uses 20.3 fb~!of /s = 8 TeV proton-proton data collected with
the ATLAS detector at the LHC. No significant excess of events over the Standard Model prediction is
observed, and limits are set on the mass of the stop at 95% confidence level. A scan of possible stop
branching ratios are tested, the mass limit ranges between 500 GeV, when the stop has a branching ratio
to a b-quark and a tau lepton of 80%, to to 1 TeVwhen the stop decays entirely to a b-quark and an
electron.
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Auxiliary material

Number of events

(nobs - npred) / otot

Figure 10: The top of this plot shows the number of observed and expected events in the CRs, and broken down
by flavor channel. The uncertainty band includes the statistical uncertainty as well as the systematic uncertainty
(described in Section 7. The bottom of the plot shows the deviation of that channel’s prediction from the observed
number of events divided by the uncertainty on the prediction. The normalization of the background yields are
determined by fitting the 7 and Z/y*+jets backgrounds to the observed data in the two CRs. As a result, the
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observed and predicted yields in the full Top CR and Z CR are equal.
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Figure 11: The mg ; distribution in Top CR (left) and Z CR (right). The Standard Model background prediction is
shown after setting the normalization of the #f and Z/y*+jets backgrounds based on the observed data in the CRs.
The hashed bands show the uncertainty on the fitted background prediction including all statistical and systematics
uncertainties. The bottom of each plot shows the ratio of the observed data to the Standard Model background

prediction.
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Figure 12: The Hr distribution in Top CR (left) and Z CR (right). The Standard Model background prediction is
shown after setting the normalization of the #7 and Z/y*+jets backgrounds based on the observed data in the CRs.
The hashed bands show the uncertainty on the fitted background prediction including all statistical and systematics
uncertainties. The bottom of each plot shows the ratio of the observed data to the Standard Model background

prediction.

25



% 700 I L L
o . ATLAS  Preliminary * Data 3
g (5=8 TeV, 203 fb* = Total pdf —
8 Top VR 1 Mt ]
g IZ/_V* E
M Singletop
Other B
2 2 T T
2 0¥
I S
1

1 1 1 1
800 300 400 500 600 700 800
mp, [GeV]

Figure 13: The mg ; distribution in Top VR 1 (left) and Top VR 2 (right). The Standard Model background prediction
is shown after setting the normalization of the ¢7 and Z/y*+jets backgrounds based on the observed data in the CRs.
The hashed bands show the uncertainty on the fitted background prediction including all statistical and systematics
uncertainties. The bottom of each plot shows the ratio of the observed data to the Standard Model background

prediction.
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Figure 14: The Hr distribution in Top VR 1 (left) and Top VR 2 (right). The Standard Model background prediction
is shown after setting the normalization of the /7 and Z/y*+jets backgrounds based on the observed data in the CRs.
The hashed bands show the uncertainty on the fitted background prediction including all statistical and systematics
uncertainties. The bottom of each plot shows the ratio of the observed data to the Standard Model background

prediction.
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